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Abstract

Polarimetric Studies of the Long Duration Gamma-Ray Burst GRB 160530A with the
Compton Spectrometer and Imager

by

Alexander Lowell

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Steven Edward Boggs, Chair

Gamma-ray bursts (GRBs) are highly luminous flashes of gamma-rays that last from hun-
dreds of milliseconds up to hundreds of seconds, peak in the soft gamma-ray band (0.1 MeV
to 1 MeV), represent ultra-relativistic motion, and originate from cosmological distances.
Despite thousands of observations of GRB prompt emission, and hundreds of observations
of GRB afterglows, many details pertaining to the nature of gamma-ray bursts remain elu-
sive. A wide variety of models exist that describe the progenitors, central engines, emission
mechanism, geometric structure, and magnetization of GRBs. Polarization measurements of
the GRB prompt emission are believed to give essential clues where spectral and temporal
observations fall short.

The Compton Spectrometer and Imager (COSI) is a balloon borne Compton polarimeter,
imager, and spectrometer sensitive in the 0.2 MeV to 5 MeV band. One of COSI’s main
science goals is measuring the polarization of astrophysical gamma-ray sources, including
GRBs. Polarimetric measurements with a Compton polarimeter are possible due to the
sensitivity of the Compton scattering cross section upon the orientation of the photon’s
electric field vector. We verified COSI’s polarimetric capabilities in the laboratory using
partially polarized and unpolarized beams, and compared the measurements to simulations.
Overall, the measurements reflect the simulations closely, and we were able to place upper
limits on the systematic error on the polarization level of 3%− 4%.

In May of 2016, COSI took flight from Wanaka, New Zealand aboard a NASA Super
Pressure Balloon. COSI continuously telemetered science data for 46 days before landing in
Southern Peru. On May 30, 2016, COSI clearly detected the long duration gamma-ray burst
GRB 160530A. We performed a polarization analysis of this GRB using both a standard
method (SM) and a maximum likelihood method (MLM). The measured polarization level
was below the 99% confidence minimum detectable polarization level (MDP) using both
analysis methods (MDP = 72.3% ± 0.8% for the SM, and MDP = 57.5% ± 0.8% for the
MLM), so we claim a non-detection of polarization for this GRB. Using the MLM, we placed
a 90% confidence upper limit of 46% on the polarization level. GRBs with polarization levels
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higher than 46% have been reported in the literature, and so this result will be useful in
future meta-analyses that consider the statistical distribution of polarization levels across
the GRB population.
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Chapter 1

Gamma Ray Bursts

Gamma-ray bursts (GRBs) are bright, transient events of cosmological origin. They are
aptly named to reflect the fact that the first phase — the prompt emission — is dominated
by soft gamma-rays, typically between 0.1 MeV to 1 MeV. Following the prompt emission is
an “afterglow” phase which is marked by broadband emission from X-rays down to radio,
and can persist for months. Typical GRBs release a total energy in gamma-rays on the
order of 1051 erg over the course of seconds, and can outshine the entire gamma-ray universe
combined as they reach their peak intensities. At the time of this writing, thousands of
GRBs have been observed, and hundreds have afterglow measurements. Despite the breadth
of observations, many aspects of the GRB phenomenon remain ambiguous. Part of the
problem lies in the broad diversity of temporal and spectral characteristics that are seen
across the GRB population. This complicates theoretical modeling, as the proposed models
must somehow unify the (often conflicting) observational evidence.

Polarization measurements of GRB prompt emission have the potential to discern be-
tween competing models. Differences between models include the presence or lack of mag-
netic fields within the GRB outflow, the coherency scale of magnetic fields, the dominant
emission mechanism, and the geometry of the outflow. The polarization of the prompt emis-
sion is sensitive to all of these details. To date, the sample size of GRBs with polarization
measurements is 23 (McConnell, 2017; Chattopadhyay et al., 2017; Lowell et al., 2017a).
Many of these measurements claim a detection of non-zero polarization, but none of these
detections exceed a significance level of 4σ. Recent advances in instrumentation and methods
will push the sensitivity of upcoming GRB polarization measurements.

In this chapter, we start with a broad overview of GRB observations with major results
along the way, extending from their discovery in the late 1960’s up to today. We will then
describe the physical models behind the GRB phenomenon. Finally, we will discuss the
implications of the theoretical models on the polarization of GRB prompt emission, as well
as the current status of observations.
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1.1 History of GRB Observations and Results

1.1.1 First Observations — Vela Spacecraft

GRBs were first discovered in the late 1960’s (Klebesadel et al., 1973) serendipitously by the
Vela satellites, which were deployed by the United States as a monitor for nuclear weapons
testing in the wake of the Partial Test Ban Treaty. The initial report from Klebesadel et al.
(1973) was with respect to measurements made with four Vela spacecraft; Vela 5A, 5B,
6A, and 6B. The Vela 5 and 6 series were equipped with cesium iodide scintillators, which
provided for nearly full-sky sensitivity in the 0.3 MeV to 1 MeV band. The time delay for
transient events detected on pairs of Vela spacecraft could be used to constrain the source
location along an annulus on the sky. The intersection regions of the annuli were found to
exclude both the Sun and Earth as sources of the bursts. Moreover, cosmic rays were ruled
out on the basis that the observed time delays between Vela spacecraft never exceeded the
maximum light transit time of ∼ 0.8 seconds.

An early analysis of Vela burst locations by Strong & Klebesadel (1974) suggested that
the majority of bursts were of galactic origin, originating from the local spiral arm of the
galaxy, and that a minority could possibly be of extragalactic origin. However, the small
sample size of 11 prevented firm conclusions from being made. Through the 1980’s, several
attempts were made to explain the origin of gamma-ray bursts using the observed spatial
distribution. A firm answer to the question of the spatial distribution would not come until
the early 1990’s.

It was realized early on (Guilbert et al., 1983) that the GRB phenomenon may be highly
relativistic; From a simple causality argument, the size scale of the emitting region can be no
larger than cδt ∼, where δt s is the observed variability timescale of the GRB. The opacity to
pair production for photons above 1 MeV, assuming cosmological distances to GRBs as well
as the observed variability timescale (δt ∼ 10 ms), would be on the order of τ ∼ 1015 (Piran,
2005). Such a high opacity would prevent photons above 1 MeV from escaping, which is at
odds with the observation of > 1 MeV photons from GRBs. The resolution to this problem is
to assume that the source is moving relativistically towards the observer with a bulk Lorentz
factor Γ of Γ ∼ 102 − 103. The opacity is then reduced to a value less than unity if both
length contraction and Doppler shifting of the emitted photons are taken into account.

1.1.2 Compton Gamma-Ray Observatory

In 1991, the Compton Gamma-Ray Observatory (CGRO) was carried into orbit by space
shuttle Atlantis. CGRO utilized various instruments to make observations of astrophysical
sources of gamma-rays across six decades in energy: the Burst and Transient Source Ex-
periment (BATSE, 0.02 MeV to 2 MeV), the Oriented Scintillator Spectrometer Experiment
(OSSE, 0.05 MeV to 10 MeV), the Imaging Compton Telescope (COMPTEL, 0.8 MeV to
30 MeV), and the Energetic Gamma-Ray Experiment (EGRET, 20 MeV to 30 GeV).
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Figure 1.1: Spatial distribution of 1637 BATSE bursts from the fourth BATSE catalog
(Figure 5 of Paciesas et al., 1999), showing the isotropic distribution of GRBs in galactic
coordinates.

Of these experiments, BATSE was designed specifically to study the spatial distribution,
as well as spectral and temporal characteristics of GRBs and other gamma-ray transients.
BATSE’s eight sodium iodide detector modules were capable of performing spectroscopy and
timing analysis for transient events. Localization of bursts was achieved by comparing the
intensities between detector modules, since the acceptance of each module was strongest for a
distinct region of the sky. Using this technique, unambiguous localizations with an accuracy
of < 10◦ could be made for most bursts, and ∼ 1◦ for the brightest bursts (Paciesas et al.,
1999). Meegan et al. (1991) first reported that the spatial distribution of 153 BATSE GRBs
was isotropic, indicating that the bursts likely are not of galactic origin. The log N - log F
distribution of bursts revealed a deficit of weak bursts, which could be explained either by
a galactic halo origin, or cosmological effects such as the redshift of distant bursts pushing
the burst flux out of the BATSE bandpass (Fenimore et al., 1993). The fourth BATSE GRB
catalog (Paciesas et al., 1999) reinforces these earlier findings (Figure 1.1).

Spectral studies of GRB prompt emission were significantly advanced by the capabilities
of the BATSE detector modules. Band et al. (1993) found that the majority of BATSE
GRBs are well described by a smoothly broken power law model — frequently referred to as
a “Band model” — which is parameterized by a peak energy Ep, the power law slope α below
Ep, the power law slope β above Ep, and an overall normalization constant. The spectrum
is non-thermal and rather sharply peaked in νFν space, where the peak energy corresponds
to the break energy Ep of the Band model. While there is no physical motivation for this
spectral shape, its ability to reproduce the shape of many GRBs is very useful. Further
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Figure 1.2: Histograms of Band model fit parameters to a sample of 5500 BATSE GRB
spectra (Figures 7, 8, and 9 of Preece et al., 2000). The break energies Ep are clustered
around ∼ 250 keV, while the average low energy power law index α is ∼ −1, and the high
energy power law index β tends to fall between -2 and -2.5.

work on BATSE spectral analysis has assumed variants on the Band model (Goldstein et al.,
2013). Figure 1.2 shows the distribution of α, β, and Ep from Band model fits to 5500
BATSE GRBs (Preece et al., 2000). The values of Ep are clustered around ∼ 250 keV, while
the values of α and β are clustered around -1 and about -2.3 respectively. Efforts to explain
the physical origin of the spectral shape have focused largely on the synchrotron shock
model (Rees & Mészáros, 1992; Tavani, 1996), where the peak energy Ep is associated with
the synchrotron characteristic frequency from radiating, non-thermal electrons in relativistic
shocks. While the observed β values are consistent with plausible non-thermal electron
distributions and magnetic field strengths, the observed α values are found to violate the
so-called “synchrotron line of death” in about 20% of BATSE GRBs (Preece et al., 1998a).
The origin of the problem is that the low energy tail of the synchrotron spectrum cannot have
a slope harder than -2/3 (in photon number spectra) in the fast cooling regime. However,
this limitation can be overcome with tuning certain parameters such as the electron energy
distribution and the pitch angle distribution (Lloyd-Ronning & Petrosian, 2002).

Time domain analyses of BATSE bursts revealed that the distribution of GRB time
durations is bimodal, with “long” GRBs lasting longer than ∼ 2 seconds, and “short” GRBs
lasting shorter than ∼ 2 seconds (Kouveliotou et al., 1993). The distribution is plotted in
Figure 1.3 for 2041 BATSE GRBs. Furthermore, it was discovered that short GRBs tend
to have a harder spectrum, whereas the long GRBs tend to have a softer spectrum. This
formed the basis of a simple classification scheme — short-hard, long-soft — which was
taken as an indication that the population of GRBs is divided amongst two distinct classes
of progenitors.

In addition to the BATSE results, EGRET became the first instrument to detect GRBs
at high energies, proving that the GRB phenomenon is capable of producing > 100 MeV
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Figure 1.3: T90 distribution for 2041 BATSE GRBs, along with Gaussian fits to the short
and long GRB populations (Figure 1 from Lazzati & Perna, 2009). T90 is defined as the time
over which the detector collects between 5% and 95% of the total fluence.

gamma-rays (GRB 910503, Schneid et al., 1992), and then > 1 GeV gamma-rays (GRB
930131, Sommer et al., 1994). In the case of GRB 930131, a power law fit described the
data well over three decades in energy, which thoroughly ruled out a thermal spectrum with
a temperature less than 1 GeV. By the end of the CGRO mission, 5 GRBs with emission
above 30 MeV had been detected by EGRET (Dingus et al., 1997).

1.1.3 First Afterglows and Supernovae Associations in the
BeppoSAX and HETE-2 Era

While the BATSE spatial distribution and log N - log f distribution gave strong evidence that
GRBs occur at cosmological distances, it was still not possible to rule out an extended galactic
halo origin (Klose, 1995), which could also reproduce the observed results. GRB counterparts
at other wavelengths had long been sought in order to confirm possible associations between
GRBs and host galaxies, although no convincing evidence had been found. This changed
when the X-ray satellite BeppoSAX detected GRB 970228 with both its Gamma-Ray Burst
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Monitor (GRBM, 40 keV to 700 keV) and one of its Wide Field Cameras (WFC, 2 keV to
30 keV) (Costa et al., 1997). The WFC detection and subsequent detection with its Medium
Energy Concentrator Spectrometer instrument represented the first GRB afterglow detected
in any wave band. BeppoSAX continued to detect the afterglow out to seven days post-
burst, and found that the intensity in the 2 keV to 10 keV range decayed smoothly with a
power law shape. A few months later, GRB 970508 and its X-ray afterglow were detected by
BeppoSAX, and rapid follow-up observations in the optical band confirmed a fading optical
counterpart (Heise et al., 1997; Galama et al., 1998a). Deeper, spectroscopic observations
in the optical band of GRB 970508 revealed absorption features, which were used to infer a
redshift of z = 0.835, thus confirming that at least some GRBs are extragalactic in origin
(Metzger et al., 1997; Bloom et al., 1998).

Another major discovery in this era was the association between some GRBs and Type
1b/c supernovae. The first indication of this came with the long GRB 980425, whose Bep-
poSAX error region was found to coincide with the type Ic supernova SN1998bw (Galama
et al., 1998b). The chance probability of such a coincidence was estimated to be < 9× 10−5,
but was based on a posteriori statistics. Moreover, the optical emission was not accompanied
by a fading afterglow component, and so the connection between GRB 980425 and SN1998bw
remained controversial. Stronger evidence of a link between GRBs and supernovae came fol-
lowing the launch of the High Energy Transient Explorer 2 (HETE-2) satellite in 2000, whose
primary goal was to localize X-ray afterglows to 10 arcseconds and notify ground observers
of a burst within minutes. HETE-2 detected the long GRB 030329, which was promptly
followed up in the optical band, resulting in a robust detection of a fading optical afterglow
(Price et al., 2003). After 7 days, the optical light curve began showing features resembling a
supernova light curve, with the optical afterglow superimposed. Subtraction of the afterglow
component revealed a spectral evolution very similar to that of SN1998bw, making it clear
that a connection does indeed exist between GRBs and supernovae.

1.1.4 Rapid Afterglow Identification with the Swift Gamma-Ray
Burst Mission

By the early 2000s, several GRBs had optical counterparts with robust redshift measure-
ments. However, the limiting factor in making these observations was the localization ac-
curacy of the X-ray instruments initially reporting the afterglow position, and also the long
delay time for optical follow up. The Swift satellite — a dedicated gamma-ray burst mission
— was launched in 2004 with the goal of autonomously detecting GRBs and rapidly pro-
viding positions for X-ray afterglows. Swift constantly observes a large portion of the sky
with the Burst Alert Telescope (BAT, 15 keV to 150 keV), which is a coded mask imager
utilizing a cadmium zinc telluride detector plane. When a transient such as a GRB is de-
tected by the BAT, the spacecraft autonomously re-points itself and begins to tile the BAT
error circle region with the X-ray Telescope (XRT, 0.2 keV to 10 keV) and the UV-Optical
telescope (UVOT). The XRT is capable of localizing the X-ray afterglow to an accuracy of
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5 arcseconds, which enhances the probability of optical detection with UVOT and ground
based telescopes. Swift transmits X-ray coordinates to the ground within 1 to 2 minutes,
which are then relayed over the Gamma-ray Coordinates Network (GCN). The GCN alert
allows optical and radio observers on the ground to quickly point telescopes at the position
reported by Swift in an effort to detect the afterglow.

Swift’s efficient detection of GRBs with a high likelihood of subsequent afterglow iden-
tification marked a new era in GRB studies. Spectral, temporal, and even polarimetric
measurements of afterglows localized by Swift yield valuable information that is not avail-
able in the prompt emission. Observations of the optical afterglow spectra have resulted
in redshift measurements for more than > 360 GRBs ranging from z = 0.03 to z = 9.38
(Lien et al., 2016), thus eliminating any doubt regarding the cosmological origin of GRBs.
Follow ups of the optical afterglows have yielded GRB supernovae connections for 46 GRBs
to date Cano et al. (2017), either by direct spectroscopic analysis of the supernova ejecta,
or by identification of a late time bump, interpreted as the supernova light curve becoming
dominant over the GRB optical afterglow (Woosley & Bloom, 2006). Importantly, observa-
tions of well localized short GRBs have yet to reveal supernovae associations (Hjorth et al.,
2005; Bloom et al., 2006), reinforcing the notion that the progenitor for short GRBs dif-
fers from that of long GRBs. Analyses of host galaxies has revealed another clue regarding
short GRB progenitors: long GRBs are associated with star-forming galaxies, while short
GRBs are associated with either low star-forming elliptical galaxies, or regions of galaxies
where the star formation is low (Schady, 2017). If long GRBs are due to the collapse of
massive stars, then it is not surprising that they occur in regions where the star formation
rate is high. The link between short GRBs and low star forming rates is consistent with the
hypothesis that short GRBs are a byproduct of either a binary neutron star (NS) merger,
or a black hole (BH) NS merger, as these types of systems are associated with old stellar
populations. Compact object merger scenarios for short GRBs predate the Swift mission
(Eichler et al., 1989; Narayan et al., 1992), and remain the most popular explanation. Very
recently, a gravitational wave event consistent with a NS-NS merger was detected by both
the Laser Interferometer Gravitational-Wave Observatory (LIGO) and Virgo interferometers
(Abbott et al., 2017). A faint short GRB was detected by Fermi/GBM 1.7 seconds after
the gravitational wave signal (Goldstein et al., 2017), marking the first association between
short GRBs and merger events.

Swift observations of the X-ray afterglows show detailed behavior in the time domain
that appears to be relatively common across many GRBs. A selection of X-ray afterglows
are shown in Figure 1.4. The canonical X-ray afterglow light curve (Gehrels et al., 2009)
starts with an initial steep decay lasting typically 101−102 seconds, which then transitions in
to a shallow decay phase. The interpretation is that the steep decay represents the tail end
of the prompt emission, and the transition to the shallow phase happens when the afterglow
emission begins to dominate over the fading prompt emission. This is further corroborated
by an observed change in spectral index between the steep and shallow phases, which would
be expected if the afterglow and prompt emission originate from different regions. After
102−103 seconds post burst, the light curve steepens again as it enters the classical afterglow
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Figure 1.4: A selection of X-ray afterglows for long GRBs (left), and short GRBs (right) as
seen by Swift (Figure 6 from Gehrels et al., 2009). A variety of different behaviors can be
seen including steep to shallow transitions, jet breaks, and late time flares.

phase. Generally, the afterglow is believed to be powered by synchrotron emission from shock
generated magnetic fields as the relativistic outflow plows into the circumburst medium.
Occasionally, a “jet-break” is seen at later times (105 − 106 seconds post burst), which has
been interpreted as the reduction of relativistic beaming as the outflow decelerates, as well as
lateral expansion of the outflow as the jet becomes causally connected (Piran, 2005). Bright
X-ray flares are seen during the shallow or classical afterglow phase in roughly half of the
observations (Gehrels & Razzaque, 2013), which indicates that the central engine powering
the GRB reactivates at later times. Such temporal behavior places strong constraints on the
nature of the central engine, as it must have the ability to repeatedly tap a large source of
energy.

1.1.5 High Energy Observations with the Fermi Space Telescope

The Fermi gamma-ray space telescope was launched in 2008 and is equipped with two instru-
ments which have been useful for studying GRBs: The Gamma-Ray Burst Monitor (GBM),
and the Large Area Telescope (LAT). The GBM is a distributed array of NaI and bismuth
germanate (BGO) scintillators sensitive between 8 keV and 40 MeV, and similar in spirit to
the BATSE detectors. With its large field of view of 70% of the sky, GBM detects ∼ 300
GRBs per year, and is capable of performing spectroscopy of bursts over a much larger en-
ergy range than BATSE. Overall, the GBM results reflect the BATSE results closely, with
small differences between catalogs attributed to the extended energy of GBM, as well as
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instrumental or methodological biases (Goldstein et al., 2012).
The LAT is a pair conversion telescope sensitive to high energy gamma-rays in the range

20 MeV to 300 GeV. The LAT energy range overlaps the upper end of the GBM energy range,
providing for unprecedented spectral coverage for GRB observations (8 keV to 300 GeV). The
LAT field of view is considerably smaller than that of the GBM, resulting in approximately 10
GRBs detected per year. While previous EGRET results had confirmed that GRB emission
extends up to 1 GeV, Fermi observations of GRB 130427A for example prove that the
emission can extend up to ∼ 95 GeV (Ackermann et al., 2014). Perhaps the most important
results from LAT GRBs is that the high energy emission during the prompt phase is delayed
and lasts longer than the 100 keV - 1 MeV prompt emission (Gehrels & Razzaque, 2013).
GRB 130427A is an example case of both of these characteristics, where > 1 GeV photons
were only detected starting 10 seconds after the GBM trigger, and a 32 GeV photon was
detected 9 hours post trigger. With regards to the spectral shape of the high energy emission,
the Band model fits well for many GRBs over the combined GBM + LAT bandpass, but
some GRBs show extended emission all the way up to 10 GeV, which often requires an
additional power law component in the fits (Ackermann et al., 2011, 2013).

1.2 Progenitors and Central Engines

The observational evidence for the association of long duration GRBs with the collapse
of massive stars is strong, due to the 46 GRBs for which SN have been spectroscopically
identified, or for which late time bumps have been observed (Cano et al., 2017). The picture
is less clear for short GRBs, although the recently observed association between a NS-NS
merger and a short GRB is strong evidence in favor of the merger model (Abbott et al.,
2017). Despite this dichotomy, it is believed that the central engine responsible for powering
the GRB explosion is the same, regardless of the progenitor.

In the “collapsar” model for long GRBs (Woosley, 1993; MacFadyen & Woosley, 1999),
the massive stellar core gravitationally collapses, resulting in a hyper-accreting black hole
(BH) or possibly a highly magnetized neutron star (NS) — a “magnetar” (Usov, 1992). In
short GRBs, a compact object binary system — NS-NS or NS-BH — merges due to the
loss of orbital energy to gravitational waves, forming a hyper-accreting BH. In the case of
a BH central engine and assuming high mass accretion rates, an optically thick, compact
disk is formed around the BH, which can convert gravitational energy into a relativistic
outflow in at least two ways. First, the disk may be in the neutrino dominated accretion
flow (NDAF) regime, which results in rapid cooling via the emission of neutrinos and anti-
neutrinos (Asano & Fukuyama, 2000; Narayan et al., 2001). Neutrino annihilation creates
a hot pair plasma outflow, giving rise to the GRB. A second scheme for energy conversion
is the Blandford-Znajek mechanism (Blandford & Znajek, 1977; Lee et al., 2000) in which
the spin energy of a rapidly rotating BH is tapped by an external magnetic field and carried
away by a Poynting flux. In either case, the central engine variability in the hyper accreting
BH scenarios is usually attributed to episodic accretion, possibly due to turbulence in the
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accretion disk caused by magnetorotational instabilities (Masada et al., 2007).
In the case that a rapidly rotating magnetar is formed instead of a BH, the energy release

process is different. Usov (1992) showed that the total rotational kinetic energy and energy
release timescale of such an object would be ∼ 5 × 1052 erg and ∼ 10 seconds respectively,
consistent with long GRB energetics and durations. Initially, neutrino heating of the NS
drives a baryon rich wind from the NS surface, which is incapable of attaining relativistic
velocities due to the high baryon mass. As the NS cools and the baryonic wind dies down over
the course of several seconds, the outflow becomes magnetically dominated, and magnetic
instabilities dissipate the energy (Metzger et al., 2011; Ruderman et al., 2000; Thompson
et al., 2004).

1.3 Origins of the Prompt Emission

Measured fluences of the prompt emission phase range from 10−7−10−3 erg cm−2. For typical
cosmological distances to GRBs, these fluences translate to an isotropic energy release of
Eiso ∼ 1053 erg. However, GRB outflows are likely beamed into a solid angle Ω (Piran et al.,
1999; Perna et al., 2003), which reduces Eiso by a factor of Ω/4π ∼ 0.001 for jet opening
angles of around 0.1 radians (Frail et al., 2001). Even after accounting for beaming, GRBs
are the most violent known energy releases in the universe.

1.3.1 Prompt Emission in the “Fireball” Model

In the “fireball” model (Meszaros & Rees, 1993), the central engine taps a reservoir of
gravitational energy and generates a hot fireball consisting of photons, electrons, positrons,
and a relatively small number of baryons. Under immense thermal pressure, the fireball
rapidly expands, accelerating particles up to relativistic speeds until a coasting Lorentz
factor of Γ = 102 − 103 is achieved. The kinetic energies of the now relativistic particles are
then dissipated by some physical mechanism, which results in the GRB prompt emission.

Typically, synchrotron emission is invoked as the dissipation mechanism, where the mag-
netic fields facilitating this process are either advected by the central engine, or produced in
shocks via the Weibel instability (Medvedev & Loeb, 1999; Silva et al., 2003). In order to
effectively radiate, the particles must have a high velocity relative to the comoving magnetic
field. In the “internal shocks” model (Rees & Meszaros, 1994), variable activity from the
central engine launches shells with variable Lorentz factors. As faster shells collide with
slower shells, shocks are formed, and electrons and positrons are accelerated via the first
order Fermi mechanism within the shock-generated magnetic fields (Spitkovsky, 2008). This
results in a non-thermal distribution of electrons and positrons which then emit optically
thin synchrotron radiation (Pilla & Loeb, 1998).

While synchrotron cooling of Fermi accelerated particles is a popular choice for the emis-
sion mechanism in the fireball model, it suffers from a low radiative efficiency (Kumar, 1999),
as well as disagreement with the observed spectrum (Preece et al., 1998b). Several model



CHAPTER 1. GAMMA RAY BURSTS 11

variants were suggested to fix the efficiency problem (Beloborodov, 2000; Kobayashi & Sari,
2001), which rely on uncomfortably large differences in Lorentz factors between the collid-
ing shells. To address the spectral discrepancy, (Panaitescu & Mészáros, 2000) suggested
that the observed low energy portion of the spectrum could be hardened if synchrotron self
Compton plays a significant role (Panaitescu & Mészáros, 2000).

In lieu of synchrotron emission, several other possibilities have been suggested. Ther-
mal radiation from an optically thick fireball photosphere has been suggested as either the
primary prompt emission mechanism (Eichler & Levinson, 2000; Beloborodov & Mészáros,
2017), or as an additional component superposed with e.g. synchrotron emission (Meszaros
& Rees, 2000; Peer & Ryde, 2016). These models are bolstered by a subset of GRBs whose
prompt emission spectra are better described by a quasi-thermal model (Ryde & Pe’er,
2009). Lastly, the Compton drag model invokes bulk Comptonization of ambient soft pho-
tons from the relativistic particles as the principle dissipation mechanism (Lazzati et al.,
1999a). Compton drag cures the inefficiency problem with synchrotron in internal shocks,
but in order to achieve an emergent spectrum resembling a Band function, constraints must
be placed on the ambient photon spectral shape (Ghisellini et al., 2000; Lazzati et al., 1999b).

1.3.2 Prompt Emission in Electromagnetic Models

A key assumption in the fireball model is that magnetic fields do not play a dominant role
in the GRB jet dynamics. A competing set of models exist, where the internal energy of the
outflow is not dominated by the kinetic energy of particles, but rather in the Poynting flux
of an advected magnetic field. In these models, electrons are accelerated in the comoving
frame either by current-driven instabilities (Lyutikov & Blandford, 2003), or by magnetic
reconnection processes (Spruit et al., 2001). In either case, synchrotron emission is readily
emitted in the presence of the presumed magnetic fields that permeate the outflow.

An interesting scenario which combines elements of the electromagnetic model with the
internal shocks of the fireball model is the Internal Collision induced Magnetic Reconnection
and Turbulence (ICMART) model (Zhang & Yan, 2010). Within the ICMART framework,
the central engine launches a magnetically dominated outflow, consisting of various shells
with different Lorentz factors, similar to the internal shocks case. Each shell starts out with
a globally ordered magnetic field, but as shells with higher Lorentz factors collide with other
shells, the magnetic fields become more and more tangled. Eventually, the tangling becomes
severe and significant magnetic reconnection occurs, resulting in a relativistic population of
charged particles which then emit synchrotron radiation.

1.4 Polarization of the Prompt Emission

Polarimetric measurements add two more parameters to the space of observables; the polar-
ization level Π and the polarization angle η0. Polarization measurements of the GRB prompt
emission are currently not commonplace, but progress has been made in the last 15 years.
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Figure 1.5: ∆χ2 maps for the IKAROS/GAP observations of GRB 110301A (left) and GRB
110721A (right) indicating detections of non-zero polarization levels at significance levels of
3.7σ and 3.3σ respectively (Figure 3 from Yonetoku et al., 2012). These results, in concert
with the observed polarization angle changes in GRB 100826A (Yonetoku et al., 2011a) were
interpreted as evidence in support of large scale magnetic field structures and synchrotron
emission as the dominant GRB emission mechanism.

The first reported GRB polarization measurement occurred for GRB 021206, which was
made using RHESSI (Coburn & Boggs, 2003). A high polarization level of Π = 80%± 20%
was measured for this burst, with a significance level of > 5.7σ. However, subsequent re-
analyses by several groups were unable to confirm these findings, so the initial claims remain
controversial (Rutledge & Fox, 2004; Wigger et al., 2004). Nonetheless, this high level of po-
larization spurred much theoretical interest in explaining the observations, and underscored
the potential impact such measurements may have on the field.

Since then, GRB polarization measurements have been made using INTEGRAL/SPI,
INTEGRAL/IBIS, IKAROS/GAP, Astrosat/CZTI, and COSI (for a recent review, see Mc-
Connell, 2017). All of the aforementioned instruments operated as Compton polarimeters to
infer the polarization level and angle of GRBs. Additionally, the BATSE Albedo Polarimetry
System (BAPS) attempted to measure GRB polarization by imaging the backscattered flux
from the top of Earth’s atmosphere, which should be azimuthally modulated if the GRB
were polarized (McConnell et al., 1996; Willis et al., 2005). To date, there are no robust,
high significance measurements of GRB polarization (McConnell, 2017). If the GRB 021206
result is excluded (due to its controversial nature), the most significant results to date came
from the Gamma-ray Burst Polarimeter (GAP), a dedicated GRB polarimeter on the JAXA
IKAROS solar sail (Yonetoku et al., 2011b). The GAP reported Π = 70% ± 22% for GRB
110301A and Π = 84%+16%

−28% for GRB 110721A, at significance levels of 3.7σ and 3.3σ respec-
tively. A ∆χ2 map for these two GRBs is shown in Figure 1.5. Furthermore, a change in the
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Figure 1.6: A cartoon illustrating the synchrotron emission from oriented magnetic fields
(SO) model. On the left, the visible region of the jet Γ−1 centered along the viewing angle
θv is contained within the jet opening angle θj. The magnetic field lines (blue) are assumed
to be helical and result from a Poynting flux from the central engine. Within the visible
region, the field lines are rather straight, the corresponding polarization vector directions
(red arrows) are well defined, and thus a large polarization level is observed (Π ∼ 40%). On
the right, lower values of Γ result in a larger visible emitting region. Polarization vectors
with different orientations are now visible from other regions of the jet, and thus the overall
polarization level is significantly reduced. The diagrams are adapted from Toma (2013).

polarization angle of GRB 100826A between two intervals was identified by the GAP with a
significance of 3.5σ (Yonetoku et al., 2011a). Most recently, the Astrosat team has reported
GRB polarization measurements for 11 GRBs, four of which are consistent with non-zero
polarization levels at significances ranging from 3σ to less than 4σ (Chattopadhyay et al.,
2017). Finally, the POLAR instrument aboard the Chinese space station Tiangong 2 is an-
other dedicated GRB polarimeter which was only recently deployed (Sun et al., 2016; Orsi
et al., 2014; Produit et al., 2005). POLAR has successfully detected several GRBs in its few
months of service (Kole & Marcinkowski, 2016; Kole et al., 2016), although no polarization
analyses have yet been published.

1.4.1 Polarization from Synchrotron Emission

Central to many models for the prompt emission is the existence of a magnetic field, which
can influence the dynamical evolution of the GRB jet, provide an environment for particles
to produce synchrotron radiation, or both. Naturally, the question of polarization arises,
since synchrotron emission from a coherent magnetic field is capable of producing a high
level of polarization. A related question is that of the structure and dynamical behavior of
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the magnetic fields where the synchrotron emission is generated. If a non-thermal population
of electrons with kinetic energies distributed as E−p exists in the presence of a large-scale,
coherent magnetic field, the emitted synchrotron radiation will be polarized at a level of
Π = (p+ 1)/(p+ 7/3), assuming an isotropic pitch angle distribution (Rybicki & Lightman,
2008; Lei et al., 1997). However, inhomogeneities in the magnetic field, and distortions due
to relativistic aberration (Lazzati, 2006), can degrade the observed polarization level.

Following Toma et al. (2009), the synchrotron in ordered magnetic fields (SO) model
can produce a high level of polarization for a wide range of viewing geometries. A diagram
illustrating the SO model is shown in Figure 1.6. In the SO model, it is assumed that a large
scale toroidal magnetic field permeates the GRB jet cone, whose opening angle is θj. As
a result of the high Lorentz factor of the outflow, an observer whose viewing angle θv falls
within the jet cone only sees emission from within an angle Γ−1 due to relativistic beaming.
For large values of Γ, the visible region is small (left side of Figure 1.6) and the magnetic
field lines are relatively straight. In this situation, a high polarization level is observed
(Π ∼ 40%), where the polarization vector is perpendicular to the local magnetic field lines.
If Γ is small enough such that Γ−1 ∼ θj (right side of Figure 1.6), then the observer will see
emission from a larger region, and the polarization vectors will cancel out, leading to lower
polarization levels. However, this can be counteracted if both Γ−1 ∼ θj and θv ∼ θj + Γ−1,
such that the viewing angle falls ∼ Γ−1 outside of the jet cone. In this case, only a small
portion of the emitting region is seen. The polarization will be high (Π ∼ 60%), but the
intensity of the emission will be low.

In the synchrotron in random magnetic fields model (SR), shock-generated magnetic fields
(such as those in the internal shocks scenario) give rise to synchrotron emission in the presence
of Fermi accelerated electrons. A diagram illustrating the SR model is shown in Figure 1.7.
Shock generated fields are expected to be random on the scale of the plasma skin depth, and
contained within the shock itself (Medvedev & Loeb, 1999). Therefore, the magnetic field
lines are parallel to the shock plane. In the emitting electron’s comoving frame, an observer
at 90◦ sees maximally polarized emission with a polarization vector perpendicular to the
shock plane. After Lorentz boosting into the lab frame, the emission from the electron is
beamed, and the emission at 90◦ in the comoving frame is now emitted at an angle Γ−1 in the
observer frame, still with a high level of polarization. Emission from angles smaller than Γ−1

will still be polarized, albeit at a lower level. Nonetheless, when θv < θj (left side of Figure
1.7), the emission is axisymmetric around the line of sight, and the polarization cancels. If
θv ∼ θj +Γ−1 (right side of Figure 1.7), such that the viewing angle falls ∼ Γ−1 outside of the
jet cone, the emission is no longer axisymmetric, and a moderately high polarization level
results (Π ∼ 25%− 30%). In such a geometry, a high polarization level will be accompanied
by a lower flux.

In between the SO and SR models is the ICMART model, which includes an explicit time
dependence of the observed GRB polarization properties (Zhang & Yan, 2010). Within the
ICMART framework, the GRB jet begins with a structured, toroidal magnetic field as in
the SO model. Variable activity from the central engine results in internal collisions which
gradually distort the magnetic field lines. Eventually, the field lines become so distorted,
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Figure 1.7: A cartoon illustrating the synchrotron emission from random magnetic fields
(SR) model. On the left, the visible region Γ−1 is contained withing the jet opening angle
θj. Within the visible region, the magnetic field orientations (blue arrows) are random, and
the polarization vectors (red arrows) are axisymmetric around the line of sight, leading to no
net polarization. On the right, the visible region coincides with the edge of the jet, leading
to a loss of symmetry and a net polarization (Π ∼ 25% − 30%). However, the situation on
the right may be accompanied by a lower observed intensity, as the visible region is not filled
with emission. The diagrams are adapted from Toma (2013).

that subsequent collisions trigger a runaway magnetic reconnection event which destroys the
large scale magnetic field. This is called an ICMART event, and each pulse of a GRB is
associated with one ICMART event. Thus, the degradation of the magnetic field coherency
over time would result in a decrease of the polarization level with time from Π ∼ 50%−60% to
Π ∼ 0% throughout a single GRB pulse. This prediction could be tested using time-resolved
polarimetry for the brightest GRBs.

1.4.2 Polarization from Inverse Compton Scattering and
Photospheric Emission

Inverse Compton scattering has been suggested as another emission mechanism that may be
responsible for the prompt emission. In the Compton Drag (CD) scenario (Lazzati et al.,
2004; Toma et al., 2009), ambient ultraviolet photons are inverse Compton scattered by
relativistic electrons in an optically thin fireball. In the comoving frame of an emitting
electron, blue shifted photons approach from the outflow direction and Compton scatter on
the electron. Compton scattering induces a polarization such that the polarization vector
is perpendicular to the plane of scattering, and photons with 90◦ Compton scattering angle
are maximally polarized. When the emission is Lorentz boosted into the observer frame, the
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Figure 1.8: A cartoon illustrating the Compton Drag model, which relies on inverse Comp-
ton emission to produce a high polarization level. Similar to the SR model, when the visible
region Γ−1 is contained within the jet opening angle θj, the polarization vectors are axisym-
metric around the line of sight, and no net polarization results. On the right, the visible
region coincides with the jet edge, the symmetry is broken, and a high polarization results
(up to Π ∼ 80%). Once again, the overall intensity of the prompt emission may be lower for
the situation on the right, as the visible region contains less of the jet emission.

highly polarized emission at 90◦ in the comoving frame is now emitted at an angle Γ−1 in the
observer frame due to relativistic beaming. Figure 1.8 shows a diagram of the CD scenario.
When θv < θj, the polarization vectors are axisymmetric along the line of sight, and the
polarization cancels. Similar to the SR model, when θv ∼ θj + Γ−1, only a small sliver of the
emission region is seen, and the symmetry is lost. This can result in polarization levels as
high as Π ∼ 80% − 90% for favorable geometric configurations. Once again, this situation
will likely lead to lower intensities since the viewing angle does not fall within the GRB jet
cone.

Photospheric emission models (Lundman et al., 2014) have gained popularity recently as
a way to more naturally explain the observed Band model shape of GRB spectra. In these
models, the observed spectrum consists mostly of photospheric emission from an optically
thick, dissipative fireball. Below the photosphere, photons are up scattered by hot electrons,
but subsequently down scattered due to the high optical depth. At the photosphere however,
some up scattered photons escape along the GRB jet axis, contributing to the GRB lumi-
nosity. If small scale structures exist, or if the photosphere is viewed near the edge of the
jet cone, then the inverse Compton scattered photons can have a high degree of polarization
(Beloborodov & Mészáros, 2017). Additionally, these models predict synchrotron cooling
within the fireball, assuming an advected magnetic field permeates the outflow (Lundman
et al., 2016). The synchrotron emission is expected to dominate the low energy part of the
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Figure 1.9: Simulated, cumulative distributions of polarization levels measured by the pro-
posed POETS satellite (60 keV to 500 keV) for the SO, SR, and CD models over a period
of time such that 200 bursts are detected. A net polarization level of Π ∼ 30%− 40% is fre-
quently observed for the SO model. The CD model is capable of yielding higher polarization
levels Π > 60%, albeit less frequently. The SR model appears to be inefficient at producing
a net polarization. Cumulative distributions for a real sample of GRBs may be compared to
those shown here to help discern between models.

observed GRB spectrum, so that a net polarization level may be observed in this model at
lower energies, even if the emission is axisymmetric.

1.4.3 Statistical Distribution of Polarization Levels

The observed polarization in the aforementioned scenarios depends on various parameters
including spectral characteristics, temporal behavior, the bulk Lorentz factor, the jet opening
angle, and the viewing angle with respect to the jet axis. Each GRB can have different values
for these parameters, thus making it difficult draw to conclusions from a single measurement.
Thus, it may be necessary to consider the statistical distribution of measured polarization
levels across a large sample of bursts.

This type of statistical analysis was performed by Toma et al. (2009) as part of a concept
study for the POETS satellite. Monte Carlo simulations of GRBs from the SO, SR, and
CD models were generated and analyzed with the hypothetical POETS satellite. Figure 1.9
shows the cumulative distributions of polarization measurements for the three models, in
the energy range 60 - 500 keV. Clearly, it is much more likely to observe a net polarization
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(Π ∼ 30 − 40%) in the SO model than in the SR, and CD model. While the CD model
results more rarely in a net polarization, the observed polarization levels can be quite high
(Π > 60%). The SR model appears to be inefficient in producing a net polarization in the
prompt emission.

1.5 Summary

Much progress has been made in understanding the GRB phenomenon since its serendip-
itous discovery in the 1960’s. However, many of the details regarding the nature of the
central engine, the emission mechanism, and the degree of magnetization of the outflow re-
main uncertain. It should be clear that polarization measurements can make a significant
impact on our understanding of the GRB phenomenon. Summarizing the current status of
the observations, a net polarization level is frequently reported in the literature albeit at
low significance. Assuming that a net polarization is frequently detected, this would tend to
favor the SO model, as it is efficient at producing a net polarization in many bursts. How-
ever, additional measurements with more sensitive polarimeters will help to elucidate the
situation. Further increases in detector technologies and polarimetric methods will push the
polarization sensitivities of new instruments. Increases in sensitivity are always welcomed,
but certainly required for performing time-resolved or energy-resolved polarization analy-
ses. Over time, the significances of GRB prompt emission polarization measurements have
been slowly increasing, and it is seems we are on the cusp of being able to perform decisive
measurements.

1.6 Thesis Outline

In the present chapter, we have given an overview of GRB observations with an emphasis
on the polarization of the prompt emission. The following is a brief outline of the remainder
of this thesis.

In Chapter 2, we will introduce the Compton Spectrometer and Imager (COSI), a balloon-
borne Compton telescope and polarimeter sensitive between 0.2 MeV and 5 MeV. We will
cover the operating principles of Compton telescopes and Compton polarimeters, the COSI
detector technology, readout electronics, and the overall functioning of the entire instrument
including subsystems on the balloon gondola. We finish with a description of the data
analysis pipeline for both measured and simulated data.

Chapter 3 will cover the 2016 COSI Super Pressure Balloon campaign from Wanaka, New
Zealand. In summary, COSI flew for 46 days and successfully detected five sources of astro-
physical gamma-rays: The Crab Nebula, Cygnus X-1, Centaurus A, positron annihilation
emission from the galactic center, and the long duration gamma-ray burst GRB 160530A.
We will give an overview of the flight, focusing on details such as instrument performance,
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background environment, and telemetry performance. We will conclude with a description
of each detected source, including the planned analysis for each one.

In Chapter 4, we will outline the fundamentals of Compton polarimetry, focusing on 1)
a standard analysis method (SM) which fits a modulation curve to a binned distribution of
azimuthal scattering angles and 2) a maximum likelihood method (MLM) which uses more
information per photon and can improve the minimum detectable polarization level (MDP)
by up to ∼ 21%. We will also discuss real world effects of non-ideal polarimeters, and how
they impact the polarization performance.

Chapter 5 describes our efforts to validate COSI’s polarimetric performance using both
partially polarized beams of gamma-rays and unpolarized beams. For the polarized data
sets, we created partially polarized beams by Compton scattering 662 keV photons (Cs-
137) from a sodium iodide scintillator triggering in coincidence with COSI. The outgoing,
partially polarized beam was then analyzed by COSI. For the unpolarized data sets, we
simply illuminated the detector with various sources at different locations within the field
of view. While the unpolarized data sets do not result in a modulation in the azimuthal
scattering angle distributions, they are still useful probes of the instrument systematics. We
compare the measured data sets to simulations of the same experimental configurations. In
almost all cases, we find no statistically significant differences between measurements and
simulations. One of the polarized data sets does show statistically significant differences,
but we argue that this is likely caused by an imperfect transcription of the experimental
configuration into the mass model. Using the polarized data sets, we place upper limits on
the systematic error on the polarization level measurements of 3%− 4%.

Having verified that COSI performs well as a Compton polarimeter, we turn to our
observation of GRB 160530A in Chapter 6, and apply both the SM and MLM polarization
analysis techniques. Using Monte Carlo simulations of our observation, we calculate an
MDP of 72.3% ± 0.8% for the SM and 57.5% ± 0.8% for the MLM, confirming that the
MLM does indeed improve the MDP by ∼ 20%. However, the measured polarization level
for each analysis method was below its respective MDP. Therefore, we claim a non-detection
of polarization in the prompt emission of GRB 160530A. We used the MLM to place a
90% confidence upper limit on the polarization level of 46%. This measurement alone does
not allow us to constrain models for the GRB prompt emission. However, GRBs with
polarizations above this level have been reported, so our result will be useful in future meta-
analyses that consider a large sample of GRB polarization measurements.

In Chapter 7, we will describe two avenues we have identified for improving the polar-
ization sensitivity of Compton polarimeters. The first is an “N-site” maximum likelihood
method, which extends the MLM from Chapter 4 to use all N Compton interactions of an
event. To test the MDP improvement of the NMLM over the SM and MLM, we perform
simulations with an ideal germanium detector. We find that the NMLM gives an MDP im-
provement of 32% at 200 keV, 43% at 400 keV, and 47% at 800 keV when compared to the
SM. Additionally, we show that the NMLM gives more accurate estimates of the true po-
larization level and angle than both the SM and MLM. These improvements are attributed
to the fact that the NMLM uses significantly more information per photon than the SM



CHAPTER 1. GAMMA RAY BURSTS 20

and MLM. The second avenue we have identified for improving the polarization sensitiv-
ity amounts to using the tenuous atmosphere at balloon float altitudes as the scattering
element of a Compton polarimeter. We carry out simulations using a mass model of the
atmosphere and show that photons arriving at an altitude of 33 km display a modulation in
their azimuthal arrival angles. We call this the Atmospheric Modulation Effect (AME). Af-
ter optimization, the modulation of this signal is µ100 = 0.260± 0.003, which is high enough
to exploit the AME as a tool for studying GRB polarization from within the atmosphere.
Detection of the AME with either COSI’s imaging capabilities, or possibly a specialized in-
strument flying on the same gondola as COSI, could be combined with maximum likelihood
Compton polarimetry of unscattered photons to improve the overall polarization sensitivity.
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Chapter 2

Overview of The Compton
Spectrometer and Imager

The Compton Spectrometer and Imager (COSI) is a 0.2 MeV to 5 MeV gamma-ray Compton
imager, spectrometer, and polarimeter designed to fly on an 18 million cubic feet Super
Pressure Balloon (SPB) (Chiu et al., 2015; Kierans et al., 2017). COSI combines a wide field
of view, 3D positioning, and high spectral resolution in order to address a number of science
targets including but not limited to: polarization studies of GRBs and compact objects,
gamma-ray line spectroscopy of galactic nucleosynthesis sites, and imaging of the 511 keV
emission from positron annihilation at the galactic center. In this chapter, we will give a
broad overview of the COSI program, with a focus on methods, instrumentation, and data
analysis.

2.1 Compton Telescopes

Compton telescopes are a powerful technology for performing imaging, spectroscopic, and
polarimetric studies in the 0.2 MeV to 10 MeV band. This is due to the fact that the
cross-section for Compton scattering dominates over photoabsorption and pair-production
in this energy range for most detector materials of interest. A Compton telescope works by
exploiting the phenomenon of Compton scattering, whereby a photon undergoes an inelastic
collision with an electron initially at rest. A simple momentum conservation argument results
in the classic, kinematic Compton formula:

E ′ =
E0

1 + E0

mc2
(1− cos θ)

(2.1)

which relates the incident photon energy E0 to the scattered photon energy E ′ and the
Compton scattering angle, or polar scattering angle, θ.

A canonical Compton event in a Compton telescope consists of one or more Compton
scatters, followed by photoelectric absorption of the scattered photon, all in the active detec-
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Figure 2.1: A schematic drawing of a canonical Compton event. An incident photon with
energy E0 (purple arrow) Compton scatters at ~r1 with Compton scattering angle θ and
azimuthal scattering angle η, depositing an energy E1. The scattered photon is subsequently
photoabsorbed at ~r2, depositing an energy of E2. By measuring the energies and locations
of the interactions, the origin of the photon can be constrained to a Compton cone (blue).
By measuring η for a large sample of events, the polarization level and angle of the incident
beam may be inferred. The COSI germanium detector array is shown in the background.

tor volume. If the detectors of a Compton telescope successfully and accurately measure the
energies of all the photon interactions, then Equation 2.1 may be applied to determine the
Compton scattering angle θ. If the positions of the photon interactions are also successfully
and accurately measured, then a “Compton cone” can be fully specified. The Compton
cone surface represents all possible points from which the photon originated. Moreover, the
direction of the incident photon must be contained within the Compton cone surface.
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Figure 2.2: Backprojected Compton cones for correctly reconstructed photons in spherical
coordinates (image is 4π sr). The arcs are found to intersect at the location of the source,
which appears as a yellow hot spot. The smaller “circles” correspond to Compton cones
with smaller Compton scattering angles.

This technique is illustrated in Figure 2.1. A photon traveling along the z direction with
initial energy E0 Compton scatters with Compton scattering angle θ at ~r1, depositing an
energy of E1. After scattering, the photon’s energy is E ′ = E0 − E1. The scattered photon
is then photoelectrically absorbed at ~r2, depositing an energy of E2 = E ′. A Compton cone
with half opening angle θ can now be constructed by placing the cone vertex at ~r1, and
aligning the cone axis with the vector ~r1 − ~r2.

Without further information (such as the direction of the recoil electron), it is not possi-
ble to determine the photon’s origin along the cone surface. However, if multiple photons are
detected from the same source, then the Compton cones will be found to overlap at the posi-
tion of the photon source. For 2D imaging applications, Compton cones are “backprojected”
onto the imaging plane, which in the work presented here is typically a spherical coordinate
system. An example of this is shown in Figure 2.2; the light blue arcs traced out by the
individual Compton cones are found to overlap at the source of the photons, which appears
as a bright, yellow hot spot. For 3D imaging applications, a voxelized imaging volume is
used instead of an imaging plane, and the Compton cones themselves are projected into the
imaging volume.

In addition to the Compton (polar) scattering angle θ, there is also an azimuthal scat-
tering angle η involved in the Compton scattering process (Figure 2.1). The distribution of
η from a sample of photons originating from a beam is sensitive to the beam’s polarization
level and angle. This forms the basis for using Compton telescopes as polarimeters in the
soft gamma-ray band. Compton polarimetry will be discussed in detail in Chapter 4.
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2.2 Types of Compton Telescopes

Compton telescopes designs can be broadly divided into two general categories: Scatterer
Absorber Compton telescopes (SACTs), and Compact Compton Telescopes (CCTs). SACTs
are generally comprised of a scattering detector plane, and an absorbing detector plane. The
idea behind the SACT is that an incident photon will Compton scatter once in the scattering
plane, and will be photoelectrically absorbed in the absorbing plane. COMPTEL, which flew
aboard the Compton Gamma Ray Observatory (CGRO) spacecraft from 1992 to 2000, is
the prototypical example of an SACT (Schoenfelder et al., 1993). COMPTEL’s scattering
(front) detector plane was comprised of NE 213A liquid scintillator, while the absorbing
(rear) plane was comprised of sodium iodide (NaI) scintillator detectors. The separation
distance between the two planes was 1.5 m, meaning that only photons with relatively shallow
Compton scattering angles (θ . 40) could be detected. Photons Compton scattering in the
scattering plane with steeper Compton scattering angles would simply miss the absorbing
plane, thus reducing the efficiency of detection. One benefit of the COMPTEL design was
simplified event sequencing. Due to the fast scintillators used in the detector planes, as
well as the large separation distance between the planes, it was possible to use time of
flight (TOF) to discriminate between photons originating from the field of view (FOV), and
photons originating from the Earth’s albedo from below (a prominent source of background).

CCTs differ from the SACT design in that the detectors are generally not divided into
a scattering plane and an absorbing plane. CCTs typically employ a single type of detector
arranged into a compact array. As photons propagate through the detector volume, they
may Compton scatter multiple times and be subsequently photoabsorbed throughout the
entire detector volume. It is not a requirement that particular interactions are segregated
into different detector volumes or regions. Typically, the distances between interactions
in a CCT are too small to exploit TOF type event sequencing. Therefore, other schemes
are used to determine the event sequencing (Boggs & Jean, 2000; Zoglauer, 2005). CCTs
tend to have higher efficiency, due to a more uniform distribution of detector mass, which
in turn leads to the ability to detect photons which scatter at steeper Compton scattering
angles. Another benefit of CCTs is that their ability to measure gamma-ray polarization is
better than SACTs. As will be shown in Chapter 4, the ability to detect photons at steeper
Compton scattering angles, in particular θ ∼ 90◦, results in more sensitive polarization
measurements.

2.3 The Compton Spectrometer and Imager

Here we introduce the Compton Spectrometer and Imager, a CCT designed to perform astro-
physical gamma-ray measurements from a balloon based platform. COSI is the culmination
of 20+ years of research and development in germanium detector technology, and Compton
telescope data analysis methods.
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(a) (b)

Figure 2.3: Left: A single GeD in front of a mirror, showing the orthogonality of the strips
between the front and back sides. Right: The twelve GeD array during integration. The
copper U-shaped bar dividing the array vertically is the upper segment of the cold finger.

2.3.1 Germanium Detectors

The core technology behind COSI are high purity, double-sided strip germanium detec-
tors (GeDs, Figure 2.3a, Amman & Luke 2000). As semiconductor detectors, each GeD is
operated as a fully depleted, reverse biased diode. Due to the extremely low impurity con-
centration of the germanium materials used for these detectors (nimp = 1− 10× 109 cm−3),
large depletion depths can be achieved with bias voltages ranging from 1− 1.5× 103 V. This
makes it possible to deploy thicker, more efficient detectors.

The COSI GeDs are produced at Lawrence Berkeley Laboratory using a new contact
technology based on amorphous germanium (a-Ge) (Amman et al., 2007). Several key ben-
efits arise from using a-Ge contacts in place of the more standard Lithium-diffused n+ and
Boron-implanted p+ contacts: 1) The a-Ge layer passivates the surface of the detector,
which leads to long-term, stable operation 2) the a-Ge to Ge junction displays good bipolar
blocking behavior, thus reducing the overall leakage current 3) the a-Ge material is eas-
ily manipulated, allowing for complex electrode patterns with fine inter-electrode spacing
(Amman et al., 2007).

The COSI detector array is comprised of twelve such GeDs, which are arranged in a
2 × 2 × 3 array (Figure 2.3b). Each GeD is nominally 8 cm on a side and 1.5 cm thick,
with small differences due to crystal processing. The anode (x-side) and cathode (y-side)
electrodes on each side of the detector are segmented into 37 strips with a strip pitch of 2 mm
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and a gap between strips of 0.25 mm. Each side of the detector has a guard ring surrounding
the 37 strips which prevents surface leakage current from flowing between cathode and anode
strips. The guard rings are also instrumented and used to veto events that deposit energy
in the side-edges of the detector.

Each detector is mounted to a detector board, which facilitates mounting, signal routing,
and basic signal conditioning with simple passive electronics. Each strip of the GeD is wire
bonded to a copper trace on the detector board. For the strips on the high voltage side
of the detector, a decoupling capacitor is placed in series with the strip so as to block the
bias voltage from the downstream electronics. Moreover, each high voltage strip is equipped
with a bias resistor on the detector board which acts to isolate the high voltage strips from
one another. The signals are then routed to a flex circuit, which carries the charge signal
through the cryostat wall and into the charge-sensitive preamplifier inputs.

2.3.2 Vacuum Cryostat and Cryocooler

At room temperature, the conductivity of Ge is too high to operate as a detector, due to
the small Ge band gap of 0.6 eV. Therefore, Ge must be cooled to cryogenic temperatures
for detector applications. The COSI GeD array is integrated into an aluminum cryostat and
cooled to∼ 80 K using a Cryotel CT Stirling cryocooler (Figure 2.4). The thermal connection
between between the GeDs and the cryocooler is made through a U-shaped, copper “cold
finger” (Figure 2.3b), which facilitates both mounting the detectors and conducting heat from
the detectors into the tip of the cryocooler. During integration, the detectors are wrapped in a
series of thermal blankets that block infrared radiation from the room temperature cryostat
walls from being absorbed by the detector assemblies. After integration, the cryostat is
connected to a pumping system with brings the pressure inside the cryostat down to a level
of approximately 10−7 Torr. This is a necessary step, as any residual gas within cryostat
will transmit heat to the detectors. The total heat leak into the cryostat is on the order of
5− 6 W, which is well within the cryocooler’s maximum heat lift specification of 11 W.

Although the heat leak is only 5−6 W, the cryocooler is a relatively inefficient device and
must dissipate ∼ 100 W (external to the cryostat) to manage the cryostat heat leak. This
poses a thermal design challenge, as 100 W is a considerable amount of heat to dissipate at
balloon float altitudes, where the air pressure is too low for convective cooling to take place.
In order to keep the body of the cryocooler from reaching unsafe operating levels (> 80 C◦),
we developed a liquid cooling system to cool the body of the cryocooler. A cooling fluid
(3M Novec 7200) is circulated through a copper sleeve which is thermally connected to the
cryocooler body. The heated fluid then travels through a copper heat exchanger, which is
thermally connected to a copper radiating plate. The top surface of the plate is painted
with high emissivity paint and oriented towards the zenith so that the plate can radiatively
cool into space. The fluid loop was driven with a pair of Fluid-o-Tech FG209 magnetic
drive pumps. The pumps were wired in series, with only one pump operating normally, and
a second pump on standby in case of a failure of the primary pump. Figure 2.5 shows a
photograph of the cryostat and cooling system, integrated at the top of the COSI gondola.
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Figure 2.4: A photograph of the cryostat with various components annotated. The pream-
plifier boxes, which ordinarily mount where the flex circuits feed through the cryostat wall,
are not present in this image.

Figure 2.5: A photograph showing the COSI cryostat integrated into the top of the gondola,
with various component annotated.
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2.3.3 Anti-Coincidence Shield

The cryostat is surrounded on the sides and from the bottom by a cesium iodide (CsI,
thallium doped) scintillator anti-coincidence shield (ACS) system. Each of six CsI shield
modules is comprised of a 40× 20× 4 cm block of CsI coupled to two photomultiplier tubes
to detect the scintillation light. The two PMT signals from each module are summed and
sent to a bipolar shaper circuit with 1 µs shaping time. The outputs of the six bipolar
shapers are sent to discriminators, whose outputs are OR’ed together to generate a single
veto output signal. A tunable threshold per module is set to 80 keV for flight. Particles that
deposit more than 80 keV of energy during a time 0.7−1.1 µs post GeD trigger will result in
a veto of any event in the GeDs. The ACS thus actively rejects events that did not deposit
their full energy in the GeDs, as well as shields the GeDs from atmospheric background
photons from below and from the sides.

2.3.4 Signal Acquisition and Instrumentation

Fig. 2.6 shows a schematic diagram outlining the signal acquisition scheme for the COSI
GeDs. The following sections describe the various stages of the signal acquisition process in
sequential order.

The Charge Signal

Photons deposit energy in the GeDs primarily through Compton scattering and photoelectric
absorption. In both of these physical processes, energy is transfered from the photon to an
electron in the Ge lattice, breaking it free of its atomic orbital. The ejected electron will
proceed to interact with nearby Ge atoms, primarily by ionizing nearby Ge atoms. Through
these ionization losses, a number of electron-hole pairs are generated (approximately 338
pairs per keV of recoil electron energy), which then drift under the influence of the applied
electric field toward the nearest strip electrodes. As the charges move through the detector,
corresponding image charges are induced on the electrodes, as described by the Shockley-
Ramo theorem. It is this induced charge which is actually measured by the preamplifers. The
magnitude of the total induced charge, which is equal to the number of electron hole pairs
times the electron charge, is proportional to the energy deposited by the incident photon.
This forms the basis of measuring interaction energies in the GeDs.

Charge Sensitive Preamplifiers

The charge sensitive preamplifiers, hereafter referred to simply as the preamps, convert the
charge induced on a single strip electrode into a low impedance voltage signal. A schematic of
the preamp design is shown in Figure 2.7. The preamp is an inverted cascode type amplifier,
which behaves as follows: The circuit node corresponding to the drain of Q1 (an N-channel
JFET) and the emitter of Q3 (a PNP BJT) is at a fixed voltage, which is a diode drop above
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Figure 2.6: A diagram illustrating the signal acquisition process for the COSI GeDs. A
photon deposits energy in the germanium, resulting in a number of electron hole pairs.
These pairs are swept to the surface electrode by an applied electric field. The preamplifiers
convert the collected charge into a voltage pulse, which is then sent to a slow unipolar shaper,
and a fast bipolar shaper. The peak value of the unipolar shaper pulses is sampled by an
analog to digital converter to facilitate pulse height spectroscopy. The zero crossing time of
the bipolar shaper signal is measured by a 200 MHz timer, and the time difference τ between
the cathode and anode signal is used to infer the interaction depth.

the base of Q31. This voltage does not change appreciably throughout the operation of the
amplifier. As a result, the current through R7 is effectively constant. This current, which
we will call Itotal, is divided between the quiescent current through Q1, I1, and the quiescent
current through Q3, I3. Clearly, Itotal = I1 + I3. The magnitude of I3 is set by the constant
current source circuit comprised of Q2, R3, R4, R5, C7, and C36. The overall negative
feedback from the output of U1 (a current feedback amplifier) through R1 back to the input
will drive the gate voltage of Q1 so that I1 = Itotal − I3. When a positive signal charge +q

1The common base voltage for Q3 is established by the diodes D2 and D3, as well as the resistors R8
and R9. The purpose of the diodes is to compensate the variation in base to emitter voltage of Q3 with
changing temperature.
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Figure 2.7: A schematic of a single preamplifier channel, with several annotations corresponding to the circuit descrip-
tion in Section 2.3.4.
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is deposited at the gate of Q1, the gate voltage will increase by +∆vin = q/Cin, where Cin is
the input capacitance. This increase in the gate voltage results in an increase in the drain
to source current of Q1, ∆i, so that the total current through Q1 is I1 + ∆i. Due to the fact
that Itotal is constant, the current flowing through Q3 must be I3−∆i. This can be thought
of as Q1 “stealing” a current ∆i, which would have otherwise flowed through Q3 and into
the constant current source circuit (the drain of Q2). To make up for this current deficit
and to maintain a constant current flowing into the drain of Q2, a current with magnitude
∆i flows from ground, through the resistor R18, and into the drain of Q2 2. This produces
a negative voltage −∆iR18 across R18, which is then amplified with a gain of ∼ 25 by the
non-inverting current feedback amplifier U1. Note that the voltage across R18 is negative,
while ∆vin at the gate of Q1 is positive. The total open loop gain is −25gmR18∆vin Volts
per Coulomb, where gm is the transconductance of Q1 (gm = 17.3 mA V−1 on average). The
negative gain results in a negative feedback loop from the output of U1 back to the input
via R1 and C1, which works to counteract any voltage changes at the gate of Q1. As the
output of U1 quickly swings in the negative direction, a dV/dt current is seen across the
feedback capacitor C1, which results in a current flow through C1. It should be emphasized
that the feedback resistor R1 has a very high impedance at high frequencies, so virtually
all of the signal current flows through C1, thus charging up C1. The output pulse from
U1 is the desired, low impedance voltage signal whose height is proportional to the signal
charge. After this whole process has finished, C1 slowly discharges through R1 with a time
constant of R1C1 ∼ 0.3 ms. This long decay time is responsible for the tail-pulse shape of
the preamplifer output pulses.

The main advantage of using an inverted cascode type design is that the signal voltage
does not appear at the drain of Q1. This way, the Miller effect is mitigated, which would
otherwise lead to an amplification of the Q1 gate to drain capacitance. In general, it is
crucial to minimize the input capacitance at the preamp, as the gain is proportional to the
inverse of the input capacitance.

The preamp channels are laid out on printed circuit boards, ten channels per board.
Each board also has it’s own low-noise, linear power supply which supplies the positive and
negative rail voltages to the preamp circuits. A “preamp box” contains four preamp boards,
which is enough to instrument one side of a detector. An image of a preamp box with the
lid removed is shown in Figure 2.8. The preamp boxes are mounted directly to the cryostat
where the flex circuit carrying the signal charges feeds through the cryostat wall.

Card cages

The outputs of the preamps are sent down 50 Ω coaxial ribbon cables to the “card cages”,
which house all of the pulse processing and triggering electronics for a single GeD. Each card
cage is made up of four different boards:

2The capacitor C11 is a compensation capacitor, used to tailor the high frequency gain of the amplifier
so that instabilities are avoided. At high frequencies, a fraction of ∆i may also flow through C11.
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Figure 2.8: A preamplifier box with the lid removed. The ten preamp channels on the top
board are visible. The front side of the preamp box (not visible) connects to a flex circuit,
which carries the charge signals from one side of a detector through the wall of the cryostat.

Figure 2.9: A COSI card cage used to readout a single GeD. The boards from bottom to top
are as follows: high voltage power supply board, low voltage power supply board, DSP board,
8x analog boards. One analog board has been extracted so that the ten shaper channels are
visible.



CHAPTER 2. COSI OVERVIEW 33

1. 8x “Analog boards”. The analog boards contain the analog pulse processing electronics,
as well as digital logic for triggering and queuing of the pulse heights and pulse timings.

2. 1x “DSP board”. The DSP board mainly consists of an Altera Stratix FPGA which
runs an Altera NIOS II soft core CPU. The FPGA handles the global triggering logic
and is responsible for fetching the pulse height and timing values from the analog
boards over a parallel data bus. Software running on the CPU relays the raw data
as well as housekeeping information and trigger rates to the flight computer over an
ethernet connection using the UDP protocol.

3. 1x Low voltage power supply (LVPS) board. All rail voltages used in the card cage
circuitry are generated on the LVPS board using DC/DC converters to convert the
incoming battery voltage to the desired voltages.

4. 1x High voltage power supply board (HVPS). The HVPS board supplies a single detec-
tor with a high voltage ranging from 1000 to 1500 Volts using a Cockroft-Walton type
circuit. The high voltage is slowly ramped up and down at a rate of approximately
1.5 V s−1 in order to prevent damage to the preamplifiers.

A photograph of a COSI card cage can be found in Figure 2.9.
Absolute time tags are assigned to triggered events via a 48 bit counter driven by a 10 MHz

oscillator. The 10 MHz oscillator actually comes from the flight computer, and is shared
between all twelve card cages. Synchronization between the card cages is achieved using a
“sync” signal that also comes from the flight computer and is shared between all twelve card
cages. When a pulse arrives on the sync line, the value in the 48 bit counter in each card
cage will jump to a specific value. The register containing this 48 bit specific value can be
updated via the ethernet connection prior to the synchronization event. Maintaining the
synchronization between the card cages is crucial for identifying coincident events between
detectors.

Pulse Shaping

The preamplifier signal is sent to a pair of pulse shaping circuits, which coexist on an analog
board within the card cage. The “fast” shaper is a bipolar pulse shaper with a nominal
shaping time of 180 ns. The fast shaper signal is sent to a zero crossing detection circuit
whose output is used to latch the value of a 200 MHz timer. This way, the zero crossing
times of the fast shapers can be measured down to a 5 ns resolution. By computing the time
difference τ between zero crossings of a triggered cathode and anode strip, the depth (or z
coordinate) of the interaction can be inferred. Beyond measuring the signal timing, the fast
shaper output is also used to initiate the trigger logic for the readout system, and latch a
timestamp for the event.

The second pulse shaper is a unipolar, “slow” shaper, as its shaping time is nominally
set to 6 µs. The slow shaper circuit is designed to precisely measure the pulse height of the
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preamp signal, with as little noise as possible. The peak height of the pulse is converted by
a successive approximation analog to digital converter using a bit depth of 16 bits, although
only the most significant 13 bits are stored. The conversion is triggered by a differentiator
circuit, which detects the peak position using the zero crossing of the signal’s derivative.
The voltage of the peak height, which is proportional to the preamp pulse peak height, is
also proportional to the energy deposited in the interaction.

Trigger Logic

A trigger in a detector is initiated when the fast shaper of any strip crosses the fast threshold,
which is typically set to around 40 keV - 50 keV, depending on the noise present on a given
channel. In order for the readout sequence to continue, another fast shaper trigger on the
opposite side of the detector as the first trigger must occur within 360 ns of the first trigger.
This coincidence between the two sides of the detector is necessary, as noise will produce
many false triggers on only one side of the detector. The triggering logic then spends 2.4 µs
waiting for veto signals from the cesium iodide anti-coincidence shield system or the guard
ring. If no veto arrives, the readout sequence finishes by measuring the pulse heights of
the slow shaper channels that exceeded their thresholds, which are typically set to around
20 keV. The zero crossing times and pulse heights of all triggered channels are recorded and
stored in a hardware queue for future readout by the DSP board.

2.4 Gondola Systems

The COSI gondola is the aluminum structure supporting the entire instrument. As well
as providing mechanical support, the large surface area of the gondola also makes it an
effective radiator. Thus, various systems on the gondola rely on the gondola structure itself
to dissipate heat. The entire COSI gondola hanging from the launch vehicle can be seen in
Figure 2.10.

2.4.1 Flight Computer (GCU)

The COSI flight computer, hereafter referred to as the GCU (originally ground control unit),
is responsible for performing a variety of critical tasks. Figure 2.11 shows a diagram of the
GCU and its relationship to other systems on board the balloon gondola. The main CPU
board is an Advantech PCM-9562, which employs an Intel Atom D510 1.66 GHz dual core
CPU. A number of PC-104 expansion cards are stacked on the CPU board in order to add
needed functionality:

1. 1x CTI Xtreme/104 Opto board, which provides four opto-isolated RS232 serial ports.
Note that the main CPU board has 3x RS232 serial ports as well.

2. 1x Diamond Systems DMM-32DX-AT board, which provides 32 analog to digital con-
verter channels, used for reading out 32 LM335 temperature sensors.
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Figure 2.10: A photograph of the entire COSI gondola hanging from the launch vehicle in Wanaka, New Zealand during
a test. Various subsystems are annotated for reference.
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Figure 2.11: A flow chart showing the relationship between the flight computer (GCU) and other systems on the
COSI gondola. Additional connections not involving the GCU are also shown. The connections are labeled with their
function, and the type of connection is in parentheses. A few connections are not labeled, as they are not transparent
to the science team.
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3. 1x custom designed “clock board” which performs several functions. First, the clock
board has a 10 MHz crystal oscillator, which is distributed to all of the card cages for
time stamping events with a precision of 100 ns. The “sync signal” is also generated
by the clock board and sent to the card cages. The clock board maintains its own
48 bit counter, which is synchronized to those in the card cages. Beyond the 10 MHz
clock logic, another timing related function of the clock board is to detect edges on the
pulse-per-second output (PPS) from the GPS. As mentioned above, when a rising edge
arrives on the PPS line, the clock board latches the 48 bit counter value, which can be
used later for aligning event times to the absolute time. Finally, the clock board also
reads the veto signal from the ACS, and counts the number of rising edges. This way,
the GCU can directly measure the count rate of the shield system.

The GCU runs a standard Linux operating system (Slackware 13.1.0). The flight software
was written in C with the intent of being fully autonomous, and as reliable as possible. A
number of threads run concurrently to perform various tasks such as collecting raw data
from the instrument, storing data to disk, sending data down various telemetry streams, real
time analysis of COSI events and count rates, and interacting with various subsystems on
the gondola.

Data Storage

All data that is generated on the gondola is eventually forwarded to the GCU, where it is
stored on three redundant solid state drives (SSDs). The SSDs used in the GCU are off-the-
shelf, 1 TB SATA drives from SanDisk and Samsung. The drives are formatted using the
Linux ext4 filesystem.

Telemetry

Various telemetry streams are available on the gondola. The highest bandwidth stream is
a line of sight (LOS) link, which provides for up to 1 gigabit down link. However, this
stream is only available while the gondola is within the line of sight, which typically lasts
for only several hours following launch. The LOS connection has a sufficient capacity to
transmit all raw COSI data, with the exception of when the gondola passes through the
Pfotzer maximum. The LOS link is handled by an “LOS box”, which is connected to the
GCU via a USB connection. The LOS box places its own headers around data frames and
then uses Manchester encoding to transmit the data over a serial line to the LOS L-band
transmitter. On the ground side, a similar LOS box decodes the received data, which is then
read over a USB connection by a ground computer.

Outside of the LOS, the primary telemetry stream is the Iridium Openport (OP) con-
nection which operates over the Iridium satellite network. The gondola is equipped with
two OP L-band transceivers, which are each capable of up to 128 kilobit bidirectional com-
munication. On the gondola side, the OP transceivers are connected to the flight computer
over an ethernet connection, and provide full internet access to the GCU. The GCU sends
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each packet redundantly down each OP connection using the UDP protocol. These packets
are routed onto the open internet and received by a Linux workstation located at the Space
Sciences Laboratory. All housekeeping data is sent down the OP links, but the capacity of
the link is not large enough to handle the raw card cage event data. Instead, a real time
analyzer (RTA) algorithm on the GCU identifies possible Compton events, and these are
telemetered over the OP link. Each OP link has sufficient capacity to transmit all Compton
events under normal conditions at balloon float altitudes.

In addition to the OP links, the gondola is also equipped with two low speed Iridium
modems, which can be used to telemeter 256 byte packets every several minutes. The
modems can be “dialed up” to provide up to 2 kilobaud of link capacity. Neither of these links
are sufficient to transmit science data. Instead, housekeeping information is sent through
these links as a backup in case of a failure of the OP or LOS links.

Real Time Analyzer

The real time analyzer (RTA) is tasked with identifying all possible Compton events so that
they may be telemetered through the OP links. This way, the RTA filters out single-site
events which cannot be used for Compton imaging or Compton polarimetry. Without the
RTA, it would not be possible to analyze data real-time on the ground, as the raw COSI
data stream is too large for the OP links.

Two types of Compton events are identified by the RTA: single detector Compton events,
and multi-detector Compton events. A single detector Compton event consists of multiple
hits in a single detector. In order to qualify as a single detector Compton event, at least
two strips on each side of the detector must have triggered both the slow and fast shaper
channels, and a separation of at least one strip must exist between any two strips on at least
one side of the detector. For example, if strips 4 and 5 triggered on the x side, and strips 16
and 17 triggered on the y side, this would not qualify as a single detector Compton event,
since the triggered strips on each side are neighboring, i.e. not separated by at least one
strip. On the other hand, if x strips 4 and 5 triggered, and y strips 16 and 18 triggered,
this would qualify, since the strips on the y side are separated by a strip. This requirement
for strip separation effectively filters out single site events where charge is shared between
neighboring strips. Although some of these events may indeed be Compton events, they
are generally of lower quality since the hits are not separated by a large distance. A multi-
detector Compton event is simply defined as any event that resulted in a trigger of more
than one card cage. These events are automatically considered candidate Compton events
and telemetered over the OP links.

As a consequence of parsing the raw event data from the card cages in real time and per-
forming the coincidence search, the RTA algorithm is the dominant factor in the overall CPU
usage of the flight software. However, the maximum load on the CPU never exceeds 20-30%,
even during calibrations when the count rate from the card cages saturates (approximately
1700 triggers per second from each card cage).
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Transient Monitor

A primary science goal of the COSI experiment is to observe gamma-ray bursts, and possibly
other gamma-ray transients. Transient events are most easily identified by analysis of the
light curve. The transient monitor algorithm (TMA) uses the CsI shield light curve as input
to identify possible transient events. Each sample of the shield count rate is determined by
integrating the number of shield counts over one second time intervals. Before appending
the sample to the end of the light curve, the samples are passed through a median filter with
a window size of 3 samples in order to suppress single sample spikes which are due to heavy
cosmic rays exciting long lived phosphorescence states in the CsI scintillator. After filtering,
a background count rate is computed over the previous 100 samples, and each new sample is
compared to the background level. If the new sample is 6σ above the background, then this
new sample is considered to be a transient. In the event of a trigger, all raw data for the
following ninety seconds is logged to a single file (in addition to the file logging that occurs
continuously throughout the operation of the flight software) with a standardized name and
saved in an easily accessed location for future download using standard programs such as
rsync, scp, etc. Also, a special alert packet is issued with the time of the triggering sample.
This alert can be used by operators on the ground to download a data set corresponding to
the transient.

In the case that the OP links are fully functioning without any significant delay time,
the TMA is not necessary. However, it is not uncommon for the OP links to drop out for
a sustained period of time, in which case an autonomous identification of transient events
becomes necessary. Once the links come back online, a COSI team member can easily inspect
the incoming housekeeping data to determine if a transient event was identified by the TMA
during the outage.

Commanding

Various commands can be sent to the GCU to perform a number of functions, for example
changing thresholds for the pulse shapers, cycling power to the gondola subsystems, resyn-
chronizing the clock counters, throttling data rates, adjusting the cryocooler power, and
more. During ground calibrations, commands are simply sent over an ethernet connection.
During flight, commands are primarily issued over the OP links by first establishing a secure
SSH tunnel to the GCU. Setting up the command link can take anywhere from less than ten
seconds to over a minute, depending on the latency of the OP links, which can be highly
variable. In general, the process takes less than a minute, and once the tunnel is established,
subsequent commands can be sent relatively quickly. When this approach is not working,
commands can be sent over a low speed iridium link, which are forwarded by the CSBF SIP
to the GCU over a serial connection. These commands are also variable in their timing,
and can take up to a minute or two to arrive at the GCU. Finally, when the payload is still
within the line of sight, commands can be send over an LOS uplink to the CSBF SIP, which
then forwards the commands to the GCU over the serial connection. The command links
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are shown with blue circles in Figure 2.11.

2.4.2 Power System

The COSI payload is powered using solar panel arrays, or PV (photo-voltaic) arrays. During
the day, a rotator keeps the gondola azimuth oriented towards the sun so as to maximize
the generated solar power. The current from the solar panels is used to both supply the
instrument with power, and to charge an array of lead acid batteries. At night, the instrument
operates on battery power. The nominal system voltage is 24 V, but this voltage varies in
the range 20 V to 30 V depending on the charge state of the batteries. In order to handle
this wide range of voltages, all gondola subsystems are equipped with DC-DC converters
which can handle input voltage ranges of 18 V to 36 V. Under normal operating conditions,
the instantaneous power consumption of the entire system is between 400 W and 450 W.

Power is distributed to gondola subsystems via the Power Distribution Unit (PDU). Each
power channel of the PDU is equipped with a magnetically latched relay that is switchable
by the flight computer. Hall effect sensors read out the current draw on each power channel,
as well as the total system current draw. This information, along with the system battery
voltage is relayed to the flight computer over a serial connection.

2.4.3 Aspect and GPS Systems

As a wide FOV imager, COSI is not required to point at fixed locations in the sky. However,
in order to determine the origins of photons with respect to astronomical coordinate systems,
the orientation of the gondola must be known at all times. The primary component of
the aspect system is an ADU5 differential GPS (dGPS) system, which reports the gondola
heading (from true North), pitch, and roll on a one second cadence. The pointing error of the
ADU5 system is < 0.2◦, which is small relative to the COSI’s angular resolution (6◦ FWHM
at 662 keV). Two backup aspect systems are available as well: a Trimble BX982, and an
Applied Physics Systems model 544 magnetometer and accelerometer. The BX982 is only
able to provide the heading from true North (< 0.1◦ error), while the 544 can provide the
magnetic heading (±1.2◦ error) as well as pitch and roll (±0.4◦) based on the accelerometer
readings. The data from the BX982 and the 544 are also read out at one second intervals.

Both the ADU5 and the BX982 provide standard GPS data, such as latitude, longitude,
altitude, and time. Additionally, the CSBF SIP has a GPS system of its own which can be
queried by the GCU. All in all, there are three sources of GPS information available to the
GCU.

Beyond providing aspect data and GPS data, the ADU5 and the BX982 serve additional
purposes. The ADU5 is equipped with a pulse per second (PPS) output, which transmits a
TTL level pulse once a second. The rising edge of this pulse is within 200 ns of the UTC
second. The COSI system relies on this signal to align the 48 bit timestamps of events in
the GeDs to the absolute time. This is accomplished by sending the PPS signal to the clock
board in the GCU, which also maintains a synchronized 48 bit counter along with the card
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cages. When a rising edge on the PPS line is detected, the value of the 48 bit clock is latched
and stored in a queue for future readout by the flight software. During post-processing, these
PPS latches are used to align the 48 bit card cage timestamps to the absolute time. The
BX982 also serves as an NTP server for the gondola, which the GCU uses to keep its system
time synchronized to the GPS time to within several milliseconds. This is useful because
each COSI data packet contains the UTC time in the header as measured by the GCU, so
having NTP synchronization ensures that the UTC time stamps in the packet headers are
synchronized to the GPS time. Without the NTP server, the CPU system time would drift
by a few seconds each day.

2.5 Ground Software

The GSE (originally, ground support equipment) is the software that runs on the ground
computers, which enables members of the COSI team to monitor the data from the payload
as it arrives in real time, as well as send commands to the GCU. The incoming data stream
to the GSE can be selected to come in over the LAN (during ground calibrations), over the
LOS link, over the OP link, or over the low speed Iridium links, and the commanding up link
can also be configured similarly. The GSE is written in Python, and uses the Qt framework
along with the pyqtgraph library to perform real time plotting of virtually any parameter
over long time records. Additionally, all time series plots can be arbitrarily zoomed and
panned, giving an operator the option to examine large scale trends as well as small scale
features in the data.

2.6 Calibrations

As mentioned in Section 2.3.4, the slow pulse shapers are equipped with circuitry to measure
the pulse heights in volts, and the fast pulse shapers are equipped with zero crossing detectors
which measure the time of arrival of the charge signal on the two sides of the detector.
Before this data can be used in high level analysis such as Compton imaging or Compton
polarimetry, the measured voltages and timings must be converted into interaction energies
and detector depths, respectively. The calibrated energies are further processed to correct
for cross-talk and possibly charge loss between strip electrodes. Finally, “hits” are assembled
by performing the strip pairing, which is the process of finding the triggered strips on each
side of the detector that correspond to the same physical interaction.

2.6.1 Energy Calibration

Various factors are at play which cause variations in the gain from channel to channel,
including but not limited to: preamplifier gain, detector capacitance, and slow shaper gain.
Differences in gain can be on the order of 25-50%. Therefore, each strip electrode must
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Figure 2.12: Spectra of several radioactive sources in channel space for a single strip electrode.
The channel number on the x axis is proportional to the voltage pulse height from the slow
shaper. Each peak in the spectra is fit with an analytic model of the emission line, thus
yielding a curve that maps channel number to photon energy.

be calibrated individually to determine the relationship between the pulse heights (or ADC
channels) from the slow shaper, and the true energy deposited in the interaction.

The calibration is performed by simply illuminating the detectors with a variety of ra-
dioactive sources. Each source emits gamma-rays at known energies, so the peaks in the
ADC channel spectra for each strip can be associated with the known energies. After doing
this for several line energies, a third order polynomial is fit to the set of energy-ADC channel
pairs. The best fit polynomial is then used to convert ADC channels to energies. Figure 2.12
shows spectra for several radioactive sources in ADC channel space for a single electrode
strip.

2.6.2 Depth Calibration

Determining the relationship between the collection time difference τ and the depth of the
interaction z is referred to as the depth calibration. Unlike the energy calibration, where a
calibration curve is sought for each detector strip, the depth calibration seeks to find zp(τ)
for each detector pixel pixel p3. With 37 strips on each side of the GeDs, the number of pixels
is 372 = 1369. Multiplying by twelve detectors, this results in a total of 16428 pixels which
must undergo a depth calibration. Two approaches to the depth calibration are discussed in
detail in Appendix A.

3A pixel is defined as the intersection of an x strip and a y strip.
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2.6.3 Crosstalk Correction

When multiple strips on one side of a detector collect charge, it is possible for the signals
to couple to each other, possibly at the detector, in the preamplifier circuitry, in the signal
cables, or in the shaper circuitry. The exact source of the effect is unknown. The total charge
collected on one side of a detector when multiple strips are triggered will appear to be higher
than what it would have been if all charges had been collected to a single strip. Previous
work on the cross-talk effect using the COSI detectors has shown that the effect is strongest
for adjacent strips, and diminishes as the separation between strips increases (Bandstra,
2010). Fortunately, the enhancement in energy is linear with the measured energy, and so
the correction is rather straightforward to apply. Each face of each detector is calibrated with
a pair of linear coefficients (slope and intercept) for adjacent strips, and a pair of coefficients
for skip-1 neighbor strips.

2.6.4 Charge Loss Correction

Often times, the charge clouds that are generated by interactions in the detectors may be
located between strips. In this case, the charge is collected to two adjacent strips. Previous
work has demonstrated that when such charge sharing occurs, there can be a deficit in the
total collected charge. This is usually attributed to incomplete charge collection, due to a
small fraction of the charge being “stuck” in a region of low electric field at the surface of
the detector and between the strip electrodes. The stuck charges are eventually collected by
the strip electrodes, but over a timescale longer than the shaping time of the slow shaper,
so they do not contribute to the measured pulse height.

Recent work has demonstrated that charge sharing can be strongly mitigated by using
several specialized processing techniques pertaining to the sputter deposition of the amor-
phous Ge contacts (Looker et al., 2015). Interestingly, the COSI GeDs do exhibit charge
loss on the x side (anode) of the detector, but not on the y side (cathode). Due to this
observation, we currently do not perform any charge loss corrections. Instead, we simply
rely on the energy measured on the y side of the detectors.

2.6.5 Strip Pairing

Once the energy calibration and cross talk correction have taken place, the triggered strips
on the x side of the detector must be paired with the corresponding triggered strips on
the y side. The strip pairing process would be simple if each triggered event in a detector
represented a single interaction. However, triggered events frequently represent multiple
interactions. For example a Compton scatter may be followed by a photoelectric absorption,
both occurring in the same detector. In this example case, the two interactions deposit
two separate energies, and it is necessary to determine which x and y strip correspond to
the Compton scatter, and which x and y strip correspond to the photoelectric absorption.
Essentially, the algorithm finds the x and y strips that are closest in energy, and pairs them.
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Figure 2.13: A diagram illustrating the strip pairing process. In this example, a photon
interacts at two locations marked by the green circles. This results in 3 triggered x strips
and 2 triggered y strips. The strip pairing must successfully determine that x strip 9 and y
strip 17 should be paired, and that x strips 11 and 12 (which shared the total charge) should
be paired with y strip 15. Charge sharing, statistical fluctuations on the measured energies,
hits below threshold, and strips with multiple hits can complicate the strip pairing process.

In the presence of charge sharing, statistical fluctuations in number of charge carriers, and
sub-threshold energy deposits, this procedure can be difficult to perform. Figure 2.13 gives
an example case where two physical interactions result in 3 triggered strips on the x side,
and 2 triggered strips on the y side. It is the job of the strip pairing algorithm to associate
x strip 9 with y strip 17, and x strips 12 and 13 with y strip 15.

2.7 Data Analysis

COSI software tools are based on MEGAlib, the Medium Energy Gamma Ray Astronomy
Library (Zoglauer et al., 2006). MEGAlib itself is built on top of the Monte Carlo particle
simulator GEANT4 (Agostinelli et al., 2003), and the particle physics data analysis library
ROOT (Brun & Rademakers, 1997). The first piece of software in the COSI data pipeline is
Nuclearizer, which is structured as a set of modules that sequentially manipulate the events.
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(a) Measurement pipeline.

(b) Simulation pipeline.

Figure 2.14: The data pipelines for measurements (top) and simulations (bottom). The
simulated pipeline makes use of the Detector Effects Engine, which adds realism to the
Cosima simulation. Also, the simulated pipeline does not include the cross-talk correction,
as that is currently not modeled in the simulations.

The data pipeline for the measured data is shown in Figure 2.14a, where the following
Nuclearizer modules are applied sequentially: parser and coincidence search, energy calibra-
tion, strip pairing, cross-talk correction, and depth calibration. The simulation pipeline is
somewhat different, and is shown in Figure 2.14b. Simulated data is first processed by the
Detector Effects Engine (DEE, Sleator et al., 2017) which performs inverse energy and depth
calibrations, adds noise, and models the electronics (thresholds, finite bit depth, etc.) in or-
der to add as much realism as possible to the simulated data. After the DEE, the events are
passed through the standard calibration modules which are used for measured data, with
the exception of the cross-talk correction module, as the cross-talk effect is currently not
modeled in the simulations. The final output from Nuclearizer is a list of calibrated hits, or
energy deposits, for each event. Each hit is parameterized by a time, energy, a 3D position,
and the associated uncertainties for these quantities.

The next piece of software in the pipeline is Revan, which performs the event recon-
struction. Event reconstruction involves the following steps: 1) decide whether or not to
cluster hits if there are hits that occurred close together 2) decide if an event is a Compton
(multi-hit) event or a single-site event 3) for Compton events, determine the proper sequenc-
ing. Event sequence determination is a challenging task, and several algorithms have been
developed to do this. In the remainder of this thesis, we will use the Bayesian Approach
from Zoglauer (2005) for event sequence determination. Once Revan has identified and re-
constructed the Compton events, high level data analysis such as Compton imaging and
Compton polarimetry may proceed.
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Figure 2.15: A top view of the COSI mass model, which is used for performing Cosima
simulations, as well as global 3D positioning of measured events.

2.7.1 Simulations and Mass Model

Simulations are run using the MEGAlib program Cosima, which provides a user friendly
interface to the GEANT4 simulation framework. A Cosima simulation is parameterized by 1)
a particle beam geometry 2) the energy spectrum, flux, and polarization of the particle beam
3) a mass model, and 4) a physics list describing the models used for physical interactions.

We have developed a detailed mass model of the COSI detector system, which is shown
in Figure 2.15. The mass model describes the locations of both active detector mass and
passive mass in as much detail as possible. Mass model accuracy is essential to the overall
success of COSI data analysis. While the mass model is clearly a core component of Cosima
simulations, it is also extremely important in the analysis of real data. The reason for this
is that the global coordinates of the individual hits are determined by consulting the mass
model. Specifically, the absolute x, y, and z coordinates that are inferred from the triggered
x strip, the triggered y strip, and the collection time difference, respectively, will be affected
by any position offsets or geometric modeling inaccuracies of the detectors.
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Figure 2.16: A diagram illustrating the definition of the Angular Resolution Measure (ARM).
The source of the photons is the small, filled black circle. The open circles represent the arcs
traced out by the Compton cones of two separate photons. The smallest angular distance
between an event’s Compton cone and the origin of the photons corresponds to the ARM
for that event. When the photon origin falls outside of the arc, the ARM is positive, and
when it falls inside, the ARM is negative. Note that ARM values are always relative to a
specified location.

2.7.2 Event Selections

Compton events are parameterized by an assortment of quantities such as energy, Compton
scattering angle, distance between interactions, etc. Data analysis proceeds by imposing
selections on these quantities — “event selections” — which act to reduce background,
increase signal, and optimize imaging, spectral, or polarization performance. The most
relevant event selections for analysis of COSI data are as follows:

1. Total photon energy. All energy deposits are summed to get the total photon energy.
It is possible for a photon to escape the detector system without depositing all of its
energy, but these events can be identified with reasonable certainty and are rejected
during event reconstruction.

2. First Compton scattering angle. This is the Compton scattering angle of the first
interaction, and is determined by evaluating the classic Compton scattering formula
(Equation 2.1) using the total photon energy and the photon energy after the first
Compton scatter.

3. Angular resolution measure (ARM). This quantity is defined as the smallest angular
distance between an event’s Compton cone and a position in the sky. A diagram
illustrating this definition is shown in Figure 2.16, and an ARM distribution from a
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Figure 2.17: ARM distribution from a Cs-137 (662 keV) calibration run, along with a fit to
the data. The x axis represents the smallest angular distance between a Compton cone and
the specified source location. The analytical fit function is a superposition of two Lorentzians
and an asymmetric Gaussian. This shape is empirical and accurately fits the ARM peak.
The FWHM is determined from the fit rather than the data itself.

Cs-137 (662 keV) calibration run is shown in 2.17. Placing a selection on the ARM
allows one to select events whose Compton cones are consistent with a specified location
in the sky. ARM values can be positive or negative, depending on whether the source
location falls outside (positive) or inside (negative) the Compton cone. The FWHM of
the ARM distribution is interpreted as the angular resolution of a Compton telescope.

4. Distance between first two interactions. This distance determines the accuracy with
which the orientation of the Compton cone can be reconstructed. For small distances,
the orientation is more sensitive to the position uncertainty, which will have a negative
impact on the imaging performance. Small distances also have the effect of increas-
ing the error on the azimuthal scattering angle, which has a negative impact on the
polarization performance.

5. Distance between any two interactions. Events with interactions that are too close are
harder to reconstruct properly. Therefore, excluding these events will result in a better
reconstruction efficiency.

6. Number of interaction sites. This parameter impacts the reconstruction efficiency,
since events with more interaction sites can generally be reconstructed more accurately.
Events with two interaction sites are the most common, followed by three sites, four
sites, etc.
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2.7.3 Compton Imaging

Simple Compton images can be made by backprojecting Compton cones into either a 2D
imaging plane or a 3D imaging volume. Further deconvolution of the image may be performed
using advanced algorithms such as List-Mode Maximum Likelihood Expectation Maximiza-
tion (LM-MLEM, Wilderman et al., 1998), Maximum Entropy (Gull & Skilling, 1984), or
Stochastic Origin Ensembles (Andreyev et al., 2011). The goal of all of these algorithms is
to determine the most likely source distribution in the image or volume, given the initial
back-projection, as well as the imaging “response,” which for COSI is a cone.

2.7.4 Compton Polarimetry

A useful feature of Compton telescopes, central to this thesis, is that they are inherently
sensitive to polarization. This topic will be discussed at greater length in later chapters,
but a brief summary follows. Two angles are involved in Compton scattering: the Compton
scattering angle θ and the azimuthal scattering angle η (Figure 2.1). Information relating
to the polarization state of a gamma-ray beam in encoded in the η distribution. If a source
of gamma-rays is polarized, the distribution of η when measured over many events will
take the form of an offset sinusoid with a period of π. The amplitude of the sinusoid is
proportional to the polarization level Π, and the phase of the sinusoid is the polarization
angle η0 with respect to a reference direction. Polarization measurements provide unique
information about source geometries, magnetic fields, and emission mechanisms that often
cannot be ascertained from spectral or timing properties.
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Chapter 3

The 2016 COSI Super Pressure
Balloon Campaign

In 2016, COSI flew from Wanaka, New Zealand on a Super Pressure Balloon, continuously
observing the gamma-ray sky for 46 days as the payload traversed the globe. A significant
volume of data was generated, which so far has revealed multiple interesting sources of
astrophysical gamma-rays. This accomplishment within the COSI collaboration was the
product of 1) hard work on behalf of previous and current COSI team members 2) several
previous balloon flights, both successful and unsuccessful, and 3) several iterations of the
COSI instrument leading up to where we are today. In this chapter, we will start with a brief
historical review of COSI and its predecessor, the Nuclear Compton Telescope (NCT). The
remainder of this chapter will serve as a summary of the 2016 flight with details such as a
instrument performance, background environment, and a quick “catalog” of sources detected
by COSI thus far.

3.1 From NCT to COSI

The predecessor to COSI was named the Nuclear Compton Telescope, which took part in two
successful balloon flights. In 2005, a two GeD prototype flew from Ft. Sumner, New Mexico
on a zero pressure balloon (ZPB) and measured the background environment, which was
found to be in close agreement with predictions from background modeling (Bowen et al.,
2007). In 2009, a full, 10 detector instrument was flown again from Ft. Sumner New Mexico
on another ZPB (Bandstra et al., 2009). NCT successfully achieved its primary science
goal by detecting and imaging the Crab Nebula (Bandstra et al., 2011). This represented a
milestone for astrophysical Compton telescopes, as NCT became the first compact Compton
telescope to image an astrophysical source. The instrument was recovered in good shape from
the 2009 flight and quickly turned around for a 2010 flight from Alice Springs, Australia.
Unfortunately, a launch mishap resulted in partial destruction of the payload. Luckily, the
GeDs and readout electronics were relatively unharmed.
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Between 2010 and 2014, NCT was significantly overhauled in several key ways, and a new
name was given to the instrument; the Compton Spectrometer and Imager. COSI differs
from NCT in a number of key ways:

1. The cryostat was completely redesigned in order to accommodate two more detectors
(twelve total, compared to NCT’s ten), and a new detector configuration. The COSI
GeDs are laid out in a 2× 2× 3 array, whereas the NCT GeDs were laid out in a 2× 5
array.

2. NCT used liquid nitrogen (LN2) to cool the GeDs to cryogenic temperatures. Gradual
evaporation of the LN2 placed a hard constraint on flight durations. As described
in the previous chapter, COSI uses a cryocooler to cool the GeDs, which operates
continuously with a steady source of electrical power.

3. The BGO anti-coincidence shield system for NCT was replaced with an ACS system
consisting of CsI scintillators.

4. NCT had closed-loop azimuth pointing control based on orientation data provided by
a 3-axis magnetometer. Additionally, the NCT detector system was tilted so that the
FOV was not zenith centered. This was done to optimize exposure to sources that
were part of the observing plan, such as the Crab Nebula. In contrast, the COSI FOV
is zenith centered, and does not require active pointing control; sources are simply
observed as they pass through the FOV. Note that the azimuth of COSI is controlled
by a rotator above the gondola in order to keep the solar panels oriented towards the
sun.

5. The NCT flight computer (GCU) was retired, and a new GCU system was designed.
With virtually all new hardware, the NCT flight software was no longer appropriate.
Therefore, the flight software was rewritten, with various features added for enhanced
telemetry applications and autonomy.

6. NCT relied solely on LOS telemetry, which was possible due to the short flight du-
rations. COSI’s anticipated flight durations of up to 100 days makes LOS telemetry
unfeasible. Instead, COSI relies on two Iridium Openport (OP) transceivers to teleme-
ter data from any location on the globe. A significant effort was made to incorporate
event identification, filtering, and compression in the flight software in order to transmit
all Compton events through the OP links.

3.2 Super Pressure Balloon

Many of COSI’s design parameters were driven by the prospect of flying on NASA’s 18 mil-
lion ft3 Super Pressure Balloon (SPB). The primary difference between an SPB and a ZPB
is that the SPB is sealed, whereas the ZPB has an opening at the base of the balloon from
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which helium gas can escape. When the gas in an SPB is heated, due to solar irradiance as
well as aldebo irradiance, the pressure increases. In an SPB the balloon is sealed, and the
balloon material is rigid enough to mostly counteract the increase in volume that would be
associated with a rise in gas pressure. The buoyancy force is proportional to the volume of
the balloon, so this volumetric stability leads to altitude stability. In contrast, when the gas
is heated in a ZPB, the pressure increases, the volume increases, and the balloon’s altitude
increases. When the balloon cools back down at night, the reverse process happens. The
constant altitude cycling of the balloon results in a gradual loss of helium gas, and thus a
gradual decrease in altitude over time. Usually these altitude variations are compensated
somewhat by dropping ballast, of which a finite amount is flown. The SPB platform should
be able to provide for much longer flight durations due to the altitude stability inherent in
the design.

While the altitude stability of the ZPB may not be as good as the SPB, the ZPBs are
generally easier to manufacture, as the balloon material does not need to be as rigid as is
the case for the SPB. Moreover, NASA has decades of experience successfully flying the
ZPB, while the SPB remains somewhat of an experimental platform. Lastly, the current
generation of NASA ZPBs are volumetrically larger than the current generation of SPBs
(40 million ft3 vs. 18 million ft3), so the maximum attainable float altitude is higher than
that for SPBs. Higher altitudes are certainly desirable in high-energy astrophysics, as any
residual atmosphere above the telescope will act to scatter and absorb photons. Nonetheless,
NASA continues to push the SPB technology, as it is expected that longer flight durations
and altitude stability will be desirable to science teams.

3.3 2014 Antarctic Flight

In October 2014, the COSI team traveled to McMurdo Station, Antarctica to fly the COSI
payload on the SPB. After several weeks of canceled launch attempts, COSI finally launched
on December 28, 2014. This marked the first flight of a science payload on the NASA SPB.
The instrument reached float altitudes and proceeded to collect background data. However,
after only ∼ 36 hours at float, the SPB developed a catastrophic leak, leading the balloon
operators to terminate the flight. The payload made a gentle landing on the Antarctic
plateau, and was successfully recovered a few weeks later.

While the outcome of the 2014 Antarctic balloon campaign was disappointing, several
important lessons were learned. First, the cryocooler was not effectively dissipating heat at
float. This led to a situation where the cryocooler body temperature was operating outside
of specifications (> 80 ◦C), which not only risked the health of the cryocooler itself, but
also precluded effective cooling of the GeDs. In light of this, we developed the liquid cooling
system (Section 2.3.2) to keep the cryocooler within its operating range. Second, it was clear
that our ground software was not optimized to support a long duration flight. To address
this, we overhauled the ground software completely, adding features such as SMS/email
alerts for events of interest (parameters going out of range, transient event detected by the
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TMA, etc.), and real time plotting of any parameter over an arbitrarily long time record.
Lastly, the COSI team gained invaluable experience from successfully deploying the COSI
payload in the field.

3.4 2016 Flight from Wanaka, New Zealand

Following the 2014 Antarctic campaign, arrangements were made to deploy the payload
again in 2016 from Wanaka, New Zealand. This would be the first scientific payload to fly
from the new NASA balloon base in Wanaka. The COSI team arrived in New Zealand in
mid February, 2016 and promptly began to integrate the gondola.

3.4.1 Ground Calibrations

After integrating the instrument and all subsystems into the gondola, we carried out an
extensive calibration operation throughout the weeks prior to launch. The detectors were
illuminated with the following radioactive sources from different positions within the field of
view: americium-241, cobalt-57, cobalt-60, barium-133, sodium-22, cesium-137, and yttrium-
88. The resulting datasets were used to perform energy calibrations, depth calibrations
(Appendix A), effective area benchmarking, and general benchmarking against simulations.
Additionally, a considerable amount of effort was invested into performing a polarization
performance validation, which is the subject of Chapter 5.

3.4.2 Flight Summary and Overview

Unexpectedly poor weather conditions through April and May resulted in many aborted
launch attempts. However, COSI was finally launched on May 16, 2016 at 23:35 UTC time
into clear skies. Figure 3.1 shows COSI hanging from the launch vehicle on the flight line,
with the SPB almost completely inflated on launch day. At the time of launch, all systems
were fully operational and the health of the system was perfect. After an hour of ascending
towards float, the payload traversed through the Pfotzer maximum (∼ 17 km), where the
concentration of cosmic ray secondaries reaches its peak. As a result, our LOS telemetry
link saturated, thus complicating data down link for a few minutes. This was expected and
has been seen on all other COSI/NCT balloon flights. After just over two hours, the balloon
reached its nominal float altitude of ∼ 33.5 km. Once at float, the OP links were enabled,
and found to be working within their specifications.

The flight path taken by COSI is shown in Figure 3.3, where the color of the trajectory
alternates after each day. Initially, and contrary to expectations, the payload headed west
towards Australia, flying nearly over Syndey during the 2nd day of flight. During days 3
and 4, the payload’s trajectory shifted eastward, where it was carried around the globe by
circumpolar winds in ∼ 10 days. Upon passing by New Zealand, the payload drifted North
towards the equator, reaching a latitude of 5.65◦ S on the 28th day of flight. The overall
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Figure 3.1: The COSI flight line on launch day. COSI can be seen hanging from the launch
vehicle on the left. The inflated SPB is on the right of the image. In the center of the image
is the parachute, as well as the uninflated portion of the balloon. This portion expands
significantly as the pressure drops with altitude until the balloon makes a round, pumpkin
shape at float.

wind patterns and resulting direction of the payload during this time were highly variable,
with no clear timeline for a future land crossing. Finally, a trend in the wind direction
developed and carried the payload over Southern Peru. The flight was terminated, and
COSI fell back to Earth on its parachute, making a relatively gentle landing in the Atacama
Desert. Figure 3.2a shows a still image from a video that was shot from the gondola as
COSI made its landing. The video was downloaded almost immediately over the OP links,
which survived the landing. Within three days, a team comprised of COSI and Columbia
Scientific Ballooning Facility (CSBF) personnel was able to locate the payload and balloon in
a remote area of the desert. Figure 3.2b is a photograph of COSI at its landing site, taken by
the recovery crew. Unsurprisingly, the outer structure including the antennae booms, solar
panels, and gondola frame sustained damage during the landing. However, the instrument
and electronics internal to the gondola were all recovered in excellent condition, including
the solid state drives containing the full raw dataset.

3.4.3 Thermal Environment

A major challenge of flying from New Zealand is the highly variable thermal environment,
which can result in excessively cold temperatures at various points on the gondola. The
coldest temperatures were seen when flying over storm systems with heavy cloud cover, as
the cloud tops have a low surface temperature and act as an additional radiative heat sink
(in addition to space above). Fortunately, COSI was equipped to handle these situations;
the GCU controlled a “heater box”, which made it possible for the flight computer to ther-
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(a) (b)

Figure 3.2: Left: A still from a video shot from the gondola, moments before landing in the
Atacama desert. The shadow of the COSI payload and parachute are clearly seen on the
desert floor. Right: A photograph taken by the recovery team of COSI at its landing site.
The exterior structure sustained damage, but the instrument and electronics were recovered
in excellent shape.

mostatically maintain the temperature of gondola subsystems. The temperatures were read
out by LM335 sensors, and kept within a programmable range autonomously by the flight
computer. Evidently, the system worked well, with no temperature going out of range, and
no temperature related anomalies identified thus far.

3.4.4 Altitude Variations

Approximately 19 days into the flight, the SPB started to exhibit significant day-night
variations in altitude. The most extreme drop in altitude occurred on June 21, where the
payload dropped to 22 km, a difference of approximately 11.5 km from the nominal float
altitude. The altitude profile for each third of the flight is plotted in the top panels of Figures
3.4, 3.5, and 3.6, where the altitude drops are apparent. The reason for this behavior has not
been determined conclusively, but one possibility that would result in a similar pattern would
be if the balloon had a temporary leak of gas. In this scenario, the nominal float altitude
would not be affected, as prior to losing gas the balloon would have been over-pressurized.
However, with less gas, the balloon altitude becomes less resilient against drops in pressure,
thus leading to altitude dips at night when the temperature decreases. Unfortunately, the
altitude dips were significant enough to impact the observation plan. As the payload altitude
decreases, the column density due to the atmosphere becomes more severe. Additionally,
the background count rate increases at lower altitudes (next section), which impacts the
sensitivity of the observations. Although, the altitude variations significantly impacted our
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observation time, the payload still rose back to a nominal altitude of 33.5 km each day.

3.4.5 Background Environment and Relativistic Electron
Precipitation

The count rates in the CsI shield system as well as detector 6 are shown in the flight
summary plots Figures 3.4, 3.5, 3.6 as a function of time. Two trends are readily apparent.
The first is that the count rates are anti-correlated with the altitude, which is most evident
in Figures 3.5 and 3.6. This is due to the fact that beyond that Pfotzer maximum, the flux
of cosmic ray secondaries, which dominate the COSI background, decreases with altitude.
When the altitude drops, the payload moves close to the Pfotzer maximum, thus resulting
in an enhancement of the count rates. The second trend is that the count rates are anti-
correlated with the distance to the South Magnetic Pole (SMP). The angular distance to
the SMP is plotted in the second panel from the top in Figures 3.4, 3.5, 3.6, and mostly
tracks the geographic latitude. This is due to the dependence of the cosmic ray primary
flux on the cutoff rigidity with respect to Earth’s geomagnetic field. Near the SMP, the
geomagnetic cutoff rigidities are reduced, which increases the flux of cosmic ray primaries
that reach the upper atmosphere. These cosmic rays interact with air nuclei and produce
electromagnetic and hadronic showers in the atmosphere, which constitute the dominant
background component for balloon borne gamma-ray detectors.

The count rate histories in Figures 3.4, 3.5, 3.6 also reveal strong variability at three
distinct times, all during close approaches to the South Magnetic Pole: May 21 06:37 to
10:15 (REP1), May 30 03:00 to 09:57 (REP2), and May 30 16:18 to 18:23 (REP3). These
time durations are approximate and not easy to define, as the main episodes are often pre-
empted and followed by episodes of lower level activity. These events are due to relativistic
electron precipitation (REP), which is a radiation belt phenomenon in which electrons that
are trapped in the outer Van Allen radiation belts are released following geomagnetic dis-
turbances (Parks et al., 1979; Millan & Thorne, 2007). The precipitating electrons travel
along the geomagnetic field lines and interact in the upper atmosphere, producing copious
amounts of bremsstrahlung X-rays. The time domain behavior of the observed REP activity
appears to be divided into two categories: fast (< 100 ms) pulses of x-rays — “microbursts”
— only seen during REP2, and slow, minutes long pulses reaching very high count rates
which occurred for all three REP events. The points in the flight trajectory where REP
activity was observed are denoted by the blue and green circles in Figure 3.3. While REP
related activity is certainly an interesting scientific topic, it mainly acts as a source of back-
ground for observations of astrophysical sources. Notably, the long duration gamma-ray
burst GRB 160530A occurred during the REP2 event. Figure 3.7 shows the total COSI
event light curve, as well as the Compton event light curve for the first 12 hours of May
30, 2016 which included both the REP2 event and GRB 160530A. The GRB is the spike
just after 07:00:00, most visible in the Compton event light curve. The microburst activity
can be seen starting around 03:15:00 and lasting up until about 06:30:00, at which point the
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Figure 3.3: The COSI flight trajectory throughout the Southern Hemisphere. COSI launched
from Wanaka, New Zealand, flew for 46 days, and then landed in Southern Peru. The color
of the flight trajectory alternates for each day of flight. A red circle denotes the position of
the South Magnetic Pole. The blue/green circles mark COSI’s position at the time that the
REP events were detected, as well as GRB 160530A.
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behavior transitions into the slow bright pulses.
The shield count rates in Figures 3.4, 3.5, 3.6 were median filtered to suppress 1 and

2 sample “spikes” of extremely high amplitude. The origin of these spikes is likely to be
the excitation of numerous, long-lived phosphorescence states in the CsI crystal, probably in
response to excitation by heavy cosmic rays. Similar behavior has been seen in space-borne
CsI crystals (Hurley, 1978; Segreto et al., 2003). The exact mechanism by which these events
produce an artificially high count rate is unclear. One possibility is that the decay of the
phosphorescent states results in a bright and steady light output from the CsI crystal over
a period of ∼ 100 ms. The magnitude of the shot noise then increases, and passes through
the shaper. If the noise is not attenuated enough by the shaper, then it may vary in the
vicinity of the discriminator threshold and cause an artificially high count rate. We used a
median filter in the flight software to suppress 1-sample spikes, but not 2-sample spikes. The
2-sample spikes led to a large false alarm rate in the TMA of roughly 1-2 auto triggers per
hour.

3.4.6 High Voltage Anomalies

After approximately 20 hours at float, it became clear that detector 8, a detector in the
bottom layer, was malfunctioning. This manifested as sporadic, high current draw from
the preamplifer boxes assigned to this detector. It is likely that this problem was due to
a malfunction in the high voltage system, which was reflected in the preamp current draw.
Specifically, if the high voltage was arcing to the cryostat or some connector along the high
voltage path, this would result in an abrupt change in the high voltage, which has the net
effect of producing a dV/dt current through the coupling capacitors on the preamp channels
connected to the high voltage side of the detector. Detector 5 began to malfunction the
following day, with very similar behavior as detector 8. This detector was in the top layer
of the detector array. Nineteen days later, another detector in the top layer, detector 0, had
a high voltage related malfunction. However, this detector showed distinct behavior from
the other two. While it is likely that a malfunction in the high voltage system was at play,
the origin of the problem may have been different. All three detectors which displayed high
voltage anomalies were shut down upon verifying that these issues were persistent.

During data analysis, these detectors were treated as passive mass in the simulations.
Beyond simply reducing the effective area, the loss of detectors is also problematic because
disabled detectors will block the incoming gamma rays from interacting in detectors be-
neath the disabled ones. Consequently, response matrices used for imaging, spectroscopy,
and polarimetry must all be regenerated for different time periods throughout the flight
corresponding to different detector on/off combinations.

3.4.7 Performance of Telemetry Systems

For the first several hours of flight, while the payload was within the LOS, the LOS telemetry
system worked as expected. As the payload approached the horizon, the number of bit errors
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Figure 3.4: From top: The altitude, angular distance to the SMP, count rate (> 80 keV) in
the shield system , and count rate (> 50 keV) in detector 6 (top layer) for the first third
of the flight. The shield rate has been median filtered with a window size of 5 samples to
suppress 1 and 2 sample spikes due to excess rate events. The count rate in detector 6 has
been box car averaged with a window size of 5 samples to reduce the Poisson noise in the
plot. A clear anti-correlation exists between the distance to the SMP and the count rates.
The flaring activity near the SMP is due to REP activity.
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Figure 3.5: The same as Figure 3.4, but for the second third of the flight. A clear anti-
correlation can be seen once again between the distance to the SMP and the count rates, as
well as the altitude and the count rates.



CHAPTER 3. THE 2016 COSI SUPER PRESSURE BALLOON CAMPAIGN 61

Figure 3.6: The same as Figure 3.5, but for the final third of the flight. Significant altitude
variations were experienced on a daily basis, with corresponding enhancements in the count
rates.
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Figure 3.7: Reconstructed event light curves for all COSI events (black) and Compton events
only (blue) for the first 12.5 hours of May 30, 2016. This time period included the second
REP event (REP2), which began as fast ∼ 100 ms pulses and transitioned into slower and
brighter pulses just before 07:00:00. GRB 160530A is the spike just after 07:00:00. The
relative amplitude of the REP activity over the pre-REP background is significantly smaller
in the Compton event light curve, indicating that the REP photons are too low in energy
(. 200 keV) to produce many Compton events.

on the LOS stream became unacceptably large, prompting the COSI team to switch over to
the OP links for the remainder of the flight.

The two OP links served COSI well overall. For most of the flight, both OP transceivers
worked reliably well, with both OP transceivers sending identical copies of the data down
via a UDP connection to a server at Space Sciences Laboratory. Occasionally, one or both
of the OP links would drop out. These dropouts could last anywhere between a minute, and
an hour. When both OP links dropped out, data loss clearly occurred. When one OP link
would drop out, the other link would often continue to work well. In this scenario with one
OP link active, some data was still lost, as the UDP connection does not guarantee delivery
of the data packets. Unfortunately, the OP hardware is essentially a black box, providing
little to no diagnostics that would help understand the conditions that lead to drop outs and
data loss. Nonetheless, the OP links were essential to our ability of performing real time
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Figure 3.8: The cumulative transmitted and received data volume for the first ten hours
of May 20, 2016. The red curve representing the received data slowly diverges from the
transmitted curve as small numbers of packets are lost in the Iridium network over time. At
the end of the ten hour period shown here, 2.4% of the data is lost, which is considered to
be acceptable. All lost data was eventually recovered using the packet fetcher just before
flight termination.

data analysis on the ground throughout the flight.
Figure 3.8 shows the cumulative transmitted and received data for the first ten hours

of May 30, 2016, a time period that included both a REP event and GRB 160530A. The
black curve is the cumulative transmitted data in megabytes, determined by scanning the
recovered hard drive data for packets that were telemetered over the OP links. The red curve
is the cumulative received data over the OP link, determined by scanning the OP telemetry
files as received by our ground computer in Berkeley. At the end of the ten hour period,
the amount of data received was lower than the amount transmitted by 2.4%, indicating
that 2.4% of data was lost. This was typical for most periods of the flight where the OP
links were known to be operating. Note that because the UDP protocol was used, entire
data packets were either delivered successfully or lost. It is not the case that the 2.4% loss
rate was evenly distributed over random bytes; this would be much more of a problem, as
segments of complete packets would be missing, thus severely complicating the data parsing
process.
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A loss rate of 2.4% is a small price to pay for real time access to all Compton events from
any location on the globe. However, there were other periods where the OP links simply
failed to operate for extended periods time, leading to total data loss. To combat this, we
developed a set of software tools before launch to retrieve lost data packets from the GCU. In
the header of each COSI packet is a time stamp (with 1 second resolution) as well as a packet
counter, specific to the packet type. The time, packet counter, and packet type uniquely
specify every COSI packet. Missing packets can be identified by scanning over all received
packets and identifying gaps in the packet counter values. To retrieve these lost packets, a
special data message containing the missing packet IDs and timestamps are uploaded to the
GCU, where a “packet fetcher” script scans through the data stored on disk, collects all of
the requested missing packets, and saves them to a special file in a standardized location.
The file containing the lost packets can then be downloaded over the OP links using standard
file transfer tools such as scp, rsync, etc. Towards the end of flight, we were successful in
running the packet fetcher to retrieve all lost packets. This was an important step, as it was
not clear whether or not COSI would land in the ocean, in which case recovery of the hard
drives would have not been possible.

3.4.8 Ground Operations

At all times throughout the 46 days of flight, at least one COSI team member was “on
shift” monitoring the payload health, sending any necessary commands, and responding to
alerts from the transient monitor algorithm. The false alarm rate for the transient monitor
algorithm was unfortunately quite high due to the excess rate events; approximately two per
hour. In response to TMA alerts, the ground computers would run an automated analysis
and generate a reconstructed event light curve, as well as LM-MLEM images corresponding
to the time of the alert. The COSI operator on shift would inspect these data products to
determine if the TMA alert was not a false alarm, and then respond accordingly. In the
case of GRB 160530A, this system worked as intended; the TMA issued an alert which was
received over the OP links, and the automated analysis of Compton events from the OP links
revealed an interesting light curve as well as an image with a clear peak. This prompted the
COSI team to issue a Swift target of opportunity observation of the COSI error region for
GRB 160530A.

3.5 COSI 2016 Flight Source Catalog

In this section, we will give a brief overview of each gamma-ray source that has been detected
by COSI so far using the data from the 2016 flight. A total of four persistent sources, and two
transient sources were detected and imaged. One detail pertaining to the detected sources
whose positions are known is that the peaks in the COSI images for these sources are slightly
offset from their known positions. It is not entirely clear why this happens, but two possible
explanations are 1) the images are not exposure corrected, so the peak positions could be
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(a) Crab Nebula. (b) Cyngus X-1.

(c) Centaurus A (d) Galactic center at 511 keV.

Figure 3.9: COSI images in galactic coordinates of four persistent astrophysical sources that
were detected during the 2016 flight: The Crab Nebula (a), Cyngus X-1 (b), Centaurus A
(c), and 511 keV positron annihilation emission from the galactic center (d). The peaks in
the images are slightly offset from the known positions, possibly due to the lack of exposure
correction, or uncorrected systematic errors in the aspect reconstruction. All of these are
point sources, with the exception of the 511 keV image, which is known to be diffuse from
INTEGRAL/SPI observations (Bouchet et al., 2010). Efforts are underway to determine if
the central bulge in the COSI image is diffuse, and whether or not the apparent extended
structure surrounding the bulge is real.
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biased in the direction of larger exposure and 2) there could be systematic errors in the
aspect reconstruction which result in positioning errors.

3.5.1 The Crab Nebula

COSI’s Northward excursion later in the flight led to significant exposure to the Northern
sky. As a result, COSI detected the Crab Nebula, a nearby supernova remnant powered by
a young pulsar. Due to its close proximity (2 kpc) and high intensity, it is an exceptionally
well studied source. The spectral shape of the Crab is known to follow a power law with a
spectral index of -2.2 above 100 keV, as measured by INTEGRAL/SPI (Jourdain & Roques,
2009). The off-pulse emission from the Crab Nebula above 200 keV is highly polarized at a
level of Π > 72% (Forot et al., 2008), with a possible recent change in the polarization angle
(Moran et al., 2015).

Figure 3.9a shows the COSI image of the Crab using two days of data where the Crab’s
position was closest to the center of COSI’s field of view. Note that this is the second time our
collaboration has imaged the Crab Nebula, the first time being in 2009 with NCT. Currently,
efforts are underway to reconstruct the Crab Nebula spectrum (Sleator et al., 2017), perform
a polarization analysis, and detect pulsations from the Crab pulsar. These properties are
generally well understood for the Crab, and will thus serve as useful benchmarks for COSI.

3.5.2 Cygnus X-1

Another Northern sky source detected by COSI was Cygnus X-1, a galactic high-mass X-ray
binary system known for its bright and frequent outburst episodes. Like the Crab, Cyx-
X-1 is a well studied source. Its spectrum in the soft gamma-ray band consists of a thermal
Comptonization component, as well as a hard power law tail extending to over 1 MeV (Jour-
dain et al., 2012). Energy resolved polarimetric studies of Cyg X-1 with INTEGRAL/IBIS
and INTEGRAL/SPI have shown that the power law component is highly polarized, indi-
cating that this component is associated with the relativistic jet outflows that have been
seen in the radio band for this source (Laurent et al., 2011; Jourdain et al., 2012).

Figure 3.9b shows the COSI image of Cyg X-1 using the three days where Cyg X-1
entered COSI’s field of view. Exposure to Cyg X-1 was not as optimal as for the Crab,
so the detection significance is lower. Spectral and polarimetric studies of Cyg X-1 are
forthcoming, and a comparison to the INTEGRAL results is anticipated.

3.5.3 Centaurus A

Centaurus A (Cen A) is a well studied active galactic nucleus located 3 - 5 Mpc away. The
origin of the high energy emission from Cen A is not clear, but thermal Comptonization and
synchrotron self-Compton (SSC) have both been suggested. These two mechanisms produce
distinct polarization signatures: Π . 10% in the thermal Comptonization scenario (Matt,
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1993), and Π up to 60% in the SSC case (Krawczynski, 2011a). Therefore, polarization
measurements may help to identify the dominant emission mechanism for Cen A.

Figure 3.9c shows the COSI image of Cen A, using all 8 days where Cen A fell into the
COSI FOV. Efforts are underway to determine if a polarization analysis will be feasible for
Cen A using the COSI data.

3.5.4 Galactic positron annihilation emission

COSI successfully accomplished one of its main science goals by imaging the 511 keV emission
from the galactic center. This source of gamma-rays results from the annihilation of a large
flux of positrons with galactic electrons. The origin of these positrons, and their transport
into the galactic center is a hotly debated topic (Prantzos et al., 2011), and it is believed
that imaging of this emission will reveal essential clues. INTEGRAL/SPI observations at
511 keV indicate that the galactic center emission is diffuse (not a point a source), and
is accompanied by extended emission along the galactic disk, with possibly a galactic halo
component (Bouchet et al., 2010).

Figure 3.9d shows the current best COSI image of the galactic center region at 511 keV,
where a clear excess can be seen near the center. The offset from the center is probably
not real but related to the aforementioned errors in absolute localization. Current work is
focused on determining the extent of the emission, and confirming its diffuse nature. Also,
spectral analyses with the COSI data reveal a strong detection (∼ 10σ) of the 511 keV line in
the spectrum after the atmospheric 511 keV line has been subtracted, allowing for detailed
studies of the line shape. This work is the subject of an upcoming publication (Kierans,
2017, in preparation).

3.5.5 Relativistic electron precipitation

COSI observed 3 episodes of REP activity throughout the flight. A light curve of the second
REP event is shown in Figure 3.7. Fast, ∼ 100 ms pulses were observed, as well as slow yet
extremely bright pulses. The spatial distribution on the sky of REP activity is not known,
and forthcoming imaging studies using the COSI data will shed light on this topic.

3.5.6 GRB 160530A

During the second REP event, COSI detected the bright, long duration gamma ray burst
GRB 160530A. While the REP itself was quite luminous, the GRB was still clearly detected.
This is clear from Figure 3.7, where the spike just after 07:00:00 in the Compton event light
curve outshines the concurrent REP activity. A detailed polarization analysis of this GRB
was recently published (Lowell et al., 2017a,b), and is the subject of Chapter 6. Work is
ongoing to perform a spectral deconvolution of this GRB (Sleator et al., 2017), although
preliminary results indicate good agreement between the COSI measured spectrum, and the
spectrum measured by KONUS/Wind (Svinkin et al., 2016a)
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3.6 Summary

The 2016 COSI SPB flight campaign from Wanaka, New Zealand was successful on many
fronts. On the science end, COSI collected data continuously for 46 days and has so far
positively identified five astrophysical sources of gamma-rays. Analysis efforts so far have
focused on measuring the polarization of GRB 160530A, spectral analysis of GRB 160530A
and the Crab Nebula, and imaging and spectroscopy of the 511 keV positron annihilation line
from the galactic center. The data collected during the REP events is arguably the richest
dataset of its kind. Future collaborations with scholars in the REP field are planned. Lastly,
the background environment at float altitudes was sampled by COSI over a wide range of
geographical positions, and efforts are underway to deconvolve the background distribution
from the measured data. Such background information is crucial for planning science goals
for future balloon flights.

With respect to the instrument and payload, the performance and reliability of the entire
system exceeded our expectations. Although there are yet to be resolved issues with the high
voltage anomalies, no further problems with any other systems on the gondola have been
identified. The OP telemetry system worked well, and all data that was lost during normal
operations was recovered at the end of the flight. A gentle landing and a successful recovery
from the Atacama desert enhances the prospects for more balloon flights in the near future.

Finally, the 2016 campaign marked NASA’s most rigorous test of the SPB technology
to date. The long flight duration, highly variable thermal environment, and uncertain flight
trajectory were challenges that were all faced and overcome by the SPB during the 2016
flight. Future work on SPB technology is centered on maintaining a reliable flight altitude,
which has been challenging up to now.



69

Chapter 4

Compton Polarimetry with COSI

Astrophysical polarization measurements can reveal valuable information relating to the
emission mechanism, geometrical configuration, and magnetization of a source, which may
not be accessible via spectral, timing, imaging, or photometric analysis. The primary goal
of a polarimeter is to measure the polarization level and angle of a beam. Secondary goals
include measuring the time, energy, angular, or flux dependence of the polarization level
and angle. In the soft gamma-ray band (0.1 MeV to 10 MeV), where the dominant cross-
section for matter-light interactions is Compton scattering, Compton telescopes can deliver
strong polarimetric performance owing to the fact that the Compton scattering cross-section
is sensitive to the orientation of the photon’s electric field vector (Lei et al., 1997).

The standard approach to the polarization data analysis consists of generating a his-
togram of measured azimuthal scattering angles for qualifying events and fitting a “modula-
tion curve” to the data. While this approach is simple and effective, it disregards information
that can be used to further constrain the polarization properties of the beam, such as the
Compton (polar) scattering angle, and the initial photon energy. Krawczynski (2011b) has
shown that by combining the Compton scattering angle and photon energy measurements
with the azimuthal scattering angle measurement in an unbinned, maximum likelihood anal-
ysis, the sensitivity of an ideal polarimeter is improved by ∼ 21% over the standard approach.

In this chapter1, we will start by giving an overview of the physical principles underlying
Compton polarimetry, and then review the standard method and the maximum likelihood
method for the polarization analysis. Along the way, we will discuss some important details
pertaining to polarization analysis. In a few cases, the reader will be asked to refer to the
following two chapters, which contain real world examples of polarization analysis.

1This chapter is largely based on a recently published paper “Maximum Likelihood Compton Polarimetry
with the Compton Spectrometer and Imager” (Lowell et al., 2017b). c©Astrophysical Journal 2017, reprinted
with permission.
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4.1 Principles of Compton Polarimetry

The Klein-Nishina equation gives the differential cross-section for Compton Scattering of
photons on free electrons at rest:

dσ

dΩ
=
r2

0

2

(
E ′

E

)2(
E

E ′
+
E ′

E
− 2 sin2 θ cos2 η

)
, (4.1)

where r0 is the classical electron radius, E is the initial photon energy, E ′ is the scattered
photon energy, θ is the Compton scattering angle (or polar scattering angle), and η is the
azimuthal scattering angle defined such that η = 0 corresponds to scattering along the
direction of the initial photon’s electric field vector. After some algebraic manipulation of
Equation 4.1, the probability density function (PDF) of scattering with a particular η takes
the simple form of an offset cosine:

p(η;E, θ) =
1

2π

[
1− µ(E, θ) cos(2η)

]
, (4.2)

where µ(E, θ) is the “modulation”:

µ(E, θ) =
sin2 θ

E ′

E
+
E

E ′
− sin2 θ

. (4.3)

E, E ′, and θ are all related by the kinematic Compton scattering formula:

E ′ =
E

1 +
E

mec2

(
1− cos θ

), (4.4)

where mec
2 = 511 keV. Figure 4.1 shows the dependence of µ on E and θ, where it is clear

that µ is larger at lower energies, and for Compton scattering angles near ∼ 90◦.
When a gamma-ray beam is polarized at a level of Π, where 0 ≤ Π ≤ 1, then a fraction

Π of the photons from the beam will have their electric field vectors aligned along a specific
direction. The other 1− Π fraction of the photons will have their electric field vectors ran-
domly oriented. Thus, for a photon from a beam with polarization level Π and polarization
angle η0, Equation 4.2 becomes:

p(η;E, θ,Π, η0) =
1

2π

[
1− Πµ(E, θ) cos(2(η − η0))

]
. (4.5)

It is clear from Equation 4.5 that photons from a polarized gamma-ray beam will preferen-
tially scatter such that η − η0 = +90◦ or −90◦. Equation 4.5 is plotted in Figure 4.2 for
various values of Π and η0.
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Figure 4.1: The modulation of the azimuthal scattering angle probability as a function of the
Compton scattering angle for various photon energies. At lower energies and for Compton
scattering angles near θ ∼ 90 degrees, the modulation is strongest.

4.1.1 COSI as a Compton Polarimeter

The COSI detector system is comprised of twelve cross-strip germanium detectors, which are
capable of measuring interaction locations and energies with high accuracy. For polarization
analysis, the relevant measurable quantities are the azimuthal scattering angle, the Compton
scattering angle, and the total photon energy. COSI measures these quantities in the follow-
ing ways: The azimuthal scattering angle η is determined geometrically, using the positions
of the first and second interaction locations along with the known source position (deter-
mined by Compton imaging, or from previous knowledge of the source position). The total
photon energy E is determined by simply summing all of the measured interaction energies.
Finally, the Compton scattering angle is computed using Equation 4.4, where E ′ = E −E1,
and E1 is the energy deposited in the first Compton scatter.

COSI departs from the ideal in several ways. Most importantly, the detection efficiency is
not uniform for all η, even for specified values of θ and E. This is mostly a geometric effect,
as the detector volume is not azimuthally symmetric about the incident photon beam. Thus,
in directions where more detector material is present, the efficiency will be higher. Moreover,
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Figure 4.2: The ideal probability density function (Equation 4.5) for the azimuthal scatter-
ing angle for various polarization levels Π and polarization angles η0. In these plots, the
modulation is µ = 0.5. Notice that even when Π = 1, there is a non-zero probability of
scattering along the electric field vector.

intervening passive material will have the effect of lowering the efficiency. Another geometry
related effect is the electrode strip segmentation and orientation. It is currently not possible
to assign a depth to events where the same strip was hit more than once, so these events are
excluded from the analysis. Excluding these events reduces the efficiency along directions
where a photon would hit the same strip in a detector twice. Besides geometrical effects,
there are other detector effects which can impact the efficiency. The most important of these
is non-uniformity of energy thresholds across channels. Each strip of each COSI GeD has a
threshold which is tuned independently depending on the channel gain and noise. This can
impact the efficiency when photons scatter along directions which lead them to interact in
channels with higher or lower than average energy thresholds.

Accounting for these effects through simulation is paramount to the success of polar-
ization analysis. Without careful consideration of these instrumental systematics, spurious
signals may arise and real signals may be suppressed. In our analysis, we use an accu-
rate mass model of the COSI detector system which faithfully represents the distribution
of active detector material as well as any passive mass. Additionally, all simulations are
processed by the Detector Effects Engine, which adds noise, applies thresholds, performs
inverse calibrations, and discretizes the data on a per channel basis.
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4.1.2 Standard Analysis Method

The standard analysis method (SM) aims to fit a generalized form of Equation 4.5 to a
measured azimuthal scattering angle distribution (ASAD). The fit function is

A−Bcos(2(η − η0)), (4.6)

where the offset A, the amplitude B, and the polarization angle η0 are free parameters. The
measured modulation µ̂ is

µ̂ =
B

A
, (4.7)

which can be converted to a polarization level using

Π =
µ̂

µ100

, (4.8)

where µ100 is the “modulation factor” – the observed modulation in the case that Π = 1.
For an ideal polarimeter at a specific photon energy and Compton scattering angle, µ100

is given by Equation 4.3. However, a real polarimeter typically must accept a range of
energies and Compton scattering angles, in which case µ100 represents an averaging over
Equation 4.3. Moreover, a real polarimeter may not be able to correctly reconstruct all
Compton events, thus reducing the value of µ100. It is usually not possible to determine
µ100 experimentally for a given source, due to the difficulty of producing polarized beams
with the correct angular distribution and spectral shape in the laboratory. Therefore, µ100

is estimated using simulations.
Some authors use a slightly different approach when fitting the ASAD: the measured

ASAD is first normalized, and then Equation 5 is fit directly with Π and η0 as the only
free parameters. Conceptually, the difference between the two approaches is that the former
treats the average counts per bin as a quantity to be fitted, while the latter approach uses the
measured average counts per bin as a normalization constant. Both approaches should give
practically the same answer when the number of counts in the ASAD is large, and possibly
different answers when fewer counts are used. In this work, we treat the average counts per
bin as a free parameter by using Equation 4.6 as our fit function.

Before the fits take place, there are three pre-processing steps:

1. Determine the event selections that give the lowest minimum detectable polarization
(MDP). The MDP is given by

MDP =
4.29

µ100rs

√
rs + rb
t

, (4.9)

where rs is the average source count rate, rb is the average background count rate,
t is the observation time, and the factor of 4.29 corresponds to a confidence level of
99% (Weisskopf et al., 2010). Note that this equation does not include systematic
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errors, and so the true MDP must be obtained using MC simulations which have been
carefully benchmarked using calibrations. Nonetheless, Equation 4.9 is a reasonable
starting point for event selection optimization.

2. Make a background ASAD and subtract it from the source ASAD. For transient sources
such as GRBs, data from before or after the event may be used. For persistent sources,
the polarimeter must select data from a region of the data space which has similar
characteristics, but does not coincide with the source.

3. Correct the background subtracted ASAD for systematics using an unpolarized ASAD.
The unpolarized ASAD is usually obtained by an MC simulation which mimics the
source under study with Π = 0. The correction is performed by first rescaling each
bin of the unpolarized ASAD by the mean value, and then dividing each bin of the
background subtracted ASAD by each mean-scaled bin of the unpolarized ASAD.

4.1.3 Maximum Likelihood Method

The goal of the maximum likelihood method (MLM) is to find the beam polarization level
Π and angle η0 that maximize the likelihood L

L =
N∏
i=1

p(ηi;Ei, θi,Π, η0) (4.10)

where p is the conditional probability of measuring the azimuthal scattering angle ηi given
that we have accurately measured the energy Ei and polar scattering angle θi of event i. For
event lists longer than several hundred, L can easily underflow a double precision floating
point number. To mitigate this problem, the natural logarithm of the likelihood is used

lnL =
N∑
i=1

ln p(ηi;Ei, θi,Π, η0). (4.11)

The values of Π and η0 that maximize lnL also maximize L, since the natural logarithm is
a monotonically increasing function. A hat symbol is used to denote the optimal values, i.e.
Π̂ and η̂0.

For an ideal polarimeter, p(η;E, θ,Π, η0) takes the simple form of Equation 4.5. How-
ever, for a real polarimeter, Equation 4.5 no longer holds due to the systematic effects of
the detector system (Section 4.1.1). The complexity of the MLM thus lies in determining
p(ηi;Ei, θi,Π, η0) for each event i in such a way so as to include the instrument systematics.
Here we outline a simulation based scheme for evaluating p(ηi;Ei, θi,Π, η0):

1. Carry out a simulation of the instrument mass model subjected to an unpolarized
gamma-ray beam with the same coordinates and spectrum as the source under study.
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2. Define a three-dimensional histogram H[E, θ, η] indexed by energy E, polar scattering
angle θ, and azimuthal scattering angle η. Let the number of E, θ, and η bins be j, k,
and l, respectively. This histogram will also be referred to as the “response.”

3. For the ith simulated event, perform the event filtering and reconstruction, determine
Ei, θi, and ηi, and increment the corresponding cell in H[E, θ, η] by one.

4. The azimuthal scattering angle probability p(ηi;Ei, θi,Π, η0) for a real event i can now
be computed in the following way: take a one-dimensional slice along the η axis of
H[E, θ, η], and call this slice g(η;Ej′ , θk′), where j′ is the index of the E bin containing
Ei and k′ is the index of the θ bin containing θi. Then the conditional PDF for η is

p(η;Ei, θi,Π, η0) =
1

A

[
g(η;Ej′ , θk′)×

1

2π

(
1 + Πµ(Ei, θi) cos(2(η − η0))

)]
, (4.12)

where A is a normalization constant chosen so that the area under the total PDF is
equal to unity. Equation 4.12 can then be evaluated at ηi to yield p(ηi;Ei, θi,Π, η0).

Equation 4.12 is intuitively simple to understand; the slices g(η;E, θ) encode the effects
pertaining to the instrument systematics, and the second term - which is just Equation 4.5
- is the ideal PDF. If this analysis were carried out with an ideal polarimeter, the slices
g(η;E, θ) would be uniform in η, and Equation 4.12 would collapse to Equation 4.5. In
essence, the g(η;E, θ) slices represent the acceptance as a function of η, and parameterized
by E and θ.

An alternative scheme for determining the azimuthal scattering angle probability for each
event would be to perform a series of MC simulations with various Π and η0, and interpolate
the responses during the maximization of lnL as Π and η0 are varied. However, such an
approach requires significantly more simulation time in order to achieve adequate statistics
in every bin of each response. Contrast this with the approach outlined above, where only
a single simulation of an unpolarized source is needed, and no interpolation based on the
values of Π and η0 is required. In our procedure, interpolation is avoided because the part
of the PDF in Equation 4.12 that depends on Π and η0 is analytic.

Figure 4.3 shows the total PDF for the azimuthal scattering angle for a photon with
E = 337.5 keV and θ = 92.5 degrees. The ideal PDF is overplotted for comparison. At
this energy and Compton scattering angle, the modulation is relatively high. On the left,
where Π = 0 (unpolarized), the ideal PDF is just a constant, so the full PDF is equivalent to
g(η;E, θ). On the right, where Π = 1 (fully polarized), the ideal PDF is modulated, and so
the full PDF is the normalized product of the modulated, ideal PDF (Equation 4.12) with
g(η;E, θ). Clearly, the systematic effects of the detector system (Section 4.1.1) distort the
PDF from its ideal shape. However, the structure of the ideal PDF still comes through in
that where the ideal PDF has peaks, the probability is enhanced, and where the ideal PDF
has troughs, the probability is suppressed. Note that the response used in Figure 4.3 is for
the COSI observation of GRB 160530A, which occurred 43.5◦ off-axis.
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Figure 4.3: The full PDF used for the MLM analysis (gray bars), along with the ideal PDF (blue and green lines) for
two cases Π = 0 (left) and Π = 1 (right). The PDFs are drawn for a photon energy of 337.5 keV and a Compton
scattering angle of 92.5 degrees. The slice g(η;E, θ) used for these PDFs is valid over the range E = 325 − 350 keV
and θ = 90−95 degrees. The slice g(η;E, θ) used here was taken from the COSI response H[E, θ, η] for GRB 160530A,
which occurred 43.5◦ off-axis. Error bars are drawn on the PDFs based on the simulation statistics.
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In the presence of background, the probability in Equation 4.12 must be modified to
include a term that represents the background probability distribution:

ptotal = f · p(η;E, θ,Π, η0) + (1− f) · pbkg(η;E, θ), (4.13)

where f = (T − B)/T is the signal purity, T is the total number of counts detected, B is
the estimated number of background counts in the sample, and pbkg is the probability of
measuring the azimuthal scattering angle η, given that we have accurately measured the
energy E and Compton scattering angle θ, and that the photon originated from a source
of background. A straightforward approach for evaluating pbkg is to generate a background
response Hbkg[E, θ, η] with the same binning as H[E, θ, η], filled with measured background
events or simulated background events. Each η slice of Hbkg[E, θ, η] is then normalized so
that the bin contents along the η axis represent probability densities. Finally, the background
probability for event i can be looked up by retrieving the contents of the bin corresponding
to ηi, Ei, and θi.

Once Π̂ has been found, Π̂ must be corrected to account for various imperfections of the
detector system such as imperfect reconstruction efficiency and measurement error. Correct-
ing for these effects amounts to determining Π̂ in the case that Π = 1, and B = 0. The
value of Π̂ returned by the MLM algorithm under these conditions is referred to as the MLM
correction factor, denoted as Π100. The corrected polarization is then given by:

Π =
Π̂

Π100

. (4.14)

For an ideal polarimeter capable of perfectly reconstructing all events with perfect preci-
sion, Π100 = 1. In reality, some events will be improperly reconstructed and yield a random
value for η, which effectively reduces the measured polarization level. Additionally, the mea-
surement error on the azimuthal scattering angle will also reduce the measured polarization
level.

We used the MINUIT minimizer to determine Π̂ and η̂0, and MINOS to determine the
errors (James & Roos, 1975) for these parameters. Confidence contours were drawn in
the 2D Π-η0 space along paths of constant 2∆ logL, where 2∆ logL is twice the difference
between the maximum log likelihood and the log likelihood of a trial point. This quantity
is asymptotically distributed as χ2 (Wilks, 1938), so the confidence level corresponding to
a particular value of 2∆ logL can be calculated using a χ2 distribution with two degrees of
freedom.

However, the signal purity f has an associated uncertainty stemming from the Poisson
distributions underlying T and B, which will create additional uncertainty on Π. The MINOS
errors do not reflect this source of error, because f is held constant during the minimization.
Moreover, it is also possible that Π100 will have a non-negligible uncertainty. To determine
the total uncertainty on the measured, corrected polarization level Π, we approximated the
probability distribution of Π by repeatedly simulating the observation. For each simulated
observation, we bootstrap resampled the event list, drew a value of f from it’s associated
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probability distribution, ran the minimizer to determine Π̂ and η̂0, and then divided Π̂ by
a value of Π100 drawn from its associated probability distribution. The resulting distribu-
tion of Π from the simulated observations could then be analyzed numerically to determine
confidence intervals or upper limits.

The MLM has two main advantages over the SM. First, more information is used per
event. In the SM, only the azimuthal scattering angles of qualifying events are considered.
In the MLM, the photon energy E and Compton scattering angle θ are considered as well.
Effectively, each event’s contribution to the likelihood statistic is implicitly weighted by
Equation 4.3 (Figure 4.1), which is a function of E and θ. Second, for a realistic observation,
the MLM can use more counts in the analysis. Consider that the first step in the SM is
to optimize the statistical MDP (Equation 4.9). This amounts to choosing event selections
on E and θ which yield as high a value of µ100 as possible, while still accepting (rejecting)
as many source (background) counts as possible2. In the MLM however, events with any
energy or Compton scattering angle can be used. Therefore, events that were removed
during the optimization of the SM analysis can now be included. Although these events
generally represent points on the µ profile (Equation 4.3, Figure 4.1) corresponding to lower
modulation, they are still meaningful contributors to the likelihood statistic.

We verified the functionality of the MLM by applying the algorithm to simulated data
sets, where each simulation had a distinct level of polarization ranging from Π = 0 to Π = 1.
Figure 4.4 shows the corrected, best fit polarization level Π̂/Π100 (top) and η̂0 (bottom) for
each simulation run. In the top panel, a blue line with a slope of 1 is drawn for reference.
These simulations used the position and spectrum of GRB 160530A, along with a full sky
background based on Ling (1975). Events from the background simulation were added to
the observation using a signal purity of f = 0.72, and a background response was generated
from the entire background simulation in order to evaluate pbkg. In the top panel, the

relationship between Π and Π̂ shows the expected linear behavior of Equation 4.14. As for
the polarization angle, the true value in the simulations was η0 = 150 degrees, and is denoted
with a dashed line in the bottom panel of Figure 4.4. As expected, the best fit values for
η0 become more accurate as the simulated polarization level is increased. It is clear from
Figure 4.4 that the algorithm yields reasonable estimates for Π and η0.

4.2 Modulation reducing effects

It is desirable for a polarimeter to have as high as modulation as possible, as this results in
a better sensitivity. In practice, several effects act to reduce the modulation.

2E and θ are the most meaningful selections in this context, but other event parameters can and should
be optimized as well.
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Figure 4.4: The corrected, best fit polarization level Π̂/Π100 (top) and best fit angle η̂0

(bottom) as a function of the true, simulated polarization level. The blue line in the top panel
is drawn with a slope of 1 for reference. These simulations include a background component
based on Ling (1975), with a signal purity of f = 0.72. The simulated polarization angle
was η0 = 150◦ and is denoted with the dashed line in the bottom plot. The error bars shown
in these plots are 1σ and were obtained using MINOS.

4.2.1 Event Selections

Equation 4.3 demonstrates that the modulation depends on the photon’s energy and the
Compton scattering angle. If event selections are chosen such that events with higher en-
ergies and Compton scattering angles not close to ∼ 90◦ are used in the analysis, then the
modulation will naturally be lower.
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4.2.2 Event Reconstruction Efficiency

Events which are reconstructed incorrectly pose somewhat of a problem for Compton po-
larimeters. The most severe problem comes for 3+ site events, when the interaction sequence
is predicted incorrectly. If the true first or second interaction is swapped with a subsequent
interaction, then then azimuthal scattering angle will clearly be incorrect. If we assume that
the improperly reconstructed event yields a random azimuthal scattering angle, then this
event effectively resembles a properly reconstructed event that originated from the unpolar-
ized fraction of the photon beam. Therefore, this effect will clearly reduce the modulation.

For 2-site events, which dominate the population of COSI events, this problem is some-
what less severe. The reason is that the azimuthal scattering angles of the two interaction
permutations are related geometrically; they are offset by 180◦. Therefore, if the azimuthal
scattering angles are computed using η mod 180◦, and both event permutations pass the
event selections, then reconstruction efficiency should not affect the modulation. In practice,
the detector response is not symmetric over the 2π range of azimuthal scattering angles, and
a wrong permutation may not pass the event selections. Additionally, even if the wrong per-
mutation does pass the event selections, then the event will be assigned the wrong Compton
scattering angle, which can have a negative impact on the analysis methods, especially the
MLM.

4.2.3 Event Resolution with Finite Position Resolution

Non-ideal detectors have a finite position resolution, which limits the detector’s ability to re-
solve interactions which occur too close together. The result is that interactions that happen
too close together — within the position resolution of the detector — will be indistinguish-
able from a single interaction. This can have a negative impact on the polarization analysis,
which is illustrated in the following example: consider a photon that originates from a polar-
ized beam. When this photon reaches the detector system, it Compton scatters twice within
the position resolution of the detector, and then is subsequently photoabsorbed at a location
that is farther away relative to the position resolution. Due to the finite resolution of the
detector, this event will appear to have been a 2-site event, even though three interactions
were involved (two Compton scatters, and a photoabsorption). The azimuthal angle that we
would like to measure is the azimuthal angle between the first two Compton scatters, but the
azimuthal angle we actually measure will be the azimuthal angle between the position of the
two Compton scatters and the position of the photoabsorption. It is known that Compton
scattering alters the polarization state of the incoming beam such that an unpolarized beam
can become partially polarized after Compton scattering, and a polarized beam becomes less
polarized after Compton scattering (Depaola, 2003). Therefore, without information relating
to the scattering parameters of the first Compton scatter, there is little we can say about the
likely polarization state of the incident photon. Our inability to resolve the two Compton
scatters amounts to a loss of polarization related information, which leads to a reduction in
the modulation.
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Figure 4.5: The Modulation reduction factor (MRF) as a function of the 1σ azimuthal
scattering angle error δη. The red curve is computed using the discrete Fourier transform
of the (assumed) normal distribution on η. The black circles come from toy Monte Carlo
simulations. Both methods show that the MRF decreases with increasing δη, resulting in a
reduced modulation.

4.2.4 Measurement Error on the Azimuthal Scattering Angle

Error on the azimuthal scattering angle, δη, has the effect of reducing the modulation. This
is best understood in the context of linear systems theory; the ideal PDF in Equation 4.5 is a
purely sinusoidal “signal.” If we were to convolve this PDF with some kernel that represents
the measurement error, the result would be another sinusoid at the same frequency with
possibly different phase and amplitude. If the kernel is assumed to be symmetric - a reason-
able choice would be a Gaussian with a standard deviation of δη - then the convolution will
have no effect on the phase3. The reduction in amplitude can be computed by determining
the magnitude of the discrete Fourier transform (DFT) of the noise kernel at the frequency
of interest.

In general, δη is determined by two factors: the position uncertainty of the first two
interactions, and the distance between the first two interactions. Events whose first two
interactions are separated by larger distances have more favorable values of δη, as small
variations in the positions have less of an impact on η. Therefore, assuming that the position
uncertainty is uniform across the detector system, the modulation will be reduced if events

3Convolution with a symmetric noise kernel is equivalent to filtering a signal with a symmetric impulse
response. A filter with a symmetric impulse response is referred to as a zero phase filter, because the output
phase is equal to the input phase.
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with smaller distances between the first two interactions are used. The degree by which the
modulation is reduced is referred to as the modulation reduction factor (MRF). The MRF
modifies Equation 4.5 by reducing the amplitude of the cosine term:

p(η;E, θ,Π, η0) =
1

2π

[
1−MRF(δη)Πµ(E, θ) cos(2(η − η0))

]
, (4.15)

where the MRF ranges from zero to one, and we assume a symmetric noise kernel so that
the phase of the cosine term is unaffected. Figure 4.5 shows the MRF as a function of the
1σ error on η. The red curve is obtained by evaluating the DFT of the Gaussian noise kernel
at a frequency of 1/π cycles rad−1 (the frequency of the ideal PDF in Equation 4.5), and
normalizing it by the DC value of the DFT. The normalization step results in a DC gain of
1, which preserves the area under the signal. As a check on this calculation, we performed
toy Monte Carlo simulations, the results of which are indicated by the black circles in Figure
4.5. For each value of δη, we drew many samples from the PDF in Equation 4.5 with Πµ
set to 1, and added random noise from a normal distribution with a standard deviation of
δη. The noised samples were binned into 64 bins and fit with Equation 4.6, which yielded a
modulation equal to the MRF. The toy MC simulations agree closely with the DFT method.
For small values of δη, the MRF is close to 1, and the modulation is only marginally reduced.
As δη increases, the MRF decreases, thus reducing the observed modulation.

4.3 Minimum Detectable Polarization

The standard measure of a polarimeter’s sensitivity is the minimum detectable polarization
(MDP), which is the 99th percentile of the distribution of Π when the true value of Π is zero
(unpolarized). In other words, it is the polarization level above which there is a 1% chance
of measuring a polarization when the source is truly unpolarized. In the SM, the analytic
expression for the MDP for statistical errors only is given by Equation 4.9. In the MLM,
there is currently no known analytical expression for the MDP. Instead, we calculate the
MDP in the MLM by forming many unpolarized trial observations using the same number
of source and background counts that were actually observed. Unpolarized source counts
are generated using simulations, and background counts may be either simulated or drawn
from the observed background. The polarization level of each trial observation is determined
using the corresponding values of f and Π100. The 99th percentile of the distribution of Π
from the trial observations is then used as the MDP. In order to do a side by side comparison
of the MDP between the SM and the MLM, we also use the numerical approach to determine
the MDP in the SM, rather than Equation 4.9. Each trial observation is analyzed with the
SM, yielding a value of µ̂, which is re-scaled by µ100 to yield a polarization level (Equation
4.8). Note that Equation 4.9 gives the MDP when the only source of error is statistical
error. Realistically, systematic error is frequently at play in polarization measurements. The
numerical approach to determining the MDP has the benefit of including some systematic
error, as it is based on realistic simulations of the detector system.
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4.4 Summary and Conclusion

In this chapter, we have given an overview of the physical principles underlying Compton
polarimetry. We also outlined a standard method and a maximum likelihood method for
determining the polarization level and angle of a gamma-ray beam. In the following chapter,
the SM will be used extensively to validate COSI’s polarimetric performance. In Chapter 6,
both the SM and the MLM are used to place upper limits on the polarization level for GRB
160530A. In fact, a literature search indicates that this is the first application of the MLM
to a real data set.

The primary benefit of the MLM, which will be shown in more detail in Chapter 6, is
that it results in a better MDP, providing for more sensitive polarization measurements. At
the outset of this work, our expectation was that the MDP would improve by up to ∼ 21%,
as Krawczynski (2011b) showed that the MLM improved the MDP by ∼ 21% over the SM
with an idealized Compton polarimeter at 100 keV, and under the assumption that the same
number of counts was used in both the SM and MLM. However, as outlined in Section 4.1.2,
the SM event selections must be optimized to give as low an MDP as possible. After the
optimization, some counts will not pass the selections and thus won’t be used in the SM
analysis. In the MLM, the event selections for the energy and Compton scattering angle
are wide open, so the MLM can use more counts and possibly yield an MDP improvement
better than ∼ 21%. If the source spectrum is not monoenergetic, the relative performance
between the SM and MLM will also depend on the energy spectrum of the source, and the
effective area of the polarimeter at various energies. This is a consequence of the fact that
the modulation of azimuthal scattering angles depends on energy (Equation 4.3, Figure 4.1).

While the MLM does indeed improve the MDP, the algorithm is significantly more time
consuming to implement. Specifically, generating the polarization response for the MLM
requires significantly more simulation time than generating the unpolarized ASAD for the
SM due to the much larger number of bins in the MLM polarization response. However, we
believe that the added effort is worthwhile, especially when the number of detected counts is
small enough for statistical errors to dominate. In this work, our polarization response had
three dimensions: total photon energy (36 bins), Compton scattering angle (36 bins), and
azimuthal scattering angle (36 bins). Additional dimensions could be used to describe the
response, such as the distance between interactions, or position within the detector system.
Including more dimensions would probably improve the performance somewhat, but also
substantially increase the number of bins and simulation time needed to fill the bins of the
polarization response adequately.
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Chapter 5

Validation of the Polarimetric
Performance of the Compton
Spectrometer and Imager

A shortcoming of astrophysical polarization measurements in the soft gamma-ray band is
that many were made with space borne instruments whose polarization performance was
not validated in the laboratory. Laboratory measurements using polarized beams can help
to identify systematic errors, which can play a significant role in polarization analysis. In
this chapter, we will compare data taken in the laboratory with partially polarized beams
to simulations which mimic the experimental configuration. In addition to using polarized
gamma-ray beams for the validations, we also compare measurements and simulations of un-
polarized calibration sources, which can further validate our ability to capture the instrument
systematics in the simulations.

5.1 Experimental Configuration

When unpolarized photons Compton scatter from a target, the outgoing beam is partially
polarized with a polarization level of ΠU given by (Lei et al., 1997):

ΠU =
sin2 θ

ε+ ε−1 − sin2 θ
, (5.1)

where ε is the ratio of scattered photon energy to initial photon energy, and θ is the Compton
scattering angle1. The polarization vector of the scattered beam is perpendicular to the
scattering plane, defined as the plane that contains both the initial and final direction vector
of the photon. Using this principle, we produced partially polarized gamma-ray beams in the
laboratory by scattering photons from a Sodium Iodide (NaI) scintillator. A major benefit of

1Note that Equation 5.1 has the exact same form as Equation 4.3 for the modulation µ. Therefore,
Figure 4.1 is also a plot of ΠU vs. Compton scattering angle for various energies.
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Figure 5.1: A photograph showing the experimental scattering configuration on March 17,
2016. 662 keV photons originate from the Cs-137 source (lower left corner), Compton scatter
in the NaI scintillator (top middle), and proceed to interact in the COSI GeDs. The Compton
scattered beam is partially polarized, with the polarization vector perpendicular to the plane
of scattering. The lead brick placed between the Cs-137 source and COSI blocks the 662 keV
photons from interacting in the CsI shields.

using an instrumented detector (NaI) as the scatterer is that a large amount of background
can be rejected if only events coincident between COSI and the NaI detector are considered.
Background reduction is essential, as the coincident count rate of the scattering configuration
is quite low (< 1 count s−1).

Figure 5.1 shows a photograph of the geometrical configuration used on March 17, 2016
during the pre-flight calibrations in Wanaka. The NaI detector was suspended above and to
the side of the cryostat, while the Cs-137 source (662 keV) was placed at approximately the
cryostat’s level. A lead brick was placed between the Cs-137 source and the COSI detector
system in order to block the direct flux from unnecessarily elevating the shield count rate.
Two other permutations of this scattering setup were also used with different xy positions
for the Cs-137 source, the lead brick, and the NaI detector. For each permutation, the
source and NaI positions were chosen so as to select Compton scattering angles near ∼ 90◦

with respect to the COSI position. This was done to get as high a polarization level in
the scattered beam as possible (Equation 5.1). For 662 keV photons Compton scattering
with θ = 90◦, the outgoing photon energy will be 288 keV, and the polarization level will be
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Π = 58%. However, due to the size of the NaI scatterer, a range of Compton scattering angles
will result. Therefore, we expect events coincident between COSI and the NaI detector to
have energies clustered near 288 keV, forming a “scatter peak” in the energy spectrum. The
spread in Compton scattering angle will also reduce the polarization level, since Compton
scattering with angles higher or lower than θ ∼ 90◦ results in a lower polarization level.

Coincident events were identified by comparing timestamps between COSI events and
events from the NaI detector. In order to time-tag the NaI events with respect to the COSI
clock, we modified a spare flight computer and clock board to act as a slave (sGCU) to
the master COSI GCU and clock board. The master clock and sync signal were used to
synchronize the sGCU clock in the same way as the COSI card cages are synchronized. The
procedure for synchronizing the sGCU clock (as well as the COSI card cages) is as follows:

1. GCU loads a 48 bit time stamp into the “sync-to” register of the sGCU via an ethernet
connection.

2. GCU pulses the sync line synchronously with the 10 MHz clock signal.

3. Upon arrival of the sync pulse, the sGCU clock jumps to the “sync-to” value and is
now synchronized with the GCU clock.

The signal from the NaI PMT was sent to a unipolar shaper with a shaping time of 500 ns.
The output of the shaper was then sent to a discriminator whose threshold was set to
approximately 100 keV. Finally, the output of the discriminator was sent to a digital input
on the sGCU clock board for time stamping. A rising edge on this input latched the 48 bit
clock value, which was then stored in a hardware queue for readout by the sGCU CPU.
In this way, events in the NaI were time-tagged with respect to the COSI GCU clock at a
resolution of 100 ns. A diagram illustrating the interconnection between various systems to
perform these validations is shown in Figure 5.2.

This setup was convenient because foreknowledge of the coincidence window was not
needed; the coincidence window could be determined during post-processing by looking at
a histogram of time differences between COSI events and NaI events. Figure 5.3 shows
one such histogram for the polarized run on 18 March, 2016. Each entry in this histogram
represents the time between a COSI event, and the next NaI event. A coincidence peak can
clearly be seen between 2300 ns and 2800 ns post COSI trigger. Accordingly, only COSI
events with a NaI trigger occurring between 2300 ns and 2800 ns later were used for the
analysis.

By only considering events coincident between COSI and the NaI detector, the back-
ground is significantly reduced. However, two background components still remain within
the coincidence peak. The first component is chance coincidences, which occurs when two
independent particles deposit energy in both the COSI and NaI detector at the same time.
This component can easily be subtracted by selecting events from a time window with the
same size as the coincidence window, but not overlapping the coincidence window. We used
the time range of 3300 ns to 3800 ns to sample the chance coincidence event population.
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Figure 5.2: A diagram describing the interconnection between various components in the
experimental configuration. The signal from the NaI scintillator is sent to a shaper, then
a discriminator, and then finally to a digital input on the sGCU, which latches the 48 bit
clock value when a rising edge is detected. The sGCU is connected to the system in parallel
with the twelve card cages. This way, the sGCU clock is kept synchronized with the GCU
and card cage clocks, so that timestamps from events in the NaI may be aligned with COSI
events.

The second component is the true coincident background. This component represents events
that did not originate from the Cs-137 source, but did deposit energy in both the COSI de-
tectors and the NaI detectors. The most straightforward way to sample the true coincident
component would have been to collect data with the Cs-137 source absent, and then select
coincident events. Unfortunately, such data sets were not available, so we were unable to
subtract this background component from our measurements.

5.2 Analysis Methods

Our goal for these tests was to match the measured modulation and polarization angle to
simulations which mimicked the experimental configuration as closely as possible. Thus, we
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Figure 5.3: A time difference histogram, where the x axis represents the time between a
COSI event, and the time of the next NaI time stamp. A clear coincidence peak is seen
between 2300 ns and 2800 ns. Chance coincident events were sampled between 3300 ns and
3800 ns.

used the standard polarization analysis method (SM) to analyze both the measurements and
corresponding simulations.

Additionally, we employed two non-parametric statistical tests, the Kolmogorov-Smirnov
(KS, Conover, 1980) and Anderson-Darling (AD, Anderson & Darling, 1952; Scholz &
Stephens, 1987) tests, to test the hypothesis that the azimuthal scattering angle samples
from the measurements and simulations were drawn from the same underlying distribution.
In a KS or AD test, the empirical distribution function (EDF) is generated for both the
measured and simulated sample of azimuthal scattering angles. Then, the test statistic is
computed using the distances between the measured and simulated EDFs. In the KS test,
the KS test statistic is equal to the single, largest distance between the two EDFs. The
AD test statistic is a more complicated function of various distances between the EDFs.
The AD test has been shown to have higher statistical power than the KS test (Hou et al.,
2009; Stephens, 1974). Nonetheless, we used both methods to compute p-values for rejecting
the null hypothesis that the measured and simulated samples of azimuthal scattering angles
were drawn from the same distribution. Here, we set p < 0.01 as our threshold for statistical
significance.
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5.3 Polarized Runs

Three data sets corresponding to three different geometric configurations were collected in
Wanaka during pre-flight calibrations. The data was collected on three consecutive days:
March 16 (316), March 17 (317), and March 18 (318) of 2016. The difference between the
three runs is that the x and y positions of the Cs-137 source, the lead brick, and the NaI
detector were varied for each run. In all three cases, the polarization vector was approxi-
mately parallel to the xy plane. Figure 5.4 shows a schematic diagram of the three scattering
geometries.

The geometries for the polarized runs were modeled closely after the real world config-
uration. In particular, the positions of the NaI detector, the Cs-137 source, and the lead
brick were carefully measured and transcribed into mass models. We then simulated unpo-
larized, 662 keV photons originating from the location of the Cs-137 source. We reduced
the simulation time significantly by only simulating the photons within a cone that fully
overlapped with the NaI detector. This way, time was not wasted simulating photons that
would have never interacted in the NaI detector. In theory, it is possible that a photon
with an initial direction outside of the simulated cone beam could scatter in some passive
material, then scatter in the NaI, and subsequently be detected by COSI. However, as will
be shown shortly, the final event selections include a selection on the scatter peak energy,
which would kinematically prohibit the possibility of accepting a photon that scatters in the
aforementioned way.

To correct for geometric and systematic effects, we generated unpolarized azimuthal
scattering angle distributions (ASADs) for each run by simply using a physics list in the
simulations which does not include the polarization dependencies of the electromagnetic
interaction cross sections. In doing this, the outgoing scattered beam from the NaI detector
will behave like an unpolarized beam. This approach is the simplest, and appears to give
reasonable results. However, it is not ideal, since even photons that originate from an
unpolarized beam can become “polarized,” in the statistical sense, after Compton scattering.
This can affect the instrument response for 3+ site events, since these events have more than
a single Compton scatter. However, most COSI Compton events are 2-site events, so it
is unlikely that ignoring polarization effects will have a strong impact on the unpolarized
ASAD.

5.4 Event Selections

5.4.1 Energy Selection

In both the real data and the simulations, only events with energy within the “scatter
peak” were accepted for the polarization analysis. The energy and shape of the scatter peak
depends strongly on the geometrical configuration, as well as the energy of the source. For
the runs considered here, the scatter peak was close to ∼ 294 keV for all three runs. Figures
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Figure 5.4: Top views (parallel perspective) of the three mass models representing the po-
larized runs on March 16, 17, and 18, 2016. Each configuration uses a different x and y
position for the NaI detector, the Cs-137 source, and the lead brick. Each run also had a
different z position.
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5.5a, 5.5b, and 5.5c show measured and simulated scatter peaks for the 316, 317, and 318
runs respectively. We performed a rough Gaussian fit to the measured scatter peaks to
determine their locations and widths. These parameters appear in Tables 5.1, 5.2, and 5.3
under “scatter peak energy”. Events that were detected within ±1σ of the centroid energy
were considered to pass the energy selection. From Figures 5.5a, 5.5b, and 5.5c, it is clear
that the energy spectrum matches closely between measurement and simulation for energies
that are not too far away from the scatter peak. We note that the shape of the scatter peak
for the 316 run appears to have more structure, and is not well modeled by a Gaussian.
Nonetheless, we did a rough Gaussian fit to the entire structure to determine a reasonable
energy selection.

5.4.2 Distance Selection

Two sets of distance cuts were used. For the first set, we accepted events with a minimum
distance between first two interactions of 0.5 cm, and a minimum distance between any two
interactions of 0.3 cm. This first set of distance cuts will be referred to as d1. The second
set of cuts were more restrictive with a minimum distance between first two interactions of
1.0 cm, and a minimum distance between any two interactions of 0.5 cm. This second set of
distance cuts will be referred to as d2.

5.4.3 ARM Selection

Events with |ARM| < 20◦ were accepted for the polarization analysis. The ARM was
computed with respect to the peak positions in the images. The images used for determining
the peaks were simple back-projections, with no iterations of the LM-MLEM algorithm
applied.

5.5 Results with d1 Distance Selections

The results for the 316, 317, and 318 runs using the d1 distance cuts are summarized in
Figures 5.6, 5.7, 5.8 and Tables 5.1, 5.2, 5.3 respectively. In the figures, the top panel shows
the ASAD after subtracting the chance coincident background. The center panel shows the
unpolarized ASAD obtained from a simulation using a physics list which ignores polarization.
Lastly, the bottom panel shows the corrected ASAD along with the best fit modulation curve.

Overall, the simulations resemble the measurements acceptably well. The fitted modu-
lations and polarization angles from the measurements are within 1 or 2 error bars of the
simulated values. The goodness of fit, as indicated by the value of χ2

red, is good for 318
(χ2

red = 0.98) and acceptable for 316 (χ2
red = 1.71) and 317 (χ2

red = 1.82). In addition to
the polarization parameters, we also computed p-values using the KS and AD tests to test
the hypothesis that the measured and simulated samples of azimuthal scattering angles were
drawn from the same underlying distribution. The p-values were acceptable for 316 and 318,
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Figure 5.5: Measured (blue) and simulated (red) energy spectra for the 316 (top), 317 (mid-
dle), and 318 (bottom) runs. The shape of the measured scatter peak is in good agreement
with the simulated scatter peak.
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but marginal for 317. In addition to the low p-values and high χ2
red for 317, the mismatch in

the polarization angle is larger than that found in the 316 and 318 runs. All things consid-
ered, we conclude that the simulation corresponding to the 317 run was not modeled with
the same degree of geometrical precision as the 316 and 318 runs.

There appears to be a trend whereby the fitted modulations from the simulations are
somewhat lower than the measured modulations. We investigated two possible sources for
this discrepancy. First, we extracted the Compton scattering angle distributions for the
runs; these are shown in Figures 5.9a, 5.9b, and 5.9c. If it were the case that the Compton
scattering angle distributions for the measurements were skewed such that the peak was
closer to ∼ 90◦ - where the ideal modulation peaks - then this could increase the measured
modulation over the simulation. However, as is clear in Figures 5.9a, 5.9b, and 5.9c, no such
skewing is observed. Second, we compared the distribution of distances between first and
second interactions for the measured and simulated data. The distributions are shown in
Figures 5.10a, 5.10b, 5.10c. For smaller distances, the error on the azimuthal scattering angle
is larger, which has the effect of reducing the modulation. Indeed, it appears that events
with distances . 1 cm are overrepresented in the simulation. This is most evident for the
316 and 318 runs. Interestingly, these two runs have a larger mismatch in the modulation,
whereas the 317 run has a tighter match.

5.6 Results with d2 Distance Selections

In light of this observation, we performed the analysis again with the more restrictive d2

distance selections. The analysis results are summarized in Figures 5.11, 5.12, 5.13 and
Tables 5.4, 5.5, and 5.6 for the 316, 317, and 318 runs, respectively. Now, with the d2

selections, the quality of the fits is significantly better. The χ2
red values are lower and closer

to 1 for all three polarized runs. Moreover, the measured and simulated modulations appear
to be in somewhat better agreement. The largest discrepancy in the modulation is seen
for the 318 run, where the modulation from simulations is 11% lower than the measured
modulation. As was seen with the d1 selections, the 317 run has the highest value of χ2

red

(1.36), as well as statistically significant KS and AD p-values.
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Figure 5.6: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simulations
(middle), and the corrected ASAD with best fit modulation curve (bottom) for the 316 run
using the d1 distance selections.

Measurement Simulation

Coincident counts 29697 42636
Chance coincident counts 1057 —

Integration time 48199.880 62911.418
Amplitude (counts) 504.8± 20.1 672.8± 26.1

Offset (counts) 1809.9± 14.1 2693.2± 18.3
Angle (degrees) 177.92± 1.06 178.74± 1.04

Modulation 0.279± 0.016 0.250± 0.014
χ2

red (dof = 13) 1.71 0.76
Scatter peak energy (keV) 294.5± 28.6 293.3± 28.1

KS p-value 0.18
AD p-value 0.22

Table 5.1: Statistics and SM fit results for the 316 run using the d1 distance selections.
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Figure 5.7: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simulations
(middle), and the corrected ASAD with best fit modulation curve (bottom) for the 317 run
using the d1 distance selections.

Measurement Simulation

Coincident counts 12770 38369
Chance coincident counts 382 —

Integration time 62813.404 190929.115
Amplitude (counts) 230.4± 10.3 693.6± 192.

Offset (counts) 775.5± 7.5 2407.3± 14.0
Angle (degrees) 3.08± 1.33 0.30± 0.82

Modulation 0.297± 0.020 0.288± 0.012
χ2

red (dof = 13) 1.82 1.87
Scatter peak energy (keV) 293.4± 20.3 293.4± 19.2

KS p-value 0.005
AD p-value 0.016

Table 5.2: Statistics and SM fit results for the 317 run using the d1 distance selections.
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Figure 5.8: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simulations
(middle), and the corrected ASAD with best fit modulation curve (bottom) for the 318 run
using the d1 distance selections.

Measurement Simulation

Coincident counts 26265 27374
Chance coincident counts 762 —

Integration time 54345.328 65319.694
Amplitude (counts) 498.1± 18.2 468.6± 18.8

Offset (counts) 1613.1± 13.1 1727.7± 13.5
Angle (degrees) 1.11± 1.03 3.43± 1.12

Modulation 0.309± 0.016 0.271± 0.016
χ2

red (dof = 13) 0.98 1.19
Scatter peak energy (keV) 295.6± 25.9 294.5± 25.9

KS p-value 0.14
AD p-value 0.21

Table 5.3: Statistics and SM fit results for the 318 run using the d1 distance selections.
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Figure 5.9: Measured (blue) and simulated (red) Compton scattering angle distributions
for the 316 (top), 317 (middle), and 318 (bottom) runs. The measured and simulated
distributions match well for all three runs.
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Figure 5.10: Measured (blue) and simulated (red) distribution of distances between first two
interactions for the 316 (top), 317 (middle), and 318 (bottom) runs. Events with a distance
between first two interactions of . 1 cm appear to be overrepresented in the simulations,
especially for the 316 and 318 runs.
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Figure 5.11: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simula-
tions (middle), and the corrected ASAD with best fit modulation curve (bottom) for the 316
run using the d2 distance selections.

Measurement Simulation

Coincident counts 20765 28926
Chance coincident counts 738 —

Integration time 48199.880 62911.418
Amplitude (counts) 329.0± 16.5 461.3± 21.0

Offset (counts) 1252.2± 11.7 1809.4± 14.9
Angle (degrees) 177.88± 1.38 177.76± 1.26

Modulation 0.263± 0.019 0.255± 0.017
χ2

red (dof = 13) 1.10 0.85
Scatter peak energy (keV) 293.5± 28.5 293.6± 27.9

KS p-value 0.29
AD p-value 0.30

Table 5.4: Statistics and SM fit results for the 316 run using the d2 distance selections.
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Figure 5.12: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simula-
tions (middle), and the corrected ASAD with best fit modulation curve (bottom) for the 317
run using the d2 distance selections.

Measurement Simulation

Coincident counts 9297 27196
Chance coincident counts 270 —

Integration time 62813.699 190929.115
Amplitude (counts) 158.4± 8.8 479.6± 16.2

Offset (counts) 560.7± 6.4 1692.6± 11.7
Angle (degrees) 3.90± 1.63 0.58± 0.99

Modulation 0.283± 0.023 0.283± 0.014
χ2

red (dof = 13) 1.36 1.29
Scatter peak energy (keV) 293.1± 21.0 293.2± 19.4

KS p-value 0.001
AD p-value 0.003

Table 5.5: Statistics and SM fit results for the 317 run using the d2 distance selections.
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Figure 5.13: Chance coincidence subtracted ASAD (top), unpolarized ASAD from simula-
tions (middle), and the corrected ASAD with best fit modulation curve (bottom) for the 318
run using the d2 distance selections.

Measurement Simulation

Coincident counts 18785 18862
Chance coincident counts 523 —

Integration time 54345.328 65319.718
Amplitude (counts) 365.6± 15.3 336.3± 15.4

Offset (counts) 1144.5± 11.1 1181.5± 11.1
Angle (degrees) 0.69± 1.19 2.69± 1.30

Modulation 0.319± 0.019 0.284± 0.019
χ2

red (dof = 13) 0.93 0.70
Scatter peak energy (keV) 295.4± 26.1 294.4± 26.1

KS p-value 0.47
AD p-value 0.65

Table 5.6: Statistics and SM fit results for the 318 run using the d2 distance selections.
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5.6.1 Discussion

Figure 5.14 shows a summary of the fitted modulations, fitted polarization angles, and χ2
red

values for the measurements and simulations corresponding to the 316, 317, and 318 runs,
with both the d1 distance selections (three leftmost entries) and the d2 selections (three
rightmost entries). The bottom two panels of Figure 5.14 show the differences between the
measured and simulated modulations and polarization angles. In each case, a dashed line
is drawn at zero. The distance from zero is an indication of how well the measurement
and simulation agree. For each of the two distance selection criteria, we performed a meta-
analysis using a χ2 test to test the hypothesis that the differences between measurements
and simulations were consistent with zero across the three runs. With respect to the fitted
modulations, we calculate p = 0.18 (d1) and p = 0.62 (d2) for dof = 3. With respect to the
fitted polarization angles, we calculate p = 0.12 (d1) and p = 0.23 (d2) for dof = 3. None
of these p-values are low enough to indicate that the differences in fitted modulations and
polarization angles are statistically significant.

While the agreement in fit parameters may be good using either the d1 or the d2 distance
selections, the goodness of fit is clearly improved when using the d2 distance selections.
This can be seen in the middle panel of Figure 5.14, where the values of χ2

red are closer
to 1 using the d2 selections. It is not surprising that the d2 selections show some benefit
over the d1 selections; one area that is currently lacking in the Detector Effects Engine is a
detailed handling of interactions that occur very close to one another. Specifically, charge
sharing, charge loss, and cross-talk are currently not modeled. Therefore, it is expected
that the simulations should differ somewhat from the measurements when it comes to events
with small distances between interactions. While the d1 distance selections give acceptable
results, future work should focus on improving the modeling for events with small separation
distances. Such improvements will benefit all aspect of COSI data analysis, not just the
polarization analysis.

Seeing as the d2 selections are more restrictive, fewer counts will remain for the analysis
when the d2 selections are used instead of the d1 selections. For the datasets presented in this
chapter, plenty of counts are available to start with, so this is not of much concern. However,
for real observations such as our observation of GRB 160530A presented in Chapter 6, this
poses a problem, as the number of detected counts is modest.

5.7 Azimuthal Scattering Angle Distributions of

Unpolarized, Calibration Sources

As another check on COSI’s polarimetric performance, we analyzed several calibration data
sets using radioactive sources placed within the field of view. Unlike the data sets analyzed
in the previous sections, we did not utilize a scatterer to create partially polarized beams.
Instead, we aimed to simply compare the measured and simulated samples of azimuthal
scattering angles using the KS and AD tests in order to accept or reject the null hypothesis
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Figure 5.14: A summary of the fitted parameters and their differences between measurements
and simulation. Each point along the x axis represents one of the three polarized runs with
either the d1 or d2 selections. In the top three plots, blue circles indicate measurements, and
red circles indicate simulations (simulation circles have been offset for comparison). The top
two plots show the fitted modulations and polarization angles, respectively. The middle panel
shows the χ2

red values for each run. The bottom two panels show the difference (measurement
- simulation) in the fitted modulations and polarization angles, with the dashed line at zero
drawn as a reference. A χ2 meta-analysis of the differences suggests that we cannot reject
the null hypothesis that there is no difference between measurements and simulations.
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that the measured and simulated samples came from the same underlying distribution. While
the underlying distribution won’t be modulated for unpolarized sources, there is still a fair
deal of structure due to various geometric and systematic effects (Section 4.1.1).

5.7.1 Event Selections

The event selections used for these measurements and simulations were as follows:

1. ±1σ of the photopeak energy. The width of the photopeak was obtained by performing
a simple Gaussian fit to the photopeak.

2. ±1 FWHM of the ARM distribution. The ARM distribution was generated for the
photopeak events, and the FWHM of the distribution was determined numerically.

3. The analysis was carried out with both the d1 and d2 distance selections.

5.7.2 Discussion

Luckily, collecting data with a calibration source requires very little effort compared to the
polarized beam configurations. As a result, many such data sets were available for analysis,
whereas only three data sets were available with real, polarized beams. The unpolarized
data sets are actually quite useful, as they simply generate an azimuthal scattering angle
distribution in the detectors. While this distribution is not modulated, it still contains infor-
mation relating to the instrument systematics. It should also be clear that the geometrical
configuration for the unpolarized runs is far simpler than that used for the polarized runs.
Consequently, it is less likely that the mass model will contain geometric errors for the
unpolarized runs.

Tables 5.7 and 5.8 show the results for four different gamma-ray lines at several locations
within the COSI field of view using both the d1 and d2 selections. After running KS and
AD tests on the measured and simulated η samples (unbinned) for various unpolarized data
sets, we found no cases with p < 0.01 so we cannot reject the null hypothesis that the
measured and simulated distribution of azimuthal scattering angles are the same. This can
be taken as further evidence that COSI is performing well in the polarimetric sense, and
that the instrument systematics are accurately captured in the simulation pipeline. While
the KS and AD tests were performed on the unbinned samples, we also binned the samples
into ASADs as a visual aid. These are shown in Figure 5.15, where good agreement can
be seen between measurement and simulation. Additionally, Figure 5.15 illustrates that the
unpolarized ASADs are non-uniform and thus useful probes of the instrument systematics.

5.8 Conclusions

Overall, COSI’s polarimetric capabilities with respect to the data sets considered here is well
reflected in the simulations. We showed that for the polarized runs, the differences between
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Figure 5.15: Binned ASADs corresponding to the unpolarized runs in Tables 5.7 and 5.8.
Measurements are drawn in blue, and simulations are drawn in red. The distributions are
clearly non-uniform, which makes them useful for probing the instrument systematics.
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Photopeak energy (keV) ARM FWHM

Source Energy (keV) Location (θ, φ) Measured Simulated Measured Simulated KS p-value AD p-value
Ba-133 303 (7.7◦,−127.9◦) 302.8± 1.6 302.6± 1.7 13.0◦ 10.1◦ 0.81 0.69
Ba-133 356 (7.7◦,−127.9◦) 355.9± 1.6 355.7± 1.6 10.4◦ 8.0◦ 0.54 0.25
Na-22 511 (38.8◦,−106.8◦) 510.3± 2.0 510.7± 1.7 9.5◦ 7.9◦ 0.94 0.63
Cs-137 662 (1.4◦, 11.3◦) 661.2± 2.0 661.7± 1.8 7.1◦ 7.1◦ 0.36 0.40
Cs-137 662 (31.6◦, 0.4◦) 661.5± 1.8 661.7± 1.7 7.2◦ 7.2◦ 0.31 0.42

Table 5.7: Results for unpolarized runs using d1 distance selections.

Photopeak energy (keV) ARM FWHM

Source Energy (keV) Location (θ, φ) Measured Simulated Measured Simulated KS p-value AD p-value
Ba-133 303 (7.7◦,−127.9◦) 302.6± 1.5 302.5± 1.6 12.1◦ 8.6◦ 0.75 0.51
Ba-133 303 (7.7◦,−127.9◦) 355.8± 1.6 355.6± 1.6 9.2◦ 7.4◦ 0.48 0.59
Na-22 511 (38.8◦,−106.8◦) 510.1± 2.0 510.8± 1.8 7.9◦ 7.3◦ 0.99 1.05
Cs-137 662 (1.4◦, 11.3◦) 661.1± 1.8 661.7± 1.8 6.6◦ 6.3◦ 0.06 0.12
Cs-137 662 (31.6◦, 0.4◦) 661.4± 1.8 661.6± 1.9 6.5◦ 6.3◦ 0.45 0.47

Table 5.8: Results for unpolarized runs using d2 distance selections. Note that the AD p-value for the third entry
is greater than one; this a result of the algorithm performing an extrapolation. Nonetheless, this indicates that the
p-value is high and far from the threshold of statistical significance.



CHAPTER 5. POLARIMETRIC VALIDATION 107

the measured and simulated modulations and polarization angles were not statistically sig-
nificant. However, the KS and AD p-values indicate that there are statistically significant
differences in the distribution of azimuthal scattering angles for the 317 run, using both
the d1 and d2 distance selections. It is not entirely clear why this is, but it is certainly
possible that geometrical measurements which were transcribed into the mass model for the
317 run may not accurately reflect the true experimental configuration. Previous work on
polarization calibrations of NCT used a theodolite for highly accurate measurement of angles
between the Cs-137 source, lead bricks, scatterer, and cryostat (Bellm, 2011). Due to a lack
of time, we were not able to perform such detailed localizations of all components involved
in the polarized runs. Instead, measurements were made using linear measurements, which
are probably not as reliable as theodolite localizations. However, it is encouraging that the
energy of the scatter peak matches closely between measurements and simulations, as this
parameter depends strongly on the scattering geometry.

We also compared samples of azimuthal scattering angles from unpolarized calibration
sources in the field of view. The geometric configuration for these runs was far simpler
than for the polarized runs, thus reducing the chances of geometric modeling errors in the
mass model. For the unpolarized runs we considered, we found no statistically significant
differences between measurements and simulations using the KS and AD tests.

If we consider the results from the polarized and unpolarized runs, and assume that the
317 polarized run suffered from geometric modeling errors, then we conclude that COSI’s
polarimetric performance is not dominated by systematic errors when the number of detected
counts is of the order 104. This is roughly the number of counts within a factor of several in
each measured data set presented in this chapter.

Computation of the modulation factor µ100 for the polarized runs was not performed
here, and thus we do not quote values for the absolute polarization level for the polarized
runs. Determining µ100 for the polarized runs is actually quite complex; unlike the case
for a far field source simulation, where the polarization level and angle of the beam can
be specified exactly in the simulation configuration file, the polarization of the beam in
the polarized runs arises naturally from scattering in the simulation. Additionally, due to
the near field geometry of the simulation, the polarization vector will vary from photon to
photon, as its orientation depends on the plane of scattering. Therefore, there is no simple
way of setting the polarization state of photons after they have scattered from the NaI in
the simulation. One option would be to do a two step simulation. The first step would
correspond to our simulations that we have done in this chapter for the polarized runs.
The second step would be to loop through the ideal interaction information from the first
simulation, identify photons that Compton scatter in the NaI, and set their polarization
vector to be perpendicular to the plane of scattering. These “manipulated” photons would
be the input to a second simulation. However, our goal for the polarimetric validation was
not to determine the absolute polarization level, but rather to verify that there is good
agreement between the measured and simulated distributions and fit parameters.

Nonetheless, it is possible to estimate µ100 for the polarized runs, which can then be
used to place an upper limit on the systematic error for the polarization level δΠsys. As an
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example, we will illustrate this calculation for the 318 polarized run using the d1 distance
selections, and then quote the results for the other runs. The first step is to calculate an
upper limit on the polarization level of the scattered beam. We do this by drawing samples
from the observed scatter peak shape (normal distribution with mean = 295.6 keV and
sigma = 25.9 keV, only accepting samples within 1 sigma of 295.6 keV), calculating the
Compton scattering angle using Equation 4.4 and an initial energy of 662 keV, and then
computing the outgoing polarization level using Equation 5.1. Averaging over the calculated
polarization levels, we compute Πmax = 58%. This assumes that the scattering planes of
all the photons are aligned, which is not the case due to the near field geometry of the
source. Therefore, the true polarization level will be lower than Πmax. This allows us to
calculate µ100,min = µ/Πmax = 0.319/0.58 = 0.55, which is a lower limit for µ100. Finally,
if we assume that the magnitude of the systematic error is less than the statistical error
δµsys < δµstat = 0.019, then we can place an upper limit on the polarization level systematic
error of δΠsys < δµstat/µ100,min = 0.019/0.550 = 3.5%. Table 5.9 tabulates this calculation
for the three polarized runs and for both distance selections. The limits on the systematic
error for the d2 selections are slightly less constraining, due to fewer counts (more restrictive
selections) and larger statistical errors. The quoted upper limits are conservative, since their
calculation assumes that the statistical and systematic errors are of the same magnitude,
while we demonstrated in this chapter that our errors are dominated by statistics.

In the future, when COSI or a related instrument is undergoing similar calibration pro-
cedures, it would be prudent to take a few additional steps. As was just mentioned, more
precise localizations of the components involved in the scattering geometry would be helpful.
Additionally, it would be useful to collect data in a geometrical configuration where the NaI
detector location stays the same, but the position of the Cs-137 is rotated so that the scatter-
ing plane rotates, resulting in different polarization angles. With the data that is currently
available, the polarization vector is always parallel to the xy plane. Finally, as discussed
in Section 5.1, these data sets include an unsubtracted background component consisting
of background photons that deposit energy in both the COSI detectors and the NaI. It is
probable that the event selections — ±1σ of the scatter peak energy, and ARM within ±20◦

Run µ δµstat Πmax µ100,min δΠsys

316-d1 0.279 0.016 58% 0.481 < 3.3%
317-d1 0.297 0.020 58% 0.512 < 3.9%
318-d1 0.309 0.016 58% 0.533 < 3.0%
316-d2 0.263 0.019 58% 0.453 < 4.2%
317-d2 0.283 0.023 58% 0.488 < 4.7%
318-d2 0.319 0.019 58% 0.550 < 3.5%

Table 5.9: Upper limits on the systematic error for the polarization level for the three
polarized runs and for both distance selections. The methodology for the calculation can be
found in Section 5.8.
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from the image peak location — will significantly reduce the impact of this component on
the analysis. Moreover, the overall agreement between measurement and simulations indi-
cates that this component is not playing a significant role. However, future calibration runs
should make an effort to measure the coincident background, which would require collecting
data in the absence of a radioactive source. This way, this background component can be
properly subtracted.
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Chapter 6

Polarization Analysis of GRB
160530A with the Compton
Spectrometer and Imager

In Chapter 4 we reviewed the fundamentals of Compton polarimetry, and in Chapter 5 we
benchmarked COSI’s polarimetric performance against simulations. In this Chapter1, we
will present our polarimetric analyses of a long duration gamma-ray burst detected by COSI
during the 2016 Super Pressure Balloon campaign from Wanaka, New Zealand.

6.1 GRB 160530A

On May 30, 2016, 14 days into the flight, COSI detected the bright, long duration gamma-
ray burst GRB 160530A (Tomsick & the COSI team, 2016). At the time, COSI’s geographic
coordinates were 56.79◦ S, 82.31◦ E, which resulted in a high background level due to the
proximity of the South Magnetic Pole. Additionally, a relativistic electron precipitation event
(REP) (Parks et al., 1979) coincided with the GRB observation, resulting in low-frequency
variations in the background count rate.

Two COSI images of GRB 160530A are shown in Figure 6.1, where the top image corre-
sponds to a simple back-projection of the Compton cones, and the bottom image corresponds
to the same image after 10 iterations of the LM-MLEM algorithm. The images were made
using 834 events with event selections that were optimized for imaging performance. The
peak value in the image occurs at l = 243.4◦, b = 0.4◦ (1.5◦ error circle, 90% confidence),
which is the best known localization for this GRB2. In the local COSI coordinate frame, the

1This chapter is largely based on a recently published paper titled “Polarimetric Analysis of the Long
Duration Gamma-Ray Burst GRB 160530A with the Compton Spectrometer and Imager” (Lowell et al.,
2017a). c©Astrophysical Journal 2017, reprinted with permission.

2This position is different than the position originally reported in Tomsick & the COSI team (2016) of
l = 243.9◦, b = 2.1◦ due to changes and improvements in the event reconstruction algorithm.
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Figure 6.1: Two COSI images of GRB 160530A in Galactic coordinates using zero iterations
(top) and ten iterations (bottom) of the LM-MLEM image deconvolution algorithm. Zero
iterations corresponds to a simple back-projection of the Compton cones. The event selec-
tions used to make this image were different than those used for the polarization analysis,
as the goal here is imaging performance. The color scale intensity is in arbitrary units.
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Figure 6.2: (top) COSI and Konus light curves plotted for photon energies between 50 and
200 keV. The Konus light curve has been shifted by +0.651 seconds to account for the COSI-
Konus delay time. In this energy band, only 2% of events are Compton events; the rest are
single-site events. (bottom) The COSI Compton event light curve, using the event selections
shown in Table 6.3.

Pulse Start Time Stop Time
1 27.845 30.286
2 30.650 32.374
3 32.607 34.653
4 34.738 35.825
5 36.518 37.826
6 39.731 44.070

Table 6.1: Optimized time windows in units of seconds. Times are with respect to UTC =
1464591800 seconds (May 30th, 2016 07:03:20 UTC). The total time spanned by the windows
is 12.945 seconds.

GRB was 43.5◦ off-axis with an azimuth of −66.1◦, although a gradual azimuthal motion due
to an anomaly in the gondola rotator caused the GRB position to shift in the local frame by
approximately 1.7◦ over the duration of the GRB. The average position in the local frame
was used when performing simulations of GRB 160530A.

GRB 160530A was detected by Konus-Wind and INTEGRAL/ACS (Svinkin et al.,
2016b), as well as Astrosat/CZTI and the CsI shield system for Astrosat/CZTI (private



CHAPTER 6. POLARIMETRIC ANALYSIS OF GRB 160530A 113

communication). Konus and INTEGRAL/ACS are constituents of the Inter-Planetary Net-
work (IPN), a network of gamma-ray detectors scattered around the solar system which use
time delays for source triangulation. IPN carried out a partial triangulation of GRB 160530A
using the time delay between the Konus and INTEGRAL/ACS light curves. With only two
IPN instruments detecting this GRB with a large baseline, IPN was only able to localize the
source position to an annulus in the sky. The 1.5◦ radius COSI error circle (90% confidence)
was found to overlap a region of the IPN annulus, as can be seen in Svinkin et al. (2016b).
This prompted the COSI team to trigger a Swift target of opportunity observation to tile
the overlapping region in search of the GRB afterglow between 19 ks and 158 ks post-burst
(Evans, 2016; D’Elia et al., 2016b,a). Unfortunately, Swift/XRT did not detect any fading
X-ray sources, and therefore no afterglow was detected. This could be due to several rea-
sons, the most likely being that the reported COSI error circle in Tomsick & the COSI team
(2016) was not accurate at the time, and that improvements in the data pipeline since then
would give a better position. We note that our updated position of l = 243.4◦, b = 0.4◦ still
overlaps with the IPN annulus, but that the image in Svinkin et al. (2016b) is no longer up
to date.

Figure 6.2 shows the COSI and Konus 50 keV to 200 keV light curves (top), as well
as the COSI 100 keV to 1 MeV Compton event light curve (bottom). The light curve is
characterized by two phases: a decaying pulse train lasting ∼ 16 seconds, and an ensuing
period of low-level activity lasting ∼ 21 seconds. The pulse train is clearly visible in all
three light curves, while the low-level activity is only clearly detected in the Konus data.
As a result, we excluded the low-level activity phase from our analysis and only used the
six pulses that are clearly seen in the COSI Compton event light curve. We performed a
time domain optimization of the Compton event light curve in order to extract signal from
the pulses and reject background from between the pulses. The procedure for this was to
define six time windows bracketing the main pulses, and then use the Differential Evolution
algorithm (Storn & Price, 1997) to find the window start and end times that optimize the
significance S/

√
S +B, where B is the expected number of background counts and S is

the estimated number of source counts. The quantity B is estimated by calculating the
average background count rate from two 200 second time periods bracketing the GRB, and
multiplying the background rate by the total time spanned by the windows. Subtracting
B from the total number of counts within the time windows yields S. The optimized time
windows are shown as the grey regions in the bottom panel of Figure 6.2, and printed in
Table 6.1. The total time spanned by the optimized windows is 12.945 seconds.

The time delay between the COSI light curve and the Astrosat/CZTI shield light curve
was used to constrain COSI’s absolute timing accuracy. COSI events are time tagged using
a 10 MHz oscillator and then converted to an absolute time using the pulse-per-second
signal from a GPS receiver. In theory, the absolute timing accuracy of the system is < 1µs.
However, calibrating the timing accuracy to this precision is challenging, and systematic
effects will worsen this figure. The best fit time delay between COSI and the Astrosat/CZTI
shield was 1 ± 5 ms (K. Hurley, private communication), with COSI detecting the GRB
earlier. Using the position of the COSI and Astrosat instruments along with the best known
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COSI position for GRB 1605030A, the time delay should be 5 ms, with Astrosat detecting the
burst first. Given that the absolute timing accuracy of Astrosat is known to be 2±0.3 ms (D.
Bhattacharya, private communication), the difference between the observed and predicted
time is then 6±5 ms, where the time uncertainties have been added in quadrature. Therefore,
We conclude that that the absolute timing accuracy of COSI is good to 11 ms at a confidence
level of 1σ.

The Konus team performed a spectral analysis of GRB 160530A on 38.9 seconds of data
between 20 keV and 5 MeV (Svinkin et al., 2016a). Fitting with a Band model yielded
α = −0.93 ± 0.03, Ep = 638+36

−33 keV, and an upper limit on β, β < −3.5 (errors are 90 %
confidence). The 20 keV to 10 MeV fluence was reported to be 1.30± 0.04× 10−4 erg cm−2.
For our MC simulations of GRB 160530A, we used the best fit Konus Band model (Band
et al., 1993) with β = −3.5, along with a multiplicative absorption model to account for
extinction in the atmosphere. The effective column density was determined by integrating
the NRLMSISE00 (Picone et al., 2002) model along the line of sight towards the GRB
through a spherical atmosphere out to an altitude of 100 km. The result was an effective
column density of 9.2 g cm−2. A spectral analysis of GRB 160530A using the COSI data set
will be presented elsewhere (Sleator et al., in preparation).

6.2 Polarimetric Analysis

Two different methods were used to determine the polarization level and angle of GRB
160530A: a standard method (SM), where the azimuthal scattering angles are histogrammed
and then fit with a “modulation” curve, and a maximum likelihood method (MLM) which
does not bin the data and uses more information per photon. A detailed description of both
the SM and MLM can be found in Chapter 4.

6.2.1 Standard Method

The first step in the SM is to determine the event selections that optimize the statistical
minimum detectable polarization given by Equation 4.9. During the optimization, the obser-
vation time t was fixed at 12.945 seconds (from the time domain optimization), while rs, rb,
and µ100 were computed for various energy, Compton scattering angle, and ARM selection
ranges. For each ensemble of event selections, rs and rb were computed using the real data,
while µ100 was computed using a polarized simulation of GRB 160530A with an arbitrary
polarization angle. We employed the Differential Evolution optimization algorithm to find
the energy range, Compton scattering angle range, and ARM cut that optimize Equation
4.9. It is reasonable to expect the range on the Compton scattering angle to close in towards
∼ 90◦, as this is where the ideal modulation peaks (Lei et al., 1997), giving a larger value
for µ100. However, a trade-off exists between the magnitude of µ100 and the source count
rate; the optimized event selections should give as large a value for µ100 as possible while still
accepting as many source counts as possible. The other event selections – distance between
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interactions, and number of interaction sites – were fixed during the optimization. The first
distance cut was set to 0.5 cm so as to avoid artifacts that appear in the azimuthal scattering
angle distributions when the interactions are too close. These artifacts are a result of the
finite position resolution of the detectors. The cut on the minimum distance between any
two interactions was set at a more relaxed 0.3 cm, which has the effect of rejecting many 3+
site events where interactions occur on neighboring strips (strip pitch = 0.2 cm). This has
no impact on the azimuthal scattering angle measurement, since the azimuthal angle is only
measured using the first two interactions which are subject to the more restrictive 0.5 cm
cut. Finally, events with two or more interaction sites were used in order to get as many
counts as possible, although no events were detected with more than five interaction sites.
Table 6.2 shows the event selections used for the SM.

After applying these selections, T = 445 total counts remained for the analysis, approx-
imately B = 123 of which were background. The number of background counts B was
estimated by fitting a third order polynomial to the light curve 200 seconds before and after
the GRB, but with the time bins corresponding to the GRB excluded from the fit. Integrat-
ing the polynomial over the optimized time windows resulted in B = 123. Using Equation
4.9 and assuming no systematic error, the MDP was 58±2%. In order to determine the MDP
including systematic errors, we generated N = 10, 000 trial data sets using S = T −B = 322
counts from an unpolarized simulation of GRB 160530A, and B = 123 counts from real
background data taken from two 200 second intervals bracketing the GRB. For each trial
data set, the polarization analysis was performed and the resulting polarization level was
stored. Finally, the 99th percentile of polarization levels was determined numerically and
found to be MDP = 72.3± 0.8%. We used this value as our 99% confidence (2.6σ) detection
threshold.

We studied the dependence of the modulation factor µ100 on the polarization angle by
performing MC simulations of a 100% polarized GRB 160530A at various polarization angles.
The result of each simulation is shown in Figure 6.3, along with the best fit constant. The
χ2
red for the fit is 0.42 (dof = 17), indicating that the value of µ100 is consistent with being

uniform over the full range of polarization angles. The best fit constant µ100 = 0.484± 0.002
was used in the following analysis.

Once the best event selections and µ100 have been identified, the SM analysis may proceed.
Three separate azimuthal scattering angle distributions (ASADs) are shown in Figure 6.4,
corresponding to a background subtracted ASAD for GRB 160530A (top), a “correction”
ASAD generated from an unpolarized simulation of GRB 160530A (middle) which has been
rescaled by the mean value, and finally the corrected ASAD (bottom). The final corrected
ASAD (bottom) was obtained by dividing the background-subtracted GRB 160530A ASAD
(top) by the “correction” ASAD (middle). This was done to correct for systematic effects of
the detector system such as non-uniformity of efficiency (due to geometry, channel thresholds,
etc.) and measurement uncertainty. Finally, Equation 4.6 was fit to the corrected ASAD.
The fit results are shown in Table 6.2. We measured a polarization level of Π = 33+33

−31%
for this GRB using the SM, which was below the detection limit MDP = 72.3 ± 0.8%. In
order to determine the 90% confidence upper limit on the polarization level, we used the
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Figure 6.3: The modulation factor µ100 as a function of the simulated polarization angle,
along with the best fit constant value of µ100 = 0.484 ± 0.002, χ2

red = 0.42 (dof = 17). For
each simulation, 2.4− 2.5× 104 counts were used.

MINOS (James & Roos, 1975) algorithm to determine the 90% confidence contour in the
2D parameter space of amplitude vs. offset. Then, the maximum value for the modulation
along the contour was found and divided by µ100, which yielded a 90% upper limit on the
polarization level of 79%.

6.2.2 Maximum Likelihood Method

The MLM can perform better than the SM because additional information – the photon
energy and Compton scattering angle – is used to implicitly weight each event’s contribu-
tion to the likelihood statistic (Krawczynski, 2011b). Contrast this with the SM, where the
azimuthal scattering angle of each event that passes the event selections is added to a his-
togram, and all other event information is discarded. Additionally, the MLM benefits from
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Event Selections
Total photon energy 111− 847 keV

First Compton scattering angle 55.4◦ − 145.2◦

Angular resolution measure |ARM| < 12.5◦

Smallest distance between first two interactions 0.5 cm
Smallest distance between any two interactions 0.3 cm

Number of interaction sites 2 - 7

Statistics
Total counts T 445

Background counts B 123
MDP 72.3± 0.8%

Modulation factor µ100 0.484± 0.002

Fit Results
Amplitude (counts s−1) 0.12± 0.08

Offset (counts s−1) 0.76± 0.05

Fitted polarization angle η̂0 117◦+19◦

−20◦

Fitted modulation µ̂ 0.16+0.16
−0.15

Polarization level Π = µ̂/µ100 33+33
−31%

Π 90% upper limit 79%
χ2

red (dof = 27) 0.98

Table 6.2: SM event selections, statistics, and fit results. The number of bins in the azimuthal
scattering angle distribution was 30 (12◦ per bin).

being able to use events with any energy or Compton scattering angle, resulting in more
usable counts for the analysis. Consequently, for the MLM event selections, we accepted all
photon energies between 100 keV and 1000 keV, as well as all Compton scattering angles
0◦ − 180◦. With these broader selections, we determined that the FWHM of the ARM dis-
tribution was 11.9◦ using simulated data. For the ARM selection range, we used twice the
FWHM of the ARM distribution, centered about zero, i.e. |ARM| < 11.9◦. The distance
cuts used for the MLM were the same as for the SM and for the same reasons as outlined in
Section 6.2.1.

The MLM aims to determine the polarization level Π and angle η0 that maximize the
log likelihood (Equation 4.11). In the presence of background, the probability distribu-
tion in Equation 4.12 must be mixed with the probability distribution which describes the
background, pbkg. The relative contributions of the source and background probability are
mixed using the signal purity f = (T − B)/T , where T is the total number of counts, and
B is the expected number of background counts. The total probability for event i is then
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Figure 6.4: The background subtracted azimuthal scattering angle distribution (ASAD) for
GRB160530A (top), an ASAD from an unpolarized simulation of GRB160503A used to
correct for systematics (middle), and the corrected ASAD (bottom) showing the best fit
modulation curve in blue.

given by Equation 4.13. For the event selections in Table 6.3, we compute a signal purity of
f = 0.72±0.01. The error bar on the signal purity is the standard deviation of the simulated
distribution of f , obtained by randomly sampling the Poisson distributions underlying T and
B. We determined pbkg by accumulating background events from a time period which in-
cluded GRB 160530A. Due to the large number of bins (46656) in the histogram representing
pbkg, this time period spanned 48 hours (7 hours pre-GRB, 41 hours post-GRB). Although
it would have been preferable to only include background data from a time period closer
in time to the GRB itself, this was not possible due to the relatively low absolute count
rate. The background environment at balloon float altitudes, which is dominated by cos-
mic ray secondaries (photons in particular), is known to vary with altitude, or equivalently,
atmospheric depth (Ling, 1975; Bowen et al., 2007). Throughout the 48 hour background
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Figure 6.5: The MLM correction factor Π100 as a function of the simulated polarization
angle, along with the best fit constant value Π100 = 0.799 ± 0.003, χ2

red = 0.68 (dof = 17).
For each simulation, 3.4− 3.6× 104 counts were used.

integration interval, the COSI altitude was quite stable at ∼ 33.1 km, with small excursions
at a level of < 2%. Thus, we conclude that using background events from this time interval
is a reasonable choice.

The simulated data sets used to determine µ100 in the SM were also used to determine
Π100 in the MLM. A plot of Π100 vs. polarization angle can be found in Figure 6.5, along
with the best fit constant. As in the SM case, the distribution is rather uniform; the best fit
constant has a value of Π100 = 0.799± 0.003 with a χ2

red of 0.65 (dof = 17). Once again, we
used the best fit constant for the MLM analysis.

After applying the MLM event selections, T = 542 counts remained for the analysis,
approximately B = 152 of which were background. Once again, B was determined by
fitting a third order polynomial to the light curve, and integrating the polynomial over the
time windows (Table 6.1). The MDP was computed in a similar fashion to the SM, where
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Event Selections
Total photon energy 100 - 1000 keV

First Compton scattering angle 0◦ − 180◦

Angular resolution measure |ARM| < 11.9◦

Smallest distance between first two interactions 0.5 cm
Smallest distance between any two interactions 0.3 cm

Number of interaction sites 2 - 7

Statistics
Total counts T 542

Background counts B 152
Signal purity f 0.72± 0.01

MDP 57.5± 0.8%
MLM correction factor Π100 0.799± 0.003

Fit Results
Fitted polarization angle η̂0 141◦ ± 47◦

Fitted, uncorrected polarization level Π̂ 0.13+0.22
−0.13

Corrected polarization level Π = Π̂
Π100

16+27
−16 %

Π 90% upper limit 46%

Table 6.3: MLM event selections, statistics, and fit results.

N = 10, 000 unpolarized trial observations were generated and analyzed using the MLM.
This process yielded MDP = 57.5± 0.8%.

Table 6.3 summarizes the results of the MLM analysis, while Figure 6.7 shows the con-
fidence contours for GRB 160530A along with the best fit values, detection limit, and 90%
confidence upper limit. The corrected polarization level was Π = 16+27

−16%, which was below
the detection limit MDP = 57.5 ± 0.8%. We obtained a 90% confidence upper limit on
the corrected polarization level Π using a Monte Carlo/bootstrap approach. The procedure
was as follows. First we generated N = 10, 000 bootstrap resamples of the measured data.
Second, for each resample, we drew a value of f = (T − B)/T by assuming a Poisson dis-
tribution for the total number of counts (T = 542) and the expected number of background
counts (B = 152). Third, we re-ran the minimizer on each resample using the value of f
generated in step 2 in order to yield a value of Π̂. Finally, the Π̂ values were re-scaled by
values of Π100 drawn from its associated probability distribution, which was assumed to be
Gaussian. The 90th percentile of the resulting distribution on Π was then used as the 90%
confidence upper limit. Using this procedure, we arrived at a 90% confidence upper limit of
46% on the polarization level. The benefit of the Monte Carlo/bootstrap approach is that
the errors in the signal purity and Π100 are correctly propagated into the final result. A plot
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Figure 6.6: Bootstrap distribution of the polarization level using the MLM. Each entry in
the histogram was computed by bootstrap resampling the 542 qualifying events, drawing a
sample of the signal purity f from its underlying distribution, running the minimizer, and
dividing the result by a value of Π100 drawn from its underlying distribution. The dashed
line corresponds to the measured value, and the dot-dashed line is the 90th percentile of the
distribution. We interpret this as our 90% confidence upper limit on the polarization level.

of the bootstrap distribution on Π is shown in Figure 6.6, along with vertical lines denoting
the measured value as well as the 90% confidence upper limit.

6.3 MDP Improvement

Figure 6.8 shows the distribution of Π using the MLM (top) and SM (bottom) for a simulated
polarization level of Π = 0. The dark green line denotes the 99th percentile of the distri-
bution, and the lighter green lines represent the standard deviation of the 99th percentile,
obtained by bootstrap resampling of the underlying data vector. Each trial observation
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Figure 6.7: Confidence contours for GRB 160530A, derived from a map of the log likelihood.
The optimal polarization level and angle are denoted by the cross. Confidence contours from
MINOS are shown for 1σ to 5σ as well as 90% confidence. The dashed line denotes the 90%
confidence upper limit on the polarization level as determined using a Monte Carlo/bootstrap
technique. The dotted line represents the MDP, or equivalently, the 99% confidence detection
threshold.
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Figure 6.8: Distribution of polarization levels from simulated trial observations of GRB
160530A using the MLM (top) and SM (bottom). The true polarization level was set to
zero for these simulations. In the MLM case, each trial observation was analyzed in order
to determine Π̂, which was then corrected using the MLM correction factor Π100 (Equation
4.14). The resulting polarization level was added to the histogram. For the SM, the fitted
modulation µ̂ was divided by µ100 and then added to the histogram (Equation 4.8). The
MDP, which is the 99th percentile of this distribution, is represented by the dark green
vertical lines. The lighter green lines represent the standard deviation of the MDP, which
was obtained by bootstrap resampling the underlying data vector. The MLM MDP is 20%
lower than the SM MDP.

that contributed to the distributions in Figure 6.8 came from realistic simulations of our
observation of GRB 160530A. The number of source counts, number of background counts,
and event selections used for the trial observations can be found in Table 6.2 (SM) and
Table 6.3 (MLM). The MLM MDP is 20% lower than the SM MDP for GRB 160530A. This
improvement is consistent with the findings of Krawczynski (2011b), where it was shown
that application of the MLM can improve the MDP of an idealized Compton polarimeter by
∼ 21%.
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6.4 Discussion

Both the SM and MLM give best fit polarization levels below their respective MDPs, so we
conclude that COSI did not detect polarized emission from GRB 160530A at a confidence
level of 99%. Moreover, from the error bars on the polarization levels, as well as the log
likelihood contours, the measured polarization level is consistent with Π = 0% at a confidence
level of 1σ. Our most constraining 90% confidence upper limit on the polarization level was
46% using the MLM. This upper limit is not strong enough to favor or disfavor any particular
polarization scenario on its own. However, several GRBs have been found to be polarized
at a level above our upper limit (McConnell, 2017; Chattopadhyay et al., 2017), so our
result is indeed useful in the context of the overall distribution of polarization levels within
the GRB population. GRBs with polarization levels exceeding Π = 46% can be generated
in the Compton drag model (Lazzati et al., 2004), but are more frequently explained as
arising from a scenario where synchrotron emission in an ordered magnetic field dominates.
However, the polarization level in such scenarios can be reduced to lower levels due to
certain factors, such as an evolution in the polarization angle with time. Such changes in the
polarization angle with time were seen in GRB 100826A (Yonetoku et al., 2011a), and it has
been theorized that each pulse in a GRB light curve may correspond to a distinct ordering –
and thus polarization angle – of a large scale magnetic field within the GRB jet. Moreover,
the Internal-Collision-induced MAgnetic Reconnection and Turbulence (ICMART) model
for GRBs (Zhang & Yan, 2010) predicts that the polarization angle and level change from
pulse to pulse, and also that the polarization level continually decreases throughout the
duration of each pulse. These changes in the polarization properties with time are theorized
to result from collisions between highly magnetized shells, which are launched intermittently
from the GRB central engine. As the shells collide, the magnetic field lines distort and lose
uniformity, thus reducing the polarization level of synchrotron emission. GRB 160530A,
whose early phase light curve is composed of several clear pulses, would be a good candidate
to perform time-resolved polarimetry. Unfortunately the number of counts detected with
COSI from this GRB was not large enough to enable such studies.

Several factors reduced COSI’s sensitivity to this GRB. First, attenuation by the at-
mosphere significantly reduced the source flux; at the average measured photon energy of
360 keV, and with an effective column density of 9.2 g cm−2, approximately 60% of photons
were absorbed or scattered by the atmosphere. Moreover, the 100 keV to 1 MeV flux of the
Band model with the atmospheric absorption component was reduced by 64% compared to
the unabsorbed case. Second, the GRB occurred 43.5◦ off axis in the COSI local frame, so
the effective area was reduced by about 22% due to occultation from the CsI shields. Third,
by the time COSI detected this GRB, two germanium detectors were no longer operational
due to anomalies in the corresponding high voltage supplies. Accordingly, all MC simula-
tions discussed in this paper treated the two non-functioning detectors as passive mass. A
simulation of the fully functioning detector system revealed that about 16% of events were
lost due to the malfunctioning detectors. Lastly, as mentioned in Section 6.1, the GRB
coincided with a REP event as well as a relatively close approach to the South Magnetic
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Pole, both of which had the effect of elevating the background count rate.
Despite these losses, we were able to regain some sensitivity by using the maximum

likelihood based approach. Notably, the MDP in the MLM is∼ 20% lower than the SM, while
the 90% confidence upper limit on the polarization level is ∼ 39% lower. This improvement
in MDP is consistent with what was reported by Krawczynski (2011b), where the MDP of
an idealized Compton polarimeter was shown to improve by ∼ 21% when using the MLM.
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Chapter 7

Towards a Better Polarization
Sensitivity

Polarization measurements of GRB prompt emission remains a promising avenue for dis-
cerning between various models of the GRB phenomenon. With some measurements nearing
the 4σ level, we are indeed on the brink of a new era of GRB polarization measurements.
However, pushing the sensitivity will require advances in technology and analysis methods.
Certain models that predict polarization in the prompt emission also predict that the polar-
ization level may depend on time, energy, or both. To test these models, the improvements
in sensitivity must be significant enough such that the MDP in each time or energy bin is
sufficiently low.

In this final chapter, we will outline two avenues that we have identified for performing
more sensitive GRB polarization measurements. The first is an “N-site” maximum likelihood
method, where the azimuthal scattering angles of all Compton interactions — not just the
first — of each event are used to infer the polarization properties of the beam. The second
is the “Atmospheric Modulation Effect”, where photons that Compton scatter in the atmo-
sphere will display a modulation in their arrival directions when they reach a detector at
balloon float altitudes. Both of these techniques are the subjects of upcoming publications
(Lowell 2017, in preparation).

7.1 N-site Maximum Likelihood Method

Compton polarimeters are designed to measure the azimuthal scattering angle of the first
Compton scatter. Some Compton polarimeters, such as COSI, are also capable of identify-
ing subsequent Compton scatters in the detectors, and measuring their azimuthal scattering
angles. In fact, these subsequent Compton scatters contain information regarding the po-
larization of the incoming beam. The challenge is in determining how the polarization state
is transformed after Compton scattering. In this section, we introduce the N-site Maximum
Likelihood Method (NMLM), which uses all the Compton scatterings of all detected events
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to further constrain the polarization parameters.

7.1.1 Stokes Vector Framework

As we saw in Chapter 5, Compton scattering of an unpolarized beam results in a partially
polarized outgoing beam, where the level of polarization is given by Equation 5.1, and the
polarization vector is perpendicular to the plane of scattering. This was the basis for forming
partially polarized beams for our polarimetric validations. When a polarized beam Compton
scatters, the outgoing polarization level and orientation of the polarization vector are also
modified. The expression for the polarization level of the outgoing beam is given by (Matt
et al., 1996)

ΠP = 2
1− sin2 θ cos2 η

ε+ ε−1 − 2 sin2 θ cos2 η
(7.1)

Unlike Equation 5.1, the outgoing polarization level in this case depends on the azimuthal
scattering angle. The outgoing polarization vector is given by (Matt et al., 1996)

~P =
1

|~P |
( ~P0 × ~D)× ~D (7.2)

where ~P0 is the incoming polarization vector, and ~D is the direction of the scattered photon.
A more general framework exists to describe the effects of Compton scattering on the

polarization state of a beam of photons. The framework makes use of Stokes vectors, defined
as 

I
Q
U
V

 (7.3)

where I is the beam intensity, Q is the plane polarization component, U is the diagonal plane
polarization component, and V is the circular polarization component. Here we consider only
linear polarization, so we set V = 0. The polarization level of the beam is given by

Π =

√
Q2 + U2

I
, (7.4)

and the polarization angle is given by

η0 =
1

2
arctan

U

Q
, (7.5)

Fano (1949) determined the transformation matrix for Compton scattering, which can
be used to transform the Stokes vector of a Compton scattered beam. Here, we follow the
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conventions used in McMaster (1961) and Depaola (2003). The matrix is given by:

T (θ, k, k0) =
1

2
r2

0(
k

k0

)


a b c d
e f g h
i j k l
m n o p


a = 1 + cos2 θ + (k0 − k)(1− cos θ)

b = sin2 θ

c = 0

d = −(1− cos θ)(~k0 cos θ + ~k) · ~S
e = sin2 θ

f = 1 + cos2 θ

g = 0

h = (1− cos θ)~n× ~n0 · ~k0 × ~S

i = 0

j = 0

k = 2 cos θ

l = (1− cos θ)~k × ~n0 · ~S
m = −(1− cos θ)(~k cos θ + ~k0) · ~S
n = (1− cos θ) ~n0 × ~n · ~k × ~S

o = (1− cos θ)~k0 × ~n · ~S
p = 2 cos θ + (k0 − k)(1− cos θ) cos θ

(7.6)

where k0 and k represent the incoming and outgoing photon energies in units of mc2, r0 is
the classical radius of the electron, θ is the Compton scattering angle, and ~S is the spin of
the electron before scattering. Terms involving ~S only occur in the fourth row and column
of T . If we assume an isotropic distribution for ~S, then the fourth row and column can be
set to zero (Depaola, 2003). Moreover, if we assume that the initial Stokes vector has no
circular polarization (V = 0), then the matrix can be reduced to a 3× 3 matrix:

T (θ, k, k0) =
1

2
r2

0(
k

k0

)

1 + cos2 θ + (k0 − k)(1− cos θ) sin2 θ 0
sin2 θ 1 + cos2 θ 0

0 0 2 cos θ

 (7.7)

An important point about the matrix T is that it relates the incoming and outgoing
Stokes vector with respect to the plane of scattering. Therefore, if multiple scatterings are
involved, the incoming Stokes vector must first be rotated into the new scattering plane
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before T can be applied. The rotation is given by

M(ω) =


1 0 0 0
0 cos 2ω sin 2ω 0
0 − sin 2ω cos 2ω 0
0 0 0 1

 (7.8)

where ω is the angle between the previous and current scattering plane. Once again, circular
polarization is not considered, so the fourth row and column of M(ω) are ignored.

7.1.2 NMLM Algorithm

The NMLM algorithm is an extension of the MLM algorithm described in Section 4.1.3. One
difference is that rather than finding the optimal values of Π and η0, we instead search for
the optimal values of Q and U . For each Compton interaction, the following parameters are
stored: the incoming direction, incoming energy, outgoing direction, and outgoing energy.
The analysis for a single event starts with an initial Stokes vector ~S = (1, Q, U, 0) which is
with respect to a reference plane1. For each Compton interaction in the event...

1. Determine the angle ω between the previous scattering plane and the current scattering
plane. If this is the first Compton interaction of the event, ω is the angle between the
reference plane and the current scattering plane.

2. Rotate the Stokes vector using M(ω) from Equation 7.8 so that it now represents the
polarization state of the incoming beam with respect to the scattering plane of the
current Compton interaction.

3. Determine the polarization level and angle for the current Compton scatter using the
rotated Stokes vector (Equations 7.4 and 7.5).

4. Compute the azimuthal scattering angle probability (Equation 4.5 for the ideal case)
using the calculated polarization level and angle from step 3, as well as the measured
Compton scattering angle, azimuthal scattering angle, and initial photon energy for the
current Compton interaction. Increment the log likelihood by the log of the computed
probability.

5. Transform the rotated Stokes vector using T (θ, k, k0) from Equation 7.6 along with the
corresponding values of θ, k, and k0 for the current Compton interaction.

6. Repeat steps 2 through 7 for each Compton interaction.

Performing the above steps for all events, we can compute the total log likelihood for trial
values of Q and U . An optimizer such as MINUIT (James & Roos, 1975) can then be used
to determine the optimal values of Q and U .

1For the starting reference plane, we used the plane normal to the ŷ direction.
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Figure 7.1: A schematic representation of the NMLM simulations. A cube of germanium
with side length 1 m was used as an ideal detector. Monoenergetic photons were started
from the center of the cube with initial directions parallel to the −ẑ direction.

7.1.3 Simulation Setup

To study the performance of the NMLM, we carried out simulations using an ideal germanium
detector cube. A diagram illustrating the simulation setup is shown in Figure 7.1. The
photons were started from within the cube and along the −ẑ direction. The dimensions
of the cube were chosen to be very large so that the probability of escape of the photon
was negligible. The parameters for each Compton interaction (incoming direction, incoming
energy, outgoing direction, outgoing energy) were stored with ideal precision. The total
number of simulated photons N was subdivided into groups of size 500, where each of the
500 photons Compton scattered in the germanium at least once. The polarization level and
angle were determined for each group of 500 photons using the SM, MLM, and NMLM.

7.1.4 Results

We first set out to determine if the NMLM improves the MDP over the SM and MLM. To
do this, we ran simulations of unpolarized monoenergetic sources at 200, 400, and 800 keV.
Each sample of 500 photons was analyzed with the three methods, and the polarization level
inferred from each method was added to a histogram. Figures 7.2a, 7.2b, and 7.2c show the
resulting histograms, where the dashed lines correspond to the MDP — the 99th percentile of
the distribution. The MDPs are also printed in Table 7.1. The NMLM outperforms the SM
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(a) 200 keV
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Figure 7.2: Histograms of the inferred polarization level using the SM, MLM, and NMLM,
for a true polarization level of Π = 0. The dashed lines denote the 99th percentile of the
distribution i.e. the MDP. The photon energies used were 200 keV (top) 400 keV (middle)
and 800 keV (bottom). Each sample of events contained 500 photons.
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(a) Distribution of polarization levels as inferred by the SM, MLM, and
NMLM.

−30 −20 −10 0 10 20 30
Polarization angle η0

0

200

400

600

800

1000

1200

1400

Nu
m
be

r

SM
MLM
NMLM

(b) Distribution of polarization angles as inferred by the SM, MLM, and
NMLM.

Figure 7.3: Histograms of the inferred polarization level (top) and angle (bottom), where
the true values are Π = 0.65 and η0 = 0◦. The photon energy used here was 400 keV.
Each analyzed sample contained 500 photons. The NMLM gives a more sharply peaked
distribution about the true values (denoted by the vertical black lines).
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Energy
(keV)

SM
MDP

MLM
MDP

NMLM
MDP

Compton interactions
per sample (avg.)

200 44% 35% 30% 902
400 54% 43% 31% 1402
800 72% 57% 38% 1827

Table 7.1: MDPs and average number of Compton interactions per sample of 500 photons
for the SM, MLM, and NMLM at 200 keV, 400 keV, and 800 keV.

and MLM at all three energies. This is because the NMLM uses more information (Compton
scatters) per photon. In Table 7.1, the average number of Compton scatters per sample of
500 photons is listed. While the SM and MLM only use 500 Compton scatters per sample
of 500 photons, the NMLM uses 902 Compton scatters at 200 keV, 1402 Compton scatters
at 400 keV, and 1827 Compton scatters at 800 keV. The relative improvement gained from
using the NMLM increases at higher energies, as more Compton scatters per photon are
expected for higher energy photons. In the low energy limit, where the average number of
Compton scatters per photon approaches one, the NMLM MDP approaches the MLM MDP.

We also sought to determine if the NMLM gives more accurate estimates for the true
polarization level and angle. We tested this by running a polarized simulation of 400 keV
photons (Π = 0.65, η0 = 0◦), and histogramming the polarization level and angle given by
each of the three methods. The polarization level histograms are shown in Figure 7.3a, and
the polarization angle histograms are shown in 7.3b. The vertical black lines in these two
figures show the true values, and it is clear that the NMLM distributions are more sharply
peaked around the true values. Thus, the NMLM also outperforms the SM and MLM in its
accuracy of the estimates for the polarization level and angle.

7.1.5 Discussion

It is not surprising that the NMLM outperforms the SM and MLM for a given number
of photons, since the NMLM uses significantly more information per photon. Our results
indicate that the NMLM improves the SM MDP by 32% at 200 keV, 43% at 400 keV, and
47% at 800 keV. Another interesting detail is that while the MDPs for the SM and MLM get
moderately worse with energy, the NMLM only gets slightly worse with increasing energy.
The SM and MLM MDPs worsen with energy because the modulation of the azimuthal
scattering angle decreases with increasing energy. This is also true in the NMLM, but
the increased number of Compton interactions per photon appears to counterbalance the
reduction in modulation. The result is that the polarization sensitivity degrades less with
energy in the NMLM.

These simulations used an ideal germanium detector with perfect event resolution2, per-

2We use the term event resolution to describe a detectors ability to resolve individual interactions. Detec-
tors with coarse segmentation will cluster closely spaced interactions, resulting in a poorer event resolution.
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fect measurement accuracy, and perfect efficiency. Such detectors do not exist in the real
world, and a considerable amount of work lies ahead to implement the NMLM for a real de-
tector such as COSI. In particular, the application of Equation 4.5 to evaluate the azimuthal
scattering angle probability will no longer be valid due to geometric and other systematic
effects of the detector system. Unfortunately, the approach outlined in Section 4.1.3 for the
evaluation of the probability in the MLM cannot be used for the NMLM. The reason is
that the polarization response used in the MLM analysis is generated for a specific incidence
angle, where the photons originate from a far field source. In the NMLM, after the photon
has Compton scattered once, its direction changes, and so a response with a “burned in”
incidence angle is no longer applicable to the subsequent Compton scatters. Thus, future
work will focus on methods for evaluating the azimuthal scattering angle probability for each
Compton scatter of each event for non-ideal polarimeters.

Finally, we would like to point out one further extension to this technique that may be
applicable to low-Z, finely segmented detectors. In photoelectric polarimetry, the azimuthal
angle of the ejected photoelectron is related to the linear polarization of the photoabsorbed
photon. Thus, if it is possible to track the photoelectron, then the azimuthal angle may be
used in conjunction with the azimuthal scattering angles from the previous Compton scatters
to further increase the number of measurements used per photon.

7.2 Atmospheric Modulation Effect

Residual atmosphere above balloon borne gamma-ray instruments acts to scatter and absorb
photons that may have reached the detector otherwise. Usually, this is considered to be a
detrimental effect; we saw in Section 6.4 that 64% of the flux from GRB 160530A was lost to
atmospheric attenuation. However, for certain values of atmospheric depth, the atmosphere
can be used as the scattering element of a Compton polarimeter. The basic principle is
illustrated in Figure 7.4, where the viewer is looking down into the atmosphere (−ẑ direction,
into the page). Photons from a polarized GRB are incident atop the atmosphere along the
−ẑ direction, where the polarization vector — or electric field vector — is denoted by the
blue arrows, and parallel to the ŷ direction. The purple arrows represent the outgoing photon
direction in the xy plane after Compton scattering in the atmosphere. The density of the
purple arrows, which is higher along the ±x̂ directions, is representative of the statistical
distribution of azimuthal scattering angles given by Equation 4.5. It is clear from Figure
7.4 that the detector will collect an excess of photons from the ±x̂ directions, and a deficit
from the ±ŷ directions. The distribution of azimuthal arrival angles will have the same
offset cosine form familiar to the field of polarimetry. We refer to this as the Atmospheric
Modulation Effect (AME).

For very low atmospheric depths, the AME results in a modulation of the backscattered
photons from below. In fact, this was the impetus for the BATSE Albedo Polarimetry System
which was able to place lower limits on the polarization of two GRBs using this technique
(McConnell et al., 1996; Willis et al., 2005). The limiting factor in the BAPS measurements
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Detector

Figure 7.4: A cartoon illustrating the AME principle. The view into the page is looking down
from the top of the atmosphere along the −ẑ direction. Photons from a polarized GRB move
into the page, with their electric field vectors aligned along the ŷ direction. These photons
Compton scatter, and the scattered photons are denoted by the purple arrows. The density
of the purple arrows is drawn to represent the azimuthal scattering angle probability, which
is higher in the directions perpendicular to the electric field vector. The detector thus detects
an excess of photons from the ±x̂ directions and a deficit from the ±ŷ directions, resulting
in a modulation of the azimuthal arrival angles.

was that the BATSE detector modules were not collimated, and so isolating the flux as a
function of azimuth was not possible.

At moderate atmospheric depths, a fraction of the photons will reach the detector without
interacting in the atmosphere; we will refer to this as the direct component (DC). The
scattered component (SC) is the fraction of photons that Compton scatter at least once in
the atmosphere before reaching the detector, and is equal to SC = 1−DC, where SC and DC
are roughly of the same order. At very high atmospheric depths, SC � DC, and photons
from the SC have Compton scattered more than once. Thus, the modulation due to the
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Figure 7.5: A schematic representation of the AME simulations. The atmosphere was mod-
eled as a cylinder of air 100 km tall, and 100 km in diameter. The atmosphere was divided
vertically into 100 layers with densities given by the NRLMSISE00 model. Photons from a
standard GRB spectrum were started from the top of the atmosphere with initial directions
along the −ẑ direction (purple arrows). At 33 km, we placed a “detector layer” (blue disk)
made of air at the corresponding density. Photons passing through the detector layer had
their directions, energies, and positions recorded.

AME becomes vanishingly small. Moreover, much of the photons are severely attenuated at
large depths.

7.2.1 Simulation Setup

We investigated the possibility of exploiting the AME as a tool for GRB polarization measure-
ments at a float altitude of 33 km, where the atmospheric depth is 6.3 g cm−2. Specifically,
we set out to determine if any modulation was present, and if so, which energies and polar
arrival angles gave the best MDP. The mass model for these simulations was simple: 100
cylindrical layers of air representing the atmosphere from 0 to 100 km, where the density
of each layer was determined as a function of its altitude using the NRLMSISE00 model.
The diameter of the cylindrical atmosphere was also set to 100 km. At 33 km, we placed
an infinitesimally thin “detector layer.” The simulation setup is illustrated in Figure 7.5
Note that this not a real detector, it is simply a slab of air with the corresponding density at
33 km. Each photon crossing the detector layer had its position, arrival direction, and energy
stored for later analysis. The photon source for the simulation used a typical GRB spectrum
from 50 keV to 10 MeV with the following Band parameters: α = −1, β = −2.2, Ep = 250
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keV3. Photons drawn from the Band spectrum were then started at random locations at the
top of the atmosphere with initial directions along the −ẑ direction.

7.2.2 Results

Our first goal was to determine DC and SC at 33 km altitude. Photons arriving at the
detector plane with a polar arrival angle of 180◦ (corresponding to the −ẑ direction) were
considered to be constituents of the DC. All other polar arrival angles were considered part
of the SC. We find that SC = 0.57, and DC = 1− SC = 0.43. Therefore, the SC represents
a significant fraction of the total photons that arrive at the detector layer.

Figures 7.6 and 7.7 show two azimuthal arrival angle distributions (AAADs) correspond-
ing to 100% polarization (top), and 50% polarization with a 90◦ shift in the polarization
angle (bottom). We fit Equation 4.6 to the distributions, which resulted in modulations of
µ100 = 0.173± 0.003, and µ50 = 0.087± 0.003 respectively. We also performed a simulation
with an unpolarized GRB, which yielded a modulation of µ0 = 0.006± 0.003. In the context
of the AME, we will refer to µ100 as the AME modulation factor. Clearly, the modulation
tracks the polarization level, and the phase of the AAAD tracks the polarization angle.

The AAADs in Figures 7.6 and 7.7 represent all events crossing the detector layer. We
sought to find selection ranges on the energy and polar arrival angle that give the lowest
MDP. In the absence of background, the MDP becomes MDP = 4.29/(µ100

√
N), where N is

the number of counts. Here, we are not concerned with the absolute value of the MDP, since
we are using an arbitrary flux for the GRB. Rather, the background-less MDP provides a
useful optimization target which results in selections that give both a high AME modulation
factor and a large number of counts. We used the Differential Evolution (Storn & Price,
1997) algorithm to search the space of energy and polar arrival angle selections. The result
is that polar arrival angles between 40◦ and 149◦ are preferred, and en energy range of 42
to 2066 keV is preferred. We ran the optimizer several times with different random number
seeds and found that the polar arrival angle selection is robust, but that the upper energy
changes somewhat between runs. This is due to the fact that there are not many counts
above 1 MeV, so the optimizer is not sensitive to the exact value of the upper energy as
long as it is high enough. With these selections, we compute an AME modulation factor of
µ100 = 0.260± 0.003.

7.2.3 Discussion

We have demonstrated through atmospheric simulations that at 33 km altitude, the mag-
nitude of the scattered component is of the same order as the direct component, and that
the azimuthal arrival angles are indeed modulated. After optimizing the MDP, the AME
modulation factor was µ100 = 0.260 ± 0.003. The optimized polar arrival angle range was

3We used an arbitrary flux as the goal here was to determine if a modulation was present at this altitude,
and how strong the modulation would be. For extensive studies including atmospheric background, the flux
would be relevant
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Figure 7.6: The azimuthal arrival angle distribution at 33 km along with the best fit mod-
ulation curve (red) for a fully polarized GRB incident at the top of the atmosphere. The
modulation is µ100 = 0.173± 0.003. A higher modulation can be achieved by optimizing the
polar arrival angle range. Here, no optimizations were performed.
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Figure 7.7: The same as Figure 7.6, but with a polarization level of Π = 0.5 (50%), and a
shift of 90◦ in the polarization angle. The modulation in this case is µ50 = 0.087± 0.003.
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40◦− 149◦, which is consistent with the idea that the photons arriving from the sides should
display a stronger modulation, since those photons Compton scattered in the atmosphere
with Compton scattering angles clustered around 90◦. Of course, these exact values will
change as various parameters of the simulation are changed such as the Band model param-
eters, the altitude of the detector layer, the incidence angle of the GRB, and the addition
of atmospheric background components. Nonetheless, it is clear that the AME is strong
enough at 33 km to be used as a tool to study GRB polarization.

COSI is a Compton imager, and so it should be possible to image the SC in addition
to performing Compton polarimetry on the DC. This raises the interesting possibility of
performing “multi-mode” GRB polarization measurements from within the atmosphere. If
the analysis of the SC component were performed in the context of maximum likelihood, then
the total likelihood Ltotal = LDC · LSC could be maximized to find the best fit polarization
level and angle, where LDC is the likelihood from Compton polarimetry of the DC component
and LSC is the likelihood from analysis of the SC. The combination of the two measurements
should result in a better MDP, but this has yet to be tested, and an estimate of the MDP
improvement remains to be studied. However there are two limitations to using COSI to
study the AME. First, while COSI is capable of imaging, it may prove difficult to separate the
SC and the DC in an imaging data space. Further study will shed light on how challenging
such a task may be. The second issue is that the CsI shield system blocks photons from the
sides, and so the more strongly modulated AME flux cannot reach the GeDs.

A more straightforward way of measuring the modulation of the azimuthal arrival angles
would be to construct a system of collimated scintillators to fly as a standalone payload,
or as a piggy-back with COSI. A system comprised of 8-124 detector modules is envisioned,
where each module consists of a high efficiency NaI scintillator enshrouded in a lead or
tungsten collimator such that each detector samples a range of azimuthal and polar arrival
angles. The polar arrival angle range of the collimator would be determined by optimizing
the simulated MDP, but with all relevant background components included. The azimuthal
arrival angle range would correspond to 360◦/D, where D is the number of detectors. This
way, the counts in each detector could be interpreted as the counts in each bin of the AAAD.
As a standalone payload, the polarization level and angle could be determined from fits to
the AAAD. As a piggy-back instrument on the COSI balloon gondola, the likelihood LSC

could be determined from fits to the AAAD, which could then be combined with LDC from
COSI’s Compton polarimetry of the same GRB, thus yielding a lower MDP.

4A minimum of 8 detectors — or azimuthal bins — is needed to satisfy the Nyquist sampling criterion.
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Appendix A

Positional Calibrations for the
Compton Spectrometer and Imager1

COSI’s ability to perform Compton imaging and polarimetry is predicated on its three
dimensional positioning capabilities. The segmentation of the electrodes on the two faces
of the detectors simplifies localization along the x and y directions, as it is simply a matter
of identifying the triggered strips. Localization in the z dimension is more involved. As
discussed in Section 2.3.4, each strip electrode is instrumented with a fast bipolar shaper,
whose zero crossing time is measured with respect to a 200 MHz timer (5 ns resolution).
The time at which the shaper output crosses zero is a measure of the collection time of
the induced charges on the electrode. The collection time represents the time taken by the
charges to drift from the location of the initial charge cloud to the strip electrodes. By
computing the collection time difference τ (Figure 2.6) between triggered x and y strips, the
depth, or z coordinate, of interaction may be inferred (Amman & Luke, 2000).

Due to channel variations in time delays and drift velocities, each pixel — defined as the
intersection of an x strip and a y strip — must be calibrated so that collection time differences
of interactions in said pixel can be converted to depths. The calibration coefficients will in
general vary from pixel to pixel. Here, we will review our methods for calibrating each of
COSI’s 12 × 37 × 37 = 16428 pixels. We will start with a “classic approach”, which has
been previously applied to the COSI GeDs with success (Bandstra et al., 2006; Bandstra,
2010). We will then introduce a newly developed approach which is substantially simpler in
its implementation, and leads to similar performance. Finally, we investigate the possibility
of using “spectator strips” (Knoll, 2010) to perform sub strip positioning along the x and y
directions.

1This appendix is largely based on a previous publication “Positional Calibrations of the Germanium
Double Sided Strip Detectors for the Compton Spectrometer and Imager” by Lowell et al. (2016). c©2016,
Society of Photo-Optical Instrumentation Engineers (SPIE). Reprinted with permission.
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Figure A.1: zn(τsim) for each detector n, as determined from charge transport simulations.
For a given detector with specified thickness, bias voltage, and impurity concentration,
charges were initiated at various depths z, and the resulting collection time differences τsim

were recorded.

A.1 Depth Calibration: Classic Approach

Previous work on COSI GeD depth calibrations can be found in (Bandstra et al., 2006;
Bandstra, 2010), but the procedure will be outlined here for clarity. The steps are as follows:

1. For each detector, solve Poisson’s equation for the electrostatic potential
using each detector’s impurity concentration, bias voltage, and thickness.
For the COSI GeDs, the ranges for these parameters are impurity concentration ∈
[1.1× 109, 1.0× 1010] cm−3, bias voltage ∈ [1000, 1500] V, and thickness ∈ [1.42, 1.51]
cm. A relaxation method is used to solve for the potential in a 3D volume that includes
a simplified, 5× 5 strip version of the COSI detectors.

2. Solve for the weighting potential of each strip electrode. This step is similar to
step 1, except different boundary conditions are used: the voltage of a strip electrode
is set to 1 V, and all other electrodes are set to 0 V. The weighting potential for each
strip allows one to calculate the induced charge on said strip due to drifting charges
in the detector via the Shockley-Ramo theorem (Knoll, 2010).

3. Perform charge transport simulations using the potentials from steps 1 and
2 along with a model of the fast shaper electronics to produce a lookup
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table zn(τsim) for each detector n. Charges are deposited at a specific depth in the
detector model, and the resulting collection time difference τsim is recorded. This is
done for various depths in the detector, thus yielding a curve zn(τsim) for each detector
n. Figure A.1 shows zn(τsim) for all twelve detectors.

4. Collect data with a calibration source and mimic the experimental con-
figuration in a Cosima simulation with the COSI mass model. We used a
100 µCi Cs-137 source (662 keV) positioned on axis at a distance of 64 cm from the
cryostat. Only events that triggered one strip on each side and fell in either of the
energy ranges 650 keV - 670 keV (photopeak) or 200 keV - 477 keV (continuum) were
used for the analysis. Due to the high activity of the Cs-137 source and its close prox-
imity to the cryostat, this calibration run was strongly source dominated. Therefore,
the background was ignored in the simulations.

5. For each detector, extract the simulated interaction depth distribution and
transform it into a distribution in τsim using the inverse of zn(τsim) from step
3. Call these τsim distributions “CTD templates”.

6. For each pixel in a detector, fit the detector’s CTD template to the mea-
sured τmeas distribution by time-stretching and offsetting the CTD template.
This will yield a “stretching factor” λ and an “offset” ∆ which account for variations
across the detector in drift velocity and electronic time delays, respectively. Also, a
scale factor parameter was left free to vary which simply scaled the CTD template
amplitude. The relationship between τsim and τmeas is thus

τmeas = λτsim + ∆ (A.1)

Once this depth calibration has been completed, then real, measured interactions in the
GeDs can be assigned depths by first transforming τmeas to τsim via Equation A.1, and then
to a depth via zn(τsim) from step 3.

Figure A.2 shows examples of CTD template fits to two pixels from detector 6, and
two pixels from detector 10. Generally, the fits are acceptable with an average chi-square
reduced value of 2.15 for the whole system (16428 pixels). Table A.1 summarizes the fits per
detector. One interesting detail that stands out is that the detectors in the top layer (0, 5,
6, and 11) have the highest average χ2

red and that those in the bottom layer (2, 3, 8, and 9)
have the lowest. It is not clear why this is the case, but it could be related to the difference
in statistics between the two layers (the top layer has a much higher count rate) so that the
top layer uncertainties contain a significant contribution from systematic errors.

The high values of χ2
red are consistent with the fact that the shape of the CTD template

is not a good match to the τmeas distribution in a significant fraction of pixels, even after
least squares fitting. Two examples of this are shown in Figure A.2b. For pixel 102203, the
amplitude of the peaks at the edges does not match well with the CTD template. For pixel
63314, the region in between the peaks at the edges does not match well. On the other hand,
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Det. 0 Det. 1 Det. 2 Det. 3 Det. 4 Det. 5
λ 1.14± 0.01 1.14± 0.01 1.25± 0.03 0.98± 0.02 1.34± 0.01 1.07± 0.01
∆ −6.37± 12.02 5.97± 5.82 0.09± 7.74 5.55± 4.73 10.98± 7.56 9.49± 6.15
χ2
red 3.20± 0.83 1.64± 0.40 1.81± 1.48 1.38± 0.30 2.09± 0.50 2.15± 0.49

Det. 6 Det. 7 Det. 8 Det. 9 Det. 10 Det. 11
λ 1.14± 0.02 1.15± 0.01 1.15± 0.20 1.11± 0.02 1.17± 0.01 1.20± 0.01
∆ 9.87± 4.77 8.57± 5.81 6.09± 19.99 6.24± 8.19 10.43± 8.79 10.39± 5.46
χ2
red 3.61± 1.14 2.05± 0.51 1.58± 0.72 1.55± 0.40 1.83± 0.45 2.94± 0.74

Table A.1: Average and standard deviation of fit parameters λ and ∆ along with χ2
red across

all pixels for each detector.

there are some pixels where the template shape is rather accurate, such as those in Fig. A.2a.
This seems to imply that a single template shape is not enough to characterize all pixels in
a detector. One possibility is that the depth distribution from the Monte Carlo simulation
does not accurately represent the true depth distribution in some pixels. This should be
expected to some degree since a single depth distribution is used for each detector, when in
reality the depth distribution should not be exactly constant over the whole detector due
to the near field geometric configuration2. If the error is dominated by an incorrect depth
distribution, then the overall depth calibration will not be significantly impacted, because
the CTD template fit function is not very sensitive to the shape between the edges in the
τmeas distribution; besides the amplitude scaling factor, the CTD template can only stretch
and offset along the τ axis. Thus, as long as the best fit CTD template edges line up well
enough to the data, then the best fit values for λ and ∆ will still give a good calibration.

However, if the differences between the τmeas distributions and the CTD templates are
dominated by unmodeled inhomogeneities that result in changes to the shape of zn(τsim)
across a detector, then the best fit values for λ and ∆ will not give a good calibration for
pixels where the true zn(τsim) is significantly different from the zn(τsim) from step 3.

A.2 Depth Calibration: New Approach

A new depth calibration technique was developed in order to better account for inhomo-
geneities in the detector. The steps are as follows:

1. Collect data with a calibration source and mimic the experimental configu-
ration in a Cosima simulation. This is identical to step 4 in the classic approach.

2. For each detector, extract the simulated depth distribution and normalize
it. Call these normalized depth distributions gn(z) where n denotes the detector.

2Ideally, we would record the depth distribution in each pixel in the simulation, but this would require
extensive CPU time to achieve good statistics in all 16428 pixels
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Figure A.2: Best fit CTD templates (red) to the τmeas distributions (blue) for individual
pixels from detectors 6 and 10.

3. For every pixel, extract the τmeas distribution from the real data and nor-
malize it. Call these normalized τmeas distributions fp(τmeas) where p identifies the
pixel uniquely.

4. Assume that the mapping between τmeas and depth z is one-to-one; this
implies that

gn(z)dz = fp(τmeas)dτmeas →
dz

dτmeas
=
fp(τmeas)

gn(z)
(A.2)

Another way of saying this is that because the mapping is one-to-one, each area element
under gn(z) corresponds to an area element under fp(τmeas).

5. Numerically solve the ordinary differential equation in Equation A.2 for
z(τmeas) for every pixel, and call the solution zp(τmeas) where p denotes the
pixel. The boundary conditions were chosen by finding the edges of fp(τmeas) and
associating them with the detector edge z coordinates (See Figure A.3).

Once this depth calibration has been completed, then real, measured interactions are assigned
depths by simply using the zp(τmeas) solution for the corresponding pixel. Figure A.3 is a
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graphical representation of this technique.
The algorithm for solving Equation A.2 is straightforward. gn(z) and fp(τmeas) can

be thought of as binned probability density functions over z and τmeas respectively. The
separability of Equation A.2 allows for a simple integration∫ τmeas

τmeas,0

fp(τ
′)dτ ′ =

∫ z

z0

gn(z′)dz′ (A.3)

where τmeas,0 and z0 are the initial conditions. z0 is taken to be zero, representing the
cathode side edge of the detector, while τmeas,0 is determined by finding the left-most edge
of fp(τmeas). The right hand side is integrated up to the anode edge of the detector to yield
a cumulative density function Gn(z). Then, for each 5 ns τ bin in fp(τmeas), the left hand
side integrand is evaluated, and a value of z is found (by inverting and linearly interpolating
Gn(z)) such that both integrands are equal. This yields a series of (τmeas, z) pairs which
constitute the desired zp(τmeas) profile for pixel p.

The major difference between the new approach and the classic approach is that the new
approach does not utilize the electrostatic and charge transport models at all. The only model
dependence in the new approach comes in through the Monte Carlo simulations. Therefore,
the new approach is particularly reliant upon tight matching between the simulated and
experimental configuration, and an accurate mass model.

It should be clear that this new approach is better able to account for inhomogeneities;
whereas the classic approach used two parameters per pixel, λ and ∆, and assumed the
same zn(τsim) for every pixel of a detector, the new approach generates a unique zp(τmeas)
for every pixel. Fig. A.4 shows several zp(τmeas) profiles for a few pixels in detector 6. These
specific pixels were chosen so as to illustrate inhomogeneity that cannot be described by just
a stretching factor and an offset. The red cluster of zp(τmeas) profiles corresponds to pixels
closer to the center of the detector, while the blue cluster corresponds to pixels closer to
the edge. We note that this trend has not been studied in detail and is currently only an
observation. Regardless, this underscores the utility of the new approach, as the “one size
fits all” paradigm of the classic approach cannot account for details such as these.

A.3 Angular Resolution

In the domain of Compton telescopes, angular resolution is defined as the FWHM of the
ARM distribution, where the ARM for a single event is the smallest angular distance between
the Compton cone edge and a specified source location (Figure 2.16). The angular resolution
of Compton telescopes such as COSI is determined primarily by three factors:

1. Position resolution. The locations of the interactions must be known with high
precision in order to accurately determine the orientation of the Compton cones. The
2 mm strip pitch of the COSI GeDs gives a position resolution of 2 mm in the x
and y directions. The z position resolution is 0.2 mm RMS for most of the detector
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Figure A.3: A diagram illustrating the new approach to the depth calibration. The top
histogram is the depth distribution gn(z) in detector n, determined from Cosima simulations.
The bottom histogram is the measured distribution of collection time differences fp(τmeas)
in pixel p. The area under each histogram has been normalized to 1. Assuming the map
between depth and collection time difference is one-to-one, then each area element under
gn(z) corresponds to an area element under fp(τmeas). The area elements are denoted by
the green regions under the histogram, and are not drawn to scale. Using this principle, the
relationship between depth and collection time difference zp(τmeas) can be determined for
pixel p by solving Equation A.2. The dashed lines show the choice of boundary conditions;
the edges of the detector are mapped to the edges of fp(τmeas).
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Figure A.4: z(τmeas) for 24 pixels of detector 6. The red pixels are closer to the center of
the detector, while the blue pixels are closer to the edge. There is a clear difference in the
shape between edge and center pixels that cannot be resolved by stretching and offsetting.
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Figure A.5: Comparison between the simulated ARM and measured ARM using both depth
calibration approaches as a function of energy. The calibration sources used were Ba-133
(356 keV), Na-22 (511 keV), Cs-137 (662 keV), and Y-88 (898 keV). The error bars are 90%
confidence.

and somewhat worse near the edges of the detector, due to the steepening of z(τmeas)
near the edges (Bandstra et al., 2006). COSI’s angular resolution is dominated by the
position resolution, and in particular the x and y position resolutions.

2. Energy resolution. Application of the Compton scattering formula requires knowl-
edge of the incident and scattered gamma-ray energies, which COSI can resolve ac-
curately due to the exceptional spectral resolution of germanium (2.0 - 2.5 keV at
662 keV). COSI’s imaging performance is not significantly impacted by the energy
resolution.

3. Doppler Broadening. Bound electrons which participate in Compton scattering are
not initially at rest, but rather in an orbital state with unknown momentum. This
introduces an error in the Compton scattering angle when applying Equation 2.1.
Doppler broadening places a theoretical lower limit on the angular resolution, which
for germanium is 2.85◦ at 200 keV, 1.25◦ at 500 keV, and 0.65◦ at 1000 keV (Zoglauer,
2005). As can be seen in Fig. A.5, COSI is not close to these limits.

Although the angular resolution for the current COSI GeDs is dominated by the xy
position resolution, we set out to determine if the new depth calibration approach had
any effect on the ARM FWHM as compared to the classic depth calibration. Figure A.5
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shows a comparison of the measured ARM FWHM using both depth calibration approaches.
Interestingly, both approaches result in almost the same performance, with the new approach
possibly performing slightly better. This could mean that we have reached the best achievable
angular resolution with the current COSI GeDs, or it could mean that something else in the
analysis pipeline is limiting the angular resolution.

A.4 Sub-Strip Positioning Using Spectator Strips

We investigated the possibility of achieving x and y position resolutions finer than the COSI
GeD strip pitch of 2 mm. This was motivated by the fact that the majority of energy
collecting strips are accompanied by neighboring strips that do not collect energy, but do
in fact trigger the fast shaper electronics and yield a timing value. This happens because
charge collected to a strip will induce an instantaneous current on neighboring strips, but
not a net charge (Knoll, 2010). The result is a fast pulse from the preamplifer which is
attenuated in the slow shaper, but produces a signal large enough in the fast shaper to cross
the fast threshold and trigger the zero-crossing detector.

Our charge transport model was used once again to determine if these “spectator” strips
might be used to refine our xy positioning. We simulated energy deposits in the detector
at various values of x while keeping y and z constant. All of the simulated x positions
were below a single energy collecting strip, and the fast shaper signal was recorded for
the neighboring spectator strip as a function of x. Figure A.6 shows the results of these
simulations. The large black pulse is the fast shaper signal from the energy collecting strip,
while the collection of multi-colored signals are fast shaper pulses as the value of x is varied
over the energy collecting strip’s width (1.75 mm). Figure A.7 is similar to Figure A.6 except
that the signals now correspond to a spectator strip that is two strips away from the energy
collecting strip. Also, the pulse from the energy collecting strip is not shown in Figure A.7,
although it is of the same amplitude as in Fig. A.6.

The amplitude of the spectator strip adjacent to the energy collecting strip exhibits a
variation of a factor of two, with the maximum reaching 0.3 of the energy collecting strip’s
pulse amplitude. The spectator strip two strips over from the energy collecting strip is much
less sensitive to the x position of the energy deposits, showing almost no variation. Treating
the fast shaper threshold as a discriminator threshold, the presence of a spectator strip
on say the left side of the energy collecting strip and not on the right side could indicate
that the energy was deposited under the left half of the energy collecting strip. Of course,
this would only work for a relatively narrow range of energies where the spectator strip
amplitude is varying in the vicinity of the fast threshold; about 150 - 300 keV for a fast
threshold of 50 keV. Unfortunately, COSI’s current fast shaper channels are not equipped
with any sort of pulse height measuring circuitry. If these circuits were present, then an xy
position refinement would likely be possible over a larger energy range.

Similar studies using double sided strip germanium detectors have been carried out using
digitizers to record the signal on each strip (Burks et al., 2004). The authors were able to
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Figure A.6: Spectator strip amplitude vs x
position of deposited charge under the energy
collecting strip. The black pulse is the fast
shaper signal from the energy collecting strip
and the collection of colored pulses are the
spectator strip pulses vs x.

Figure A.7: Spectator strip amplitudes vs x
for a spectator strip that is two strips away
from the energy collecting strip.

reduce the xy position resolution from 2 mm (the strip pitch) to 0.5 mm using the digitized
spectator strip waveforms to integrate the spectator strip pulse, leading to a factor of two
improvement in angular resolution. We note that this approach is probably not feasible for
space flight due to the relatively high power consumption of digitizers and the sheer number
of channels to read out in an instrument such as COSI. However, as mentioned before, a
measurement of the pulse heights in the fast shaper electronics of COSI might be enough to
improve the xy position resolution without employing waveform digitization.

A.5 Summary

We performed the depth calibration of the COSI GeDs using a classic, previously used ap-
proach, as well as a newly developed approach that is simpler in its implementation. Specifi-
cally, the classic approach required detailed charge transport simulations as an intermediate
step, whereas the new approach completely avoids this. A benefit of the new approach is
that it has the capability to account for inhomogeneities that are not modeled in the classic
approach. We computed the ARM FWHM at several energies using both depth calibration
approaches and found no significant change.

Finally, our work on xy position refinement is encouraging, but unlikely to yield a sig-
nificant increase in position resolution outside of a relatively narrow energy band (150 keV
- 300 keV) with the current COSI electronics. Future iterations of detectors and electronics
may accommodate additional circuitry such as pulse height analyzers on the fast shaper
channels, which will improve the prospects for sub-strip positioning.




