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ABSTRACT OF THE DISSERTATION

Towards the Efficient Design of Vehicular Ad-Hoc Networks

by

Jared Dulmage

Doctor of Philosophy in Electrical Engineering

University of California, Los Angeles, 2012

Professor Michael Paul Fitz, Chair

Large-scale wireless network design and analysis generally falls between two extreme ap-

proaches. The information theoretic approach trades scenario fidelity for analytical tractability.

Its results often reveal fundamental design tradeoffs and performance limits under very generic

assumptions. Numerical simulation campaigns capture the details of a particular network but

at a high computational cost, precluding large-scale scenarios with many nodes. Because per-

sonal safety is at stake, the design of vehicular wireless networks poses a particularly daunting

challenge, requiring both large-scale and highly detailed models. This dissertation aims to push

information theoretic analysis towards reality and pull out detailed simulation in lieu of abstrac-

tions that improve its efficiency and, therefore, scalability.

The first analysis, however, facilitates the detailed simulation of a specific scenario on the

highway. I present novel expressions for the time-domain correlations due to Doppler spectra

proposed in the literature for modeling the highway propagation environment. The spectra are

also re-interpreted to yield novel and intuitive non-isotropic angle-of-arrival scatterer profiles.

Finally, I propose a sum-of-sinusoids software channel model that accurately synthesizes the

fading paths’ random processes.

In the second analysis, I take a semi-analytic approach to abstract the impact of the time-

varying channel on effective throughput, or goodput, which accounts for physical layer over-

head and re-transmission of lost packets. Based on an extensive simulation of a standard wire-

less vehicular network physical layer, I derive a set of expressions that can predict the goodput
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given a number of signal, packet, and channel parameters. Further, I derive a metric that delim-

its the (nearly) optimal packet size (in the sense that it maximizes goodput) given the channel

and signal parameters.

The third analysis extends the information theoretic statistics of an idealized orthogonal fre-

quency division multiplexing (OFDM) system to one with practical constraints on channel esti-

mation overhead. Incorporating heretofore separate results on channel estimation error, outage

probability approximation, and goodput analysis, we identify a new tradeoff between the chan-

nel frequency-diversity and the training required to exploit that diversity. From this perspective,

I find a novel optimization of the signal bandwidth of time-scalable OFDM transmissions to

maximize goodput.

The final analysis derives new, closed form bounds and an approximation for the variance

of narrowband vector transmissions in time-selective channels with training overhead. The

bounds and approximation are shown to be accurate over a large range of channel and signal

parameters. The expressions reveal the fundamental dependency of the variance on the product

of the maximum Doppler shift and the vector duration.
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CHAPTER 1

Introduction

1.1 The VANET Challenge

Intelligent Transportation Services (ITS) promise to improve transportation safety, efficiency,

and comfort by coordinating vehicular flow, responding to events (such as accidents) quickly,

providing on-the-move consumer services, and enhancing the authority’s’ ability to monitor,

plan, and direct traffic. Its central enabling technology falls under the umbrella of vehicular

ad-hoc networks (VANETs) which connect mobile vehicles and fixed roadside nodes through

wireless links.

VANETs pose a significant challenge for system engineers. With safety-of-life at stake, the

fidelity of predictive simulations and analytical design rules are particularly important. Typical

urban or highway scenarios can involve hundreds or thousands of nodes communicating over

novel, time-varying channels. Layers of the communication stack are intimately coupled with

both the channela and mobility model as illustrated in Figure 1.1. This limits the applicability

of analyses which isolate a single layer. For example, a warning message from one vehicle may

cause nearby vehicles to alter their trajectory and relay further warnings, thus changing the net-

work topology, message load, and characteristics of the propagation channel. To account for all

of these effects, the entire aggregate model in Figure 1.1 needs to be simulated, which is com-

putationally impractical. If the performance of one or more protocol layers could be expressed

directly as a simpler function of the model parameters, then realism could be maintained while

reducing computational cost.

Cross-layer analysis and design offers a compelling approach to designing, optimizing, and
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Figure 1.1: Block diagram illustrates the dependencies between typical protocol layers, the

propagation channel, and the node mobility model. Arrows indicate an “influences” relation-

ship. For instance, a GPS navigation application could direct where the node goes, influencing

the mobility model.
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implementing VANETs and ITS. By considering several layers of the communications stack

at once, one can discern critical dependencies between parameters and formulate optimal so-

lutions whose performance exceeds those determined using decoupled models. Such fidelity

comes with a price: complexity. Cross-layer solutions are only as useful as the intuitive insights

they offer through distillation of perhaps disparate parameters to a set of simplified critical ag-

gregates. Often such solutions facilitate the adaptation of the parameters of one protocol layer to

parameters or measurements taken from a different layer. Of particular importance is the cross-

layer interaction between the physical layer (PHY) and the medium access control (MAC) layer.

Each layer separately presents formidable challenges for accurate simulation, so accurate cross-

layer models can simultaneously reduce development effort and increase practicable simulation

fidelity and scale.

In this dissertation, I present a number of contributions that improve VANET model fidelity

and identify relationships between PHY and MAC parameters that simplify system modeling

while providing insights to assist in system design or guide adaptation while the system is

operating.

1.2 Dissertation Summary

Wireless channel models link the theoretical and simulation realms to the real world by model-

ing the effect of the environment on wireless transmissions. To most precisely characterize sys-

tem performance for a particular use scenario, a channel model specific to that scenario should

be employed. Often, scenario-specific models are created from channel sounding campaigns

that derive the salient statistical parameters from data captured through extensive experimenta-

tion.

Such a model was derived for vehicular networks operating on the highway, but only for

implementation on a hardware channel emulator. In Chapter 2, I derive time-domain correla-

tion functions for the set of unconventional Doppler spectra specified for the model, useful in

system design and evaluation. I also re-interpret the spectra in the angular domain to reveal the
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non-isotropic patterns of the incoming scattering components. The patterns validate the intu-

ition that, on the highway, the strongest (e.g. closest) scatterers were concentrated to the sides of

the vehicle, perpendicular to the axis of motion. I further propose an efficient sum-of-sinusoids

software channel model that facilitates simulation of systems operating in the highway environ-

ment.

Dedicated Short Range Communications (DSRC) is an umbrella term referring to the wire-

less technologies over which ITS will operate. The IEEE 802.11p Wireless Access in Vehic-

ular Environments (WAVE) [IEE06] standard is meant to be the most flexible and ubiquitous

for both vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2I) communications. IEEE

802.11p is a based on IEEE 802.11a and is similarly an orthogonal frequency division multi-

plexing (OFDM) waveform. Table 1.1 compares DSRC (IEEE 802.11p) with some other com-

mon wireless standards. As the leading candidate for the VANET wireless interface, analysis

of IEEE 802.11p, a wideband OFDM waveform, operating over a realistic vehicular channel is

the ultimate goal of my research. The contributions in this dissertation constitute a base upon

which this goal could be reached.

In Chapter 3, I take a semi-analytic approach to cross-layer optimization of the PHY and

MAC. I consider the goodput, or effective throughput accounting for PHY overhead and re-

transmission of lost packets by the MAC, of a DSRC transmission in the highway setting. Using

the channel model derived in Chapter 2 and a IEEE 802.11p conformant PHY simulation model,

I derive a novel expression for the cross-layer spectral efficiency (i.e. the goodput per unit

bandwidth) through a curve fit to an empirical curve generated through an extensive simulation

campaign. I identify a tradeoff between goodput and the packet length and propose a modified

coherence time metric that accounts for the PHY transmission mode. This metric predicts the

packet length that maximizes the system goodput more accurately than the traditional coherence

time. The result has implications for channelization of the DSRC allocated spectrum assuming

use of proportionally time-scaled DSRC waveforms, a matter actually considered in the IEEE

802.11p standardization process.

The semi-analytic approach yields accurate solutions to specific scenarios, but provides less

4



Table 1.1: Comparison of wireless communications systems.

DSRC 802.11 Wi-Fi Cellular
Mobile

WiMAX

Data Rate 3-27 Mbps 6-54 Mbps <2 Mbps 1-32 Mbps

Latency <50 ms seconds seconds n/a

Range <1 km <100 m <10 km <15 km

Mobility >60 mph >5 mph >60 mph >60 mph

Nominal

Bandwidth
10 MHz 20 MHz <3 MHz < 10 MHz

Operating

Band

5.86-5.92 GHz

(ITS-RS)

2.4/5.2 GHz

(ISM)

800 MHz,

1.9 GHz
2.5 GHz

IEEE std.
802.11p

(WAVE)
802.11g/a n/a 802.16e

5



insight and general applicability than could a purely analytic approach. Information theoretic

analysis provides invaluable guidance for system design, reveals fundamental parameter trade-

offs and performance limits, though lacks the scenario specific details of simulation. The second

half of this dissertation I extend information theoretic analyses in the literature to incorporate

more realistic signal models.

In Chapter 4, I combine heretofore separate analyses: the optimization of the training over-

head in pilot-symbol assisted modulation (PSAM-)OFDM to maximize average achievable rate

and the use of mean and variance statistics of (non-PSAM) OFDM (with perfect channel state

information) to approximate its outage probability. I present two expressions that extend those

for the mean and variance of the mutual information (MI) of OFDM in quasi-static, multipath

Rayleigh fading to account for sub-carriers used for channel estimation (i.e. pilots). The main

contribution of this work is the identification of a tradeoff between the frequency-diversity of-

fered by the channel (reflected by the MI variance) and the training overhead required to exploit

that diversity. This has implications for channelization similar to that in Chapter 3 but con-

sidering general data rates and symbol-by-symbol channel estimation. The analysis enables

maximization of the achieved goodput, which is greater than that achieved optimizing either the

(ergodic) average MI or variance (as proposed in the literature).

While the analysis in Chapter 4 provides a means for optimization of goodput, it relies on

numerical evaluation of the MI variance. This provides limited insight into the dependence of

the variance, and hence the goodput optimal PHY rate, on other system parameters. In Chapter 5

I derive closed form bounds and an accurate approximation for the MI variance of narrow-

band transmissions in time-varying fading. A narrowband system was considered to build upon

the existing literature, however the results have a dual solution in the frequency-domain for

wideband PSAM-OFDM systems operating over independent, identically distributed multipath

Rayleigh channels. The main contribution of this chapter shows that, operating over a time-

varying channel with a rectangular Doppler spectrum, the MI variance is bound (both upper

and lower) by the inverse of the product of the maximum Doppler shift and the transmission

block size (at a fixed SNR). From these bounds I derive a novel approximation for the MI vari-

6



ance that is shown to be quite accurate across a range of channel and block parameters. The

analysis presented in this chapter could potentially be extended to compute the MI variance

of OFDM tranmissions in doubly-selective (though varying slowly enough in time to ignore

inter-carrier interference) channels which would be of great use in accurately predicting good-

put performance of modern OFDM-based systems as well as provide expressions from which

to optimize and adapt parameters.
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CHAPTER 2

Non-Isotropic Fading Channel Model for the Highway

Environment

2.1 Introduction

Intelligent Transportation Systems (ITS) promises to revolutionize travel by enabling mobile

units to communicate among themselves and with non-mobile stations over wireless commu-

nications links. The ITS infrastructure will make advanced traffic management, remote safety

alerts, and interactive consumer services possible on-the-move at speeds up to and exceeding

those on the highway.

2.2 Background and Motivation

The high-speed, mobile-to-mobile scenario presents a unique wireless environment. The Wire-

less Access in Vehicular Environments (WAVE) draft standard document [IEE06] describes

the channel model recommended for system development and test. The model was derived

from channel sounding experiments performed in an open highway environment [AIT04]. The

standard specifies a 10-tap multipath fading model with the majority of taps exhibiting Rician

fading. The diffuse Doppler spectrum for each tap results from the non-isotropic nature of the

environment and does not match the classic Jakes spectrum. This chapter explores the alterna-

tive Doppler spectra and their realization using a sum-of-sinusoids (SoS) channel model suitable

for algorithm development and test.

The following describes the outline of this chapter: section III introduces the ideal channel
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model, section IV describes the simulation model used for test, section V briefly compares the

simulated model statistics to the proposed reference model, and section VI states conclusions

and future efforts.

2.3 Model Description

The multipath channel model described in [IEE06] consists of ten independent, Rician faded

taps. Each tap is parameterized by an overall gain, excess tap delay, Rice K-factor, specular

angle-of-arrival, frequency offset, Doppler spectrum half-width, and Doppler spectrum shape.

The following idealized model applies to each tap, ignores the frequency offset, and treats the

Doppler spectrum half-width as the maximum Doppler shift.

2.3.1 Rician Fading Process

The reference model is the 2-D Rician, non-isotropic scattering model. The following equation

describes the complex baseband Rician fading process:

z(t) = x(t)+ y(t) (2.1)

where x(t) is the diffuse component given by

x(t) = xI(t)+ jxQ(t) (2.2)

and xI(t) and xQ(t) are independent identically distributed (IID) Gaussian random processes

with mean µ=0 and variance σ2/2. The function y(t) is the specular or line-of-sight (LoS)

component and is specified as

y(t) = ρe jω0t+ jθ0 (2.3)

where ω0 = 2π fm cos(α0) is the LoS angular Doppler with LoS angle-of-arrival (AoA) α0 and

maximum Doppler fm in hertz, and θ0 is the LoS phase. The average fading signal power is

given by

G = E[‖z(t)‖2] = E[< z(t)z∗(t)>] (2.4)
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where < .. . > is the time average. Let K ≥ 0 be the ratio of the specular power to the diffuse

power. We can write the LoS amplitude ρ and the total diffuse power σ2 as

ρ =
√

GK/(1+K) (2.5)

σ2 = G/(1+K). (2.6)

The Rician process naturally degenerates to a Rayleigh process by setting K=0. Using

(2.5) and (2.6) the probability density function (pdf) of the fading signal envelope r(t) = |z(t)|
is [Stu01]

pr(r) =
2r(1+K)

G
e−K−(1+K)r2/GI0

(
2r
√

K(1+K)/G
)

(2.7)

where I0(·) is the zero order modified bessel function of the first kind. The cumulative distribu-

tion function (cdf) is [Stu01]

Pr(r ≤ R) =

∫ R

−∞
pr(r)dr = 1−Q(

√
2K,

√
2(1+K)ν2) (2.8)

where Q(a,b) is the marcum-Q function and ν = R/
√

G is the root-mean-square (rms) normal-

ized envelope level. The pdf of the phase θ(t) = ∠z(t) of the fading signal is [PKL98]

pθ(θ, t) =
1

2π
e−K

(
1+

√
πKΦθ(t)e

KΦ2
θ(t)×

(
1+ erf

(√
KΦθ(t)

)))
(2.9)

where Φθ(t) = cos(θ−θ0 −ω0t) and θ ∈ [−π,π). Note that the phase becomes time invariant

for ω0 = 0 (via α0 = π/2) and tends to the uniform distribution pθ(θ) = 1/2π as K → 0.

2.3.2 Fading Process Correlations

The fading process z(t) can be separated into a diffuse component and specular component.

Similarly we can separate those components of the fading signal correlations. This decompo-

sition facilitates the analysis of alternative diffuse processes independent of the overall fading

signal. In this vein, the correlations of the Rician fading process Rg(z)(τ) are expressed in terms
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of the autocorrelation function of the diffuse component Rxx(τ)

Rzz(τ) =
G

1+K

(
Rxx(τ)+Ke jω0τ

)
(2.10a)

RzIzI
(τ) =

1

2
ℜRzz(τ)

=
G

2+2K
(ℜRxx(τ)+K cos(ω0τ)) (2.10b)

RzIzQ
(τ) =

1

2
ℑRzz(τ)

=
G

2+2K
(ℑRxx(τ)+K sin(ω0τ)) (2.10c)

R|z|2|z|2(τ) =
(

G

1+K

)2 (
1+2K+K2

+R2
xx(τ)+2KRxx(τ)cos(ω0τ)

)

=

(
G

1+K

)2

(1+2K)+ |Rzz(τ)|2 (2.10d)

2.3.3 Diffuse Doppler Spectra

Motion in the wireless environment causes transmitted signals to experience Doppler shifts as

a function of the angle between the signal path and the direction of motion. Signals arrive at

a receiver after having experienced reflections from potentially moving scatterers at a variety

of angles. The superposition of these multipath components with a range of Doppler shifts and

received powers manifests as a Doppler spectrum at the receiver. The exact shape of the Doppler

spectrum is a function of the wireless environment. Annex Q of [IEE06] describes several

Doppler spectra considered for matching against data taken from channel sounding experiments.

Figure 2.1 illustrates each candidate spectrum.

The (unnormalized) Doppler power spectral density (DPSD) functions for the JakesX, round,
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Figure 2.1: Diffuse spectra: a) JakesX (windowed Jakes), b) Flat, c) Round.

and flat spectrum shapes respectively are

SX( f ) =





β
(
π fm

√
1− (β f/ fm)2

)−1
, | f | ≤ fm,

0, otherwise,

(2.11a)

Sr( f ) =





π fm

√
1− ( f/ fm)2, | f | ≤ fm,

0, otherwise,

(2.11b)

S f ( f ) =





1, | f | ≤ fm,

0, otherwise,

(2.11c)

where fm is the maximum Doppler shift and β =
√

1−10−X/5 where X ≥ 0 is in dB (thus

0 ≤ β ≤ 1). The JakesX spectrum becomes the classic Jakes spectrum as X → ∞ or equivalently

β → 1.
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2.3.4 Diffuse Process Correlations

The inverse Fourier transforms of the Doppler spectra of (2.11) result in the corresponding

time-domain signal autocorrelation functions

RX(τ) =
2

π

∫ γ

0
cos(2π fmτsinα)dα (2.12a)

Rr(τ) = π2 f 2
m

J1(2π fmτ)

2π fmτ
(2.12b)

R f (τ) = 2 fm sinc(2π fmτ) (2.12c)

where sinc(x) = sin(x)/x, J1(x) is the first order Bessel function, and γ = arcsin(β) with 0 ≤
γ ≤ π/2.

2.3.5 Angle of Arrival (AoA) Distributions

Jakes expressed the bandpass DPSD in terms of the pdf of the angle of arrival p(α) and the

antenna gain pattern G(α) in the horizontal plane. The diffuse complex baseband DPSD is

given by

Sxx( f ) = SII( f )+SQQ( f ) = 2SII( f ). (2.13)

where SII(t) = SQQ(t) are the in-phase and quadrature spectra of the IID random processes

xI(t) and xQ(t) respectively. Substitute (2.13) into the relationship between the baseband and

bandpass spectra Sss( f ) to get

Sss( f ) =
1

2
(Sxx( f − fc)+Sxx(− f − fc)) = SII( f − fc)+SII(− f − fc) (2.14)

where fc is the carrier frequency. Comparing (2.14) with (2.13) we observe that the baseband

spectrum is a scaled, frequency shifted duplicate of the one-sided bandpass spectrum. We can

thus apply Jakes analysis [JC94] to the complex baseband case through SII( f ).

SII( f ) =
b

fm

√
1− ( f/ fm)2

[p(α)G(α)+ p(−α)G(−α)] (2.15)

where b is the effective isotropic received power (EIRP). The value of b is nominally the trans-

mit power multiplied by the maximum antenna gain. Because our Doppler spectra are known,
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(a) (b) (c)

Figure 2.2: Angle-of-Arrival distributions for a) JakesX, b) flat, and c) round spectra. Vehicle

and roadway included for scale reference.

we restate ((2.15)) to isolate p(α) and G(α).

p(α)G(α)+ p(−α)G(−α) =
SII( f ) fm

√
1− ( f/ fm)2

b
. (2.16)

Without loss of generality assume a unit gain, isotropic antenna G(α) = 1 and unit transmit

power such that b = 1. Since all of the desired spectra (2.11) are symmetric, the right hand

side of (2.16) is symmetric and we can assume a symmetric AoA distribution p(α) = p(−α).

Normalizing each desired spectrum S(·)( f ) in (2.11) by R(·)(0) in (2.12) and using the fact that
√

1− ( f/ fm)2 = |sin(α)| [JC94] we get the following AoA pdfs:

pX(α) = 1/4γ, |α− π

2
| ≤ γ (2.17a)

pr(α) = sin2(α)/π, |α| ≤ π (2.17b)

p f (α) = |sin(α)|/4, |α| ≤ π (2.17c)

where the range of α in (2.17a) results from the requirement that
∫

pcX(α)dα = 1 and that the

range of f in (2.11a) is centered about f = 0 or α = arccos( f/ fd) = π/2. Recall sub-scripts X ,

r, and f refer to the JakesX, round, and flat Doppler spectra, respectively (2.11). Figure 2.2 is a

geometric interpretation of each distribution in (2.17) that illustrates the non-isotropic incidence

of scatterer power.
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2.3.6 Level-Crossing Rate and Average Fade Duration

The level-crossing rate (LCR) LR and average fade duration (AFD) T̄ are two statistics com-

monly employed to validate the accuracy of channel models [JC94,Stu01,PKL98]. These statis-

tics are functions of the moments of the Doppler spectrum. These functions have a closed form

for Rician fading as long as the diffuse spectrum is symmetric and the specular AoA is π/2 (i.e.

ω0 = 0) [Stu01]. Patzold [PL99] gives the equations as

LR =

√
b2

2π
pr(R) (2.18)

T̄ = Pr(r ≤ R)/LR (2.19)

where b2 is the second moment of the in-phase component of the diffuse DPSD, R is the enve-

lope level and pr(R) and Pr(r ≤ R) are given in (2.7) and (2.8) respectively. The value b2 can

be computed using [JC94]

b2 = (2π)2
∫ ∞

−∞
SII( f ) f 2d f (2.20)

Applying this to each spectrum in (2.11) results in

b2X
=

π2 f 2
m

β2

(
1− β

√
1−β2

γ

)
(2.21a)

b2r
=

π2 f 2
m

2
(2.21b)

b2 f
=

2π2 f 2
m

3
. (2.21c)

Substitute (2.21) normalized by the diffuse power of xI(t) (σ2/2) (2.6) and (2.7) into (2.18) to

get

LRX
=

√
1−β

√
1−β2

β2γ
Λ(ν) (2.22a)

LRr
=

√
1

2
Λ(ν) (2.22b)

LR f
=

√
2

3
Λ(ν) (2.22c)

where ν = R/
√

G is the rms normalized signal level as in (2.8), γ = arcsin(β) as in (2.12), and

Λ(ν) =
√

2π(1+K) fmνe−K−(1+K)ν2 × I0

(
2ν
√

K(1+K)
)

(2.23)
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is the LCR of the 2-D isotropic scattering environment with a Jakes spectrum [Stu01]. The AFD

follows directly from (2.8) and (2.22).

2.4 Simulation

2.4.1 Channel Model

Clarke’s sum-of-sinusoids [Cla68] model was chosen as the basic channel model for simula-

tions. The model was modified to select Doppler frequencies according to the various AoA

distributions of (2.17). An exponential term was added to produce a Rician fading process. The

final modified channel model is

Z(t) =

√
G

1+K

(
X(t)+

√
Ke jω0t+ jθ0

)
(2.24a)

X(t) =

√
1

N

N

∑
n=1

e jωnt+ jθn (2.24b)

where ωn = fm cos(αn) is the diffuse Doppler with random AoA αn ∼ ps(α) for path n, ps(α)

is given in (2.17), and θn ∼U(−π,π) is the random diffuse phase. All other parameters follow

the convention set forth in section 2.3.1. We omit further details of this model and its analytical

correlations and refer interested readers to the references [Cla68].

2.4.2 Random Doppler Generation

The probability density functions for the angles-of-arrival of the flat and round Doppler spectra

are non-standard distributions. As such no generation functions specific to these distributions

are available. A simple and generic procedure for generating random numbers from an arbi-

trary distribution is Von Neumann’s rejection method [Grz89]. Briefly, generate two uniform

random numbers a ∈ D and b ∈ R where D and R are the domain and range of the desired pdf

p(x) respectively. Accept a as a valid random number from p(x) if b < p(a). Repeat until an

acceptable number is generated.
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Figure 2.3: Fading signal a) envelope pdf, b) phase pdf. Gain G=0,-1,-2,-3 dB to separate plots.

Intuitively the method is akin to randomly throwing darts at a graph of the target distribution

and accepting the x coordinate as the realization when the dart hits below the distribution func-

tion. The domains of the target distributions in (2.17) are restricted to finite ranges (|α| ≤ π)

which makes this technique especially attractive (imagine the difficulty of throwing darts at an

infinitely long dart board).

2.5 Results

Simulated channels were generated from the above model using each of the new target Doppler

spectra AoA distributions. Unless otherwise stated, statistics and correlations are averaged over

400 channels, fm = 1 kHz, K = 0.

2.5.1 Envelope and Phase Probability Distributions

Figure 2.3a and Figure 2.3b show the envelope and phase distributions. They match well with

the theoretical ideal plots.
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Figure 2.4: Fading signal autocorrelation a) real part, b) imaginary part.

2.5.2 Channel Correlations

Figure 2.4a and Figure 2.4b show the real and imaginary parts of the autocorrelation of the

fading signal. The autocorrelations have progressively wider main lobes with steeper envelope

rolloffs as the proportion of power contained at the higher Doppler shifts is reduced.

Figure 2.5 shows the squared envelope autocorrelations. The plots show good approxima-

tion of the reference shape. The error is due mostly to the underlying model error [Cla68,Pat06].

2.5.3 Level Crossing Rates and Average Fade Duration

Figure 2.6a and Figure 2.6b show the simulated Doppler normalized level-crossing rate (LR/ fm)

and average fade duration (T̄ ∗ fm).

2.6 Conclusion

This chapter derived the angles-of-arrival distributions for several non-Jakes spectra considered

in highway scenario channel models. The theoretical correlations, level-crossing-rates, and
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Figure 2.6: Normalized a) level-crossing rate, b) average fade duration.
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average-fade-durations were derived. The Clarke channel model was modified to generate the

new fading signals. Analysis of the simulation results demonstrates the agreement of the model

with theory. More efficient generation of these non-isotropic spectra may be realized using

deterministic models akin to the Method of Exact Doppler Spread (MEDS) [PKL98]. Further

generalization could incorporate the frequency offsets stipulated in the 802.11p/D1.0 channel

model would add additional realism to the model.
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CHAPTER 3

A Modulation Dependent Channel Coherence Metric for

VANET Simulation using IEEE 802.11p

3.1 Introduction

Vehicular networks exist in inherently time-varying environments. For accurate simulation the

variation of the channel with time must be taken into account. Traditionally, coherence time

has been used for this purpose. Typical IEEE 802.11p receivers do not track the channel in

time [YEY04]. Common to most IEEE 802.11 receivers, channel estimates using the preamble

at the beginning of the packet are maintained constant throughout the duration of the packet.

The pilots embedded in each OFDM symbol are used only for frequency offset tracking. The

assumption is that as long as the packet duration is less than the coherence time of the channel,

the channel will have not changed significantly from the initial preamble and the average error

rate performance will be dictated by the instantaneous signal-to-noise ratio (SNR). This ba-

sic performance can be found analytically or through simulations over a typical, time-invariant

channel. Common physical layer (PHY) models used in network simulation compute packet er-

rors based on the resulting average bit error rate (BER) curves or an SNR threshold set according

to the target error rate (essentially a binary partitioning of the BER curve). More complex chan-

nel estimation algorithms that track the channel throughout the packet have been proposed but

are not in the scope of this chapter, which focuses on the more common case described.

While it is convenient to assume that a packet shorter than the coherence time of a channel

experiences no degradation due to the channel time-variation, this chapter shows this to be false.

It is also false to assume that a packet longer than the coherence time will be severely degraded.
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The severity of degradation depends on the signal and receiver structures as well. In time-

varying channels, the channel estimates derived from the initial preamble lose coherence with

the channel over the duration of the packet. Thus, longer packets experience greater error rates

due to accumulated channel estimation error [SCE02]. This applies even to the slow-fading

scenario, which is the focus of this chapter, where the channel is essentially invariant over the

symbol duration and there is negligible ICI.

Several papers have addressed error rate performance of uncoded narrowband communi-

cations over quasi-static channels accounting for imperfect channel state information (CSI)

for both single-input single-output [SA95, TAG99] and multiple-input multiple-output [CB04,

TC06] systems. Analysis in [FGS99] applied to coded modulation in correlated fading but with

perfect CSI. A narrowband bit-interleaved, coded modulation system with imperfect CSI was

analyzed in [HR03] for 16QAM symbols only. In all of these analyses the error rate was not

related to either the packet length or coherence time of the channel. In most cases, the chan-

nel was considered quasi-static, varying independently from symbol to symbol. None of the

analyses applied directly to a practical system or standard. The authors of [SCE02, SCE03] in-

vestigated the transmission efficiency of IEEE 802.11R/A, a short-lived precursor to the current

IEEE 802.11p standard, over time-varying channels. Using simulated packet error rate (PER)

versus velocity curves, they computed the ratio of the ideal transmission time of a packet to that

including physical and link layer overhead.

This chapter defines and quantifies a new metric, the normalized empirical coherence time

(NETC). The NETC provides a more accurate estimate of the time over which a system may be

considered unaffected by the time-varying channel. The metric demarcates the greatest time,

normalized by packet duration, such that the system performance is degraded by some percent-

age. It is an explicit function of modulation. By dint of its derivation from empirical PER

curves, similar to [SCE02], the metric implicitly accounts for the signal, receiver, and channel

structures which determine the underlying PER. These results have particular relevance to the

simulation of VANETs which tend to operate over time varying channels and whose appropriate

packet lengths are unknown.

22



Table 3.1: Parameter settings for simulation campaign.

Parameter Set

SNR 30 dB

Packet length 2 – 30 OFDM symbols

Modulation BPSK, QPSK, 16QAM, 64QAM

Bandwidth 2.5, 5, 10, 20 MHz

3.2 System Model

A baseband equivalent IEEE 802.11 OFDM model was used for an extensive simulation cam-

paign. We assume that the received signal distortion is solely from the doubly-selective channel.

Thus we assume ideal time and frequency synchronization. The receiver generated channel es-

timates from the long training sequence (LTS) of the packet preamble using a zero-forcing

estimator. The frequency domain observations, along with the channel estimates, were input to

a mismatched detector which generated approximate log-likelihood ratios subsequently input

to a hard-decision Viterbi decoder. Embedded pilots were not used for channel tracking. While

the model was sub-optimal compared to maximum-likelihood detection, it was representative

of typical practical implementations.

3.2.1 System Parameters

A number of system parameters were swept across a range of values summarized in Table 3.1.

By setting high SNR, any observed performance degradation would be dominated by channel

estimation error and not noise. Packet lengths are set in terms of OFDM symbols to fix the

packet duration across modulations. The packet length in bytes is proportional to the modulation

order (equivalently the PHY rate). As a convention for each modulation, the minimum coding

rate available by the standard was set, that is 1/2 for BPSK, QPSK, and 16QAM and 2/3 for
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64QAM. In this chapter “packet” refers to the PLCP protocol data unit (PPDU) in the standard

[IEE03].

While 10 MHz is the nominal bandwidth of IEEE 802.11p transmissions, there has been

discussion of optional support for 5 and 20 MHz channels [SCH07, IEE06]. Packet duration

is inversely proportional to the signal bandwidth, thus a 5 MHz signal would be twice as long

as the 10 MHz signal. The 2.5 MHz channel was included as an extreme case (i.e. the longest

packet duration). By using a number of bandwidths, we can isolate the affect of modulation on

the error rate. For example, a 5 symbol, 10 MHz signal with BPSK modulation has the same

number of bits as a 5 symbol, 5 MHz signal with QPSK modulation. Thus both the packet

duration and the codeword length are equal. Any discrepancy in performance will be due to the

modulation.

3.2.2 Channel Parameters

The channel model was a wide-sense stationary, uncorrelated scattering model. Several chan-

nels were used in the simulations: a set of canonical channel models (CC) and an Expressway

channel model (GEC) derived from a channel sounding campaign by researchers at the Geor-

gia Institute of Technology ( [IEE06, Annex Q], [Pat06]). The CC have conventional, though

synthetic scattering functions whereas the GEC models a realistic channel. The CC scattering

function is exponential in delay and uniform in Doppler. That is, the gain gl and Doppler spread

fDl
of tap l = 1..L with delay τl are

gl =Ce−aτl and fDl
= fD, (3.1)

respectively. The decay rate a of the tap gains is set to engender a particular coherence band-

width [Rap96]

BC , 0.2/τrms (3.2)

where τrms =
√

∑L
l=1 glτ

2
l and τl < TCP the cyclic prefix duration. Equivalently L < BTCP where

B=10 MHz is the channel bandwidth. The normalizing constant C ensured that the channel had

unit gain (i.e. C−1=∑L
l=1 e−aτl ). The gains were constrained such that 10 log10(g1/gL)≤ 30 dB.
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Table 3.2: Channel parameters for simulation campaign.

Parameter CC GEC

L 3–15 11

τL 300–1500 ns 450 ns

τrms 26.6–200 ns 48 ns

BC 1–7.5 MHz 4.2 MHz

fD 1.3–26.4 kHz 0.813 kHz

TC 16–320 µs 520 µs

k1 0 dB 21.9 dB

g1/gL 30 dB 28 dB

S( f ) Jakes varied*

* see [IEE06, Annex Q]

Recall for the CC g1 > g2 > .. . > gL.

The uniform Doppler spread fD was set to engender a particular coherence time TC as de-

fined by [Rap96]

TC , 0.423/ fD (3.3)

where fD = 2π
√∫

f 2S( f )d f and S( f ) is the (normalized) power spectral density of the Doppler

spectrum. For the classic Jakes spectrum used for the CC, fD =
√

2π fm where fm is the maxi-

mum Doppler shift. The Doppler spectra for the GEC are not the Jakes spectrum, however their

Doppler spreads are upper bounded by those of the Jakes spectrum. Table 3.2 summarizes the

channel parameters for both the CC and GEC.

Because the CC were intended to act as a proxy for V2V channels, a line-of-sight component

was assumed. The first tap Rice K-factor is given as k1. The CC were not meant to emulate a real
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channel but to serve as references for channels with particular coherence time and coherence

bandwidth measures. The coherence times are chosen to be comparable to the packet durations

such that the coherence time to packet duration ratio is in the neighborhood of one.1

3.3 Methodology

For the vehicular scenario motivating our research, safety applications are a particular priority.

These applications have strict latency and reliability requirements. Our performance metric is

point-to-point link layer throughput. This metric is inversely proportional to latency. Thus a

maximum latency constraint would correspond to a minimum throughput, given some message

size (in bytes). Throughput also gives an upper bound on the number of users supported by

a particular link. For example, if the supported link throughput is 1 Mbps and the tolerable

latency is 20 ms for a 500 bit message, then 106/500×0.02 = 40 users could be supported with

perfect scheduling.

At a high level, PER curves are obtained via simulation of a typical IEEE 802.11p system

for a range of modulations, packet lengths, signal bandwidths, and channel coherence times.

The PER curves are transformed to throughput via calculations detailed in the sequel. Trends in

the throughput versus coherence time, packet duration ratio are fit to an analytical expression.

The expression is then used to define the NETC.

3.3.1 Packet Error Rate

Simulations were run for a minimum of 10000 packets or 400 packet errors. We were interested

in degradation due solely to accumulated channel estimation error. Because the channel esti-

mation algorithm uses the preamble LTS, as long as fD ≪ f∆, where f∆ = B/64 ≈ 156 kHz is

the sub-carrier separation, the frequency-domain estimates were not significantly degraded by

ICI. In order to ensure that the channel impulse response remained within the duration of the

1For curious readers, the CC coherence times correspond to mobile speeds of approximately 34 to 675 mph (55

to 1086 km/h) at an operating frequency of 5.9 GHz.
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Figure 3.1: Packet error rate versus packet length. Bold dark symbols mark the packet length in

bytes whose packet duration is equal to TC. TC=320 µs is beyond the plot domain.

cyclic prefix to avoid inter-symbol interference (ISI) regardless of the signal bandwidth, analy-

sis in this chapter utilizes results for the shortest channel (equivalently the largest BC=7.5 MHz)

only. Error performance over channels with smaller BC was actually upper-bounded by the per-

formance at the largest BC. In other words, the results presented can be interpreted as worst

case results (of the channels simulated). Because the standard has channel coding across sub-

carriers, increased frequency-domain diversity results in greater coding gain. Unless otherwise

stated signal bandwidth is 10 MHz.

Figure 3.1 shows the packet error rate versus packet length for each modulation and several

coherence times. Conventional coherence time analysis would predict PER to be 1 for packets

whose duration exceeded the coherence time (demarcated by the bold marks). However, the

figure shows a gradual increase in error rate. In fact, for a particular coherence time, say 80 µs,

the PER of QPSK and 16QAM modulated packets longer than the coherence time is less than
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the PER for 64QAM (and BPSK) whose packet are all shorter than the coherence time. This

violates conventional coherence time analysis.

This suggests a tradeoff between modulation order (hence, constellation density or mini-

mum inter-symbol distance) and packet duration. While high order modulations result in shorter

packets and thus accumulate less channel estimation error, their dense constellations are more

susceptible to that error. Conversely, low order modulations result in long packets with greater

accumulated error, but less sensitivity due to their large minimum symbol distance. The QPSK

and 16QAM packets offer the best tradeoff (of the simulated modulations) between packet du-

ration and estimation error sensitivity.

3.3.2 Latency

Link layer latency accounts for delays both at the PHY and medium-access control (MAC)

layers. This includes propagation delay, PHY headers, packet duration, MAC delay (e.g.

contention-based backoff), and automatic re-transmission of dropped packets. For this anal-

ysis we assume the perfect automatic repeat-request (PARQ) MAC model. This simplified

model assumes that dropped packets are re-transmitted instantaneously. A constant delay of Lo

OFDM symbols is incurred per packet (original or re-transmitted) and represents the total aver-

age PHY and MAC overhead. While this model is quite simple it is reasonable for any system

with fixed average delays (e.g. TDMA). It also models the transmission of fragmented pack-

ets over standard IEEE 802.11 networks utilizing the distributed coordination function (DCF)

MAC, ignoring queuing delays. The resulting latency TL is

TL , N(Lo +Lp)Ts (3.4)

N = argmin
N

FX(D; pe,K)≥ 1−PM (3.5)

D = N −K, K = M/LpRTs (3.6)

where N is the total number of packets transmitted (including those dropped and re-transmitted

D) and Ts is the OFDM symbol period (including the cyclic prefix). K is the number of packets

required to complete a M bit message sent at PHY rate R bps using packets consisting of Lp
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OFDM symbols each. In words, N is the minimum number of packets transmitted to ensure

K successful packets are received with probability 1−PM. By computing N according to PM

we explicitly tie the acceptable performance to the reliability constraints. Network analyses like

[BT05,SL07] account for network contention but compute only average throughput independent

of any constraints.

Random variable X is negative-binomial distributed with cumulative distribution function

(CDF) FX(·) and probability of (packet) error pe. The negative-binomial distribution gives the

probability of D failures before K successes over a series of Bernoulli trials given success rate

q = 1− pe. The CDF is

FX(D;q,K) = Iq(K,D+1) =
B(q;K,D+1)

B(K,D+1)
(3.7)

B(q;K,D+1) =
∫ q

0
tK−1(1− t)Ddt (3.8)

where Ix(a,b) is the regularized incomplete beta function. B(x;a,b) (3.8) is the integral form of

the incomplete beta function and B(a,b) = B(1;a,b).

For this analysis, the message error rate PM = 0.1 and the message size M = 8000 bits.

Figure 3.2 plots the results of applying (3.4) and (3.5) to the curves of Figure 3.1.

3.3.3 Throughput

In the final transformation, we invert the link layer latency to obtain an estimate of the link layer

throughput

RLL , M/TL. (3.9)

Figure 3.3 shows the latency curves of Figure 3.2 transformed according to (3.9). Particularly

for short coherence times, Figure 3.3 shows that there is an optimal packet length selection

that maximizes throughput. It also shows that the optimal packet length is dependent on the

modulation.

By substituting (3.4) and (3.6) into (3.9), we can express the throughput as

RLL =
M

N(Lp +Lo)Ts
= R

K

N

Lp

Lp +Lo
= R

ρ

1+ ε
≈ Rρ(1− ε). (3.10)
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Figure 3.2: Message latency versus packet length.
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where ρ ,K/N is the degradation due to re-transmissions and ε , Lo/Lp is the degradation due

to per packet overhead. The final approximation of (3.10) results from the first-order approxi-

mation of 1/(1+ ε). Because PER increases with packet length, ε and ρ are inversely related.

That is, as packet length increases ε decreases (naturally) while ρ increases. The optimal packet

length provides the best tradeoff between the two sources of degradation.

To concisely display results across the range of bandwidths, modulations, packet lengths,

and coherence times Figure 3.4 shows a scatter plot of the empirical bandwidth efficiency (βe)

versus normalized coherence time (T̃C) where

βe , Rρ/B = βρ (3.11)

T̃C , TC/(RTsLp). (3.12)

The empirical bandwidth efficiency is the traditional bandwidth efficiency degraded by the

overhead of re-transmissions. To isolate this overhead from per-packet overhead the empiri-

cal throughput was multiplied by 1/(1+ ε) which is equivalent to setting ε = 0 in (3.10).

The plot illustrates trends dependent on modulation and T̃C only. The dashed lines labeled

“trad TC” show the efficiency according to the traditional coherence time, explicitly βI(T̃C > 1)

where I(x) is the indicator function. The trend lines of Figure 3.4 are the least-square error

(LSE) fit to the data of the function

f (x) =
v1

v1
v4
+ e−v2x

+ v3 (3.13)

where v = {v1 . . .v4} were determined via an optimization procedure. The function in (3.13) is

a generalization of the hyperbolic tangent function, which results by setting v = {2,2,−1,2}.

This function provides a smooth, continuous curve from 0 to a parameterized asymptote, the

observed behavior of the bandwidth efficiency.

3.3.4 NETC

Two measures can be computed from the trend line equations. The plateau is the bandwidth

efficiency achieved for large T̃C. Equal to v3+v4, the plateau measures the maximum achievable
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Table 3.3: Trend Line Parameters, Plateau, And Corner

Modulation v1 v2 v3 v4 plateau corner

BPSK 1.44 4.56 -0.48 0.78 0.29 0.57

QPSK 1.14 3.19 -0.62 1.21 0.59 0.95

16QAM 1.87 1.75 -1.13 2.31 1.18 1.80

64QAM 1.41 0.76 -1.11 3.30 2.20 4.59

performance, i.e. the performance over an effectively static channel. In this region only per-

packet overhead ε degrades performance. The corner is defined as the normalized coherence

time at which we achieve 90% of the plateau performance. The corner is an estimate of the

normalized empirical coherence time (NETC). The NETC demarcates the minimum coherence

time to packet duration ratio above which the channel impact on performance is considered

negligible. Table 3.3 summarizes the optimized parameter sets for the trend lines of Figure 3.4.

Analytically, the plateau should occur at limρ→1 βe = β, the underlying PHY efficiencies 0.3,

0.6, 1.2, and 2.4 bps/Hz for BPSK, QPSK, 16QAM, and 64QAM modulations respectively. The

plateaus in Table 3.3 generally agree with the expected values except for 64QAM. The plateau is

underestimated due to the uniform error weighting across the domain and the paucity of points

at high T̃C (in Figure 3.4 the right most data points for 64QAM achieve 2.4 bps/Hz). This would

also result in an underestimate of the NETC. The NETC (corner in Table 3.3) varies significantly

with modulation. For BPSK and QPSK one can even achieve acceptable performance with a

packet duration greater than the traditional channel coherence time. A similar metric based on

the traditional channel coherence time would correspond to 1 for all modulations.
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3.4 Discussion

Equation (3.13) and Table 3.3 were used to create a parametric approximation for Figure 3.3.

The “fit” curves provide a smooth inter/extrapolation of the simulation results while providing a

means of generating similar throughput versus packet length curves for a larger set of channels

(not simulated). Figure 3.5 shows the synthesized curves along with simulation results extended

to large packets for CC TC = 320µs, BC = 7.5 MHz. For comparison, a similar transformation

was performed using the “trad TC” function of Figure 3.4. The circles mark the packet lengths

corresponding to the traditional coherence time. The squares mark the maximum packet length

according to the NETC. The “fit” curves capture the major features of the simulated behavior

while the “trad TC” curves diverge for longer packet lengths. As mentioned in the previous

paragraph, the NETC for 64QAM is underestimated. For each of the other modulations, the

NETC packet length is slightly greater than that corresponding to the peak throughput. This is

a consequence of our allowance of 10% degradation in our determination of the NETC.

These parametrized curves facilitate generation of results for a wider range of T̃C with

greater resolution. Since (3.13) is a function of normalized, not absolute, coherence time,

the NETC is applicable to the entire class of channels with the scattering function detailed

in Subsection 3.2.2, but with a scaled Doppler spread. This may be particularly applicable to

the vehicular scenario where the scattering function is highly dependent on the geography while

the Doppler spread is a function of the speed of traffic.

To ascertain the applicability of the canonical channel results to non-canonical channels,

Figure 3.6 plots throughput versus packet length from simulations of the GEC and parametrized

curves using (3.13). For all curves TC = 65 symbols. The parametrized curves only approximate

the optimal packet length. They also provide a loose upper bound on the achievable throughput

at higher packet lengths. These inaccuracies would suggest that the fine structure of the channel

scattering function has an impact on the actual performance beyond their affect on the coherence

time and coherence bandwidth measures.

Despite the error between the “fit” curves and the simulation results, the packet lengths cor-
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responding to the NETC (squares) provides a better bound with which to guarantee throughput

performance than does the traditional coherence time (circles). Table 3.4 shows the maximum

packet length using the NETC and the throughput maximizing packet length from simulation

for two signal bandwidths. The NETC provides a much better guide than does the traditional

coherence time of 65 symbols.

3.5 Conclusion

This chapter defined and derived the normalized empirical coherence time which indicates the

maximum coherence time (normalized to packet length) necessary to ensure negligible degra-

dation of the link layer throughput of a typical IEEE 802.11p system operating over a time-
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Table 3.4: NETC/TC And Simulated Optimal Packet Length (Symbols) And (Simulated)

Throughput For The GEC Channel

B=10 MHz B=5 MHz

Modulation NETC/TC Sim Mbps NETC/TC Sim Mbps

BPSK 114 105 3.2 57 45 1.3

QPSK 68 45 5.9 34 25 2.4

16QAM 36 24 10 18 12 3.7

64QAM 14 6 13.2 7 6 4.3

varying channel. Given a fixed channel with a particular coherence time, the NETC was shown

to provide a more accurate bound, compared to the traditional coherence time, on the maximum

packet length resulting in negligible throughput degradation. While the metric is based on a

particular packet, receiver, and channel structure, the NETC provides better guidance than the

traditional coherence time in general channels.

For network simulations assuming a non-tracking IEEE 802.11p receiver, the NETC should

be used to guide the maximum packet length for which only per-packet overhead impacts

throughput. In other words, simulations that assume increasing packet length decreases over-

head and thus increases throughput should limit their maximum packet length according to the

NETC to maintain valid assumptions. This could have particular impact on network aggregation

or coding schemes that rely on large packets.

Future work will quantify those channel parameters that most influence upper layer perfor-

mance. The impact of alternative signal and receiver structures will also be explored. The goal

is to link the signal, channel, and receiver parameter sets to upper layer performance. Such a

relationship could provide much needed detail to VANET simulations for network-wide perfor-

mance evaluation.
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CHAPTER 4

Channel Estimation, Overhead, and Outage for

PSAM-OFDM

4.1 Introduction

The physical layer (PHY) and medium access control layer (MAC) together define the point-

to-point access protocol for communications devices. The PHY provides access to the physical

communications channel, wired or wireless, while the MAC manages multi-user coordination,

possibly rate adaptation (if the PHY supports it), and some form of error management. Gen-

erally in modern systems, the MAC offers at least error detection and basic automatic repeat-

request (ARQ) where, upon detecting a packet error, a short message is sent to the packet source

requesting a re-transmission. The most efficient communication results from the optimization

of this joint model.

This chapter considers the joint design of a pilot symbol-assisted modulation (PSAM) PHY

with an ARQ MAC. PSAM provides pilots embedded in the data transmission that are known

to the receiver and facilitate channel estimation. Use of PSAM at the PHY holds its own trade-

off: pilots reduce the proportion of the channel access available for data while increasing the

achievable rate of the data that is transmitted. This tradeoff has been studied extensively in the

literature [HH03, OG02a, OG04, APW09, Loz08]. Each of these investigations optimized the

pilot structure to maximize the mean (ergodic) achievable mutual information (MI) at the PHY.

In this investigation, the optimization criterion is goodput, a MAC layer metric which ac-

counts for both the overhead of pilots in the PHY and re-transmission of lost packets. The anal-

ysis is based on a characterization of the instantaneous mutual information of a PSAM system
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operating over a random, selective channel by its mean and variance. The MI variance accounts

for channel induced correlation between symbols in the transmitted packet. The simpler mean

MI neglects these correlations. The exact MI variance for a non-PSAM system operating over

a correlated channel was derived in [MSS08].

The first contribution of this chapter is the characterization of the instantaneous MI variance

for a PSAM PHY as a function of the number of pilots, packet length, and channel model pa-

rameters. The second contribution uses this result to compute the outage probability as it varies

with the PHY pilot design and channel model. We consider a PSAM orthogonal frequency divi-

sion multiplexing (OFDM) PHY with a fixed number of sub-carriers operating over a multipath

channel of known length. Using the MI variance results, we show how to optimize the signal

bandwidth (equivalently sub-carrier separation) to maximize the goodput (per unit bandwidth).

When the pilot and data powers are not constrained to be equal, we show that the optimum

power allocation that maximizes the PHY rate [OG04] also maximizes the goodput. Hence,

only the mean MI need be considered when optimizing pilot power.

Section Section 4.2 summarizes previous results utilized in this chapter. Section Section 4.3

describes the system model, section Section 4.4 describes the analysis, Section 4.5 offers results

and discussion, and section Section 4.6 offers some conclusions.

4.2 Background

In the ideal receiver all observations, be they training or data, would be used to decode the

symbol. The mutual information between N length input vector x and (possibly larger) output

vector y would be

lim
N→∞

1

N
I (x;yD |xP ,yP ) , (4.1)

where yA is the sub-vector made up of elements whose indices are in the set A and D and P are

the (disjoint) sets of data and pilot indices, respectively. Decoders that can achieve (4.1) must

perform joint channel estimation and data decoding. Most practical systems, however, per-

form channel estimation and minimum-distance data decoding separately. Though sub-optimal,
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this receiver has reduced complexity and makes system analysis tractable. The system model

commonly used to describe the observations of this practical receiver is

y = Ĥx+ H̃x+w, (4.2)

where y and x should be understood to refer only to the data observations, the estimated channel

state information (ECSI) Ĥ is derived from the observations yP , H̃ = H− Ĥ is the channel

estimation error of random channel H , and w is additive white Gaussian noise (AWGN). This

model describes the observation of the input through a known channel Ĥ corrupted by additive

noise n = H̃x+w that is possibly non-Gaussian and correlated to the first term on the rhs of

(4.2). However, if the receiver makes minimum mean square error (MMSE) estimates of the

channel it has been shown that the mutual information is lower bounded by the system with

independent, identically distributed (IID) Gaussian inputs and n AWGN, uncorrelated with Ĥx,

with the equivalent noise power [HH03, M00].

This result was used to optimize the number and power of pilots to maximize the ergodic

PHY throughput accounting for training overhead, for multi-antenna (MIMO) systems in block

fading [HH03], single-antenna narrowband systems in continuous fading [OG02a, Loz08], and

wideband OFDM in frequency-selective fading [OG02b, OG04]. Each of these papers focused

on maximizing the PHY MI according to the system parameters whereas in this chapter we are

interested in goodput. Because the MI distribution of PSAM-OFDM1 can be well approximated

as Gaussian [MSS08], the aforementioned references are optimizing for an outage rate of 50%.

We will see that this is far from optimal using the goodput criterion.

The goodput of coded transmissions with ARQ over block fading channels with perfect

channel state information (PCSI) at the receiver was considered in [WJ11]. Over a range of

signal-to-noise ratios (SNR) the goodput maximizing PHY rate corresponded to an outage prob-

ability of approximately 10%. Consequently, the authors suggested resources (e.g. cost and

complexity) could be saved by relaxing requirements on the PHY coding rate. In this chapter,

we perform a similar analysis but add the effect of pilot overhead on the PHY rate, its impact on

1 The framework described in this chapter can be applied to any vector transmission satisfying the system

assumptions. We take PSAM-OFDM as an illustrative example.
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Figure 4.1: Illustration of OFDM block with M = 4, K = 3, N = 12 in the frequency domain.

Pilot sub-carriers are marked with a “P”.

the MI variance, and compute the statistics for a continuous fading channel rather than a block

fading channel.

4.3 System Model

Consider a PSAM-OFDM system transmitting a vector made up of K concatenated sub-vectors

each with M −1 data symbols and a single pilot at some fixed offset within the sub-block (see

Figure 4.1). The total number of data symbols is |D|=K(M−1) =N−K. After transformation

to the time-domain via a N point inverse discrete Fourier transform (IDFT),a cyclic prefix (CP)

of length L is added and the symbols are sent over a L̄ , L+1 ≤ K tap, quasi-static, Rayleigh

channel. After removing the CP and demodulating with a DFT, the receiver estimates the chan-

nel for N −K data symbols from the K pilots and decodes the data as described in Section 4.2.

The receiver observations are expressed by (4.2). Because the pilots are orthogonal to the data

and uniformly-spaced cyclically in the OFDM symbol, the achievable mutual information can

be expressed as [OG04]

IN =
1

N
∑

n∈D

E
[
log
(
1+ γe|gn|2

)]
, (4.3)

where E[·] is the expectation operator, vector g = [g1, . . . ,gN] ∼ NC (0,Rg) is a zero-mean Nor-

mal random vector with covariance Rg and E[|gn|2] = E[|g|2] = 1∀n, and

γe =
αγ(1− σ̃2

∆h)

1+αγσ̃2
∆h

(4.4)
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is the effective SNR where α is the proportion of transmit power P devoted to the data, γ is the

received SNR, and the channel state information error (CSIE) depends on the channel power-

delay profile (PDP) as

σ̃2
∆h =

L

∑
ℓ=0

σ̃2
hℓ

1+(1−α)γσ̃2
hℓ

, (4.5)

where channel tap hℓ has power σ2
hℓ

and normalized powers σ̃i
2 = σ2

i /σ2
h where σ2

h = ∑L
ℓ=0 σ2

hℓ

is the total channel power.

The PHY model Figure 4.1 is an important bounding case as it results in the minimum av-

erage channel estimation error [OG02b,OG04]. It also greatly simplifies analysis. In particular,

without such a repeated sub-block structure, γe would be dependent on each symbol in the

packet [APW09,MM01]. The resulting expressions for the MI mean and variance could still be

computed, albeit with much more computational effort, and simplifications like (4.6) and (5.6)

would not be possible.

4.4 Analysis

4.4.1 OFDM Outage

The distribution of the mutual information of OFDM with perfect CSI (PCSI), i.e. IN (4.3) with

D = {1 . . .N}, over a frequency-selective channel with AWGN can be accurately approximated

as Gaussian at moderate to high SNR (γ > 0 dB) [MSS08]. Modifying [MSS08, eq. 48] for

|D| = N −K data sub-carriers out of N total sub-carriers, and substituting the effective SNR

(4.4) the mean mutual information is

µI , E[IN] = be
N −K

N
E[log(1+ γe|g|2] = be

N −K

N
e1/γe E1(1/γe), (4.6)

where be = log2(e) converts the expression to bits (from nats). Extending the variance expres-

sion [MSS08, eq. 22, 23] accordingly we get

σ2
I , var[IN] =

(
be

N −K

N

)2(
1

N −K
ϕ(1)−ϕ(0)+

1

(N −K)2 ∑
k∈D

∑
ℓ∈D
ℓ6=k

ϕ(ρd)

)
(4.7)
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where var[·] is the variance operator, d = |k− ℓ| ∈ 0 . . .N −1 is the sub-carrier separation, and

ϕ(ρd),





e2/γe E1
2(1/γe), |ρd|= 0,

2 e1/γe

γe
G

3,0
3,4(

1
γe
|0,0,00,−1,−1,−1), |ρd|= 1,

rde
2

γerd ∑∞
t=0|ρd|2tg2

t+1

(
1

γerd

)
, otherwise,

(4.8)

where gn(x) , ∑n
j=1 Ej(x), ρd = ∑L−1

ℓ=0 σ̃2
hℓ

e− j2πdℓ/N ∈ [−1,1] is the correlation coefficient of

the channel between two sub-carriers separated by d indices, rd = 1− |ρd|2, E j(x) is the En

function [AS72, eq. 5.1.4], and G
m,n
p,q (x|·) is the Meijer-G function [dlm12].

4.4.2 Goodput

We assume independent (re-)transmissions at the MAC layer. This is reasonable considering

the MAC must often introduce delays to coordinate access to the channel of multiple users.

Modeling such delays is a rich research topic in itself and is beyond the scope of this investiga-

tion. The goodput derived in the sequel can be interpreted as the maximum potential goodput

neglecting medium access delays.

Let pout(R) be the probability of a failed transmission sent at rate R. The long-term average

effective throughput (i.e. goodput) is [WJ11]

R2 , R1(1− pout(R1)) (4.9)

where R1 is the PHY rate. Equivalently, we could define goodput in terms of independent

parameter pout and the corresponding PHY rate R(pout). If the probability density function

(PDF) of the mutual information is Gaussian with mean µ and variance σ2, then the optimal

outage probability that maximizes (4.9) is [WJ11]

p∗out , argmax
pout

(1−κQ−1(pout)(1− pout) (4.10)

where Q−1(·) is the inverse of the Gaussian tail function and κ ∝ σ
µ

, and pout is the independent

parameter to be optimized. The optimal outage probability p∗out was shown to be an increasing

function of κ [WJ11].
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If R is the data rate of the set of M data sub-carriers, the PHY throughput R1 = εBR where

εB , εFεT = N−K
N+L

is the bandwidth efficiency, where εF , N−K
N

and εT , N
N+L

are the frequency

and time domain overhead ratios, respectively. Assuming Gaussian MI, the outage probability

for R1 is

pout(R1) = Φ

(
R1

εBσI
− µI

εFσI

)
= Φ

(
R1 − εT µI

εBσI

)
(4.11)

where Φ(x) is the standard Gaussian cumulative distribution function (CDF) and we have ac-

counted for the factor εF in µI (4.6). It was observed that κ, computed with (4.6) and (5.6)

decreased with SNR. Hence, p∗out is also a decreasing function of SNR.

4.5 Results and Discussion

For all results, unless stated otherwise, we assume N = 64, K pilots are inserted symmetrically

in each OFDM symbol (i.e. pilot offset = N/2K), and γ = 20 dB. Pilots and data have equal

power, α = 1−K/N. Figure 4.2 shows the outage probability (4.11) versus R1 with K = 8 over

a L̄ = 8 tap channel with an exponentially-decaying PDP with power-decay factor λ, i.e. tap

ℓ ∈ 0 . . .L has gain σ2
hℓ
= e−λℓ.

The average rate (4.6) increases with γe (4.4) which is in turn a decreasing function of

λ since, for a fixed pilot set, the CSIE (4.5) decreases as the channel becomes flat. On the

other hand, σ2
I (5.6) is a increasing function of γe [MSS08] and, from Figure 4.2, a decreasing

function of λ. Intuitively, as λ increases the channel offers greater frequency-diversity and thus

less MI variation.

Figure 4.3 shows the outage probability versus R1 for IID channels of varying length. For

each channel the number of pilots K = L̄ which maximizes the average rate [OG04]. Unlike the

channel power-decay factor, which is a function of the environment, the channel tap length is

roughly inversely proportional to the bandwidth of the transmit signal.

Consider the design problem of selecting the channel bandwidth BC for a scalable 64 sub-

carrier PSAM-OFDM system given 16 MHz of available spectrum. Assume the channel PDP

is uniformly distributed with maximum excess delay of 1 µs such that the sampled PDP is IID
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Figure 4.2: Outage probability versus R1 for N = 64, K = L̄ = 8 over a channel with

exponentially-decaying PDP with decay-factor λ. The L̄ = 8 (IID) and L̄ = 1 (flat) curves corre-

spond to the limiting cases λ = 0 and λ = ∞, respectively. The plain dashed line is L̄ = 8 (IID)

with PCSI. The circle-dashed line L̄ = 64 (IID) given as an ideal reference is for PCSI, no over-

head, and a completely uncorrelated channel.
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Figure 4.3: Outage probability versus R1 for N = 64 and K = L̄ (except for L̄ = 64 (IID) which

is identical to that in Figure 4.2 and neglects overhead altogether) over IID channels of length

L̄. The plain dashed line is L̄ = 4 with PCSI.
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Figure 4.5: Goodput R2 versus R1 for N = 64, K = L̄ over IID channels of length L̄.

at up to 16 MHz sampling rate. Targeting 90% availability (equivalently 10% outage), the most

efficient use of spectrum according to Figure 4.3 would be over a L̄ = 4 tap channel which

corresponds to a channel bandwidth BC = L̄
1µs

= 4 MHz. This result differs from that which

minimizes the MI variance, BC = 16 MHz, or that maximizes the average rate, BC = 1 MHz.

Targeting 99.9% availability, the optimium BC = 8 MHz. Figure 4.4 shows the goodput verus

bandwidth for this example and several target outage probabilities. Note that the optimal choice

of bandwidth depends on the target outage, but that BC = 4 MHz with an outage of about 10%

gives the overall maximum goodput.

Figure 4.5 shows the goodput (4.9) computed from the curves of outage probability versus

PHY rate of Figure 4.3. The goodput maximizing outage probability marks each peak. The

overall goodput maximizing selection corresponds to that whose channel length is L̄ = 4 with a
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corresponding outage rate of about 10%. This result agrees with a similar analysis considering

goodput versus coding overhead [WJ11].

When the proportion of power allocated to pilots and data can be tuned, additional opti-

mization can lead to further performance gains [JL10, OG04, HH03]. This chapter approaches

the problem from the cross-layer perspective of maximizing R2. Figure 4.6 shows the R1, R2,

and pout that maximize R2 versus the proportion of power allocated to data α, see (4.4). The

power allocation affects the MI statistics only through the effective SNR. Since the optimal out-

age is a decreasing function of SNR (see section Subsection 4.4.2), and the achievable rate R1

is an increasing function of SNR, maximizing the effective SNR (or equivalently R1) will also

maximize R2.

The plot marks the allocation α∗ that was numerically optimized to maximize goodput.

This maximizes R1, minimizes pout and thus maximizes R2. Three alternative allocations from

[OG04] are included for comparison. These allocations were analytically derived from the

channel and signal parameters to maximize R1. The performance loss between α∗ and the

alternatives is marginal, thus optimizing for R1 will yield nearly optimal R2 performance.

4.6 Conclusion

This chapter investigated the effect of training overhead and the resulting imperfect channel

state information on the outage probability and goodput for a PSAM-OFDM PHY paired with a

ARQ MAC operating over a quasi-static, Rayleigh multipath channel. We extended expressions

for the mean and variance of the mutual information of OFDM systems with no training to those

which include pilots.

We identified a tradeoff for outage rate (i.e. the achievable rate at a given outage proba-

bility) between increased frequency diversity and the overhead necessary to take advantage of

the diversity. This result has implications for deriving channelization (i.e. partitioning a given

bandwidth into a number of independent channels) strategies that maximize the overall band-

width efficiency. Finally we showed that the optimal power allocation to maximize goodput
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Figure 4.6: Optimal goodput R2 with the corresponding PHY rate R1 and outage probability

pout versus the proportion of data power α over a channel with exponentially-decaying PDP

with λ = 1. Marked allocations are for a) equal power αeq, b) optimized R1 at high SNR α∞, c)

optimized R1 for IID channels αiid, [OG04], and d) optimized R2 allocation α∗.
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was equivalent to that which maximizes the effective SNR and PHY rate.
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CHAPTER 5

Analytic Bounds for Mutual Information Variance in

Time-Varying Channels

5.1 Introduction

Pilot symbol-assisted modulation (PSAM) is ubiquitous among modern communications stan-

dards. PSAM embeds training sequences, or pilots, known at the receiver into a transmitted

signal in order to facilitate receiver-side channel estimation. Proper design of PSAM systems

balances the loss in data rate due to reserving resources for training and the gains in data rate

due to improved channel estimation.

This tradeoff as it affects the mean (ergodic) mutual information has been studied exten-

sively in the literature [HH03, APW09, OG02a, OG04]. However, the impact of pilot design

and estimated channel state information (ECSI) on the variance of the mutual information has

received less attention. Since the MI distribution of a vector transmission over a correlated

Rayleigh fading channel can be well approximated as Gaussian [MSS08,CST07], the MI mean

and variance fully characterize the information outage probability. While the mean depends

solely on the signal-to-noise ratio (SNR), the MI variance accounts for the channel correla-

tion across the transmitted signal. The majority of prior analyses consider only non-PSAM

transmissions ( [DF12] excepted) with perfect channel state information (PCSI) and all of the

prior analyses require numerical computation of the MI variance from the channel correlation

coefficients, offering only limited insight [MSS08, Ass09, CST07].

This chapter (ultimately) considers the MI variance in a PSAM system with ECSI. We

present an expression for the exact PSAM MI variance. First considering narrowband non-
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PSAM transmissions over time-varying channels with PCSI at the receiver, we derive bounds of

the MI variance based on the channel process Doppler spectrum and transmission block length.

For the case of a rectangular (flat) Doppler spectrum, these bounds admit an intuitive closed

form. The MI variance bounds for the flat spectrum are shown to correspond bound the block

fading case. A similar results was presented for the mean MI [JL10]. The non-PSAM PCSI

bounds are then modified for PSAM with ECSI under reasonable constraints on the proportion

of pilots within the transmission.

5.2 System Model

5.2.1 PCSI

Assuming perfect synchronization, a block of N observations of a narrowband transmission

through a correlated (flat) Rayleigh fading channel at the output of the matched filter of the

receiver is

y(t) = h(t)x(t)+w(t), t = kTs, k ∈ [0,N−1], (5.1)

where Ts is the symbol period, both w and h are stationary complex zero-mean Gaussian dis-

tributed with unit variance NC (0,1) and γ = E[|x|2] is the signal-to-noise ratio (SNR). The

processes h, x, and w are mutually independent. The correlation function of h is dictated by its

Doppler spectrum SH(e
jω) where

SH(e
jω)> 0, |ω| ≤ ωm

SH(e
jω) = 0, |ω|> ωm,

where ωm = 2π fm and fm is the maximum Doppler. Thus, in the sequel the correlation coeffi-

cient between channel realizations n symbols apart is

ρn , E[h(kTs)h
∗((k+n)Ts)]

=
1

2π

∫ π

−π
SH(e

jω)e jnω dω. (5.2)
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For the flat (rectangular) Doppler spectrum, substitute

SF(e
jω) =





1
2 fm

, |ω| ≤ ωm

0, otherwise

(5.3)

for SH(e
jω) in (5.2). The rectangular Doppler spectrum is an important special case since it

upper bounds the channel estimation error variance for all Doppler spectra given equal fm and

hence, lower bounds the achievable mean mutual information [JL10].

5.2.2 ECSI

The PSAM system model differs from (5.1) in that we insert a pilot symbol once every M

symbols. Let the proportion of pilots be α = 1/M and, for PCSI, α = 0. The ECSI signal model

is

y(t) = ĥ(t)x(t)+∆h(t)x(t)+w(t)

= ĥ(t)x(t)+n(t), t = kTs, k ∈ [0,N −1], (5.4)

where ĥ(t) and ∆h(t) are the channel estimate and error at t, respectively. Comparing to (5.1),

h(t) = ĥ(t)+∆h(t). In the final line, n(t) = h̃(t)x(t)+w(t) is an effective additive noise term

that, generally, is not Gaussian nor independent of the signal term ĥ(t)x(t). However, if ECSI is

obtained via minimum mean-square error (MMSE) channel estimation, n(t) is uncorrelated with

the signal term and the mutual information can be lower bounded by a system with Gaussian

inputs x(t), known channel ĥ(t), and additive white Gaussian noise (AWGN) whose variance is

equal to that of n(t) [HH03, M00].

If we further restrict the block size to be N = KM, K ∈ N +, the block contains K pilots

uniformly distributed in the block and the effective SNR γe, accounting for CSI error (CSIE), is

uniform across the block. The mutual information in this case is [OG04, OG02a]

IN,α = (1−α) ∑
n∈D

log2(1+ γe|ĥn|2), (5.5)

where subscript N on the lhs indicates the block size, α= 1/M is the proportion of pilot symbols

in the block, D is the set of data indices, γe depends on the channel, and ĥn are, in general,
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correlated. For PCSI α = 0 and the effective SNR is equal to the received SNR, i.e. γe = γ,

and ĥn = hn. The constraints on the block size and pilot structure listed above (5.5) are a useful

case. As the block length N and pilot count K tend to infinity, this structure maximizes γe and

thus maximizes the average mutual information, i.e. the mean of (5.5) [OG02a]. We make use

of γe assuming asymptotically large N in order to simplify the analysis and enable closed form

expressions that yield insights into the effect of various parameters. For finite block size and

general pilot structure, numerical methods are required to obtain case specific results.

5.3 Analysis

5.3.1 PCSI

The variance of the mutual information of the N-length vector of observations (5.1) is [MSS08]

σ2
I , var[IN] =

b2
e

N2

N−1

∑
n=−N+1

(N −|n|) f (an)− f (0) (5.6)

where var[·] is the variance operator, be = log2(e) converts from nats to bits, n is the integer

symbol separation, and

f (an),





e2/γ E1
2(1/γ), an = 0,

2 e1/γ

γ G
3,0
3,4(

1
γ |

0,0,0
0,−1,−1,−1), an = 1,

rne
2

γrn ∑∞
t=0 at

ng2
t+1

(
1

γrn

)
, otherwise,

(5.7)

where γ is the signal-to-noise ratio, gn(x) , ∑n
h=0 Eh(x), an , |ρn|2 ∈ [0,1], rn , 1−an, Eh(x)

is the generalized exponential integral function [AS72, eq. 5.1.4], and G
m,n
p,q (x|·) is the Meijer-G

function [dlm12].

The function f (a) is a convex, though nearly linear, monotonically increasing function of a.

Define two linear bounds

f (a)≤ mU a+bU = ( f (1)− f (0))a+ f (0) (5.8a)

f (a)≥ mLa+bL = (1−
√

f (0)/γ)2a+ f (0). (5.8b)
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Figure 5.1: Plots of the proposed function f (a) versus argument a ∈ [0,1]. The exact function

value is plotted along with linear upper and lower bounds.

Note that bU = bL = b = f (0) and mU = var[I1]/b2
e , i.e. it is proportional to the MI variance

with a flat channel. The lower bound (5.8b) is the first order Taylor approximation of f (a) about

0. Figure 5.1 shows the function f (a) along with the two bounds for several values of SNR.

Substituting the generic linear function L(a) = mX a+ϕ(0) as a proxy for each bound in

(5.8) into (5.6)

σ2
I T b2

emX ∑
N−1

n=−N+1
wnan = b2

emX(w∗a)(0) = b2
emX ā (5.9)
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∗ is the convolution operator and

ā , (w∗a)(0) =
1

2π

∫ π

−π
W (e jω)(SH ∗SH)(e

jω)dω. (5.10)

The weighting function is the normalized discrete triangle function

wn =
1

N
tri

(
n

N

)
=





1
N
− |n|

N2 , |n|< N

0, otherwise,

(5.11)

whose Fourier transform W (e jω) = sinc2(Nω/2) where sinc(x) = sin(x)/x. The value ā is the

weighted average squared-magnitude channel correlation. For general spectra (5.10) must be

computed numerically. However, substituting (5.3) in (5.10), ā can be bounded for N > 1/2 fm

by

π−1

θ
−O(θ−2)≤ ā ≤ π

θ
+O(θ−3), (5.12)

where θ = 2πN fm. The derivation of these bounds is in Appendix A.1. Substituting these

bounds into (5.9), the bounds on the mutual information variance are

σ2
I ≤ b2

e

(
f (1)− f (0)

)(
π

θ
+O(θ−3)

)
, σ2

UB, (5.13a)

σ2
I ≥ b2

e

(
1−

√
f (0)

γ

)2(π−1

θ
−O(θ−2)

)
, σ2

LB. (5.13b)

In addition to the bounds of (5.13), a simple approximation is proposed consisting of the average

of the the two bounds

σ2
A =

σ2
LB +σ2

UB

2
(5.14)

While (5.12) groups the asymptotically negligible terms in bounding functions O(·) to high-

light the dominant behavior, the exact bounds for ā (including the asymptotically negligible

terms) are used when evaluating (5.13) and (5.14) for all plots.

5.3.2 ECSI

Residual error from channel estimation reduces the effective SNR at the receiver and alters the

statistics of the mutual information. The effective SNR accounting for channel estimation error
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with variance σ2
∆h is [OG02a, JL10]

γe ,
γ(1−σ2

∆h)

1+ γσ2
∆h

(5.15)

where

σ2
∆h = 1− 1

2π

∫ π

−π

γ|SH(e
jω)|2

1/α+ γSH(e jω)
dω (5.16)

and for the flat spectrum

σ2
∆h =

1

1+ α
2 fm

γ
. (5.17)

The mutual information mean and variance are [DF12]

µIN,α , be
M−1

M
E[I1] = be(1−α)e1/γe E1(1/γe) (5.18)

σ2
IN,α

, b2
e(1−α)2

N−1

∑
n=−N+1

wnαa′n, (5.19)

respectively, where wnα is the amended ECSI weight function and a′n is the squared-magnitude

of the correlation coefficient of the estimated channel process ĥ(t) (5.4).

Figure 5.2 shows the positive half of the symmetric weight functions for N = 80. The PCSI

weight distribution (α = 0) only approximates the ECSI weights, with the approximation im-

proving as the sub-block size M increases. Because the ECSI weights do not admit simple func-

tional expression with a well-defined Fourier transform, we will approximate the ECSI weights

by the PCSI weights when computing the bounds for (5.19). To evaluate the exact ECSI vari-

ance (5.19) plotted in the figures of Subsection 5.4.2, the exact weights wnα are used. While the

bounds derived in the sequel are shown in to be valid over reasonable ranges of the parameters

of interest, they are not guaranteed valid as in the PCSI case because of the approximation of

the weight function.

To maximize the mean MI, pilots must be inserted every M = ⌊1/2 fm⌋ [OG02a]. For most

practical scenarios, fm < 0.1, thus M ≥ 5 [JL10].

The spectrum of ĥ(t) is the integrand of the term on the rhs of (5.16) [OG02a]

SĤ(e
jω) =

γ|SH(e
jω)|2

1/α+ γSH(e jω)
. (5.20)
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Figure 5.2: Positive half of the weight function wn for PSAM models with varying α. The

x-axis offset index is normalized by the block size N = 80.
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In general, this function must be computed numerically. However, for the flat Doppler spectrum

SF̂(e
jω) =

1

β
SF(e

jω), (5.21)

where β= 1+ 2 fm

γα is just a scalar constant which is normalized out of the correlation coefficient,

hence, a′n = an and (5.12) applies.

This gives ECSI variance bounds of

σ2
UB ≥

σ2
IN,α

(1−α)2
≥ σ2

LB (5.22)

Note that the SNR used to compute (5.13a) and (5.13b) in (5.22) is the effective SNR (5.15).

In terms of mean MI, the continuous fading channel with flat Doppler spectrum was shown

to be equivalent to the block fading channel with M = 1/(2 fm) [JL10]. Making this substitution

in π/θ = M/N = 1/K, thus the variance decreases with the number of M length blocks identi-

cally to that of a block fading channel. Hence, these bounds suggest the equivalence between

these two channels carries over to the MI variance. However, unlike the mean MI, we cannot

claim that the MI variance resulting from a flat Doppler spectrum channel bounds the variance

for all spectra. Considering other spectra can have power concentrated at the band edges (e.g.

Jakes Doppler spectrum) or the band center (e.g. a round spectrum) we conjecture that the flat

spectrum does not bound the variance above or below.

5.4 Results and Discussion

For the plots in this section, the block size N = 80 symbols and M = 5 unless noted otherwise.

The variance for curves labeled “PCSI” were computed from (5.6) and (5.7). The statistics

of curves labeled “ECSI” were computed using (5.18) with the true weight function wnα and

equations (5.19) and (5.15). Curves labeled “IECSI” (ideal ECSI) correspond to “ECSI” curves

with infinite pilot SNR. Thus, for those curves substitute the actual SNR γ in place of γe.
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Figure 5.3: Mutual information variance versus SNR for two maximum normalized Dopplers.

The “approx” curve is the average of the lower and upper bounds. The “knee” near SNR = 3 dB

of the “PCSI” curve is due to limits in numerical precision.

5.4.1 PCSI

For the PCSI system, (5.13) bounds the variance and (5.14) is a simple approximation. Figure 5.3

shows the variance of the mutual information versus SNR for maximum normalized Dopplers

of fm = 0.02 and fm = 0.1. It can be observed that the bounds become tighter for low SNR.

The faster fading scenario with fm = 0.1 shows less variance as the channel offers more diver-

sity. The simple proposed approximation only slightly underestimates the true variance over the

entire SNR interval.

62



100 200 300 400 500
Block size N (symbols)

0.0

0.2

0.4

0.6

0.8

1.0
M
I 
v
a
ri
a
n
ce

fm  = 0.02

fm  = 0.1

PCSI
lower bound
upper bound
approx

Figure 5.4: Outage probability versus block size N with PCSI for normalized maximum

Dopplers fm = 0.02 and fm = 0.1.

Figure 5.4 shows the mutual information variance versus block size for a fixed SNR of

30 dB. This results in the loosest bounds in the SNR interval of interest. This figure mimics

Figures 1 and 2 of [MSS08] which plot mutual information variance versus channel length

for wideband OFDM over a channel with a uniform power-delay profile. The system model

used in [MSS08] is the frequency-domain dual of that analyzed in this paper. However, here

we are able to prove that the variance is inversely proportional to the block size (equivalently

channel length in [MSS08]) rather than merely suggest it from the plot. Because the variance

is a positive quantity and is bound from above by a function approaching 0 asymptotically with

N, we conclude that the MI variance indeed approaches 0 asymptotically with the block size.
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Figure 5.5: Outage probability versus rate with PCSI, SNR = 30 dB, and maximum normalized

Doppler fm = 0.02.

Figure 5.5 plots the outage cummulative distribution function (CDF) versus transmission

rate for SNR = 30 dB and fm = 0.02. Despite the looseness of the variance bounds at SNR =

30 dB, the CDFs resulting from the variance bounds are quite accurate. The CDF using the

approximation overlaps the true CDF.

5.4.2 ECSI

For the ECSI analysis, the bounds (5.22) and corresponding approximation are not guaranteed

to be valid due to the use of the PCSI weight function to approximate that for ECSI. The block

size for these plots is M = 5 ≥ 1/2 fm∀ fm ≤ 0.1. Though this sub-block size is quite small (see
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Figure 5.6: Mutual information variance versus SNR with ECSI for maximum normalized

Doppler fm = 0.1 and fm = 0.02.

discussion of Figure 5.2), the results verify that the variance bounds (5.22) derived using the

PCSI weights remain valid over a reasonable range of SNR and maximum normalized Doppler.

The “PCSI” curves are included for comparison to those in Subsection 5.4.1.

Similar to the PCSI case, the CDFs in Figure 5.7 derived from the variance bounds and

approximation closely track the true ECSI variance.

5.5 Conclusion

In this chapter we derived bounds and a simple approximation for the variance of the mutual

information of a narrowband transmission over a time-varying channel in terms of the block
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Figure 5.7: Outage probability versus rate with ECSI, SNR = 30 dB, and maximum normalized

Doppler fm = 0.02.
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size and Doppler spectrum for receivers with PCSI and PSAM systems using ECSI. When the

Doppler spectrum was flat, closed form bounds showed the intuitive inverse dependence of the

variance on the number of sub-blocks in the transmission. This was shown to correspond to the

behavior of a block-fading channel.

67



APPENDIX A

Derivation of (5.12) for Flat Doppler Spectrum

A.1 Derivation of (5.12) for Flat Doppler Spectrum

Substituting (5.3) for SH(e
jω) in the convolution in (5.10)

(SF ∗SF)(e
jω) =

π

ωm
tri
(
e jω/2ωm

)

=





π
ωm

(
1− |ω|

2ωm

)
, ω ≤ 2ωm,

0, otherwise,

(A.1)

where ωm = 2π fm is the maximum Doppler shift in radians per second. The Fourier transform

of the normalized triangle function is [MC91]

F

{
1

c
tri

(
x

c

)}
= sinc2(cω/2). (A.2)

Substituting the transform of the PCSI weight function (5.11) and (A.1) into (5.10)

ā =
1

2ωm

∫ 2ωm

−2ωm

(
1− |ω|

2ωm

)
sinc2

(
ωN

2

)
dω. (A.3)

Using the result from Appendix B with 2ωm ⇒ b, N/2 ⇒ a we get

ā =
2

ωmN
Si(2ωmN)− sinc2(ωmN)− Cin(2ωmN)

(ωmN)2
(A.4)

Using the following bounds for 2 fmN > N/M > K ≥ 1, which guarantees each block contains

at least one pilot symbol, for each term in (A.4):

π

2
+

1

x
≥ Si(x)≥ π

2
− 1

x
(A.5)

1

x2
≥ sinc2(x)≥ 0 (A.6)

x2 +1

x
≥ Cin(x)≥ x−2

x
(A.7)
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and substituting θ = ωmN = 2π fmN yields the result (5.12).
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APPENDIX B

Integral solution for (A.3)

The integral of the form

∫ b

−b

(
1− |x|

b

)
sinc2(ax)dx =

∫ b

−b
sinc2(ax)dx−2

∫ b

0

x

b
sinc2(ax)dx (B.1)

The first term can be solve via integration by parts with u = sinc2(ax) and dv = dx

∫ b

−b
sinc2(ax)dx = 2bsinc2(ab)−4

∫ b

−b

sin(ax)cos(ax)

2ax
dx

+2

∫ b

−b
sinc2(ax)dx =

2

a
Si(2ab)−2bsinc2(ab) (B.2)

where on the first line we moved the last term on the rhs to the lhs and recognized the second

term on the rhs as Si(·), the sine integral [AS72, 5.2.1].

The second integral in (B.1) is

∫ b

0

x

b

sin2(ax)

(ax)2
dx =

1

ab

∫ b

0

1− cos(2ax)

2ax
dx

=
1

2a2b

∫ 2ab

0

1− cos(y)

y
dy (B.3)

where in the last equality we substituted y = 2ax. The integral in the last rhs is Cin(x), related

to the cosine integral [AS72, 5.2.2].
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