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ABSTRACT OF THE DISSERTATION 
 

The Impact of the Circadian Clock and Feeding Time on Skin Function 
 

By 
 

Elyse Noelani van Spyk 
 

Doctor of Philosophy in Biomedical Sciences 
 

University of California, Irvine, 2017 
 

Professor Bogi Andersen, Chair 
 
 
 
The circadian clock regulates many important aspects of physiology, allowing organisms to 

anticipate daily environmental changes in addition to gating cellular processes. The circadian 

clock in the skin regulates biological functions ranging from cell renewal, protection against 

DNA damage, and defense against pathogens. The goal of this dissertation is to explore the 

effect of the circadian clock and feeding time on skin biological functions. We find that 

approximately 10% of genes are diurnal in the skin, and the expression of approximately 2,000 

genes are acutely affected by food-intake. While daytime-restricted feeding does not shift the 

phase of epidermal cell proliferation, it reverses the diurnal sensitivity to UVB-induced DNA 

damage.  

 

Next, we sought to investigate the role of the circadian clock in the Toll-like receptor 7 (TLR7)-

induced immune responses in the skin.  The TLR7 pathway, in coordination with the type I IFN 

pathway, mediates the expression of key genes, termed “Interferon-sensitive genes” (ISGs) 

which encode important mediators for host defense against pathogens. We find that topical 

application of the TLR7 agonist Imiquimod (IMQ) during the daytime elicits a greater magnitude 
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of ISG expression. In addition, shifting the clock by daytime-restricted feeding reverses the 

diurnal rhythm of IMQ-induced ISG induction. Epidermal immune cells, and not keratinocytes, 

exhibit time-of-day dependent differences in the induction of the key ISG transcription factor 

Interferon Regulatory Factor 7 (Irf7) after IMQ treatment. In parallel, IMQ-induced IRF7 

activation, as measured by nuclear translocation of IRF7 and phosphorylated IRF7, is greater 

after IMQ treatment during the daytime in epidermal T cells and monocytes. Further supporting 

the clock’s role in ISG responses, systemic Bmal1 deletion, but not in keratinocyte- or dendritic 

cell-specific Bmal1 deletion, results in exacerbated IMQ-induced ISG expression. We also 

investigate whether the circadian clock modulates IMQ-induced inflammation. Under 

homeostasis and/or after one IMQ dose, diurnal rhythms exist in epidermal cell proliferation and 

thickness, neutrophil recruitment, and spleen weight; however, these rhythms are ablated by 

repeated IMQ doses. Interestingly, systemic Bmal1 deletion does not alter immune infiltration to 

the skin, splenomegaly, or epidermal proliferation after repeated IMQ doses. These results 

suggest that, while the circadian clock is a critical mediator of the early ISG response to IMQ, it 

does not significantly impact the robust inflammation observed after repeated IMQ doses.  
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Chapter 1: Regulation of Cutaneous Stress Response Pathways by the 

Circadian Clock: From Molecular Pathways to Therapeutic Opportunities 

 

(van Spyk E N, 2016, Springer Books) 

 

Abstract     

The skin is a protective barrier that defends against harmful environmental stressors such as solar 

radiation, chemical toxins and pathogenic microbes. Our environment is highly dynamic, with 

robust time-of-day dependent fluctuations in temperature, solar radiation, and probability of 

injury and infections. In addition, oxidative metabolism and cell-cycle progression in epidermal 

stem cells show prominent diurnal rhythms. Accumulating evidence suggests that the skin’s 

circadian clock optimizes its physiology to meet the demands of this changing environment. The 

responsiveness of the skin to external stressors such as UVB radiation from the sun, and toxic 

pollutants, is regulated in a circadian manner on multiple levels. Furthermore, the robustness of 

inflammatory responses following injury, infections, exposure to allergens, pollutants, and drugs 

is dependent on the time of day in which exposure occurs. The diurnal variation in the 

responsiveness to external stressors may be important for skin integrity and organismal health. 

We speculate that such circadian gating may be important as constitutively high activation of 

stress response pathways could be deleterious for health; for example constant high activity of 

the immune system could contribute to the development of autoimmune diseases.  

 

1. The Circadian Clock and the Skin Stress Response 
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As a forefront barrier between us and the environment, the skin is exposed to externally-derived 

insults, including ultraviolet B (UVB) radiation, toxic chemicals, and pathogenic microbes. 

Within epidermal stem and progenitor cells, desynchronization of oxidative/reductive 

metabolism and cellular division may facilitate genomic damage, apoptosis, and proteolysis 

resulting in skin ageing and/or cancer (Sancar et al., 2015; Plikus et al., 2015; Wilking et al., 

2013; Stringari et al., 2015; Pluquet et al., 2014). These external insults and perturbations in 

homeostasis activate the skin’s stress response pathways, triggering diverse activities such as 

DNA damage repair, reactive oxygen species (ROS) extermination, and immune modulation 

(Valacchi et al., 2012). 

 

The body-autonomous circadian clock harmonizes an organism’s physiology with the daily 

light/dark cycle caused by the earth’s rotation. Numerous physiological processes, including 

organismal metabolism and the sleep-wake cycle, are directly or indirectly regulated by an 

organism’s circadian rhythm. The clock is an evolutionarily conserved mechanism -- all phyla 

possess an internal clock with a period of approximately 24 hours – indicating that the clock 

optimizes fitness and survival. While earlier studies assumed that the circadian clock was a 

property of the suprachiasmatic nucleus (SCN) only, work in the 1990s showed that most, if not 

all, cells of the body have active clocks (reviewed in Mohawk et al., 2012; Schibler et al., 2010; 

Dibner et al., 2010). Consistent with this idea, more recent work has demonstrated the existence 

of a skin circadian clock (Lin et al., 2009; Tanioka et al., 2008) with important roles in skin 

biology (Plikus et al., 2015). In addition to functional experiments in genetically modified mice, 

epidemiological research has illustrated the importance of the circadian clock in promoting 

human fitness. Disturbed circadian rhythms caused by abnormal lighting schedules, sleep 
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deprivation, and aberrant feeding times are thought to promote maladaptation and pathologies 

ranging from cancer to metabolic diseases, as well as early ageing (Sancar et al., 2015; Pluquet et 

al., 2014; Wilking et al., 2013; Kondratov et al., 2006; Sigurdardottir et al., 2012; Armstrong et 

al., 2013; Lengyel et al., 2013a; Libert et al., 2012).  

 

Exposure to many external insults, including solar radiation and endogenous cellular stresses is 

highly diurnal. Therefore, it is reasonable to propose a stress response role for the circadian 

clock, an ancient system that has evolved to better adapt to environmental changes over the day. 

In this chapter we will highlight studies supporting this notion. While there is strong evidence 

supporting the role of the circadian clock in modulating certain stress response pathways in the 

skin, the clock’s involvement in other stress-activated pathways is more speculative. In addition 

to outlining this evidence, we also discuss therapeutic implications of the skin circadian clock, 

and how dysregulation of clock mechanisms through altered sleep, eating and/or light exposure 

may impair the skin’s capacity to cope with external stressors. 

 

1.1 Structure of the Skin 

 

In the cellularily complex skin several different cell types cooperate to maintain homeostasis in 

the face of an ever-changing environment and external stressors. The epidermis, the surface 

epithelium of the skin, is separated from the underlying dermis by a basement membrane.  At the 

base of the epidermis, epidermal progenitor/stem cells divide and give rise to post-mitotic 

keratinocytes which migrate upwards as they differentiate and start expressing structural 

proteins, adhesion molecules, and lipid-producing enzymes, all required for the formation of an 
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effective epidermal barrier. At the top of the epidermis, these cells lose their nucleus, forming the 

outermost layer of the epidermis, the stratum corneum, a layer of cells with heavily crosslinked 

protein/lipid structure sealed with lipids. The epidermis also contains melanocytes that transfer 

melanin to keratinocytes, an important mechanism countering UVB-induced DNA damage.  

 

Below the epidermis resides the dermis, composed mainly of fibroblasts, adipocytes, and 

macrophages. Fibroblasts secrete extracellular matrix components that support the tensile 

strength of the skin while adipocytes store energy and macrophages contribute to pathogen 

clearance; macrophages will be discussed later in the chapter. The dermis is divided into two 

layers, the papillary layer abutting the epidermis, and the reticular layer residing deeper under the 

papillary layer. Epidermal appendages extending into the dermis include hair follicles, sebaceous 

glands, and sweat glands. In addition, the dermis is richly innervated and vascularized.  

 

The skin contains numerous hematopoietic cell types that contribute to inflammatory responses 

and the barrier role of the skin (Pasparakis et al., 2014). Under homeostasis, Langerhans cells 

(LCs) in the epidermis sample pathogens in the environment through dendritic projections, and 

epidermal T cells help maintain epithelial integrity, and protect against the development of 

cutaneous malignancies (Girardi et al., 2001). Upon skin infection or damage, both LCs and 

dermal dendritic cells (DDCs) phagocytose and present antigens to T cells, enabling adaptive 

immune responses. In addition, the skin’s microbiome composition is highly complex and 

dynamic. Changes in signals from the skin commensal microorganisms remodel the skin immune 

landscape with potential implications for skin immunity and pathologies (Naik et al., 2015). 

While the microbiome composition is known to vary in a circadian manner in the gut epithelium 
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(Zarrinpar et al., 2014), diurnal variations in microbial populations in the skin and their effects 

on host defense, homeostasis, and chronic disease have not been extensively explored. 

 

1.2 The Circadian Clock 

 

1.2.1 The Circadian Clock at an Organismal Level 

The circadian clock, a cell-intrinsic transcriptional network that is present in most, if not all, cells 

of the body, coordinates the organism’s physiology with the day-night cycle. In vertebrates, the 

central circadian clock is located in the SCN of the hypothalamus. While this clock is highly 

autonomous, its phase is primarily set by light input that activates ganglionic cells in the retina, 

which in turn send signals through the retinohypothalamic tract (RHT) to the SCN. The SCN, 

composed of 15-20,000 neurons, acts as the central pacemaker by synchronizing the clocks in 

peripheral organs, presumably through neuronal and hormonal pathways (Reppert et al., 2002) 

(Fig. 1.1). Light input signaling to the SCN is not the only stimulus that can entrain the 

peripheral clocks as physical activity, timing of food intake, and the metabolic state have been 

shown to affect the rhythm of the circadian clock in the peripheral organs independent of the 

rhythm produced by the SCN (Schibler et al., 2010; Dibner et al., 2010). Work in recent years 

has established a role for peripheral clocks in most organs where about 10-20% of the genome 

exhibits diurnal change in expression. The diurnal transcriptome in each organ is relatively 

unique and often composed of genes that confer functions prototypical for each organ (Mohawk 

et al., 2012; Geyfman et al., 2012).  

 

1.2.2 Molecular Mechanism of the Clock 
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The molecular clock is driven by the rhythmic transcriptional activity of two transcription 

factors, Circadian Locomotor Output Cycles Kaput (CLOCK) and Brain and Muscle 

Arylhydrocarbon receptor nuclear translocator-Like 1 (BMAL1). CLOCK and BMAL1 form a 

heterodimer via their respective PAS domains and bind to E-box sequences in gene promoters, 

activating the expression of clock-controlled genes (CCGs) (Mohawk, 2012). Among the CCGs, 

are genes encoding repressors of the CLOCK:BMAL1 complex, including Period 1, Period 2 

and Period 3 (PER1/2/3) and cryptochrome 1 and cryptochrome 2 (CRY1/2). PER1/2/3 and 

CRY1/2 accumulate in the cytoplasm and then return to the nucleus to form heterodimers that 

inhibit the activity of CLOCK:BMAL1 on E boxes in the promoters of target genes, thus 

inhibiting their own expression. The time-length of this loop of CLOCK:BMAL1-mediated 

transcriptional activation followed by inhibition by PER:CRY1/2 heterodimers is approximately 

24 hours, resulting in the rhythmic expression of CCGs. This rhythmicity is further sustained by 

an auxiliary loop whereby CCGs RORα/ß/γ and REV-ERBα activate and inhibit, respectively, 

Bmal1 gene expression (Preitner et al., 2002) (Fig. 1.2). In addition, postranscriptional 

mechanisms controlling the stability of clock proteins play important roles in the circadian clock; 

for a more thorough review, see (Mohawk et al., 2012). 

 

1.2.3 The Circadian Clock in the Skin 

Like other peripheral organs, the skin possesses an intrinsic circadian clock that is entrained by 

signals originating from the core clock in the SCN (Lin et al., 2009; Tanioka et al. 2009; 

Geyfman et al., 2012; Plikus et al., 2013; Al-Nuaimi et al.; 2014). Based on studies in other 

organs, it has been assumed that the skin clock in mice develops rhythmicity within the first 

month of life (Sladek et al., 2007; Ansari et al., 2009).  While the skin clock maintains 



7	

rhythmicity in the absence of light input, the rhythms depend on an intact SCN (Tanioka et al., 

2009). How the SCN transmits its signals to the skin clock has not been established although it is 

assumed that both hormonal and neuronal signals are important. The circadian clock seems to be 

active throughout the skin, but particularly robust clock output has been noted in quiescent bulge 

stem cells, the hair matrix, the dermal papillae, the interfollicular epidermis, and the secondary 

hair germ (Lin et al., 2009; Plikus et al., 2013; Janich et al., 2011). The circadian clock in the 

skin is important for skin physiology; Bmal1-deleted mice have many skin-related pathologies 

including delayed wound healing (Kowalska et al., 2013), cellular senescence (Kondratov et al., 

2006; Khapre et al., 2011), and delayed hair regrowth (Kondratov et al., 2006).  

 

1.3 Role of the Circadian Clock in the Skin’s Response to Endogenous and External 

Stressors  

 

1.3.1 Circadian Regulation of Cellular Metabolism and the Cell Cycle 

Skin, similar to gastrointestinal epithelium and bone marrow, requires high levels of progenitor 

cell proliferation for its maintenance. In mice, the fraction of epidermal progenitors in S-phase is 

higher during the night than during the day; this is opposite to the phase in human skin, which 

exhibits peak S-phase during the day (Brown, 1991; Clausen, 1979; Geyfman et al., 2012). The 

rhythmic cell proliferation is controlled by the circadian clock as circadian knockout mice have a 

constant fraction of epidermal progenitor cells in S-phase over the day (Geyfman et al., 2012; 

Plikus et al., 2013; Gaddameedhi et al., 2011). While the function of the prominent diurnal 

variation in cellular proliferation remains unknown, it is proposed that the circadian clock may 

have evolved to coordinate the phases of different cellular processes (Jouffe, 2013 et al.; 
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Geyfman et al., 2012; Panda et al., 2002; Gillette et al., 2005). For epidermal stem cells, the 

clock’s function may be to synchronize the cell cycle with intermediary metabolism, thus 

minimizing cellular damage from ROS created through ox. phos. (Stringari et al., 2015). This 

idea is supported by a recent study in which diurnal metabolic oscillations in the ratio of bound 

to free NADH (indicative of the balance between ox. phos. and glycolysis) in stem cells of the 

interfollicular epidermis were measured by fluorescence lifetime imaging (Stringari et al., 2015). 

It was found that ox. phos. was anti-phasic to the rhythm of S-phase and that diurnal metabolic 

oscillations and rhythms of proliferation in skin progenitors were abolished and became 

constitutively upregulated in the absence of the clock. These findings are corroborated by 

previous studies in Bmal1-deleted mice showing that they have elevated levels of ROS (Stringari 

et al., 2015; Geyfman et al., 2012). High ROS levels present during S-phase might contribute to 

the deleterious phenotypes seen in circadian knockout mice including reduced lifespans (Libert 

et al., 2012) and various symptoms of premature aging (Kowalska et al., 2013; Kondratov et al., 

2006; Khapre et al., 2011). The involvement of elevated ROS in the premature aging phenotypes 

of Bmal1-deleted mice is supported by a study showing that antioxidants could assuage the age-

dependent weight loss and development of cataracts typically seen in Bmal1-/- mice (Kondratov et 

al., 2009). Interestingly, some of the aging phenotypes in Bmal1-/- mice, including the hair 

regrowth defect, require Bmal1 to be ablated early in development before the clock machinery 

has matured, suggesting a potential non-circadian role of BMAL1 during development (Yang et 

al., 2016). 

 

Apart from its detrimental effects, ROS also function as signaling molecules that regulate 

biological activities (Finkel et al., 2011). ROS are implicated in regulating normal homeostatic 
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maintenance in other stem cell niches (Le Belle et al., 2011). The question as to whether these 

signaling functions of ROS are regulated by the clock in epidermal progenitor cells merits further 

investigation. 

 

1.3.2 Circadian Clock Control of the Unfolded Protein Response 

In response to stressful conditions such as wounding, infections, UV exposure, hypoxia, nutrient 

deprivation and ROS accumulation, cells upregulate proteins that help prevent the accumulation 

of misfolded proteins in the endoplasmic reticulum; this response is called the Unfolded Protein 

Response (UPR). For example, the UPR is activated in proliferating fibroblasts during wound 

healing (Matsuzaki et al., 2015). Although the UPR is most commonly thought of as a response 

to perturbation, it is activated in differentiating keratinocytes of the skin in the most 

differentiated layers of the epidermis (Sugiura et al., 2013). Interestingly, in mouse skin, several 

mRNAs encoding UPR-associated proteins oscillate diurnally, with most of them exhibiting peak 

expression in the late night/early morning (Fig. 1.3A). One of these genes, HERPUD1 is affected 

in Bmal1-deleted mice. Although no studies to date have investigated the functional significance 

of the diurnal expression of components of the UPR in the skin, studies in the liver have shown 

that circadian UPR activation is coordinated with the timing of maximum protein secretion in 

mouse liver (Cretenet et al., 2010; Mauvoisin et al., 2013). Moreover, Cry1-/- ;Cry2-/- mice exhibit 

dysregulation of endoplasmic reticulum-resident enzymes and perturbed lipid metabolism 

(Cretenet et al., 2010), suggesting a direct clock role in modulating the UPR in the liver. The 

potential role of the circadian clock in modulating the UPR in the skin is unknown and merits 

further investigation.  
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1.3.3 Response to Wounding 

The skin has evolved highly effective regenerative mechanisms to close wound defects. The 

review of wound healing is beyond the scope of this chapter but suffice to say, complicated 

signaling networks that are activated in response to wounding promote closure of the wound 

through enhanced migration and proliferation of fibroblasts and keratinocytes. In addition, 

polarizing immune cells are recruited to the wound to clear up debris and kill off intruding 

microbes. Studies suggest that the clock facilitates proper wound healing as evidenced by less 

epithelial coverage and decreased fibroblast proliferation after wounding in Bmal1-/- mice 

(Kowalska et al., 2013). It is possible that healing defects observed in Bmal1-/- mice are at least 

partially related to the dampened ability of Bmal1-/- keratinocytes to respond to pro-proliferative 

signals in older mice (Janich et al., 2011).  

 

The microenvironment of wounded tissues is hypoxic and has impaired nutrient supply due to 

vascular perturbation and high oxygen utilization by cells at the wound edge (Pai, 1972). 

Hypoxia induces the expression of heat shock proteins, which facilitate epithelial cell migration, 

thus contributing to re-epithelialization. The mRNA levels for heat shock proteins (Hsp90 and 

Hsp70), as well as several other proteins involved in the response to hypoxia, exhibit diurnal 

expression rhythms in mouse skin under homeostasis (Fig. 1.3B).   

 

1.3.4 UVB- and γ-irradiation-Induced DNA Damage 

Intricately linked to the cell cycle, the susceptibility to UVB-induced DNA damage in mouse 

skin exhibits a diurnal rhythm. UVB-induced DNA damage in the form of (6-4) photoproducts 

and cyclobutane pyrimidine dimers is greater when UVB is applied at night compared to the day. 
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This effect may be explained at least in part by the diurnal expression of a rate-limiting protein 

essential for the NER pathway, Xeroderma pigmentosum complementation group A (XPA) 

(Cleaver, 1968), which is lowly expressed in mouse skin during the night compared to day. The 

stage of the cell cycle may also contribute to this effect, as DNA is most sensitive to UVB-

induced damage during the S-phase of the cell cycle, which also peaks during the night in 

epidermal progenitors (Geyfman et al., 2012). Recently, other physiological aspects of the mouse 

skins’ response to UVB-induced damage, including sunburn apoptosis, inflammatory cytokine 

production, and erythema were found to be time-of-day dependent, with maximal response 

induced by UVB exposure at night (Gaddameedhi et al., 2015). Most strikingly, the same group 

found that UVB-induced squamous cell carcinomas accrue more rapidly in mice exposed to 

UVB at night (Gaddameedhi et al., 2011). Notably, in mouse skin under homeostasis, multiple 

mRNAs encoding proteins in the “response to UV” gene set exhibit diurnal oscillations, 

suggesting the possibility that other genes play a role in the diurnal UVB response (Fig. 1.3C). 

These findings are all in nocturnal mice, which have opposite phase of the circadian clock 

compared to diurnal humans where the maximum sensitivity to UVB-induced DNA epidermal 

damage may be during the day, the time of maximum solar exposure (Geyfman et al., 2012; 

Gaddameedhi et al., 2011). 

 

Studies have shown that cells in the M phase are most susceptible to γ-irradiation-induced DNA 

damage (Sinclair, 1965; Terasima, 1961). Consistent with this fact, γ-irradiation causes more 

extensive hair loss when applied to skin during the early morning versus in the afternoon (Plikus 

et al., 2013). Cry1-/- ;Cry2-/-  mice, which are arrhythmic, exhibit similar and enhanced levels of 

hair loss in response to γ-irradiation regardless of time of day, implicating a role for the circadian 
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clock in this process (Plikus, 2013). Together, these studies support a role for the circadian clock 

in modulating the epidermal response to exogenous stressors in the form of UVB- and γ-

irradiation radiation.  

 

1.3.5 Antioxidant Defense 

The skin possesses an intricate network of antioxidant mechanisms poised to assuage oxidant 

stress caused by exposure to solar radiation, chemicals, inflammation, and endogenous metabolic 

processes. Antioxidant systems in the skin include proteins that protect against ROS, such as 

catalase (CAT), glutathione peroxidase (GPx), and superoxide dismutase (SOD), as well as 

antioxidants like vitamins A, C, and E, melatonin, and glutathione (GSH). Many of these 

components exhibit diurnal rhythmicity throughout the body. For example, Melatonin, most well 

known for its role as a primary circadian effector hormone, is also a potent ROS- and NOS-

scavenger. The structure of melatonin allows it to neutralize many forms of radicals such as 

H2O2, •OH, singlet oxygen (1O2), superoxide anion (•O2
−), peroxynitrite anion (ONOO−) and 

peroxyl radical (LOO•) (Tan et al., 2002). The neutralization of these oxidizing molecules is 

especially important for skin health due to the epidermis’ high rate of cell proliferation, which 

correlates with its propensity to become cancerous (Tomasetti et al., 2015). Apart from its direct 

actions, melatonin also works in the skin by inhibiting the depletion of antioxidant enzymes 

including CAT, GPx, and SODs after UV radiation-mediated photodamage (Fischer et al., 2013). 

 

Another mechanism by which the skin and other organs fight the accumulation of harmful free 

radicals is through the action of SODs, which catalyze the dismutation of O2
− into O2 and H2O2. 

SODs are integral to skin homeostasis, as heterozygous deletion of SOD2 results in an “immune-
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ageing” phenotype, with enhanced T cell-mediated contact hypersensitivity (Scheurmann et al., 

2014) as well as nuclear DNA damage, and cellular senescence in the mouse epidermis (Velarde 

et al., 2012). SODs are expressed in a diurnal manner in many tissues including rat intestine, 

lung, and cerebellum (Martin et al., 2003). Per2 mutant mice show dampened SOD expression 

levels in the liver, while Per1/2 double knockout mice have a shift in phase of SOD gene 

expression (Jang et al., 2011), suggesting that this mechanism is modulated by the circadian 

clock.  

 

GSH is a critical antioxidant that neutralizes ROS in a process catalyzed by GPx proteins, in 

which GSH becomes oxidized to form glutathione disulfide (GSSG). GSH and GSSG, as well as 

other components of the GSH pathway, such as GPx, GR, and GST, are robustly diurnal in 

multiple tissues (Baydas et al., 2002; Lapenna et al., 1992; Maurice et al., 1991) with a peak 

expression of GSH during the light phase in mice and during the night in humans (Atkinson et 

al., 2009). A few Glutathione S-transferases, including GSTT1 and GSTA3, exhibit diurnal 

rhythmicity in their mRNA expression in the skin and are altered in Bmal1-/- mice (Geyfman et 

al., 2012). Although there are no studies to date investigating the physiological significance of 

the circadian rhythmicity of these GSH-associated genes in the skin, higher oxidized GSH levels 

are often seen in lesional and non-lesional skin from patients with chronic irritant dermatitis, 

suggesting this pathway is integral for maintaining skin homeostasis (Kaur et al., 2001). 

 

1.3.6 Xenobiotic Detoxification 

The skin protects against the effects of man-made genotoxic drugs and cytotoxic compounds 

found in nature. The Aryl hydrocarbon receptor (AhR) is a ligand-dependent transcription factor 
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that plays a critical role in metabolism of small molecules, including dioxins, polycyclic 

aromatic hydrocarbons, plant polyphenols, and tryptophan photoproducts (Rannug et al., 2006). 

Upon ligand binding, AhR translocates to the nucleus and dimerizes with ARNT, inducing 

transcription of xenobiotic-metabolizing enzymes, including cytochrome P450 (CYP) 1A1 and 

CYP1A2/B1. The CYP proteins then degrade chemical toxins and, as a by-product, produce 

ROS. AhR also activates the expression of nuclear factor-erythroid 2-related factor-2 (Nrf2), 

which regulates the expression of myriad of antioxidant proteins including NAD(P)H 

dehydrogenase [quinone] 1 (Nqo1) and Heme oxygenase 1 (HO-1) that protect against 

genotoxicity due to elevated ROS (Cho et al., 2002). In the mouse lung epithelium, circadian 

Nrf2 levels control the pulmonary response to oxidative injury in a lung fibrosis model, with 

greater fibrosis accruing during the early evening, corresponding to lowest Nrf2 levels (Perovic-

Vaughan et al., 2014). Moreover, reduced Nrf2 and GSH expression in the lungs 

of ClockΔ19 mice is linked to increased oxidative damage of proteins and spontaneous 

development of fibrosis in the airways (Perovic-Vaughan et al., 2014). In the mouse skin, the 

expression of Nrf2, Nqo1, and HO-1 is diurnal with a peak in expression a few hours prior to the 

onset of night; in addition, Nqo1 and Nrf2 mRNA expression are altered in Bmal1-/- mice 

(Geyfman et al., 2012), suggesting these genes are controlled by the CLOCK:BMAL1 complex. 

 

The AhR pathway and the circadian clock exhibit a dynamic, reciprocal interaction. On the one 

hand, AhR expression and DNA binding activity have a 24-hour rhythmicity; core clock proteins 

regulate AhR-mediated enzyme expression and detoxification activity in the rat pituitary and 

liver (Huang et al., 2002; Tanimura et al., 2011). On the other hand, activation of the AhR 

pathway by dioxins impacts the expression of core clock genes in mouse liver and hematopoietic 
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stem cells (Xu et al., 2010). It is currently unknown whether this disruption occurs in epidermal 

and follicular progenitor cells. However, if it does, this would suggest yet another pathway by 

which dioxins (acting through AhR activation) exert their damaging effects on the skin. 

 

AhR is expressed in the upper part of the hair follicle including the infundibulum (Ikuta et al., 

2009). Although the mRNA expression of AhR itself is not circadian in mouse skin, transcripts 

for genes associated with the xenobiotic response such as CYP2E1 and epoxide hydrolase 1 

exhibit diurnal rhythmicity, peaking around the onset of night in mouse skin under homeostasis 

(Geyfman et al., 2012) (Fig. 1.3D). The functional significance of the circadian regulation of 

xenobiotic metabolism within the skin may be to prepare for and/or respond to chemical toxins 

encountered during the night, when mice are most active. 

 

1.4 Circadian Regulation of Skin Immunity 

1.4.1 Circadian Rhythm in Skin Innate Immunity 

In addition to the barrier mechanisms described above, a diverse army of inflammatory cells in 

the skin deals with environmental insults by reacting, attacking, and relaying danger signals to 

the rest of the body. Several immune function-related genes are expressed in a diurnal manner in 

mouse skin, suggesting that the skin's immune system could be regulated by the circadian clock 

(Figure 1.4 adapted from Plikus et al., 2015, Geyfman et al., 2012). Epidermal keratinocytes, 

which compose the bulk of cells in the skin, secrete antimicrobial defensin peptides to resist 

pathogenic microbial colonization. Defensin β23 mRNA exhibits a striking circadian rhythmicity 

in mouse skin under homeostasis (Geyfman et al., 2012). Skin immunity also relies on 

evolutionarily conserved pattern recognition receptors (PRRs), including TLR 1, 2, 3, 5, 9, and 
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10 which enable innate inflammatory responses to a variety of immunogenic stimuli including 

bacterial, fungal, viral, and apoptotic molecules (Miller et al., 2005; Köllisch et al., 2005; Lebre 

et al., 2007). Skin-resident leukocytes derived from the hematopoietic system contribute to 

barrier defense, expressing a diverse array of PRRs, including TLRs 1-10 (Renn et al., 2006) and 

C-type lectin receptors. In healthy mouse whole skin, TLR 4, 7, 8, and 9 expression oscillates 

diurnally (Figure 1.4, Geyfman et al., 2012). PRR engagement induces nuclear translocation of 

inflammatory transcription factors, including nuclear factor κB (NF-κB), enabling pro-

inflammatory gene expression. The circadian clock regulates the magnitude of these 

inflammatory responses following PRR engagement. The most profound example of the 

circadian regulation of PRR sensitivity is exhibited by the increased mortality following systemic 

lipopolysaccharide (LPS) administration immediately preceding or during the evening in mice 

(Silver et al., 2012); this effect is clock-dependent as Per2 mutant mice are resistant to LPS-

induced endotoxic shock (Liu et al., 2006). LPS is a microbial component of gram-negative 

bacteria which induces inflammatory cytokine secretion through activation of TLR4, and 

systemic administration results in endotoxic shock and sepsis. The results in the mouse LPS 

models are recapitulated in human sepsis, in which greater mortality is observed during the night 

(Langevine et al., 1994). 

 

Immune cell sensitivity to pathogenic challenges is regulated in by the circadian clock in 

numerous epithelial barriers. Lung epithelium responds diurnally to challenge by LPS or S. 

pneumoniae, where inflammatory chemokine release and neutrophil recruitment peaks during the 

day in mice. This diurnal variation in reactivity to exogenous particulates in the lung epithelium 

may contribute to the potent early morning symptoms of wheezing in asthma patients (Barnes, 
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1985) and decreased lung function in COPD patients (Calverley et al., 2003). In addition, the 

ability of the gut epithelium to respond to, and defend against, ingested microbes is dependent on 

the circadian expression of defensins (Froy et al., 2005) and PPRs in intestinal epithelial cells 

that both peak at the intersection between late night and early day (Mukherji et al., 2013). The 

physiological outcome of the circadian regulation of these proteins was revealed in experiments 

where investigators fed mice with Salmonella, and found that mice infected during the day 

showed increased colonization levels and pathology scores compared to nighttime-infected mice 

(Bellet et al., 2013). These findings support the idea that the circadian clock in epithelia 

promotes immunity during night, when mice are active and feeding, and thus most likely to 

encounter pathogenic microorganisms. 

 

1.4.2 Circadian Rhythm in Skin Adaptive Immunity 

In addition to innate PRR-mediated immunity, the skin epithelium is home to a complex network 

of leukocytes which also permit adaptive humoral and cell-mediated immunity (Silver et al., 

2012; Pasparakis et al., 2014). Allergic contact dermatitis occurs in the skin following exposure 

to environmental chemicals, e.g. poison ivy, resulting in delayed type hypersensitivity (DTH). 

DTH is a cell-mediated response, requiring leukocyte migration to the lymph nodes and antigen 

presentation by skin-resident macrophages and dendritic cells to T cells. DTH has become a 

favorite animal model for human chronic inflammatory disease as the inflammatory pathology 

that occurs in skin DTH mirrors numerous cellular processes which also occur in chronic 

autoimmune disease in multiple organs. Prendergast et al. (Prendergast et al., 2013) found that 

circadian trafficking of antigen presenting CD11c+ dendritic cells in response to DTH became 

arrhythmic after a disruptive phase shift (DPS) procedure. 
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Psoriasis, a common chronic human autoimmune disease affecting 2% of the population, is 

characterized by increased epidermal proliferation, epidermal thickening, altered epidermal 

differentiation, and organized lymphoid infiltrates in the reticular dermis. Psoriasis pathology is 

thought to be initiated by immuno-triggering environmental exposures and infections in patients 

with susceptibility to immune de-regulation due to genetic risk factors (reviewed in Harden et al., 

2015). Innate immune cells such as dendritic cells expressing PRRs become activated to migrate 

to lymph nodes where they stimulate the differentiation of T cells into inflammatory subsets 

which become competent to enter the skin. T cell cytokine and growth factor secretion in the 

skin alters the transcriptional profile of keratinocytes and endothelial cells, resulting in a 

hyperproliferative state and self-perpetuating chronic inflammatory responses. The diurnal 

rhythmicity of psoriasis immunopathology was first published in the 1980’s where Pigatto et al. 

found a substantial diurnal rhythmicity in neutrophil recruitment to the psoriatic lesions. 

 

Work with psoriasis animal models suggests a circadian regulation of skin immunopathology. 

The psoriasiform lesion-inducing drug Imiquimod (IMQ) functions as a pathogen-associated 

molecular pattern (PAMP) and activates TLR7 signaling in skin-resident dendritic cells, resulting 

in the influx of inflammatory cells, proinflammatory cytokine secretion, and epidermal 

alterations (acanthosis, parakeratosis) similar to human psoriasis. These symptoms are more 

pronounced when mice are treated with IMQ at night than during the day (Ando et al., 2015). 

Knockout studies and circadian disruption studies support the modulatory role of the circadian 

clock in maintaining proper immune responsiveness to external PAMPs and antigens. Mice with 

mutated Clock genes have damped psoriatic lesion formation in response to IMQ, while Per2 
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knockout mice have attenuated pathogenesis (Ando et al., 2015). In other studies, mice subjected 

to disrupted lighting cycles and treated with the psoriatic-inducing agent human neutrophil 

elastase developed exacerbated psoriatic histopathology and pro-inflammatory cytokine 

production compared to mice housed under normal 12L:12D conditions (Hirotsu et al., 2012). 

 

Nocturnal pruritus, or increased itchiness at night, has been well described in patients with 

various dermatological disorders, including psoriasis (Yosipovitch et al., 2000), atopic dermatitis 

(Yosipovitch et al., 2002), lichen simplex chronicus (Koca et al., 2006) and scabies (Chouela et 

al., 2002). There are many factors that may contribute to this effect, one of them being histamine 

release by mast cells, which is modulated by the circadian clock (Baumann et al., 2013). Time-

of-day–dependent variations in a mouse model of IgE/mast cell–mediated allergic reaction 

(passive cutaneous anaphylactic (PCA) reaction) peaked during at night. Furthermore, these 

rhythms in reactivity were reliant on a functional clock protein, Per2 (Nakamura et al., 2011). 

Together, these studies illustrate the powerful modulatory role of the circadian clock on immune 

responses in the skin. 

 

1.5 Conclusions and Opportunities for Chronotherapy 

 

Our skin maintains a dynamic barrier, protecting us from harmful external stimuli like 

fluctuating temperatures, humidity levels, UV rays, pollution, and infections. Work on the role of 

the circadian clock in skin suggests that it has evolved to coordinate the skins’ protective 

function with changes in the external environment, allowing for optimal response to external 

insults. The clock also functions to temporally gate internal cellular processes such as ox. phos., 
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cell division, and antioxidant pathways within the skin, perhaps helping to keep ROS-induced 

DNA damage at bay (Fig. 1.5). Most of the experimental work on the skin role of the circadian 

clock has been performed in mice, which are nocturnal, while humans are diurnal. Therefore, a 

number of circadian clock-modulated processes described in this review may exhibit antiphasic 

patterns in humans. It will be important to take this fact into consideration when thinking about 

the implications of these findings in the realm of human physiology and disease.   

 

This chapter highlights the importance of the circadian clock in gating skin’s stress response. In 

part, this notion is well supported by experimental data, but in part, the evidence is more 

speculative, pointing to the importance of further work in this field. Circadian disruption, a 

common phenomenon in today’s society, may impair the skin's ability to handle stressors 

and infections. 

 

Understanding the mechanisms by which the clock gates the skin’s responsiveness to external 

stimuli, as well as the physiological outcomes of this regulation, is of paramount importance for 

the development of chronotherapy.  Chronotherapy aims to administer drugs at specific times of 

the day to maximize the beneficial effects of the treatment and/or to minimize side effects. For 

example, 5-fluorouricil treatment of tumor bearing mice wielded more potent anti-tumor effects 

when dosed in the early morning compared to other times of the day (Kojima et al., 1999). The 

pro-inflammatory effects of another anti-tumor/anti-viral drug, the TLR7 agonist IMQ, have 

recently been shown to be diurnal with peak activity induced after nighttime treatment in mice 

(Ando et al., 2015). Studies on skin active drugs should increasingly consider time of day as a 

potentially important variable affecting effectiveness and side effects.  
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Figure 1.1 Organization of the skin circadian clock. Light input is received in the ganglion 
neurons in the retina, and signals are sent to the suprachiasmatic nucleus (SCN) in the 
hypothalamus via the retinohypothalamic tract (RHT). The SCN then transmits signals through 
neuronal efferents and hormonal pathways to other organ of the body, including the skin. These 
SCN-derived signals coordinate the circadian phase of different cell types in the skin. 
 

Figure	1.1 		Organiza)on	of	the	skin	circadian	clock 			
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Figure 1.2 The molecular mechanism of the clock. CLOCK and BMAL1 form a heterodimer 
that initiates transcription of multiple genes through binding to E-box sequences in target gene 
promoters. An autoregulatory feedback loop is created, as BMAL1 and CLOCK promote the 
transcription of their own inhibitors (Per1/2/3 and Cry1/2). Furthermore, CLOCK:BMAL1 
promotes the transcription of RORα and REV-ERBα which induce and repress, respectively, 
Bmal1 expression. Other CLOCK:BMAL1 target genes encode for critical functions in 
peripheral organs, including genes regulating the response to stressors. CCGs, Clock-controlled 
genes. 

Figure	1.2 	The	molecular	mechanism	of	the	clock		
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Figure 1.3 Circadian expression of stress response pathways in the skin. Heat maps showing 
the expression of genes in the skin over 2 days based on previously published whole skin 
microarrays performed in mice (Geyfman et al. 2012). The MSigDB database was used to 
identify significantly enriched stress response pathways. Shown are diurnal genes associated 
with unfolded protein response (a), hypoxia response (b), UV response (c), and xenobiotic 
response (d). Asterisks indicate genes whose expression is significantly different in the skin of 
systemic Bmal1 KO versus Wt mice (Geyfman et al. 2012), suggesting the possibility of direct 
clock regulation. 

Figure	1.3 	Circadian	expression	of	stress	response	
pathways	in	the	skin		



24	

 
Figure 1.4 Many immune genes in skin display circadian rhythmicity, Adapted from Plikus 
et al., 2015. (A) A heat map showing the expression of immune-related genes in telogen over 2 
days based on previously published whole skin microarray datasets generated in mice (Geyfman 
et al., 2012). Multiple genes with established immune functions exhibit circadian expression. The 
day and night periods are indicated at the top and gene expression strength indicated at the 
bottom. (B) Shown is the gene ontology for the circadian immune genes. The number at the end 
of the bars refers to the number of genes with the specific function. Genes that peak at day or 
night are indicated with the pink and purple color. (C) The function of selective immune genes is 
indicated. These genes are marked with an asterisk in (A). 

Figure	1.4 	Many	immune	genes	in	skin	display	circadian	
rhythmicity		
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Figure 1.5 Diurnal activities of circadian stress response pathways in the skin. In mouse 
skin, circadian clock proteins, BMAL1 and CLOCK, exhibit peak expression during the night 
when most epidermal progenitor cells are in S-phase and glycolysis is the predominant metabolic 
pathway in these cells. The propensity for immune activation also peaks at night, which may 
help defend against invading pathogens encountered during the active phase. Conversely, 
oxidative metabolism and ROS production is higher during the day, coinciding with antioxidant 
pathway activity. DNA damage repair also peaks during the day in mice. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure	1.5 	Diurnal	ac)vi)es	of	circadian	stress	response	
pathways	in	the	skin		
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Chapter 2: Time-restricted feeding shifts the skin circadian clock and alters 
UVB-induced DNA damage 
 
(Hong W*, van Spyk E N*)  

*equal contributors 

 

Abstract 

 

The epidermis is a highly regenerative barrier protecting organisms from environmental insults, 

including ultraviolet radiation, the main cause of skin cancer and skin aging. Here we show that 

time-restricted feeding (RF) shifts the phase and alters the amplitude of the skin circadian clock, 

and affects the expression of approximately 10% of the skin transcriptome. Furthermore, a large 

number of skin-expressed genes are acutely regulated by food intake. While the circadian clock 

is required for daily rhythms in DNA synthesis in epidermal progenitor cells, RF-induced shifts 

in clock phase do not alter the phase of DNA synthesis. Yet, RF alters both the diurnal sensitivity 

to UVB-induced DNA damage, and the expression of the key DNA repair gene Xpa. Together, 

our findings indicate an unexpected regulation of skin function by time of feeding and emphasize 

a link between circadian rhythm, food intake, and skin health. 

 

2.1 Introduction 

 

Acting as a strong barrier to physical, chemical and pathogen insults from the exterior, and to 

water loss from the interior, the epidermis, the outermost layer of the skin, is a stratified 

epithelium. Its homeostasis is balanced by stem-cell progeny production in the basal layer and 

loss of cells through terminal differentiation culminating in shedding of corneocytes at the skin’s 
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surface (Blanpain and Fuchs, 2009). Skin biology research focuses largely on the responses to 

various forms of external injury, including UV irradiation, a major cause of DNA-damage, 

accelerated skin ageing, and cancer (Armstrong and Kricker, 2001; Fisher et al., 2002). Recent 

work, however, has unearthed an important role for the circadian clock in regulating skin 

function (Plikus et al., 2015). This raises the intriguing possibility that signals that influence 

circadian clocks, such as the time of feeding, could act as a regulator of skin function; the clocks 

in some peripheral tissues, especially metabolic organs, including the liver, can be entrained by 

time-restricted feeding (RF) (Damiola et al., 2000; Hara et al., 2001; Izumo et al., 2014; Kuroda 

et al., 2012; Stokkan et al., 2001).  

 

The hierarchically organized mammalian circadian clock comprises the central clock, located in 

the suprachiasmatic nucleus (SCN), and peripheral clocks, possessed by almost all cells (Dibner 

et al., 2010; Mohawk et al., 2012). Entrained by the day-night cycle, the central clock 

synchronizes the phases of peripheral clocks, thus coordinating the locomotor and metabolic 

activity of the animal with the Earth’s rotation. At a molecular level, the central and peripheral 

clocks are transcription-translation feedback loops wherein the heterodimeric CLOCK/BMAL1 

transcription complex activates a large number of genes. These include PERs and CRYs that 

form heterodimers to inhibit CLOCK/BMAL1 activity, thus establishing an oscillating 

transcriptional output with a 24-hour periodicity (Dibner et al., 2010; Lowrey and Takahashi, 

2011; Mohawk et al., 2012). The direct and indirect targets of the circadian clock encode key 

regulators of many, if not most, biological processes, including metabolism (Bass, 2012; Lamia 

et al., 2011), cell proliferation (Levi et al., 2007; Masri et al., 2013), and response to therapeutic 

treatment (Levi et al., 2007; Levi and Schibler, 2007).  
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Previous studies showed important roles for the circadian clock in skin biology (Plikus et al., 

2015). The clock is highly active in the progenitor cells of the secondary hair germ where it plays 

a role in the initiation of the hair growth cycle (Lin et al., 2009). It also contributes to 

heterogeneity in hair follicle stem cells by regulating the sensitivity to activation signals (Janich 

et al., 2011). In addition, in the matrix of growing hair follicles, the clock determines diurnal 

variation in cell division which affects the sensitivity of hair follicles to external gamma 

radiation (Plikus et al., 2013). The circadian clock also gates the response to UVB-radiation in 

the skin (Gaddameedhi et al., 2011; Geyfman et al., 2012), at least in part by controlling the 

expression of Xpa, a rate limiting enzyme involved in the repair of UVB-induced DNA damage 

(Gaddameedhi et al., 2011; Khang et al., 2010). In fact, the skin is most sensitive to UVB-

induced tumor induction at night when expression of Xpa is lowest (Gaddameedhi et al., 2011). 

Studies also showed a link between the circadian clock and skin aging as Bmal1-deleted mice 

exhibit accelerated skin aging (Janich et al., 2011; Kondratov et al., 2006), perhaps related to 

excessive reactive oxygen species (ROS) generation. In the interfollicular epidermal progenitor 

cells, the clock is required for a prominent diurnal variation in DNA synthesis (Gaddameedhi et 

al., 2011; Geyfman et al., 2012). While the function of these diurnal rhythms in epidermal 

progenitor cell DNA synthesis remains unknown, transcriptome studies from yeast to mammals 

have suggested that the circadian clock may coordinate the timing of different cellular processes 

(Geyfman et al., 2012; Gillette and Sejnowski, 2005; Jouffe et al., 2013; Panda et al., 2002); in 

the case of epidermal progenitor cells, its role may be to synchronize intermediary metabolism 

and the cell cycle, thus minimizing cellular damage from oxidative phosphorylation-generated 

ROS (Stringari et al., 2015). The circadian clock, then, may be a mediator of the long-
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appreciated, yet incompletely understood cross-talk between metabolism and the cell cycle 

(Buchakjian and Kornbluth, 2010; Fritz and Fajas, 2010; Laporte et al., 2011).  

 

Despite the circadian clock’s multiple roles in skin biology, other than the SCN, little is known 

of the factors that entrain the skin circadian clock. Restriction of food intake to defined time 

periods is known to change the phase of the circadian clock and gene expression programs, 

especially in primary metabolic organs such as the liver (Adamovich et al., 2014; Damiola et al., 

2000; Kuroda et al., 2012; Stokkan et al., 2001). But not all peripheral tissues are entrained by 

RF (Izumo et al., 2014), and the effect of RF on the skin has not been investigated. Hence, we 

examined whether RF can entrain the circadian clock in skin and affect skin function. We 

discovered that RF can shift the circadian clock of skin, but that the phase of the skin circadian 

clock is not as tightly coupled to feeding time as that of the liver. We found RF-schedule-specific 

changes in the skin transcriptome, including changes in the expression of multiple metabolic 

genes and the nucleotide excision repair factor, Xpa. Although the phase of the cell cycle was 

insensitive to changes in circadian clock phase, RF decreased overall progenitor proliferation 

rates, and day-time RF reversed diurnal rhythm of epidermal sensitivity to UVB-induced DNA 

damage. This study points to unexpected influences of time of feeding on the biology of skin, 

suggesting that time of feeding may affect UVB-induced conditions such as skin cancer and 

premature aging. 

 

2.2 Results 

 

2.2.1 RF entrains the skin circadian clock in a manner distinct from that of the liver 
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To determine whether RF can shift the phase of the skin circadian clock, we administered five 

different feeding schedules (Figure 2.2.1A). The ad libitum (AD) group of mice had unlimited 

access to food. The early daytime (ED) feeding group had access to food from zeitgeber time 0 

(ZT0) for 4 hours. The midday (MD) feeding group had access to food from ZT5 for 4 hours. 

The early nighttime (EN) feeding group had access to food starting at ZT12. Finally, the long 

daytime (LD) feeding group had access to food from ZT3 for 8 hours. These feeding lengths and 

times were modeled on previous RF studies (Damiola et al., 2000; Stokkan et al., 2001).  

 

To evaluate the effect of RF schedules on body weight and food intake, we recorded food intake 

daily and body weight immediately prior to food availability every other day for 21-26 days for 

the AD, EN, MD and ED groups (Figure 2.2.2A-B). Both MD and ED mice ate significantly less 

than the AD mice during the first two days of RF, but by the end of the experiment there was no 

significant difference in food intake across the groups (Figure 2.2.2A). All groups weighed 

approximately the same prior to the beginning of the RF (data not shown), but throughout the RF 

experiment, body weight was significantly affected by RF schedule: AD weighed more than all 

RF groups, ED and EN had approximately equal body weight, and MD weighed consistently less 

than all other groups (Figure 2.2.2B). We performed two RF experiments as described in the 

Methods section, with similar results for body weight and food intake in both experiments (data 

not shown).  We also measured skin compartment width (epidermis; dermis, including dermal fat 

layer; and muscle layer) by histology and found no significant changes except that dermis width 

was decreased by about 16-17% in EN and MD compared to AD (Figure 2.2.2C-F). 
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After implementing these RF schedules for 18 to 21 days, we harvested skin and liver from 

cohorts of mice every 4 hours for 28 hours starting at ZT0. We then determined the circadian 

clock phase by analyzing the peak time of skin mRNA expression of Per2, a commonly used 

indicator of the circadian phase. The phase of Per2 in mice fed during the night (EN) was 

equivalent to that of AD (Figure 2.2.1B). Using AD as a reference, we found that MD induced a 

phase advance on average of 4.19 ± 0.43 hours; in contrast, ED caused a phase delay on average 

of 4.72 ± 0.38 hours (Figure 2.2.1C, Figure 2.2.3A). The phase of Per2, then, was almost 9 hours 

apart for MD and ED, the groups with the most widely separated phases (Figure 2.2.1B). The 

magnitude of phase advances was the same in LD and MD (Figure 2.2.3A). We also found that 

the amplitude of Per2 was significantly lower in day-fed mice compared to EN (Figure 2.2.1C). 

Using either AD or EN as a reference, the phase shift of Per2 in ED was significantly different 

compared to LD and MD (Figure 2.2.3A). By contrast, in the liver, the phase of Per2 expression 

in all feeding groups was tightly linked to the time of initiation of food intake (Figure 2.2.1D, 

Figure 2.2.3B) and the peak expression of neither ED nor LD were significantly different from 

EN (Figure 2.2.1E).  

 

To determine if the shift in the phase of the circadian clock was consistent in the skin and liver, 

we compared the phase shift of Per2 in the RF groups relative to AD or EN, and found that, 

while MD exhibited the same phase advance in skin and liver, the phase shifts for ED and LD 

were different in these organs (Figure 2.2.3C). Expression results for core clock genes Dbp 

(Figure 2.2.3D-F) and Per1 (Figure 2.2.3G-I) matched the Per2 results, indicating a true phase 

shift of the core clock machinery.  We also studied the phase and peak expression of Per2 in 
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isolated epidermis of EN and ED, finding that they are similar to that in whole skin (Figure 

2.2.3J-K and Figure 2.2.1B-C).  

 

Collectively, these data demonstrate that time of feeding influences the phase and peak 

expression of the skin circadian clock in manner distinct from that of the liver. While feeding 

appears to be a direct zeitgeber for the liver with Per2 expression having a constant relation to 

feeding time, there is a less direct relationship between the initiation of feeding and the phase of 

the skin circadian clock.  

 

2.2.2 Diverse but functionally similar diurnal transcriptomes under different RF schedules 

 

To define the diurnal transcriptome of skin under different RF schedules, we performed RNA-

Seq on telogen skin collected every 4 hours for 28 hours under the three 4-hour RF schedules: 

ED, MD and EN (Figure 2.2.1A and Table 2.2.1). We selected mice from these RF schedules for 

further study in order to minimize effects of differences in caloric intake (see Methods section). 

EN mice were selected as the control because their circadian phase and time of feeding is similar 

to that of AD mice (Figure 2.2.1A-B); AD mice feed mainly during the early night (Vollmers et 

al., 2009; Yoon et al., 2012). Analysis of ED and MD mice allows us to observe the effect of 

maximum diurnal phase shifts as their circadian phases are nearly 9 hours apart in skin (Figure 

2.2.1B, Figure 2.2.3A).  

 

To quantify RNA expression levels, we separately counted the reads in exons, introns and 

antisense strands of all genes in the UCSC canonical gene set (Figure 2.2.4A). Using a 
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combination of four algorithms (Figure 2.2.4B), we identified 2,997, 3,198 and 2,546 exon 

transcripts as diurnally oscillating (out of 22,583 detected) in the EN, ED and MD groups, 

respectively (Figure 2A; Table S2 from Wang et al., 2017). Surprisingly, for each feeding group, 

there were a large number of genes with diurnally oscillating expression unique to that group, 

and only 147 genes were common to all three feeding groups (Figure 2.2.5A; Table S2 from 

Wang et al., 2017). These common genes include the core clock regulators Clock, Cry1/2, 

Per2/3, Dbp, and Npas2 (Figure 2.2.5B; Table S2 from Wang et al., 2017). The overall shift 

direction of the diurnal transcriptome common between any two RF schedules was consistent 

with the shift of the circadian clock (Figure 2.2.1B, Figure 2B-E; Table S2 from Wang et al., 

2017). Specifically, compared to EN, the phase of most diurnal genes in MD advanced while the 

phase of most diurnal genes in ED delayed (Figure 2.2.5C-E; Table S2 from Wang et al., 2017). 

Whereas the specific genes overlapping between any two groups differ, their functional 

categories were conserved, including cell death, redox regulation, cell cycle and circadian clock 

(Figure 2.2.5B-E; Table S2 from Wang et al., 2017).  

 

We also identified diurnal intron (Figure 2.2.4C) and antisense (Figure 2.2.4D) transcripts (Table 

S2 from Wang et al., 2017). As transcription affects both intron and exon components of 

transcripts, the comparison of phase shifts between introns and exons in a gene gives insights 

into the extent to which the phases of diurnal genes and biological processes under different RF 

schedules are controlled at a transcriptional or a post-transcriptional level. Overall, we found that 

the phase shift in peak expression in exons and introns of a gene was correlated (Pearson R = 

0.68) suggesting that transcriptional regulation is an important mechanism underlying food 

entrainment in the skin (Figure 2.2.6A; Figure 2.2.4E-G; Table S2 from Wang et al., 2017). This 
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mode of regulation was reflected in our gene ontology (GO) analysis showing that the circadian 

clock genes are clearly regulated transcriptionally (Figure 2.2.6B). However, there were a 

number of genes that are exceptions to this general rule as exemplified by cytokinesis genes, 

which appear to be regulated post-transcriptionally (Figure 2.2.6B).  

 

We found only 37 antisense transcripts with diurnal expression in all three feeding schedules 

(Figure 2.2.4D). Some of these, including the clock regulator Dec2 (also known as Bhlhe41), 

show expression in phase with the exons (Figure 2.2.6C) while others, including Erc2, which is 

involved in regulation of neurotransmitter release, show antiphasic expression to the exons 

(Figure 2.2.6D).  

 

Together, these data indicate that RF shifts the phase of most diurnal genes in skin by 

transcriptional mechanisms. The RF-affected genes, while participating in similar functions, are 

largely unique to each RF schedule. In addition, we identified two antisense transcripts that may 

have a regulatory relationship with the gene from which they are encoded.  

 

2.2.3 Food intake acutely regulates a portion of the skin transcriptome 

 

We next considered the possibility that food intake could acutely affect skin gene expression. To 

search for such effects in the data, we rearranged the RNA-seq reads across all three feeding 

schedules according to the feeding time (Figure 2.2.7A), generating feeding time (FT) series 

(FT0-FT4-FT8) where FT0 represents the initiation of feeding and FT4 and FT8 represent times 

4 and 8 hours after the start of feeding.  



35	

 

We identified 2,026 exons differentially regulated by food intake (Figure 2.2.7B and Figure 

2.2.8A, B). Exons showing the most significant change in response to feeding were linked to 

metabolism (Figure 2.2.7C), including Pdk4, Ucp3 and Scd2. The food intake-affected exons fell 

into two groups: those that decreased (998) after food intake and those that increased (1,028) 

after food intake (Figure 2.2.7B-E, Figure 2.2.8A-B). Genes showing decreased expression after 

food intake were overrepresented in GO categories including response to starvation, autophagy, 

response to oxidative stress, negative regulation of cell proliferation, and lipid oxidation (Figure 

2.2.7D; Table S3 from Wang et al., 2017) and those showing increased expression included lipid 

biosynthesis and protein synthesis (Figure 2.2.7E; Table S3 from Wang et al., 2017). These 

results indicate that the metabolism of skin is oxidative before feeding and becomes anabolic 

after feeding. We also identified 1,890 introns and 662 antisense transcripts affected by food 

intake (Figure 2.2.8A-B). About half of the food intake-affected genes were identified as having 

diurnal expression in one or more of the three feeding schedules (Figure 2.2.8C), suggesting that 

food intake contributes to regulation of the diurnal transcriptome in the skin. In conclusion, these 

data indicate that expression of many genes in the skin, including those involved in oxidative-

reductive metabolism and cell proliferation, respond acutely to food intake, and that the 

metabolic status of skin is determined by feeding. 

 

2.2.4 RF-induced phase shifts of the circadian clock do not affect the diurnal phase of 

epidermal progenitor cell S-phase 
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Previous studies showed diurnal changes in epidermal progenitor cell proliferation with 3- to 4-

fold greater number of cells in S-phase during the night than during the day (Geyfman et al., 

2012). Deletion of Bmal1, either constitutionally or selectively in epidermal cells, obliterates the 

diurnal variation in cell proliferation, indicating that the circadian clock controls the diurnal 

variation in epidermal progenitor cell proliferation (Geyfman et al., 2012). 

 

To determine whether the RF-induced phase shifts in the skin’s circadian clock alter the phase of 

the diurnal variation in epidermal progenitor cell proliferation, we measured the proportion of 

epidermal progenitor cells in S-phase by BrdU staining over a 28 hour period. The proportion of 

cells in S-phase is diurnal under each of the five RF schedules. Interestingly, despite the different 

phases in the circadian clock in different RF schedules, the phase of S-phase was not shifted by 

RF (Figure 2.2.9A). We also evaluated whether RF affects the proliferation rate of interfollicular 

epidermal progenitor cells, finding that each of the RF schedules resulted in a similar and 

decreased peak and overall progenitor cell proliferation compared to AD (Figure 2.2.9B). 

Together with previous findings showing that the circadian clock is required for diurnal DNA 

synthesis rhythms in epidermal progenitor cells (Geyfman et al., 2012), these results indicate that 

whereas the clock is critical for establishing diurnal variation in progenitor cell proliferation, it 

alone does not control the phase of the cell cycle.  

 

2.2.5 Daytime feeding shifts skin sensitivity to UVB-induced DNA damage 

 

Previous work in mice showed that sensitivity to UVB-induced DNA damage in the epidermis is 

diurnal with more damage when UVB is applied during the night than during the day 
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(Gaddameedhi et al., 2011; Geyfman et al., 2012). This diurnal variation depends on the 

circadian clock as mutations in Bmal1 (Geyfman et al., 2012) and Cry1/Cry2 (Gaddameedhi et 

al., 2011) obliterate the diurnal variation. To test whether daytime feeding, with its consequent 

shift in the phase of the clock, modulates the epidermal sensitivity to UVB-induced DNA 

damage, we applied UVB during the day (ZT9) and night (ZT21) to the shaved backs of AD, 

EN, ED, and MD mice, collecting the skin 15 minutes after UVB exposure. Consistent with 

previous studies (Gaddameedhi et al., 2011; Geyfman et al., 2012), mice that ate mainly (AD) or 

only (EN) at night formed more cyclobutane pyrimidine dimers (CPD) when exposed to UVB 

during the night than during the day (Figure 2.2.10A).  By contrast, mice fed during the day (ED 

and MD) exhibited a reverse pattern, forming more CPD when exposed to UVB during the day 

than during the night (Figure 2.2.10A). Similar trends were observed in a earlier RF experiment 

with fewer mice in which we measured both CPDs and the second most common UVB-induced 

lesion, (6-4) Photoproducts ((6-4)PP) (Figure 2.2.11A). Thus, while not altering the phase of S-

phase in epidermal progenitor cells, daytime RF reverses the diurnal rhythm of sensitivity to 

UVB-induced DNA damage. In addition, we found that the expression of Xpa, the gene encoding 

a rate-limiting protein necessary for nucleotide excision repair of UVB-induced DNA (Li et al., 

2011; Miyamoto et al., 1992), is dampened in EN, MD, and ED compared to AD. Furthermore, 

Xpa expression oscillates in a diurnal fashion in AD but not as robustly in the RF schedules 

(Figure 2.2.10B). 

 

In sum, these results demonstrate that daytime-restricted feeding affects the sensitivity to DNA 

damage in the skin of mice, and dampens the expression of a key DNA repair factor. 
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2.3 Discussion 

 

This work shows that time of feeding is an important regulator of skin function. As summarized 

in Figure 2.2.10C, we found that: 1) RF shifts the phase of the skin circadian clock, in a pattern 

distinct from that of the liver; 2) RF alters the expression of many diurnally expressed genes in 

the skin, including that of the key DNA repair factor Xpa; 3) feeding acutely causes large scale 

gene expression changes in the skin, most prominently of metabolic genes; 4) day-time RF 

reverses the time-of-day-dependent sensitivity to UVB-induced DNA damage in the skin. These 

findings are summarized in Figure 2.2.12. Together, our results indicate that timing of food 

intake has a more pronounced influence on skin biology than previously recognized, representing 

a modifiable regulator of skin health.  

 

Studies focusing on the liver, a key organ for organismal metabolism, showed that the phase of 

the circadian clock is entrained by RF (Damiola et al., 2000; Kuroda et al., 2012; Stokkan et al., 

2001) and that a significant portion of the liver transcriptome is affected by the time of feeding 

(Vollmers et al., 2009). The effect of RF on clocks in peripheral organs not primarily involved in 

organismal metabolism is less well studied (Izumo et al., 2014; Reznick et al., 2013); in 

particular, there are no such studies in the skin. Our findings indicate that both the phase and 

peak expression of the skin circadian clock are distinct from that of the liver. In the skin, day-fed 

mice (MD, ED, LD) exhibit lower amplitude of the core clock gene Per2 than mice fed during 

the night (EN), while in the liver, Per2 amplitude does not seem to be sensitive to time of 

feeding. Furthermore, mice fed during the early daytime (ED) exhibited a 4.7-hour phase delay 

in Per2 expression compared to AD mice in the skin, while in the liver the phase of Per2 
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expression is advanced by 10.9-hours, corresponding to the initiation of food intake. These 

findings suggest that RF controls the phase of the skin circadian clock by different mechanisms 

than in the liver where feeding appears to be a more direct and dominant cue (Figure 2.2.1). 

These observations suggest that, in addition to regulation of the skin clock by the SCN’s central 

clock (Tanioka et al., 2009), the skin clock is independently modulated by the timing of food 

intake. The exact mechanism by which feeding time controls the skin clock likely involves many 

factors such as physical activity, sleep-wake cycles, metabolism, and circulating hormones.  

 

Comparison of the telogen skin transcriptome under three different RF schedules (ED, MD, EN) 

reveals that feeding schedule dictates the diurnal expression of approximately 10% of the skin 

transcriptome (Figure 2.2.5). Specifically, RF schedules generate diurnal gene rhythms that are 

largely unique to each RF schedule while dampening diurnal expression of other genes that are 

diurnal in the other RF schedules (Figure 2.2.5).  Furthermore, while feeding time largely defines 

the identity of individual genes with oscillating expression, the functional categories annotated to 

these genes are similar among the three RF schedules. We also found that some diurnally 

expressed genes are conserved in all the three RF schedules; these genes are enriched for 

regulators of the circadian clock. The phase shift of the clock-related transcripts under the three 

RF schedules correlates well with the phase shift of the core circadian clock as indicated by the 

peak time of Per2 expression (Figure 2.2.1). In addition, the shift of expression of exons is 

linearly correlated with that of introns, indicating that shift of transcriptional activity is an 

important mechanism underlying the shift of the whole transcriptome (Figure 2.2.6). Genes 

annotated to regulation of circadian rhythm tend to be diurnally expressed in introns and exons 

while some genes annotated to the cell cycle, especially cytokinesis, tend to be diurnally 
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expressed in exons and not introns. These findings suggest that different diurnal processes may 

be regulated to varying extents by both transcriptional and/or post-transcriptional mechanisms. 

 

In contrast to exons, there are very few diurnal antisense transcripts. Also, the expression of 

antisense transcripts is largely uncorrelated with the expression of either introns or exons of the 

corresponding diurnal genes. We have identified a few antisense genes, however, that exhibit 

unique diurnal expression in relation to their corresponding genes, indicating a potential 

regulatory role.  

 

We observed striking changes in skin gene expression directly in response to food intake (Figure 

2.2.7). This suggests that at least part of the RF schedule-mediated changes in gene expression 

are a direct feeding effect although we cannot rule out contributions by changes in rhythms of 

activity level and sleep caused by restricted food availability. An analysis of these gene 

expression changes indicates that after feeding, cellular metabolism becomes biosynthetic and 

reductive. Instead of oxidation of fatty acids, the skin transcriptome becomes more characteristic 

of the synthesis and import of lipids, especially steroids, which are involved in cellular 

membrane systems. In addition, in response to food intake, genes involved in transcription, 

translation, and protein folding and localization are up-regulated and those involved in apoptosis 

are down-regulated. This analysis indicates that components of the global diurnal gene 

expression program are acutely responsive to food-intake. 

 

In previous studies, we showed that the circadian clock intrinsic to keratinocytes is required for 

the diurnal fluctuation in the proportion of epidermal progenitors undergoing S-phase (Geyfman 
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et al., 2012). Interestingly, in the current study we find that despite the shift in the phase of the 

circadian clock by RF, the rhythm of DNA synthesis in epidermal progenitors of the skin did not 

shift (Figure 2.2.9). Together these findings indicate that while an intact clock is required for the 

diurnal variation in DNA synthesis, the phase of the clock is not the dominant regulator of the 

phase of the S-phase oscillations in the mouse skin. These findings are in agreement with studies 

showing that the cell mitotic cycle can be uncoupled from the circadian clock in immortalized 

rat-1 fibroblasts (Yeom et al., 2010) and Lewis lung carcinoma cells (Pendergast et al., 2010), 

and a recent study showing that cell division cycles could be gated by WNT-signaling (Matsu-

Ura et al., 2016). While a previous study showed that time restricted feeding can shift the daily 

proliferative rhythm of the digestive tract (Burholt et al., 1985), in the gut, cell proliferation may 

be mechanically stimulated by food.  

 

Given our finding that oxidative metabolism in the skin is affected by time-restricted feeding, it 

is likely that a deviation in the time of food intake may lead to asynchrony between oxidative 

metabolism and DNA replication which normally is coordinated with cell cycle stages in 

epidermal progenitors (Stringari et al., 2015). We hypothesize that such asynchrony between the 

timing peak oxidative phosphorylation metabolism and cell division due to unusual feeding times 

could contribute to increased ROS-mediated DNA damage in progenitor and stem cells, leading 

to aging and carcinogenesis.  

 

We also show that feeding at non-physiological times can alter the skin’s susceptibility to UVB-

induced DNA damage. Mice that eat during the normal time (night) have greater sensitivity to 

UVB-induced DNA damage at night compared to during the day, consistent with previous 



42	

studies (Figure 2.2.11; Geyfman et al., 2012;  Gaddameedhi et al., 2011). This rhythm in DNA 

damage is attributed to the increased number of progenitors undergoing S-phase at night 

(Geyfman et al., 2012) and the diurnal variation in the efficacy of DNA excision repair mediated 

by the key nucleotide excision repair factor Xpa (Gaddameedhi et al., 2011).  We found that 

daytime-fed mice had reversed diurnal rhythm of sensitivity to UVB-induced DNA damage with 

greater sensitivity during the day than during the night (Figure 2.2.10A). Since the phase of S-

phase is not altered by RF, other factors may contribute to the RF-altered rhythm in the 

susceptibility to DNA damage. In fact, the expression of the key repair gene Xpa is diurnal, 

peaking during the day in AD mice (Figure 2.2.10B) (Gaddameedhi et al., 2011; Khang et al., 

2010), but exhibiting dampened and less rhythmic expression under RF schedules (Figure 

2.2.10B).  

 

In conclusion, our findings show that time-restricted feeding (EN, ED, MD) decreases the 

proportion of cells in S-phase, and dampens expression of DNA repair factor Xpa. In addition to 

these changes, daytime-restricted feeding (ED and MD) also shifts the phase of core clock genes 

and oxidative metabolism genes, and reverses the rhythm of sensitivity to UVB-induced DNA 

damage. By disrupting the natural expression and diurnal variation of such important processes 

in the skin, abnormally-timed food intake may contribute to the development of skin pathologies 

involving sun damage, skin aging and skin cancer.  
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Figure 2.2.1. Entrainment of peripheral circadian clocks by time-restricted feeding.  
(A) Schematic showing the RF schedules. Colored boxes indicate timing of food access: AD, ad 
libitum; ED, early day; MD, mid-day; EN, early night; and LD, long day. Day and night are 
indicated below with white and black bars. The sampling time points are indicated by ZT on the 
x-axis. Per2 gene expression in the skin (B-C) and liver (D-E) as measured by qPCR. (B, D) The 
values represent mean ± SEM, N = 3-5. The peak time, a proxy for the circadian phase, is shown 
above the curves as mean ± SEM, N = 4. Watson-Williams test was used to compare the peak 
times. (C, E) The peak expression values are shown as mean ± SEM, N = 4. Statistical 
significance comparing peak expression values was determined by Welch’s t-test, shown as *p < 
0.05, **p < 0.01, *** P < 0.001. See also Figure 2.2.3. 
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Figure 2.2.2. Food intake, body weight, and skin histology after RF schedules. (A) Food 
intake throughout the RF protocol. Two-way ANOVA (Group × Time): RF schedule (p < 0.001), 
ZT time (p < 0.001) and RF schedule × ZT time (p < 0.001). Data are represented as mean ± 
SEM, N = 15-18. (B) Body weights throughout the RF protocol. Two-way ANOVA: RF 
schedule (p < 0.001), ZT Time (p < 0.001) and RF schedule × ZT time (p < 0.001). Data are 
represented as mean ± SEM, N = 11-36. For (A) and (B), Welch's t-test p-values comparing 
feeding groups at each time point are listed below the graphs. Shade of green indicates 
significance, with darker green being more significant. (C-E) Skin histology measurements. Skin 
was collected, paraffin embedded, sectioned and stained with hematoxylin and 20x mosaic images 
were acquired. The thickness of (C) epidermis, (D) dermis (including the intradermal fat layer), and 
(E) subcutaneous muscle were measured. Data is presented as Mean ± SEM for N=10-18 mice per 
group. Significance was determined by one-way ANOVA (only dermis showed significance with P= 
0.03), followed by Student’s paired t-test, shown as *p < 0.05. (F) Representative cropped images of 
skin histology from the RF groups quantified in C-E. 100 um scale bar is shown. 
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Figure 2.2.3. Per2, Dbp and Per1 expression and comparison of peak shifts. (A) Peak shift of 
skin Per2 expression. (B) Peak shift of liver Per2 expression. (C) Comparison of peak shifts of 
Per2 expression in skin and liver. (D) Dbp gene expression in the skin measured by qPCR. (E) 
Peak expression of skin Dbp. (F) Comparison of the peak shifts of skin Dbp expression. (G) Per1 
gene expression in the skin measured by qPCR. (H) Peak expression of skin Per1. (I) 
Comparison of peak shifts of skin Per1 expression. (J) Per2 gene expression in the epidermis 
measured by qPCR. (K) Peak expression of epidermis Per2. (D, G, J) QPCR data is represented 
as mean ± SEM N = 3-5, after removal of outliers (Dixon's Q test, Q99%).  The peak time of each 
group is shown above the curves represented as mean ± SEM N = 4. Watson-Williams test was 
used to compare the peak times (A-D, F, G, I, J) and Welch’s t-test was used to peak expression 
levels (E, H, K). (A-K) For peak time and peak expression, the values represent mean ± SEM, N 
= 4. Statistical significance shown as *p < 0.05, **p < 0.01, *** P < 0.001. 
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Figure 2.2.4. Identification of diurnal transcripts. (A) Overlap of detected exons, introns and 
antisense transcripts. (B) Overlap of diurnal exons of EN identified by different algorithms. 
Genes identified as diurnal by any algorithm(s) are included. (C-D) Overlap of diurnal introns 
(C) and antisense (D) transcripts in three feeding groups. (E-G) Overlap of diurnal transcripts in 
EN (E), ED (F) and MD (G) (A and C-G) Ex: exons; An: antisense; In: introns. 
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Figure 2.2.5. Diurnal transcriptome of skin under time-restricted feeding. (A) Venn diagram 
depicting the overlap of diurnal exons expressed in skin of mice after time-restricted feeding. 
Out of 7,317 total diurnally oscillating exon transcripts, 147 are common within all 3 RF 
schedules. Exons for core circadian clock genes (such as Clock, Npas2, and Arntl) maintained 
diurnal rhythm in all RF schedules (core clock gene examples listed in panel B, to the right). (B-
E) Heatmaps of the diurnal exons common under all (B) or 2 (C, D and E) of the RF schedules 
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(corresponding to the B-E labels in (A)). Note that in B, most genes in MD are phase advanced 
while those in ED are phase delayed compared to EN. The white-black bars below indicate day 
and night, respectively. Colored bars under the heat maps indicate the time of food availability. 
The color key for the heat maps show the Z-score of expression value, where red is highly 
expressed and green is minimally expressed. The colored lines in black bars to the right of the 
heat maps indicate genes annotated to cell death (CD), reduction-oxidation (RO), cell cycle 
(CC), and circadian clock (CL) biological processes. See also Figure 2.2.4 and Table S2 from 
Wang et al., 2017. 
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Figure 2.2.6. Functional and regulatory aspects of the skin diurnal transcriptome 
(A) Linear correlation of the time-shift of exon and intron expression under different RF 
schedules. Examples of genes where the differential timing of intron and exon expression is 
greater than 4 hours are indicated with gene symbols. (B) Enrichment of biological processes 
was determined for genes with diurnally expressed introns and exons by Fisher’s exact test. 
Rows are Gene ontology (GO) terms and columns are RF schedules. Enrichment factor was 
determined as the ratio of diurnal genes in a term over all genes in a term; this is represented by 
circle size. The color of the circles indicates p-value. This data suggests that genes annotated to 
“regulation of circadian rhythm” are mainly regulated at a transcriptional level, while genes 
annotated to “cell cycle”, “cell death” and “histone acetylation” are mainly regulated post-
transcriptionally. (C and D) The expression of the exon and antisense transcripts for two 
diurnally expressed genes, Dec2 and Erc2, featuring diurnally expressed antisense transcripts in 
all three RF schedules. For Dec2, the exon and antisense oscillation is in phase, while for Erc2, 
the exon and antisense transcripts have antiphasic oscillations.  
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Figure	2.2.7 	Food	intake	alters	the	skin	transcriptome		
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Figure 2.2.7. Food intake alters the skin transcriptome. (A) A schematic showing how the 
RNA-seq reads from data presented in Figure 2.2.5 and 2.2.6 were regrouped and analyzed based 
on the timing of food availability. Feeding time zero (FT0) indicates reads immediately before 
food availability, feeding time 4 (FT4) indicates reads 4 hours after the onset of food availability, 
and feeding time 8 (FT8) indicates reads 8 hours after the onset of food availability, as described 
in the Methods section. Feeding groups are indicated below each column. The white-black bar 
indicates day and night, respectively. (B) 2,026 exons were affected by feeding based on the 
regrouping described in (A) (one-way ANOVA P < 0.01). Shown is the heat map of food intake-
affected genes at FT0, FT4 and FT8. The color key represents the Z-score of expression value 
with red being highly expressed genes and green being minimally expressed genes. (C) Volcano 
plot showing feeding-affected exons. Representative, statistically significant metabolic genes are 
labeled. (D-E) Graphs of representative enriched GO categories for genes down-regulated (D) or 
up-regulated (E) after feeding. The numbers at the end of the bars refer to the number of genes 
affected in each category. See also Figure 2.2.8 and Table S3 from Wang et al., 2017. 
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Figure 2.2.8. Genes affected by food intake. (A) Overlap of transcripts downregulated after 
feeding. (B) Overlap of transcripts upregulated after feeding. (A-B) Ex: exons; An: antisense; In: 
introns. (C) Graph depicting the number of feeding-affected transcripts that were identified as 
diurnal in 0, 1, 2, or 3 of the feeding groups.  
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Figure 2.2.9. Effect of time-restricted feeding on epidermal cell proliferation. (A) BrdU-
positive cells were counted in the epidermis by immunohistochemistry. Values represent mean ± 
SEM, N = 2-5. The proportion of cells in S-phase is diurnal under each of the five different RF 
schedules (one-way ANOVA P < 0.01). The dots above the curves indicate the peak time of 
BrdU incorporation. Values represent mean ± SEM, N = 4. Watson-Williams test was used to 
compare the peak times. The phase of diurnal rhythms of BrdU incorporation were unchanged 
among the four RF schedules. (B) The average percentage of BrdU-positive epidermal cells of 
each RF schedule. Values represent mean ± SEM, N = 4. AD had higher proliferation rate than 
all RF feeding schedules. Statistical significance was determined by Welch's t-test, shown as **p 
< 0.01, and ***p < 0.001.  
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Figure 2.2.10. Diurnal sensitivity to UVB-induced DNA damage and Xpa gene expression 
in the skin. (A) Quantification of CPD photoproducts after UVB exposure at ZT9 and ZT21. 
The shaved back skins of mice from AD, EN, ED and MD feeding schedules were exposed to 
single dose of 500 J/m2 UVB. Greater UVB-induced DNA damage is seen in AD and EN mice 
exposed to UVB at night versus the day, while mice fed during the day (ED and MD) have 
greater UVB-induced DNA damage when exposed to UVB during the day than during the night. 
Values represent mean ± SEM, N = 15. Statistical significance was determined by Welch's t-test, 
shown as *p < 0.05, **p < 0.01 and ***p < 0.001. (B) Skin Xpa expression is dampened under 
RF, as detected by qPCR. Values represent mean ± SEM (N = 3-5). Two-way ANOVA shows 
significance for RF group (p < 0.0001), ZT time (p < 0.002), and RF group X ZT time (p < 0.02). 
Tukey's post hoc test shows AD has greater Xpa expression compared to EN (p < 0.0001), and 
MD (p < 0.0001), while AD is not significantly different than ED (p < 0.056). (C) A schematic 
summarizing the effects of abnormal feeding time on diurnal rhythms UVB-induced DNA 
damage, expression of oxidative-reductive metabolic enzymes, DNA synthesis and Per2 
expression. See also Figure 2.2.1, Figure 2.2.5, Figure 2.2.9, Figure 2.2.10. 
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Figure 2.2.11. Skin sensitivity to UVB-induced DNA damage. Quantification of (6-4)PP (left) 
and CPD (right) photoproducts after UVB exposure at ZT9 and ZT21 presented as Mean ± SEM 
(N = 8 or 9). Statistical significance was determined by Welch’s t-test, shown as *p < 0.05, **p 
< 0.01, *** P < 0.001. 
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Figure 2.2.12. Graphical Summary: Daytime-restricted feeding shifts and dampens the skin 
circadian clock, dampens epidermal cell proliferation, and reverses the phase of UVB-
induced DNA damage. 
 
 
 
 
 
 
 
 
 

Figure	2.2.12 	Graphical	summary	illustra)ng	the	effect	of	day)me-restricted	
feeding	on	the	skin	circadian	clock,	epidermal	cell	prolifera)on,	and	UVB-induced	
damage		
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Table 2.2.1. Sequencing statistics for the RNA-seq. 
Total reads, Mapped reads, percentage of reads mapped, non-rRNA reads, percentage of non-
rRNA reads, reliable reads, and percentage of reliable reads, are indicated for RNA samples 
pooled from 2-4 mice per feeding group per time point as described in Methods section. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

RNA sample Total Reads Mapped Reads % Non-rRNA Reads % Reliable Reads %

MD

ZT0 53934987 50643956 94 47875030 89 43454124 81

ZT4 58618045 51192377 87 46375200 79 39297337 67

ZT8 63095384 52605332 83 44237151 70 33523750 53

ZT12 56033285 48428388 86 41704141 74 31765142 57

ZT16 59424906 52510958 88 46931580 79 38730040 65

ZT20 63122441 53106139 84 47206698 75 37788061 60

ZT24 58323439 51335336 88 47077225 81 41369525 71

ZT28 53651833 47565580 89 42935111 80 36460548 68

ED

ZT0 64957607 56059860 86 50466217 78 39190824 60

ZT4 62418183 52613181 84 45941760 74 33349770 53

ZT8 63370673 53849389 85 46528867 73 32703877 52

ZT12 54188794 45372675 84 38868470 72 24701796 46

ZT16 59349340 47636646 80 41538428 70 27724999 47

ZT20 61264210 53695629 88 48245655 79 35409323 58

ZT24 53567052 45183962 84 39463990 74 25666218 48

ZT28 64239934 52534714 82 45068850 70 32519483 51

EN

ZT0 63221149 50308240 80 43408139 69 28029993 44

ZT4 60383655 51373718 85 43435890 72 30094176 50

ZT8 62202466 53013034 85 46199673 74 31599842 51

ZT12 67298866 54763533 81 46887244 70 29689138 44

ZT16 59099629 47049092 80 39259630 66 25012802 42

ZT20 99558258 80519391 81 69863732 70 47313932 48

ZT24 59662234 47684780 80 40522893 68 27120354 45

ZT28 63367104 50211616 79 41047157 65 26751407 42

Table S1. Sequencing statistics for the RNA-seq, Related to Figure 2Table 2.2.1 Sequencing statistics for the RNA-seq 
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Chapter 3: Circadian control of IMQ-induced Interferon-sensitive gene 
expression in the skin 
 
 
Abstract 
 
Recent studies suggest that the circadian clock in the skin modulates the skin’s ability to protect 

against invading pathogens. The Toll-like receptor 7 (TLR7) pathway, in coordination with the 

IFN pathway, mediates the expression of key genes, termed “Interferon-sensitive genes” (ISGs) 

which are important for host defense against pathogens and cancer. We investigated the potential 

role of the circadian clock in regulating the ISG response in the mouse back skin after treatment 

with the synthetic TLR7 agonist, Imiquimod (IMQ). We found that after 1 day of IMQ treatment, 

ISGs including key ISG Irf7 were more highly induced after treatment during the day than night, 

and this diurnal rhythmicity was eliminated following high dose or repeated IMQ doses. In 

support of the idea that the core clock controls the ISG response, altering core clock gene 

expression by daytime-restricted feeding reverses the diurnal rhythm of the IMQ-induced ISG 

expression in the skin. While we show several epidermal cell subsets that upregulate ISG/Irf7 

mRNA after IMQ, it is the immune cells, and not KCs, that upregulate Irf7 in a diurnal manner 

after IMQ. Furthermore, we found that IMQ-induced nuclear localization of IRF7 and 

phosphorylated IRF7 (p-IRF7) is time-of-day dependent in epidermal monocytes and T cells, but 

not in dendritic cells (DCs) and keratinocytes (KCs).  Mice lacking Bmal1 systemically (Bmal1 

KOs) had exacerbated and arrhythmic ISG/Irf7 expression after low dose IMQ, demonstrating 

that the core circadian clock protein regulates the initial diurnal ISG response.  Interestingly, KC- 

and DC- specific Bmal1 deletion had no effect on ISG induction, supporting the idea that the 

circadian clock in other cell types or the systemic IFN response is responsible for the rhythmic 

ISG expression in skin after IMQ. These results suggest a new role for BMAL1 as a negative 
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regulator of the IFN response. Since the IFN response is essential for the anti-viral and anti-

tumor effects of TLR activation, these findings are consistent with the time-of-day dependent 

variability in the ability to fight viral and bacterial pathogens and tumor initiation.  

 

3.1 Introduction 

 

Recent evidence suggests that the circadian clock may regulate the ability of mice to defend 

against viral infections. Edgar and colleagues (2016) found that mice infected with herpes or 

influenza A viruses during the daytime had greater infection rates and mortality compared to 

mice infected at night and that Bmal1 deletion resulted in exacerbated infection (Edgar et al., 

2016). Another study showed that disruption of circadian function by jet lag or Bmal1 deletion 

led to increased acute viral bronchiolitis after Sendai virus and influenza A viral infection (Ehlers 

et al., 2017). The mechanism by which the circadian clock, especially the core clock protein, 

Bmal1, contributes to host defense response against viruses is currently unknown. Using the viral 

single-stranded RNA mimic IMQ, we investigate the effect of the time-of-day and Bmal1 

deletion on the IMQ-induced expression of anti-viral genes (also known as interferon-sensitive 

genes (ISGs); ISGs are expressed after infection and help to mitigate the spread of infection 

through a variety of mechanisms. 

 

IMQ as an immunomodulator 

IMQ was developed as a topical treatment for the management of human papilloma virus-

associated anogenital warts; however, it is currently approved for the treatment of actinic 

keratosis, superficial basal cell carcinomas, and many other off-label indications. It is currently 
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understood to be a specific ligand for TLR7/8 and is known to cause immune activation through 

the induction of anti-viral proteins, and pro-inflammatory cytokines and chemokines. The early 

response to topically applied IMQ involves the activation of epidermal Langerhan’s cells (LCs) 

which when activated, leave the epidermis and travel to the skin draining lymph nodes to recruit 

other immune cell subtypes to the skin including activated monocytes, neutrophils and T cells. 

When IMQ is applied repetitively to mice, it induces robust inflammation, typified by symptoms 

including epidermal hyperproliferation, parakaratosis (nuclei retained in the stratum corneum), 

acanthosis (thickening of the epidermis), and formation of Munro microabcesses, similar to 

human psoriasis. 

 

The TLR7 pathway 

TLRs are pattern recognition receptors involved in sensing foreign antigens, most commonly 

from viral, microbial, or chemical agonists (such as IMQ), as well as self-DNA secreted by dying 

or infected cells. TLR activation by ligand binding leads to the production of proinflammatory 

cytokines necessary for initiating innate and enhancing adaptive inflammatory cascades. In this 

way, IMQ recruits cytotoxic effector cells that facilitate both the eradication of pathogens and 

the killing of tumor cells (Akira & Takeda, 2004). On the molecular level, IMQ induces immune 

activation by binding to the TLR7 receptors (and TLR8 in humans) located on the endosomes 

within a variety of different cell types including macrophages (Hemmi et al., 2002), 

keratinocytes (KCs) (Yin et al., 2014), mast cells (Heib et al., 2007), monocytes (Hornung et al., 

2002), classic dendritic cells (cDCs) (Wohn et al., 2013), and plasmacytoid dendritic cells 

(pDCs) (Domizio et al., 2009). Upon IMQ binding, TLR7 dimerizes and the adaptor molecule 

MyD88 is recruited, leading to a signaling cascade involving PI3K (Guiducci et al., 2008), 
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IRAK1-, IKKα-, and/or LMP1-mediated phosphorylation of IRF7 and nuclear translocation. 

Once in the nucleus, IRF7 binds to interferon responsive elements (IREs) within promoters of 

type I IFN-encoding genes and other ISGs, including members of the RIG-I signaling pathway. 

While the majority of TLR-mediated ISG expression is induced as a result of secreted type I 

IFNs acting through the IFNAR1/2/JAK/STAT pathway (described below), recent studies show 

that ISGs can be induced by TLR7 activation independent of type I IFNs (Ning et al., 2005; Di 

Domizio et al., 2009; Li et al., 2017; Bego et al., 2012).  

 

The IFNAR/JAK/STAT pathway 

Type I IFNs (IFN-α IFN-β), produced through the activation of TLR7/8 signaling, bind to IFN 

receptors (composed of a heterodimer of IFNAR1/2) on the cell membrane of various cell types. 

Dimerization and activation of IFNAR1/2 activates two Janus family kinases, TYK2 and JAK1, 

resulting in recruitment of STAT1-STAT2 heterodimers that migrate into the nucleus and 

complex with IRF9 to form the ISGF3 complex, which binds to promoters of ISGs and activates 

their transcription. One key transcription factor induced by this pathway is IRF7, which acts in a 

feed-forward manner by facilitating the production of more ISGs and type I IFNs through the 

MyD88-dependant pathway. The increased levels of type I IFNs lead to a further increase in ISG 

expression through the IFN/JAK/STAT pathway. The end result of this feed forward loop is 

robust expression of ISGs which activates the immune system to kill off cancer, bacteria and 

viruses. 

 

Cell type-specificity of IFN/ISG response 
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PDCs express TLR7 and they are able to produce large amounts of type I IFNs (10–100 times 

more than any other cell type) in the context of TLR activation and viral infections (Di Domizio 

et al., 2009). While pDCs are considered to be the main producers of type I IFNs after TLR7/8 

activation in isolated cells, pDCs are extremely rare or absent in the skin, and it is unknown if 

other cell types contribute to type I IFN secretion in the skin following IMQ treatment. Other cell 

types including conventional DCs (cDCs) (Mancuso et al., 2008), myeloid-derived macrophages 

(Renn et al., 2006) and keratinocytes (KCs) (Zhang et al., 2016) secrete type I IFN under certain 

conditions. In most cell types, IRF7 is lowly expressed under homeostasis, while pDCs express 

IRF7 constitutively, making them capable of responding robustly to TLR7 activation. When 

most cells get activated by TLR stimulation, IRF7 expression is induced and plays a functional 

role in the feed-forward loop of the TLR7/IFN/ISG pathway (Durbin et al., 1998; Sato et al., 

1998). 

 

The goal of this study was to investigate the regulatory role of the circadian clock in the TLR7-

induced immune response in the murine skin. We found that the early IMQ-induced ISG 

response is diurnal in Wt mouse skin, but becomes arrhythmic after repeated 1% IMQ 

treatments. We show that by shifting the core circadian clock by subjecting mice to daytime-

restricted feeding schedules, we alter the rhythm of the IMQ-induced ISG response in the skin. 

To identify which cells are responsible for the diurnal IMQ-induced ISG response, we performed 

cell sorting and single cell sequencing. We found that epidermal immune cells (which are 

comprised of LCs, T cells, and monocytes) upregulate Irf7 gene expression more potently after 

1% IMQ during the day versus night. Using Imagestream flow cytometry, we found greater 

nuclear translocation of total and phosphorylated IRF7 (p-IRF7) in T cells and monocytes after 
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daytime 1% IMQ treatment. We show that systemic Bmal1 deletion, but not KC- or DC- specific 

Bmal1 deletion, results in exacerbated ISG expression in the skin after IMQ and elevated serum 

IFN-β levels. The results of this study suggest that BMAL1 is a negative regulator of ISG gene 

expression in immune cells, including, but not limited to, epidermal T cells and monocytes.  

 

3.2 Results 

 

3.2.1 Diurnal timing of treatment modulates transcriptional response to single and 

repetitive doses of IMQ 

 

We first examined the circadian control of the IMQ-induced gene response in the skin. Mice 

were treated with 1% IMQ every 6 hours for 1 day, or daily at the same time of day for 5 

consecutive days (Figure 3.2.1), and whole back skin was collected for microarray analysis.  

After filtering and normalization as described in Methods, we had 20,746 non-redundant exons. 

After 1 day of 1% IMQ, 890 genes were significantly different than control (Cyber T-test 

P<0.05). After 5 days of repeated IMQ doses, 8,831 genes were significantly altered (Cyber T-

test P<0.01). We identified gene ontology categories that were enriched after 1 day or 5 

consecutive days of 1% IMQ treatment using Gene Set Enrichment Analysis (GSEA) (False-

Discovery Rate (FDR) Q-value of < 0.25; Nominal (NOM) P-value ≤ 0.05) (Table 3.2.1). After 1 

day of 1% IMQ treatment, hallmark pathways associated with the immune system such as: 

allograft rejection, IL-6 Jak/Stat3 signaling, inflammatory response (including IFN-α/IFN-γ 

response), KRAS signaling-downregulated, and IL-2/Stat5 signaling were enriched (Table 3.2.1). 

Pathways enriched after 5 days of consecutive 1% IMQ treatment included protein secretion, 
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G2M checkpoint, and metabolic pathways such as cholesterol homeostasis and fatty acid 

metabolism (Table 3.2.1). 

 

We further examined pathways that were enriched differentially depending on the time of day. 

Under homeostasis, genes downregulated by KRAS signaling were enriched during the night as 

opposed to the day, along with genes associated with pancreatic beta cells and spermatogenesis 

(Table 3.2.2).  Conversely, pathways enriched under homeostasis during the day compared to the 

night include MYC and E2F targets, G2M checkpoint, and oxidative metabolism, among others 

(Table 3.2.2). 

 

Out of 890 genes significantly altered after 1 day of IMQ, 249 genes were upregulated 1.2 fold 

or greater after IMQ during the day versus night, and only 28 genes were upregulated 1.2 fold or 

greater after IMQ during the night versus day. There were relatively few pathways enriched after 

1 day of 1% IMQ applied at night compared to the day, which was similar to what was observed 

under homeostasis (Table 3.2.3). Conversely, many unique pathways were enriched after 1 day 

of daytime versus nighttime IMQ that were not identified as daytime enriched under 

homeostasis; these pathways included: adipogenesis, IFN-α response, IFN-γ response, fatty acid 

metabolism, and myogenesis (Table 3.2.3 and Figure 3.2.1B). After 5 days of repetitive IMQ 

treatment during the night, enriched pathways were associated with cell cycle regulation, E2F 

and Myc targets, TNFα signaling via NF-κB, and IL-2/STAT5 signaling (Table 3.2.4). On the 

other hand, there were few enriched pathways after 5 days of daytime IMQ treatment, and these 

pathways were associated with metabolic function including ox. phos., myogenesis, fatty acid 

metabolism and adipogenesis (Table 3.2.4). These findings suggest that the circadian clock gates 
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the early and late phases of IMQ-induced gene expression changes in a distinct manner, with 

greater IFN responses after 1 dose of 1% IMQ during the day, whereas by 5 days of 1% IMQ, 

cell cycle pathways are enriched after nighttime treatment. 

 

Considering that many of IMQ’s main immunogenic effects are facilitated through induction of 

IFN-α and IFN-γ pathways, we further investigated the genes associated with the IFN-α and 

IFN-γ response which were enriched after 1 dose of 1% IMQ during the daytime as opposed to 

nighttime IMQ (Figure 3.2.1B). The expression of 203 ISGs (identified in the MySig Database) 

illustrate that many ISGs lack expression under homeostasis but are induced after 1 day of 1% 

IMQ, while by 5 days of 1% IMQ, different groups of ISGs are induced (Figure 3.2.1C). Out of 

203 total ISGs, we found 53 of these genes were upregulated on average by 1.2 fold after 1 day 

of 1% IMQ (Figure 3.2.1D). Expression of Irf7, a master regulator of ISG transcription, was 

confirmed by qPCR (Figure 3.2.1E). To more specifically define the biological processes that 

these genes could be regulating, we performed gene ontology analysis using the online database 

DAVID (Sherman et al., 2007). The majority of these genes were associated with anti-viral 

activities; examples include genes encoding anti-viral proteins known to inhibit replication of 

RNA viruses such as Isg15, Ifit1, Mx1 and Oas1a, as well as negative feedback factors that 

dampen pro-inflammatory responses, such as Irgm1, Usp18, and Trim30. These results suggest 

that the IMQ-induced ISG pathway exhibits a diurnal propensity for transcriptional activation 

with greater reactivity occurring during the day (ZT01, ZT07) compared to the night (ZT13, 

ZT19). As none of the IFN-α, -β, or -γ family member transcripts were induced after 1 day of 

1% IMQ, we investigated whether IFNs were expressed earlier during the course of treatment by 

collecting mouse back skin and performing microarray and qPCR to measure gene expression at 
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0, 1, 2, 4, 6, and 24 hours after a single dose of 1% IMQ. We identified 3,108 genes significantly 

altered after IMQ (unpaired Cyber T-test, P<0.05). The majority of genes affected by IMQ were 

downregulated (2,206 genes); most of these genes encoded for proteins involved in cell cycle 

regulation. 902 genes were upregulated at 6 hours-post IMQ. While the 53 ISGs induced by IMQ 

consistently increased after treatment (Figure 3.2.1F), there was no induction of mRNA 

transcripts for IFN-α, -β, or -γ family members (data not shown). This time course also 

illustrated that Irf7 expression overlapped well with the expression of other ISGs, thus we used it 

as a proxy of ISG expression throughout the study (Figure 3.2.1F and G).  

 

3.2.2 Feeding schedules alter the type I IFN response after 1 day of 1% IMQ 

 

In the RNA sequencing experiment described in Chapter 2, we identified genes in the skin that 

were affected by time-restricted feeding schedules. We found that the rhythmic expression of 

many immune-associated genes were shifted or perturbed after daytime-restricted food 

availability (Wang et al., 2017). Some of these genes encode for proteins that mediate the IMQ-

induced ISG response, including Tlr7, Ifnar2, and Irf7. Therefore, we sought to determine if 

shifting the core clock by executing time-restricted feeding schedules could affect the rhythm of 

the ISG response. We performed time-restricted feeding with EN (early night), MD (mid-day) 

feeding groups (described in Chapter 2 and 6) and AD (ad libitum), as control, and treated these 

mice topically with 1% IMQ during the day (ZT07) or night (ZT19) for 1 day (Figure 3.2.2A). 

Whole skin RNA was pooled and subject to microarray as described in the Methods section. We 

confirmed that the core clock machinery was shifted in MD compared to AD by measuring 

expression of core clock gene, Dbp, in the whole back skin (Figure 3.2.2B). Consistent with our 
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previous findings (Figure 3.2.1), after 1 day of 1% IMQ, AD mice exhibited a diurnal rhythm of 

ISG induction after IMQ, with 1.2 fold or greater ISG expression after IMQ application during 

the day versus night (Figure 3.2.2C and D). Interestingly, MD mice exhibited the opposite, with 

greater ISG induction after IMQ treatment during the night (Figure 3.2.2C and D). QPCR for Irf7 

expression in individual mice (Figure 3.2.2E) confirmed the result from the microarray (Figure 

3.2.2D). 

 

3.2.3 IMQ upregulates ISG expression in keratinocytes, Langerhan’s cells, T cells and 

monocytes within the epidermis 

 

To hone in on exactly which epidermal cell types express the ISG signature after IMQ, we 

performed single cell sequencing using the Chromium 10x system on epidermal cells isolated 

from adult male mice under homeostasis or after treatment with 1% IMQ for 6 hours. We used 

the R package, Seurat, to cluster cells based on their gene expression profiles as described in the 

Methods section to produce t-distributed stochastic neighbor embedding (TSNE) plots (Figure 

3.2.3). We annotated cell clusters manually based on previous studies, mainly the study by Jooste 

et al (2016). Differentially expressed genes from each identified population are shown in Table 

3.2.5. Under homeostasis, LCs and T cells comprised 2.5% and 1.84%, respectively, of all live 

cells in the adult mouse epidermis. After 6 hours of 1% IMQ, the proportion of LCs and T cells 

out of live cells increased to 4.63% and 2.62%, respectively. There was a small group of immune 

cells that we defined as monocytes after searching the top 50 genes that were differentially 

expressed in this group compared to other epidermal populations in the Immgen database (Heng 

et al., 2008), and observing that most of these genes were most highly expressed in monocytes 
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followed by macrophages, and only lowly expressed in B cells, T cells, DCs, and innate 

lymphoid cells (Figure 3.2.3B). Genes enriched in the monocyte population included myeloid-

associated genes (Ly6e, CD14, Lyz2 (encodes LysM), M2 polarization markers (CD16, Adgre1 

(F4/80)), phagolysosomes/oxidative burst (Coro1a, Ctss, Cyba, Cybb, fcgr3) and chemokines 

(Ccl6 (MCP-3), Ccl4 (MIP-1β), Ccl3 (MIP-1α), Ccl9 (data not shown). The monocyte 

population comprised 0.5% of live epidermal cells under homeostasis, and increased to 1.2% 

after IMQ (Figure 3.2.3A and C).  

 

Under homeostasis, there were very few Irf7 positive cells (Figure 3.2.3C). After 6 hours of 1% 

IMQ, we identified 4 main cell populations that expressed the ISG signature after IMQ: a small 

group of KCs, LCs, T cells, and monocytes (Figure 3.2.3C).  The small group of monocytes 

expressed Irf7 most robustly out of all cell types. Forty percent of monocytes expressed Irf7 

under homeostasis, and 82% expressed Irf7 after IMQ (Figure 3.2.3D). Out of the differentiated 

KC (Krt1+) population, 4% of cells express Irf7 under homeostasis, and this increases to 15% 

after IMQ. The same trend was observed in the basal KC population (Col17a1+) (Figure 3.2.3D). 

In T cells (Cd3g+), and LCs (Cd207+), 7% and 4% of cells expressed Irf7 under homeostasis, and 

this increased to 36% and 17%, respectively, after IMQ (Figure 3.2.3D).  

 

To confirm that our diurnal ISG results were due to gene expression changes, and not diurnal 

differences in recruitment of monocytes (the main IRF7-expressing cells) to the epidermis, we 

performed flow cytometry on dissociated epidermis collected after 1 day of IMQ during the day 

or the night (Figure 3.2.3E). There were no differences in the proportion of T cell or DCs after 
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IMQ. There was a trend towards increased monocytes after IMQ at both times of the day, with 

no time-of-day dependent difference (Figure 3.2.3E).  

 

Taken together, these results show that multiple cell types within the skin respond to IMQ by 

upregulating ISG expression. Immune cells, mainly monocytes and T cells, are the most potent 

responders, followed by LCs and a small population of KCs. Since there is no significant diurnal 

difference in monocyte recruitment to the epidermis after IMQ, our results suggest that the 

diurnal rhythm in the IMQ-induced ISG response is regulated on the transcriptional level.  

 

3.2.4 Epidermal immune cells have diurnal induction of Irf7 expression after 1 day of IMQ, 

while KCs do not 

 

We wanted to determine the extent to which cells from different compartments of the mouse skin 

are induced to express ISGs after IMQ. Thus we FACS-sorted whole ears, and dorsal dermis and 

epidermis from mice treated with 1% IMQ for 1 day at ZT09, and performed qPCR to determine 

the level of Irf7 expression in purified cell populations. We found that out of the cell types 

analyzed, CD11c+ DCs from the whole ears were induced to express Irf7 most robustly, 

approximately 3.5 fold more than KCs. In other immune cells (e.g. T cells and MPs), Irf7 was 

induced 2 fold more than in KCs (Figure 3.2.4A). In the epidermis, we see that total immune 

cells in the epidermis upregulate Irf7 3 fold more than KCs (CD45-); while in the dermis, the 

opposite is seen − there was approximately 3 fold greater ISG expression in dermal non-immune 

cells (e.g. fibroblasts, muscle, and/or endothelial cells) compared to dermal immune cells (Figure 

3.2.4A).  
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Next, we sought to determine the contribution of different cell subsets to the diurnal ISG 

signature observed in the whole skin after IMQ treatment at different times of the day (Figure 

3.2.1 and 3.2.2). We FACS-sorted back skin epidermal cells from mice treated with 1% IMQ for 

1 day during the day (ZT0) or night (ZT12), and measured Irf7 gene expression in total immune 

cells (CD45+) and KCs (CD49f+CD45-Lin-) (gating strategy shown in Figure 3.2.4B). We found 

that epidermal immune cells expressed 2 fold greater Irf7 mRNA after 1 day of 1% IMQ 

compared to KCs (Figure 3.2.4C and D). Importantly, Irf7 induction was diurnal in immune 

cells, with approximately 2-3 fold more Irf7 expressed after IMQ treatment during the day 

compared to treatment at night. This trend is consistent with the rhythm of Irf7 expression in 

whole skin after 1 day of 1% IMQ treatment shown in Figure 3.2.1D.  

 

3.2.5 1% IMQ induces total and phosphorylated IRF7 protein nuclear translocation in 

epidermal cell subsets 

 

In order to activate ISG expression, IRF7 must be phosphorylated and translocate into the 

nucleus. We wanted to see whether IRF7 nuclear translocation differed depending on the time of 

day in which IMQ is applied. To achieve this, we treated mice topically with 1% IMQ during the 

day or night, collected epidermal cells 6 hours or 24 hours later, stained the cells as described in 

the Methods section, and analyzed the samples on the ImageStream®X Mark II Imaging Flow 

Cytometer (Figure 3.2.5A and B). This assay combines high-resolution digital imaging with flow 

cytometry, allowing for quantitative image-based analysis of nuclear translocation in both rare 

and plentiful subpopulations (George et al., 2006). We measured nuclear similarity index (a 
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measurement of the relative nuclear localization of a given marker) of total IRF7 and 

phosphorylated IRF7 (p-IRF7) using IDEAS® software. We found that monocytes (CD11c-

CD3e-CD45+) had greater nuclear localization of total and p-IRF7 after 6 hours of 1% IMQ 

during the day versus night. By 1 day of treatment, p-IRF7 nuclear localization was significantly 

increased at both treatment times (Figure 3.2.5C). Similar results are seen in T cells (Figure 

3.2.5D). Nuclear localization of total IRF7 and p-IRF7 was increased in KCs after 1 day of 1% 

IMQ with greater nuclear localization of total IRF7 seen after daytime IMQ treatment (Figure 

3.2.5E). In DCs, there was no significant increase in nuclear localization of total or p-IRF7 after 

6 hours of IMQ, but by 24 hours, nuclear localization of total and p-IRF7 was significantly 

increased with no time-of-day dependence (Figure 3.2.5F).  

 

In summary, nuclear localization of total and p-IRF7 is increased after 1% IMQ in epidermal 

KCs, T cells, and monocytes, and is time-of-day dependent in T cells and monocytes.  

 

3.2.6 Systemic deletion of Bmal1 exacerbates early skin IMQ-induced ISG expression 

 

To explore whether the circadian clock plays a direct role in the rhythmic ISG expression in 

response to IMQ, and to confirm whether the diurnal differences in ISG induction are 

recapitulated with shorter treatment durations, we performed experiments in which we treated 

Wt and Bmal1 KO mice topically with 1% IMQ for 6 hours or 1 day, and collected dorsal skin 

during the day (ZT07) or night (ZT19). We found that Wt mice had greater induction of Irf7 after 

6 hours of IMQ during the night, as opposed to the day (Figure 3.2.6A), which contrasts what we 

observed after 1 day of treatment (Figure 3.2.1D). Interestingly, 6 hours of 5% IMQ treatment 
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(the typical published dosage) yielded the same induction of Irf7 regardless of the time of day in 

which treatment occurred (data not shown). These findings suggest that in Wt mice, the ISG 

response elicited by 1% IMQ is dynamic and time-of-day dependent, with greater initial response 

after IMQ at night; however, by 24 hours (the time at which Irf7 expression peaks after IMQ), 

there is higher expression during the day (Figure 3.2.6A).  

 

Bmal1 KO mice had exacerbated Irf7 gene expression in their skin compared to Wt after 6 hours 

of IMQ treatment during the day, while there was no difference between the genotypes after 6 

hours of IMQ at night. By 1 day of 1% IMQ treatment, however, Bmal1 KO mice had 

significantly greater Irf7 expression compared to Wt after IMQ during the day and night (Figure 

3.2.6A).  In epidermis isolated from Wt mice, Irf7 mRNA was induced by approximately 4 fold 

after 1 day of 1% IMQ, with no diurnal difference (Figure 3.2.6B). Interestingly, Irf7 mRNA in 

the epidermis of Bmal1 KO mice was exacerbated almost 4 fold after IMQ compared to Wt 

(Figure 3.2.6B).  

 

To determine whether systemic type I IFN activity was affected by Bmal1 deletion, we measured 

serum IFN-β levels in Wt and Bmal1 KO mice treated topically with IMQ for 2 hours or 6 hours 

during the day or night. We found no significant IFN-β induction after 2 hours of 1% IMQ in 

either genotype, while IFN-β levels were significantly upregulated after 6 hours of daytime IMQ 

in the Bmal1 KO mice compared to control, and after 6 hours of nighttime IMQ in the Bmal1 KO 

mice compared to Wt mice and control (Figure 3.2.6C). We also measured serum IFN-β levels 

after 24 hours of 1% IMQ and found that, while IFN-β levels were similar to control levels in the 

Wt, Bmal1 KO mice had elevated IFN-β levels at this time point (Figure 3.2.6D). These results 
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suggest that the exacerbated ISG response we see in the skin of Bmal1 KO mice is not unique to 

the skin, and may be a consequence of systemic IFN activity. 

 

We further asked whether the exacerbated IMQ-induced ISG response we see in the skin and 

epidermis of Bmal1 KO mice could be due to differences in cellular composition. Since our 

single cell sequencing data on dissociated epidermis shows that the population expressing Irf7 

most robustly, the monocytes, increase in frequency after 1% IMQ (Figure 3.2.3), we performed 

flow cytometry on isolated epidermis and measured the proportion of these cells and other 

immune cell populations out of all live cells after 6 hours of 1% IMQ treatment during the day or 

night in Wt and Bmal1 KO mice (Figure 3.2.6E). We found no significant change in the 

percentage of all immune cells, T cells, DCs or monocytes in Wt compared to Bmal1 KOs under 

homeostasis or after 1% IMQ (Figure 3.2.6E). 

 

In summary, these results illustrate that deletion of Bmal1 on the systemic level results in an 

exacerbated IMQ-induced ISG response in the skin and isolated epidermis, as well elevated 

levels of systemic IFN-β. 

 

3.2.7 KC- or DC-cell type specific Bmal1 deletion is not sufficient to cause exacerbated 

IMQ-induced ISG expression 

 

Previous experiments have shown that both KCs and DCs in the epidermis upregulate ISG 

expression in response to IMQ (Figure 3.2.3, Figure 3.2.4); thus we wanted to determine whether 

Bmal1 deletion in one of these two cell types could recapitulate the exacerbated IMQ-induced 
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ISG expression we observed in the systemic Bmal1 KO mice. We generated KC-specific 

knockout mice and DC-specific Bmal1 KO mice, as described in the Methods section. Genotypes 

were determined by PCR using Cre and Bmal1 Flox primers as described in the Methods section. 

To confirm that we did indeed delete the circadian clock in the respective cell types specifically, 

we performed FACS sorting on CD49f+CD45-Lin- cells (KCs) and CD11c+ DCs collected from 

the epidermis of these mice during the day (ZT07) and night (ZT19) and confirmed 

downregulation of Dbp, a representative clock-controlled gene (Figure 3.2.7A and B). We next 

treated the KC- and DC- Bmal1 KO mice with 1% IMQ for 1 day during the day (ZT07) or night 

(ZT19) and collected the whole skin for qPCR analysis. We found that the expression of Irf7, a 

proxy of the ISG response, was lower in DC-specific Bmal1 KO mice after daytime IMQ 

compared to Wt, while no other differences in IMQ-induced Irf7 expression were observed in the 

different genotypes (Figure 3.2.7C). To see whether there were any differences in IMQ-induced 

Irf7 expression in KCs specifically from the KC-specific Bmal1 KO mice, which might have 

been masked by the robust ISG expression in the immune cells, we FACS-sorted CD49+ KCs 

(and CD45+ immune cells as a control) from the epidermis after 1 day of 1% IMQ treatment and 

measured Irf7 by qPCR. We found that there was no difference in IMQ-induced Irf7 gene 

expression in either the immune cells or KCs isolated from the epidermis of KC-specific Bmal1 

KO compared to Wt (Figure 3.2.7 D and E).  

 

3.3 Discussion 

 

In the skin, topical IMQ treatment induces the production of ISG gene products which facilitate 

pro-inflammatory and anti-viral immunity and help steer the host innate and adaptive immune 
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system to defend against pathogens and cancers. Our results show that the acute ISG response in 

the skin elicited by IMQ is time-of-day dependent, while chronic treatment results in ablation of 

rhythmic ISG expression (Figure 3.2.1). We observe greater ISG induction after 6 hours of IMQ 

treatment during the nighttime compared to the daytime, while by 24 hours after treatment, ISGs 

are higher during the day compared to the night. This temporally dynamic rhythm in ISG 

expression is supported by a previous study in which systemic injection of IFN produced greater 

IFN-induced myelosupressive activity during the night at early (12 hour) time points, whereas by 

24-48 hours after injection, myelosupressive activity was greater during the day (Koren et al., 

1993). Moreover, IFN administration during the day yielded higher anti-tumor activity than IFN 

administered at night, highlighting the functional significance of circadian IFN activity (Koren et 

al., 1993).  We are the first to show that shifting the clock by daytime-restricted feeding reverses 

the phase in ISG pathway activation in the skin, suggesting that meal-timing may be a previously 

unknown modulator of skin immune responses (Figure 3.2.2).  

 

Studies using intranasal influenza A, Herpesvirus, and Sendai virus infections illustrate that mice 

are more sensitive to viral infection during the day as opposed to the night, and mice lacking the 

core clock have greater infection titers and mortality (Edgar et al., 2015; Ehlers et al., 2017).  

Furthermore, there is evidence that BMAL1 inhibits replication of respiratory syncytial virus and 

parainfluenza virus type 3 viruses in a cell-intrinsic manner (Majumdar et al., 2017). All of these 

studies suggest that the circadian clock protein BMAL1 must be a positive regulator of anti-viral 

responses, while our results suggest the opposite, in that Bmal1 deletion exacerbates the 

expression of ISGs. While these studies using viral models are complicated by ongoing viral 

replication, activation of multiple PRRs, and in the case of in vivo models, both innate and 
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adaptive immune activity, our study focuses on the early transcriptional response to activation of 

a single specific TLR. The potential mechanisms responsible for the increased susceptibility to 

viral infections seen in Bmal1 KO mice are discussed further in Chapter 5. 

 

In order to fully understand the impact of the circadian phase on TLR/IFN pathway activation in 

the skin, it is necessary to determine what cell types mediate this response.  We found that the 

immune cells of the epidermis express 2-3 fold as much Irf7 mRNA as KCs and do so in a 

diurnal fashion, matching what is seen in the whole skin (Figure 3.2.4). To the best of our 

knowledge, this study is the first to identify a population of activated monocytes within the 

mouse epidermis under homeostasis; as this population turns on ISG expression most robustly 

out of all cell types studied (Figure 3.2.3), it is temping to consider that these cells may be key 

initiators of defense responses in the skin. In epidermal T cells and monocytes, p-IRF7 exhibits 

greater nuclear localization after 6 hours of 1% IMQ during the day as opposed to night (Figure 

3.2.5), supporting the idea that IRF7 regulates the activation of ISG expression by becoming 

phosphorylated and translocating into the nucleus in a time-of-day dependent manner early on 

after IMQ treatment in these cell types.  

 

We found that systemic Bmal1 KO mice have an exacerbated IMQ-induced ISG response in skin 

and isolated epidermis, while Bmal1 deletion specifically in KC or DC had no effect (Figure 

3.2.7). Considering the Bmal1 KO phenotype is observed in isolated epidermis, and that the 

composition of immune cells within the epidermis does not exhibit diurnal changes after 1 dose 

of 1% IMQ (Figure 3.2.3E), we propose that BMAL1 acts as a negative transcriptional regulator 

of ISGs in a cell-type specific manner, mainly in epidermal monocytes and T cells and not KCs 
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or DCs. This hypothesis does not exclude the possibility that BMAL1 also regulates the ISG 

response in other immune cells; considering that we observe exacerbated serum IFN-β levels 

after IMQ in Bmal1 KO mice, it is likely that BMAL1 plays this regulatory role in other immune 

populations throughout the body as well. Future experiments will focus on exploring which 

genes involved in the TLR7/IFN pathway are bound by BMAL1 after IMQ treatment (discussed 

in Chapter 5).  
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Figure 3.2.1 Diurnal timing of 1% IMQ treatment results in rhythmic interferon-sensitive 
gene (ISG) expression in the skin after 1 day but not 5 days of 1% IMQ treatment. (A) IMQ 
treatment protocol. Groups of mice were shaved and treated topically with 1% IMQ (colored 
arrows) at 6 hour time points throughout the day/night cycle (indicated by white and back bars) 
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for either 1 day, or each day for 5 consecutive days, and collected 1 day after the last treatment 
and pooled samples were subject to microarray analysis. (B) Gene set enrichment plot for IFN-α 
and IFN-γ hallmark pathways shows a significant enrichment of these pathways after 1 day of 
1% IMQ during the day versus night. (C) Heatmap of 203 ISGs (from MysigDB) from the 
samples collected in (A). Green = lowly expressed genes and red = highly expressed genes. (D) 
Average normalized whole skin microarray expression of ISGs induced by 1.2 fold or more after 
IMQ, under homeostasis (blue), 1 day 1% IMQ (orange), and 5 day 1% IMQ (red). One-way 
ANOVA, control P = 0.001, 1 day 1% IMQ P < 0.0001, 5 day IMQ P = 0.56 (E) Expression of 
Irf7 is diurnal after 1 day of 1% IMQ but not 5 days of IMQ. Whole skin RNA samples from the 
experiment described in A were subject to qPCR for Irf7. Two-way ANOVA shows significant 
difference between treatments (p < 0.0001). Tukey's post-hoc test showed significance between 
control versus 1% IMQ 1 day (p < 0.0001), control vs 5 days 1% IMQ (P = 0.0002) and 1% IMQ 
1 day versus 1% IMQ 5 days (p <0.0001). One-way ANOVA for control P = 0.99, for 1 day 1% 
IMQ P = 0.07, for 5 day 1% IMQ P = 0.65. Data represents mean + SEM of N = 5-7 mice per 
group. (F) Time course of ISG expression after IMQ treatment. Mice were treated with 1% IMQ 
and whole skin was collected after 0, 1, 2, 4, 6 or 24 hours. Average whole skin microarray 
expression of ISGs identified in (C). Average ISG expression (black line, error bars represent 
SEM), and the expression of representative ISGs, Irf7 (red dashed line), and Parp9 (blue dotted 
line), is shown. (G) Irf7 qPCR validation on individual whole skin samples pooled and subject to 
microarray in (C). Data presented as Mean ± SEM for N = 5-7. Statistical significance was 
determined by one-way ANOVA (P < 0.0001) and for Tukey’s post-hoc test, *P <0.05, **P < 
0.001, ***P < 0.0001, ****P < 0.0001. 
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Figure 3.2.2 Shifting the clock by daytime-restricted feeding alters the diurnal rhythm of 
IMQ-induced ISG expression. (A) Restricted feeding followed by IMQ treatment protocol. 
Mice were subjected to RF feeding schedules as described in the Methods section, and then 
shaved and treated with 1% IMQ during the day (ZT07) or night (ZT19) for 1 day and then 
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whole skin was collected for qPCR and pooled for microarray analysis. (B) Daytime RF alters 
the expression of core clock gene, Dbp, in the skin as measured by qPCR. (C) Heatmap of 203 
ISGs (from MysigDB) from the samples collected in (A). Green = lowly expressed genes and red 
= highly expressed genes. (D) Whole skin microarray expression of ISGs identified by MySig 
database, upregulated by 1.2 fold or more after 1 day of treatment, is plotted. Data points indicate 
individual ISG expression values after IMQ, with average ISG expression per group indicated by 
colored lines (AD = orange, EN = blue, MD = red). Statistical significance was measured by 
one-way ANOVA and significant p-values are shown. (E) Rhythmic Irf7 expression after IMQ is 
altered in MD compared to AD. Whole skin RNA samples from (A) were subject to qPCR for 
Irf7 (N = 5-14 per group). Data presented as Mean ± SEM. Statistical significance was 
determined by Student’s paired t-test, and significant P-values are shown. 
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Figure  3.2.3.  IMQ  upregulates  ISG  expression  in  keratinocytes, 
Langerhan’s cells, T cells and monocytes within the epidermis	
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Figure 3.2.3 IMQ upregulates ISG expression in keratinocytes, Langerhan’s cells, T cells 
and monocytes within the epidermis. (A) TSNE data plots from single cell seq on mouse 
epidermal cells isolated from adult male mice untreated (left) or treated with 1% IMQ for 6 hours 
(right). differentiated keratinocytes (KC diff), basal keratinocytes (KC basal), basal 
infundibulum (Infu basal), mitotic keratinocytes (mitotic KCs), hair follicle stem cells (HFSC), 
Langerhan’s cells (LCs), sebaceous gland (SG), melanocytes (MCs), fibroblasts (FBs), 

Figure  3.2.3.  IMQ  upregulates  ISG  expression  in  keratinocytes, 
Langerhan’s cells, T cells and monocytes within the epidermis	
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monocytes (mono). (B) Output from the Immgen database (Heng et al., 2008), which was used to 
identify the monocyte cell population within the epidermis. W-plot showing gene expression of 
the top 50 genes differentially expressed in the monocyte population in various immune cell 
populations from the Immgen database. Cell types are on the y-axis and means-normalized gene 
expression is on the x-axis. (C) ISG expression represented by Irf7 expression. Under control 
conditions, few cells express Irf7, while after 6 hours of 1% IMQ, populations of LCs, T cells, 
TCs, and mono are induced to express the Irf7. Green = no expression, red = intensity of 
expression. (D) Multiple epidermal cell types are induced to express Irf7 mRNA after IMQ. 
Proportion of differentiated KCs (Krt1+), basal KCs (Col17a1+), T cells (Cd3g+), LCs (Cd207+) 
and monocytes (Cybb+) expressing Irf7 in in control (untreated) and 6 hour 1% IMQ treated adult 
mouse epidermal cells analyzed by single cell seq. Relative Irf7 expression is on the x-axis and 
proportion of cells expressing Irf7 mRNA out of each population is on the y-axis. Number of 
cells analyzed and percent of each population out of total cells analyzed is listed above each 
graph. Number and percent of cells expressing Irf7 out of each population is listed on each graph 
in red. (E) Flow cytometry quantification of immune cell populations within the epidermis of Wt 
male mice treated with 1% IMQ for 24 hours during the day or night (indicated by white and 
back bars). There were no significant changes across treatments or time points. Data represents 
mean ± SEM of N = 2-6 Wt male mice per group. The numbers above each group indicate the 
number of samples analyzed. Statistical significance was determined by Student’s paired t-test. 
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Figure 3.2.4 Irf7 upregulation is diurnal in epidermal immune cells, but not KCs. Mice 
were treated with 1% IMQ during the day (ZT0) or night (ZT12) and after 1 day, epidermal cell 
suspensions were collected, stained, and FACS sorted. (A) CD11c+ DCs in the skin are induced 
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to express Irf7 most potently out of all skin cell types. Mice were treated with 1% IMQ for 1 day 
at ZT07 on their backs and ears and whole ear skin, isolated back epidermis, and dermis were 
FACS sorted for CD45-, CD45+, and/or CD11c+ and qPCR for Irf7 was performed. Each bar 
represents cells pooled from 3-5 mice. Whole skin RNA was included as control (N = 3). (B) 
Gating strategy used to FACS sorting epidermal CD45+ immune cells and CD49f+CD45-Lin- 
KCs. (C) QPCR for Irf7 was performed on FACS-sorted immune cells (CD45+) and (D) 
Keratinocytes (CD49f+CD45-Lin-). (B-D) Data represents mean ± SEM of N = 3-8 Wt male mice 
per group. The numbers above each group indicate the number of samples analyzed. Statistical 
significance was determined by Student’s paired t-test and significant P-values are shown.  
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Figure 3.2.5. IMQ induced nuclear localization of total and phosphorylated IRF7 is diurnal 
in epidermal T cells and monocytes 	
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Figure 3.2.5 IMQ induced nuclear localization of total and phosphorylated IRF7 is diurnal 
in epidermal T cells and monocytes. (A) Experimental design. Male Wt mice were treated with 
1% IMQ for 6 hours or 24 hours during the day (ZT07) or night (ZT19) and back epidermis was 
dissociated, stained for cell surface markers and intracellular IRF7 and p-IRF7, and analyzed on 
the Imagestream Flow Cytometer as described in the Methods section. Nuclear localization index 
was calculated using IDEAS software. (B) Example images (60x) taken during ImageStream 
fluorescence imaging, showing a keratinocyte with no p-IRF7 nuclear localization (top) and one 
with p-IRF7 nuclear localization (bottom). (C) Average nuclear translocation index for total 
IRF7 (left) and p-IRF7 (right) in monocytes (CD45+CD11c-CD3e-). (D) Average nuclear 
translocation index for total IRF7 (left) and p-IRF7 (right) in T cells (CD45+ CD3e+CD11c-). (E) 
Average nuclear translocation index for total IRF7 (left) and p-IRF7 (right) in KCs (CD45-). (F) 
Average nuclear translocation index for total IRF7 (left) and p-IRF7 (right) in DCs 
(CD45+CD11c+CD3e-). (A-F) Each data point represents 1 mouse and Mean ± SEM is indicated. 
Statistical significance was determined by Student’s paired t-test and significant or near-
significant P-values are shown. 
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Figure 3.2.6 Systemic Bmal1 deletion results in exacerbated IMQ-induced serum IFN-β and 
ISG expression in the skin. (A) Irf7 mRNA is exacerbated in the skin of Bmal1 KO mice after 
1% IMQ. Irf7 expression measured by qPCR on whole back skin RNA from Wt (blue, N = 17-
30) and Bmal1 KO (red, N = 6-9) mice untreated, or treated with 1% IMQ during the day (ZT07) 
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Figure 3.2.6. Systemic Bmal1 deletion results in exacerbated IMQ-induced serum IFN-β and ISG expression in the skin 	
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or night (ZT19) for 6 hours or 1 day. (B) Irf7 mRNA is exacerbated in the epidermis of Bmal1 
KO mice after 1% IMQ. Irf7 expression measured by qPCR on isolated back epidermis RNA 
from Wt (blue, N = 10-18) and Bmal1 KO (red, N = 4-8) untreated mice or mice treated with 1% 
IMQ during the day (ZT07) or night (ZT19) for 1 day. (C) Bmal1 KO mice have higher serum 
IFN-β compared to Wt after 6 hours of 1% IMQ at night. Mice were untreated, or treated with 
1% IMQ for 2 hours or 6 hours during the day (ZT07) or night (ZT19) and serum was collected 
and IFN-β ELISA was performed. (D) Bmal1 KO mice have exacerbated serum IFN-β after 1 
day of 1% IMQ compared to Wt. Male Wt and Bmal1 KO mice were untreated or treated with 
1% IMQ during the day (ZT07) similar to (C), and serum was collected after 1 day. (E) Flow 
cytometry quantification of immune cell populations within the epidermis in Wt and Bmal1 KO 
mice treated with 1% IMQ for 6 hours during the day or night (indicated by white and back 
bars). There were no significant changes across treatments, time points or genotypes (One-way 
ANOVA). (A-D) Each data point represents 1 mouse and Mean ± SEM is indicated. The 
numbers above each group indicate the number of samples analyzed. Statistical significance was 
determined by Student’s paired t-test and significant or near-significant P-values are shown.  
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Figure 3.2.7 Keratinocyte (KC)- or dendritic cell (DC)-specific Bmal1 deletion is not 
sufficient to cause exacerbated ISG expression after 1 day of 1% IMQ. Efficient disruption 
in clock-controlled gene expression in cell type-specific Bmal1 KO epidermal cells. (A-B) 
QPCR for clock-controlled gene, Dbp, was performed on sorted CD45- epidermal cells (mainly 
KCs), (A) and CD11c+ DCs (B) from Wt, KC-specific, and DC-specific Bmal1 KO epidermis 
collected during the day (ZT0) or night (ZT12).  (C) Whole skin Irf7 is exacerbated in the skin of 
systemic Bmal1 KO mice, but not KC- or DC-specific Bmal1 KO mice, after 1 day of 1% IMQ 
applied during the day (ZT07) or night (ZT19). Irf7 expression was measured by qPCR on whole 

Whole skin Irf7 qPCR: 1 day post-1% IMQ
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Figure 3.2.7. Keratinocyte (KC)- or dendritic cell (DC)-specific Bmal1 deletion 
is not sufficient to cause exacerbated ISG expression after 1 day of 1% IMQ	
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back skin of Wt (blue bars, N = 14-28), systemic Bmal1 KO (orange bars, N = 3-10), KC-
specific Bmal1 KO (green bars, N = 4-14), and DC-specific Bmal1 KO (red bars, N = 8-11). 
Each data point represents 1 mouse and Mean ± SEM is indicated. (D) FACS-sorted immune 
(CD45+) cells and (E) KCs (CD45-CD49f+Lin-) from isolated epidermis of Wt (Blue bars, N = 3-
8) and KC-specific Bmal1 KO (K14CreBmal1fl/fl) (green bars, N = 3-8) mice treated with 1% 
IMQ for 1 day and collected at ZT09. Data represents Mean ± SEM. (A-E) Statistical 
significance was determined by Student’s paired t-test and significant P-values are shown.  
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GSEA for single dose of 1% IMQ vs control

MSigDB Hallmark Pathways ES NES NOM p-val FDR q-val FWER p-val
ALLOGRAFT_REJECTION 0.61 2.05 0.00 0.00 0.00
IL6_JAK_STAT3_SIGNALING 0.64 2.04 0.00 0.00 0.00
INFLAMMATORY_RESPONSE 0.60 2.02 0.00 0.00 0.00
COMPLEMENT 0.57 1.94 0.00 0.00 0.01
INTERFERON_GAMMA_RESPONSE 0.88 1.97 0.00 0.00 0.01
INTERFERON_ALPHA_RESPONSE 0.91 1.75 0.00 0.01 0.07
KRAS_SIGNALING_UP 0.52 1.61 0.02 0.03 0.20
COAGULATION 0.41 1.49 0.04 0.09 0.38
IL2_STAT5_SIGNALING 0.42 1.43 0.05 0.12 0.47

GSEA for 5 days of 1% IMQ vs control
MSigDB Hallmark Pathways ES NES NOM p-val FDR q-val FWER p-val
PROTEIN_SECRETION 0.44 2.59 0.01 0.02 0.17
G2M_CHECKPOINT 0.40 2.55 0.00 0.02 0.19
CHOLESTEROL_HOMEOSTASIS 0.47 2.60 0.01 0.02 0.16
MYC_TARGETS_V1 0.41 2.61 0.00 0.02 0.16
MITOTIC_SPINDLE 0.37 2.40 0.00 0.03 0.26
E2F_TARGETS 0.38 2.41 0.00 0.03 0.25
FATTY_ACID_METABOLISM 0.42 2.62 0.00 0.03 0.16
PI3K_AKT_MTOR_SIGNALING 0.39 2.30 0.01 0.03 0.33
MTORC1_SIGNALING 0.41 2.66 0.00 0.03 0.14
P53_PATHWAY 0.34 2.22 0.01 0.03 0.39
COMPLEMENT 0.35 2.24 0.01 0.03 0.38
DNA_REPAIR 0.35 2.18 0.02 0.04 0.44
HEME_METABOLISM 0.34 2.13 0.02 0.04 0.48
INTERFERON_ALPHA_RESPONSE 0.46 2.66 0.01 0.04 0.14
UNFOLDED_PROTEIN_RESPONSE 0.34 2.05 0.01 0.04 0.53
XENOBIOTIC_METABOLISM 0.34 2.13 0.02 0.04 0.48
PEROXISOME 0.35 2.07 0.01 0.04 0.51
ADIPOGENESIS 0.42 2.69 0.00 0.05 0.13
INTERFERON_GAMMA_RESPONSE 0.42 2.73 0.00 0.06 0.12
OXIDATIVE_PHOSPHORYLATION 0.45 2.90 0.00 0.08 0.08

Table 3.2.1. GSEA pathways enriched after 1 dose, or 5 repeated doses of 1% IMQ versus control 
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GSEA for control day versus night
MSigDB Hallmark pathways ES NES NOM p-val FDR q-val FWER p-val
MYC_TARGETS_V1 0.43 3.95 0.00 0.00 0.00
G2M_CHECKPOINT 0.40 3.68 0.00 0.00 0.00
E2F_TARGETS 0.40 3.62 0.00 0.00 0.00
HTGF_BETA_SIGNALING 0.52 3.22 0.00 0.00 0.00
P53_PATHWAY 0.35 3.21 0.00 0.00 0.00
PROTEIN_SECRETION 0.40 3.11 0.00 0.00 0.00
MITOTIC_SPINDLE 0.34 3.08 0.00 0.00 0.00
MTORC1_SIGNALING 0.34 3.04 0.00 0.00 0.00
OXIDATIVE_PHOSPHORYLATION 0.33 3.02 0.00 0.00 0.00
UNFOLDED_PROTEIN_RESPONSE 0.38 3.02 0.00 0.00 0.00
DNA_REPAIR 0.33 2.74 0.00 0.00 0.01
PI3K_AKT_MTOR_SIGNALING 0.35 2.73 0.00 0.00 0.01
GLYCOLYSIS 0.28 2.57 0.00 0.00 0.02
APICAL_JUNCTION 0.29 2.57 0.00 0.00 0.02
EMT 0.27 2.48 0.00 0.00 0.04
HEME_METABOLISM 0.27 2.46 0.00 0.00 0.05
ESTROGEN_RESPONSE_LATE 0.26 2.35 0.00 0.01 0.08
APOPTOSIS 0.26 2.30 0.00 0.01 0.11
UV_RESPONSE_DN 0.25 2.20 0.00 0.01 0.17
HYPOXIA 0.24 2.16 0.00 0.01 0.20

GSEA for control night versus day
MSigDB Hallmark pathways ES NES NOM p-val FDR q-val FWER p-val
KRAS_SIGNALING_DN 0.25 2.58 0.00 0.00 0.00
PANCREAS_BETA_CELLS 0.28 1.76 0.01 0.03 0.46
SPERMATOGENESIS 0.19 1.78 0.01 0.04 0.40

Table 3.2.2. GSEA pathways enriched in control night versus day, or control day versus night 
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GSEA for 1 day 1% IMQ night versus day
MSigDB Hallmark pathways ES NES NOM p-val FDR q-val FWER p-val
KRAS_SIGNALING_DN 0.24 2.08 0.00 0.01 0.07
SPERMATOGENESIS 0.22 1.73 0.02 0.03 0.50

GSEA for 1 day 1% IMQ day versus night

MSigDB Hallmark pathways ES NES NOM p-val FDR q-val FWER p-val
MYC_TARGETS_V1 0.47 4.46 0.00 0.00 0.00
OXIDATIVE_PHOSPHORYLATION 0.45 4.24 0.00 0.00 0.00
MTORC1_SIGNALING 0.42 4.03 0.00 0.00 0.00
ADIPOGENESIS 0.43 4.01 0.00 0.00 0.00
G2M_CHECKPOINT 0.50 3.92 0.00 0.00 0.00
PROTEIN_SECRETION 0.49 3.81 0.00 0.00 0.00
INTERFERON_ALPHA_RESPONSE 0.40 3.80 0.00 0.00 0.00
MITOTIC_SPINDLE 0.39 3.68 0.00 0.00 0.00
INTERFERON_GAMMA_RESPONSE 0.39 3.63 0.00 0.00 0.00
E2F_TARGETS 0.40 3.54 0.00 0.00 0.00
DNA_REPAIR 0.43 3.51 0.00 0.00 0.00
UNFOLDED_PROTEIN_RESPONSE 0.38 3.35 0.00 0.00 0.00
FATTY_ACID_METABOLISM 0.41 3.29 0.00 0.00 0.00
PI3K_AKT_MTOR_SIGNALING 0.34 3.25 0.00 0.00 0.00
P53_PATHWAY 0.37 3.22 0.00 0.00 0.00
UV_RESPONSE_DN 0.34 3.22 0.00 0.00 0.00
GLYCOLYSIS 0.33 3.06 0.00 0.00 0.00
EMT 0.32 3.02 0.00 0.00 0.00
MYOGENESIS 0.33 3.00 0.00 0.00 0.00
APOPTOSIS 0.33 2.96 0.00 0.00 0.00

Table 3.2.3. GSEA pathways enriched after 1 dose of 1% IMQ during the night versus day 
or day versus night 

Red text indicates pathways uniquely identified as enriched during the day after 24 hours IMQ (i.e. pathways not 
identified as enriched during the day under homeostasis). 
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GSEA for 5 repeated IMQ doses during the night 
versus day
MSigDB Hallmark Pathways ES NES NOM p-val FDR q-val FWER p-val
G2M_CHECKPOINT 0.32 3.99 0.00 0.00 0
E2F_TARGETS 0.31 3.92 0.00 0.00 0
MYC_TARGETS_V2 0.43 3.39 0.00 0.00 0
UNFOLDED_PROTEIN_RESPONSE 0.26 2.68 0.00 0.00 0
MTORC1_SIGNALING 0.20 2.44 0.00 0.00 0.003
MITOTIC_SPINDLE 0.19 2.34 0.00 0.00 0.007
TNFA_SIGNALING_VIA_NFKB 0.18 2.23 0.00 0.00 0.015
PI3K_AKT_MTOR_SIGNALING 0.19 1.88 0.01 0.05 0.309
UV_RESPONSE_UP 0.16 1.83 0.01 0.05 0.407
MYC_TARGETS_V1 0.15 1.84 0.01 0.05 0.382
IL2_STAT5_SIGNALING 0.14 1.79 0.01 0.06 0.481
CHOLESTEROL_HOMEOSTASIS 0.21 1.76 0.02 0.06 0.539
ESTROGEN_RESPONSE_EARLY 0.14 1.77 0.02 0.06 0.523
HYPOXIA 0.13 1.65 0.03 0.10 0.746
PROTEIN_SECRETION 0.17 1.62 0.03 0.11 0.793

GSEA for 5 repeated IMQ doses during the day 
versus night
MSigDB Hallmark Pathways ES NES NOM p-val FDR q-val FWER p-val
OXIDATIVE_PHOSPHORYLATION 0.26 3.24 0.00 0.00 0.00
MYOGENESIS 0.20 2.49 0.00 0.00 0.006
FATTY_ACID_METABOLISM 0.20 2.29 0.00 0.00 0.015
ADIPOGENESIS 0.17 2.15 0.00 0.01 0.043

Table 3.2.4 GSEA pathways enriched after 5 repeated doses of 1% IMQ during the night 
versus day or day versus night 
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Cell clusters Genes
Basal KC Krt5, Col17a1, Itga6, Sca1(Ly6a), Thbs1, Krt14, Serpinb2
Differentiated KC (diff KC) Krt1, Krt10, Mt4
Mitotic KC Cdk1, Ccnb1, Cdca8, Top2a, Ki67, Cdc20, Krt5
Basal infundibulum (Infu basal) Sostdc1, Aldh3a1, Fst
Isthmus (upper HF) Krt17, Krt79, Cst6, Rbp1, Sprr1a, Defb6, Sox9, Col17a1
Hair follicle stem cell (HFSC) Postn, Sox9, CD34, Krt24, Lhx2
Langerhan’s cells (LC) Csf1r, CD207, CD74, Ptgs1,  Il1b

Monocytes (mono)
Cybb, Fcgr3 (CD16), Ccl6, Lyz2, Ccl4, Bst2, Isg15, Ly6e, Cxcl10, 
Ptprc, Ifi204

T cells CD3g, Thy1, Cxcr6
Sebaceous gland (SG) Plin2, Mgst1, Ldhb
Melanocytes (MC) Pmel, Tyrp1, Mlana

Table 3.2.5 Genes used to annotate epidermal cell clusters
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Chapter 4: Effect of Bmal1 deletion and repeated doses of IMQ on diurnal 
rhythms of inflammatory parameters 
 
 
Abstract 
 
The pathogenesis of IMQ-induced psoriasis is well studied, however, the role of the circadian 

clock on such inflammatory pathways in the skin is unclear. The purpose of this study was to 

investigate the time-of-day specific effects treatment with the immunomodulatory cream, 

Imiquimod (IMQ), on IMQ-induced psoriasiform inflammation in the mouse skin. We measured 

cell proliferation, immune cell infiltration, and spleen weight. Our studies show that under 

homeostasis or after a single dose of 1% IMQ, these parameters differ depending on the time of 

day in which IMQ is applied; however, after 5 repeated IMQ doses these parameters are 

constitutively high and lack diurnal gating. We also investigated whether the core clock plays a 

role in psoriasiform inflammation by treating Wt and Bmal1 KO mice with IMQ and found that 

Bmal1 KO mice have normal immune cell recruitment, spleen weight and cell proliferation, but 

greater epidermal thickness, after 5 days of 1% IMQ treatment. Investigating how the circadian 

clock contributes to skin inflammatory responses can provide essential insight into how to treat 

and prevent dermatological diseases by optimally timing treatment regimens. 

 

4.1 Introduction 

 

As a protective interface against the external environment, the skin defends the internal body 

from pathogenic organisms and environmental stressors. In addition to its’ physical barrier 

properties, the skin also has immune functions that respond to pathogens or foreign particles: 

keratinocytes and immune cells mount inflammatory responses through the activation of Toll-
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like receptor (TLR) pathways. When applied topically to the skin of mice, Imiquimod (IMQ) acts 

as a potent immune activator, initiating TLR7 signaling in the skin; upon repeated doses, IMQ 

treatment leads to psoriasiform inflammation, mirroring human psoriasis, which is characterized 

by increased cytokine production, massive immune infiltration and epidermal hyperproliferation, 

and epidermal thickening (Van der Fits et al., 2009).  

 

Previous studies have demonstrated that numerous skin activities are heavily dependent on the 

circadian rhythm. BMAL1:CLOCK control the transcription of genes involved in inflammatory 

cell recruitment and/or the ability of immune cells to become activated after pathogen exposure 

(Chapter 1, Figure 1.4); therefore, the circadian clock may play an important role in the defense 

response against pathogens and pathogen mimics such as IMQ or RNA/DNA. The severity of 

sepsis is time-of-day dependent and corresponded with diurnal changes in the expression and 

function of a toll-like receptor, TLR9, which is responsible for activating the expression and 

secretion of pro-inflammatory genes leading to inflammatory cell recruitment (Silver et al., 2012; 

Marpegan et al., 2009). A very recent study showed that neutrophil and macrophage infiltration 

and chemokine expression was time-of-day dependent during Leishmania major infection and 

that rhythms were abolished in clock-deficient macrophages and when BMAL1 was deleted in 

immune cells (Kiessling et al., 2017).  

 

One of the key functions of the circadian clock in the skin is controlling the rhythm cell 

proliferation, or S-phase. The proportion of basal keratinocytes in the mouse skin in S-phase is 

greater during the early morning hours, and lowest during the afternoon; this rhythm is reversed 

in humans (Brown et al., 1991). The rhythm of cell proliferation depends on Bmal1 intrinsic to 
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keratinocytes, as transgenic mice lacking Bmal1 specifically in keratinocytes have arrhythmic S-

phase, equivalent to the levels of peak S-phase in normal mice (Geyfman et al., 2012). 

 

Although many studies describe the pathogenesis of IMQ-induced psoriasis, few describe the 

potential role of the circadian clock in the inflammatory pathways in the skin. The circadian 

clock mediates daily homeostatic cycles in the skin, and it has also been implicated as an integral 

modulator of the immune response. Nakamura et al. (2011, 2014) have described allergic 

responses in the skin as circadian regulated and dependent on the cell-intrinsic clock mast cells, 

which secrete histamines in a diurnal manner in response to IgE (Nakamura et al., 2011); 

Nakamura et al. (2014). This group has also found that delayed type skin allergic reactions are 

more severe in mice mutated for Clock (Takita et al., 2013). Moreover, ablation of a key 

entrainment stimulus for the circadian clock, melatonin, caused hamsters to lose diurnal rhythm 

of antigen-presenting dendritic cell trafficking in the skin and impaired cutaneous antigen-

specific delayed-type hypersensitivity reactions (Prendergast et al., 2013). Recently, a role for 

the circadian clock has been described in a mouse model of psoriasis, an inflammatory skin 

disease that affects approximately 3% of the population (Ando et al., 2015). Clock mutation 

dampens the development of IMQ-induced dermatitis, whereas the Per2 mutation results in an 

exaggeration (Ando et al., 2015). The authors of this study propose that these effects are due to 

modulation of the IL-23 receptor (IL-23R) expression in γ/δ+ T cells, however no causal 

connection was explored. Thus, more research is required to understand the mechanisms by 

which the circadian clock gates IMQ-induced immune activation. Together, these studies 

illustrate an important modulatory activity of the circadian clock on immune responses in the 

skin and suggest that without proper regulation, the immune system may become over-reactive, 
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resulting in the development of autoimmune diseases. While significant advances have been 

made to understand the mechanisms by which the circadian clock regulates skin biology and 

specifically the skins’ immune response, much remains to be discovered.  

 

Here we investigate the circadian clock’s role in early and late inflammatory immune responses 

in the mouse skin. To achieve this, we treated mice topically with the chemical 

immunomodulator IMQ for one day or daily for five days at time points throughout the day-night 

cycle. To measure inflammation state, we assessed time-of-day dependent changes in the 

proportion of proliferating (EdU+) cells in the interfollicular epidermis (IFE) and the epidermal 

width and found that both parameters were significantly diurnal under homeostasis, and 

rhythmicity was disrupted after repeated IMQ doses (Figure 4.2.1A). Spleen weight was diurnal 

under homeostasis and 1 day of 1% IMQ, but lacked rhythmicity after 5 days of 1% IMQ. The 

proportion of Ly6G+ neutrophils in the whole skin differ across the day/night cycle after one day 

of IMQ, with greater numbers of cells after daytime IMQ, but no diurnal differences were 

present by 5 days of 1% IMQ, or for CD45+ or F4/80+ cells. We investigated the mechanism 

underlying this IMQ-induced elimination of circadian rhythmicity by measuring core clock gene 

expression after IMQ and found that IMQ downregulates Dbp and Rev-erbα in a dose dependent 

manner. We next asked whether the core clock protein BMAL1 plays a direct role in regulating 

IMQ-induced inflammatory responses. We found that systemic Bmal1 KO mice exhibited 

normal inflammatory cell recruitment to the skin after 5 days of 1% IMQ treatment. Although 

systemic Bmal1 KO mice had greater epidermal thickness after 5 days of 1% IMQ, epidermal 

proliferation and spleen weight was consistent with that of Wt.  In conclusion, these results 

support the idea that the early phase of the IMQ-induced inflammatory response is diurnal, while 
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rhythmicity is dampened or ablated after immense inflammation elicited by repeated IMQ 

treatments. 

 

Together, the results of this study shed light on the underappreciated role of the circadian clock 

in regulating immune responses in the skin. Investigating the circadian clock’s contributions to 

skin inflammatory responses can provide essential insight into the optimal treatment and 

prevention of dermatological diseases such as actinic keratosis and superficial basal cell 

carcinoma, both of which are treated therapeutically with IMQ in humans.  

 

4.2 Results 

 

4.2.1 Repeated doses of IMQ dampens diurnal rhythms of inflammatory parameters 

including epidermal proliferation and width, spleen weight, and skin immune cell 

occupancy 

 

Apart from gene expression changes, we were also interested in determining if the circadian 

clock gates other inflammatory parameters associated with the early and late phases of IMQ-

induced psoriasiform inflammation. We treated mice with 1% IMQ as described in section 3.1 

(see also Figure 3.2.1A) for 1 day or 5 days and measured spleen weight, cell proliferation within 

the IFE, epidermal width, and immune cell occupancy. Without regard to the circadian time, the 

proportion of proliferating cells (EdU+ cells) was greater after 5 days of 1% IMQ compared to 

control (Figure 4.2.1A), and the epidermal width, an indicator inflammation state, was 

significantly greater after 1 day and 5 days of 1% IMQ, compared to control (Figure 4.2.1B). 
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Total immune cells (CD45+) and neutrophils and/or monocytes (Ly6G+) in the whole skin 

increased from control to 5 days 1% IMQ and from 1 day 1% IMQ to 5 days 1% IMQ  (Figure 

4.2.1D). Macrophages and/or Langerhan’s cells (F4/80+) in the whole skin increased from 

control to 5 days 1% IMQ (Figure 4.2.1D). 

 

We assessed time-of-day dependent changes in the proportion of proliferating (EdU+) cells in the 

IFE and epidermal width after IMQ treatments throughout the day/night cycle and found that 

both parameters differed significantly under homeostasis, however no time-of-day dependent 

differences were observed after 1 day or 5 days of 1% IMQ (Figure 4.2.1A and B). Spleen 

weight for control and 1 day of 1% IMQ treatment differed significantly across the day/night 

cycle, but no diurnal significance was observed after 5 days of 1% IMQ treatment (Figure 

4.2.1C). Numbers of Ly6G+ neutrophils in the whole skin differ across the day/night cycle after 1 

day of IMQ with greater cells seen after daytime treatment compared to nighttime treatment, but 

no other significant time-of-day dependent changes were observed under homeostasis or by 5 

days of 1% IMQ treatment, or for CD45+ or F4/80+ cells (Figure 4.2.1D).  

 

These results show that a single dose of 1% IMQ elicits time-of-day dependent neutrophil 

recruitment to the skin, changes in epidermal thickness, and spleen weight. Conversely, 

repetitive doses of IMQ treatment disrupts diurnal rhythms in epidermal cell proliferation and 

width, neutrophil recruitment, and spleen weight.  

 

4.2.2 Core clock gene expression is affected by IMQ and Bmal1 systemic deletion 
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Considering our observations that repeated doses of IMQ caused robust inflammation and 

dampened circadian rhythms in inflammatory parameters, we wanted to know whether the core 

clock itself is affected by IMQ treatment. To this end, we measured the skin mRNA expression 

level of circadian clock-controlled genes Dbp and Rev-erbα from mice treated with 1% IMQ for 

6 hours during the day or night, as described in Figure 3.2.1A with slight modification (6 hours 

IMQ only included 1 time point for day (ZT07) and one for night (ZT19)). We found that Dbp 

was downregulated in a dose-dependent manner after 6 hours of one dose of 1% IMQ (Figure 

4.2.2A and 4.2.2B). Interestingly, this IMQ-induced suppression was also seen for Rev-erbα, 

which encodes the protein Rev-erbα, a clock-controlled transcription factor that negatively 

regulates Bmal1 expression (Figure 4.2.2C and 4.2.2D).  

 

4.2.3 Systemic deletion of Bmal1 results in normal immune infiltration and cell 

proliferation, and splenomegaly, but greater epidermal thickness after 5 days of IMQ 

treatment 

 

To investigate the biological significance of the circadian clock in pro-inflammatory immune 

responses in the skin, we applied 1% IMQ to the backs of Bmal1 KO mice for 0 hours (control), 

6 hours, 1 day, 3 days, and 5 days and collected back skin and spleen. Through 

immunofluorescent imaging, we found that Bmal1 KO mice had no significant difference in total 

immune (CD45+) or Ly6G+ neutrophils and/or monocytes in the whole skin compared to Wt, 

while there was significantly less F4/80+ macrophages in the whole skin in Bmal1 KO mice 

compared to Wt after 1 day of 1% IMQ (Figure 4.2.3A and B).  We also found that by 5 days of 

1% IMQ, Wt treated ears had a trend toward higher proportion of CD11c+ DCs and CD3e+ T 
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cells compared to control and there was no significant difference between Wt and Bmal1 KO 

under control, 24 hour 1% IMQ, or 5 day 1% IMQ (Figure 4.2.3C). Similarly, there was no 

difference in spleen weight between Bmal1 KO and Wt by 5 days of 1% IMQ (Figure 4.2.4A). 

While epidermal cell proliferation was heightened in Bmal1 KO mice under homeostasis, it was 

not significantly different compared to Wt after 5 days of 1% IMQ (Figure 4.2.4B). Interestingly, 

we observed an increase in epidermal thickness in Bmal1 KO compared to Wt at this time point 

(Figure 4.2.4C).  

 

4.3 Discussion 

 

Investigating the circadian clock’s contributions to skin inflammatory responses can provide 

essential insight into the treatment of dermatological diseases such as actinic keratosis and 

superficial basal cell carcinoma. Our study shows that under homeostasis or after a single dose of 

1% IMQ, the proportion of proliferating cells in the IFE, the epidermal width, and spleen weight 

are significantly diurnal in Wt mice, and this rhythmicity is disrupted after 5 daily doses of 1% 

IMQ. Numbers of Ly6G+ neutrophils in the whole skin differ across the day/night cycle after one 

day of 1% IMQ treatment, but no diurnal differences are present after 5 daily doses of 1% IMQ. 

These results oppose the results of a study by Ando and colleagues which show that IMQ 

treatment during the night versus the day results in greater ear thickening, suggesting a diurnal 

rhythm in inflammatory cell infiltration (Ando et al., 2015). The difference in results between the 

current study and their study may be due to their use of 2.5% IMQ cream, which is twice the 

dose used in the current study. They also use ICR Albino (also known as CD1) female mice 

while we use male C57/B6J mice; these strains have been shown to have different inflammatory 
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responses to repetitive IMQ treatment (Swindell et al., 2017). For example, ICR mice have 

greater IMQ-induced splenomegaly compared to C57/B6J, but C57/B6J have greater epidermal 

thickness and weight loss in response to IMQ than ICR mice (Swindell et al., 2017).  

 

We hypothesized that the lack of diurnal rhythmicity of inflammatory parameters seen after 

repeated IMQ treatments may be due to altered expression of core clock machinery. Our data 

suggests that this is the case, as clock-controlled genes Dbp and Rev-erbα are downregulated 

after IMQ. This finding is supported by previous studies in which inflammatory disease 

pathology was correlated with suppression of clock-controlled gene expression (Ehlers et al., 

2017; Haspel et al., 2014; Haimovich et al., 2010). 

 

Previous studies show discordant results regarding the effect of circadian disruption on psoriatic 

inflammation. In humans, the incidence of psoriasis is greater in shift workers  (Li et al., 2013). 

Consistent with this, disrupting the circadian clock through altered sleep-wake cycles elevates 

pro-inflammatory cytokine secretion (Hirotsu et al., 2012) and diminishes barrier function 

(Matsui et al., 2016) in mouse models of psoriasis. On the other hand, Ando and colleagues show 

that mutation of the core clock gene, Clock, lessens IMQ-induced ear swelling and inflammatory 

recruitment to skin draining lymph nodes, while mutation of Per2 (an inhibitor of 

BMAL1:CLOCK) results in the opposite phenotype (Ando et al., 2015).  

 

While IMQ-induced ISG expression in the skin and IFN-β serum levels are exacerbated in 

Bmal1 KO mice (Chapter 3), the current study illustrates that inflammatory infiltrate as a result 

of daily repeated 1% IMQ treatment is relatively unaffected by Bmal1 deletion. The idea that 
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local inflammation is independent of type I IFN signaling has been described in other studies 

(Guiducci et al., 2010; Wohn et al., 2013; Kader et al., 2013). In fact, skin inflammation is 

unaffected after blocking IFN-α signaling in pDCs in the IMQ-induced psoriasis mouse model 

(Wohn et al., 2013). In addition, inhibition of PI3K, an essential complex for TLR-activated 

IRF7 nuclear location and IFN-α production in pDCs, does not affect inflammatory cytokines or 

maturation of pDCs in response to TLR7/9 triggering. Thus, while the circadian clock is an 

important regulator of IMQ-induced ISG expression and type I IFN levels, it does not affect 

IMQ-induced inflammatory cell recruitment. 

 

A hallmark of psoriasiform inflammation is an epidermal cell proliferation, accompanied by an 

increase in epidermal thickness. Our results show that, while Bmal1 KO mice have greater 

epidermal thickness after 5 days of 1% IMQ, their cell proliferation within the IFE is similar to 

Wt at this time point. The discrepancy between the epidermal thickness and cell proliferation 

results may be due to the fact that BMAL1 expression regulates cell cycle progression within the 

basal cells of the IFE; deletion of Bmal1 results in increased cell proliferation under homeostasis 

(Figure 4.2.4B). It is also possible that other factors contributing to epidermal thickness may be 

heightened in the Bmal1 KO mice independent of cell proliferation, such as hydropic cell 

swelling, which is common in virally infected KCs. 

 

The current study illustrates that under homeostasis and early on after 1% IMQ treatment, the 

circadian rhythm of cell proliferation in basal epidermal keratinocytes, epidermal thickness, 

spleen weight, and neutrophil occupancy is maintained. However, as psoriasiform inflammation 

progresses with repeated IMQ treatments, these parameters are heightened and the diurnal 
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rhythmicity is dampened. Understanding the effect of time of day on the time course dynamics of 

IMQ-induced inflammatory activation is important for designing optimal treatment regimens 

centered on harnessing the body’s natural circadian rhythms. 
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Figure 4.2.1 Repeated doses of 1% IMQ dampens diurnal rhythms of inflammatory 
parameters including epidermal proliferation and width, spleen weight, and skin immune 
cell occupancy. (A) Wt mice were treated with IMQ at circadian time points for one day or 
consecutively for five days as described in 3.2.1A. Two hours prior to collection, mice were IP 
injected with EdU and skin samples were prepared as described in the methods section. Control 
mice were untreated (blue, N = 5), 1 day 1% IMQ (orange, N = 7), and 5 days 1% IMQ (red, N = 
5-7). Data presented as mean ± SEM. Two-way ANOVA test shows significance between 
treatments (P = 0.02) and time points (P = 0.005). Tukey’s post-hoc test for control vs 5 day 1% 
IMQ P = 0.01. One-way ANOVA for control across ZT times was P < 0.003, but no significance 
was found for the different treatments. (B) Wt male mice were treated as described in 4.2.1A and 
epidermal thickness was measured in H&E stained skin sections. Epidermal thickness was 
significantly different between treatments (Two-way ANOVA P < 0.0001), for both control 
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versus 5 day IMQ, and 1 day IMQ versus 5 day IMQ (Tukey’s post-hoc test P < 0.0001 for 
both). Epidermal thickness after 1 day IMQ differed across ZT time (one-way ANOVA P = 
0.01), but no significance was found under homeostasis or after 5 days of 1% IMQ. Control mice 
treated with control cream (blue, N = 5), 1 day 1% IMQ (orange, N = 7), and 5 days 1% IMQ 
(red, N = 5-7). (C) Male mice were treated as described in (A) and spleen weights were 
measured upon sacrifice. Spleen weight differed across ZT time and treatments (Two way 
ANOVA P = 0.028 and P < 0.0001). Spleens weighed more after 1 day 1% IMQ and 5 day 1% 
IMQ compared to controls (Tukey’s post-hoc test, P = 0.004 and P < 0.0001). Spleen weight 
changed across ZT time in controls, and after 1 day 1% IMQ (One-way ANOVA P = 0.0002 and 
P = 0.003, respectively) but not after 5 days of IMQ. (D) Male mice were treated as described in 
3.2.1A and whole back skin sections were imaged by IF microscopy after staining for immune 
markers; cells were counted as described in Methods. There was a significant difference in the 
proportion of CD45+, F4/80+, Ly6G+ cells within the whole skin between treatments (two-way 
ANOVA P < 0.0001, 0.0009, and 0.0002, respectively). CD45+ and Ly6G+ cells increase from 
control to 5 day 1% IMQ (Tukey’s post-hoc test P < 0.0001 and P = 0.0006), and from 1 day 
IMQ to 5 day IMQ (Tukey’s post-hoc test P < 0.0001 and P = 0.007), while F4/80+ cells only 
increase from control to 5 day 1% IMQ (Tukey’s post-hoc test P = 0.0006). No significant 
difference was seen in CD45+ and F4/80+ cells across ZT time in control, 1 day 1% IMQ, and 5 
day 1% IMQ, while the proportion of Ly6G+ cells in the whole skin differed across ZT time after 
1 day 1% IMQ (one-way ANOVA P = 0.03), with greater cells seen after daytime treatment 
compared to nighttime treatment. Data points represent mean ± SEM for control (blue, N = 4 or 
5), 1 day 1% IMQ (green, N = 5 or 6) and 5 day 1% IMQ (red, N = 5 or 6). 
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Figure 4.2.2 Clock-controlled gene expression is affected by IMQ and Bmal1 systemic 
deletion. (A) Clock-controlled gene Dbp is downregulated after 6 hours of IMQ, in a dose-
dependent fashion. Wt male mice were untreated (blue, N = 4), or treated as described in 
Methods for 6 hours with 1% IMQ (pink, N = 3), or 5% IMQ (red, N = 2). Dbp expression in 
whole skin was measured by qPCR.  (B) Six hours of 1% IMQ downregulates Dbp to a similar 
extent as systemic Bmal1 deletion. Wt (Blue, N = 5-7), and systemic Bmal1 KO mice (red, N = 
5-7) were treated during the day or night with 1% IMQ for 6 hours Dbp expression in whole skin 
was measured by qPCR. (C) The clock-controlled gene, Rev-erbα, is downregulated after 6 
hours of 1% IMQ, in a dose-dependent fashion. The same samples used in (A) were subject to 
qPCR for Rev-erbα. (D) Six hours of 1% IMQ downregulates Rev-erbα to a similar extent as 
systemic Bmal1 deletion. The same samples from (B) were subject to qPCR for Rev-erbα. (B 
and D) Each data point represents 1 mouse and Mean ± SEM is indicated. Statistical significance 
was determined by Student’s paired t-test and significant P-values are shown. 
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Figure 4.2.3 Systemic Bmal1 deletion does not affect inflammatory cell recruitment after 
daily IMQ. (A) IMQ-induced immune cell recruitment to the skin is unaffected by Bmal1 
deletion. Mice were treated as described in 3.2.1A and whole back skin sections were imaged by 
immunofluorescent microscopy after staining for immune markers. Representative images are 
shown. (B) Quantification of the proportion of immune cells in the skin from the images shown 
in (A).  (C) Flow cytometry quantification of whole ear skin immune cells, T cells CD3e+), non-
T cells immune cells (CD3e-CD45+), cDCs (CD11c+B220-CD3e-) and pDCs (B220+ 
CD11cintCD3e-) in Wt (solid bars) and Bmal1 KO (striped bars) under control (blue), 1 day 1% 
IMQ (orange) and 5 days of 1% IMQ (red), isotype control-stained samples (grey), presented as 
percentage out of all live cells. The numbers above each bar indicate the number of samples 
analyzed. Mean ± SEM is indicated. Statistical significance was determined by Student’s paired 
t-test, and significant or near-significant P-values are shown. (D) Gating strategy used to 
quantify the proportion of immune cell subsets in the ear skin shown in (C).  
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Figure 4.2.4 Bmal1 deletion does not affect IMQ-induced splenomegaly and epidermal 
hyperproliferation, results in elevated epidermal thickness. (A) IMQ-induced splenomegaly 
is similar in Bmal1 KO and Wt mice. Wt (blue) and Bmal1 KO mice (red) were untreated or 
treated for 5 days with IMQ and spleens were collected and weighed. Values represent mean ± 
SEM for Wt control (N = 3M, 2F), Bmal1 KO control (N = 1M, 2F), Wt 5 day 1% IMQ (N = 
2M, 3F), Bmal1 KO 5 day 1% IMQ (N = 2M, 2F). (B) Cell proliferation is similar in Bmal1 KO 
compared to Wt after 5 day 1% IMQ. Wt (blue) and Bmal1 KO mice (red) were untreated or 
treated for 5 days with 1% IMQ and EdU+ cells were counted and normalized to the length of 
epidermis. Values represent mean ± SEM for Wt control (N = 9M, 4F), Bmal1 KO control (N = 
6M, 1F), Wt IMQ 5 day (N = 11M, 2F), Bmal1 KO IMQ 5 day (N = 5M, 5F). (C) Epidermal 
thickness is greater in Bmal1 KO mice after 5 days of 1% IMQ. Wt and Bmal1 KO mice were 
untreated or treated with 1% IMQ for 5 days and epidermal thickness was measured by 
immunofluorescence microscopy after DAPI staining. Values represent mean ± SEM for Wt 
control (N = 2), Bmal1 KO control (N = 2), Wt 5 day 1% IMQ (N = 7M, 16F), Bmal1 KO 5 day 
1% IMQ (N = 7M, 6F). Each data point represents 1 mouse and Mean ± SEM is indicated. (A-E) 
Statistical significance was determined by Student’s paired t-test and significant P-values are 
shown. 
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Chapter 5: Conclusions and Perspectives 
 
 
5.1  The circadian clock and feeding schedules regulate skin UVB-induced DNA damage 
 
 
The circadian clock is a mechanism that allows organisms to anticipate daily changes in their 

environment for better survival. It enables organisms to better capitalize on environmental 

resources (e.g. light and food) compared to those that cannot predict such availability. All phyla 

of life, from Archaea to Eukarya, have circadian clocks, and all cells of an organism express the 

molecular core clock machinery. Approximately 10% of all genes are regulated either directly or 

indirectly by the core clock proteins Clock and BMAL1, as described in Chapter 1. It was 

thought that the core clock in the SCN was the sole pacemaker in charge of setting the rhythm of 

clocks in peripheral organs. In the past few decades, however, studies have emerged showing 

that food intake can shift the phase of the clock in the liver independently of the phase of the 

SCN (Damiola et al., 2000). It can be expected that the phase of an organ responsible for 

organismal metabolism would be responsive to food intake; however, our work shows that the 

skin, the most distal organ, is acutely responsive to food intake and that eating at different times 

of day changes which genes are diurnally expressed in the skin (Chapter 2).  

 

The circadian clock within the skin regulates important functions such as cellular metabolism, 

DNA damage repair, immune defense, cell proliferation and barrier properties. On the cellular 

level, the skin clock temporally gates discordant biological processes from occurring in parallel. 

A prime example of this is seen in the rhythms in ox. phos. metabolism and cell cycle within the 

basal IFE and HFSCs. In mice, these cells proliferate with S-phase occurring at night, anti-phasic 

to the rhythm of ox. phos. metabolism, which occurs during the day. Ox. phos. produces ROS, 
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which may damage DNA, and cells are more sensitive to DNA damage during the S-phase of the 

cell cycle (Geyfman et al., 2012), when chromatin is euchromatic. When damaged DNA is 

passed down in proliferating cells, mutations will accumulate which may result in cancer 

formation.  By temporally gating these discordant cellular processes, the circadian clock 

promotes organismal fitness. 

 

On the other hand, there are also nucleotide excision repair enzymes within the skin and other 

organs that act as a control mechanism by finding DNA lesions and repairing them. Of these 

repair proteins, XPA exhibits circadian rhythms in the skin of mice, anti-phasic to the sensitivity 

of UVB-induced DNA damage (Gaddameedhi et al., 2011). Thus, we believe that sensitivity to 

DNA damage within the skin, especially that caused UVB-radiation, depends on not only the 

stage of the cell cycle, but also the expression of XPA. In our experiments from Chapter 2 we 

find that the rhythm of UVB induced damage is reversed in daytime-fed mice, and all RF-fed 

mice had lower levels of overall lower proportion of cells in S-phase while the phase of S-phase 

cycles remained the same. We also observed lower levels and somewhat shifted phase of the 

expression of XPA. Since these experiments were only carried out for a month-long RF program, 

and a single exposure to UVB immediately before collection, it would be useful to perform 

experiments in a context similar to what we would see in humans. For example, if we did more 

long-term RF experiments followed by repeated doses of UVB, we could determine if UVB-

induced melanoma development is more aggressive when mice eat at abnormal times throughout 

the day-night cycle. Because the circadian clocks and activity patterns in mice and humans are 

opposite for the most part, it would also be enlightening to perform these UVB-induced DNA 

damage experiments on biopsies from patients undergoing reductive procedures.  
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5.2 BMAL1 regulates the diurnal interferon-sensitive gene response to TLR7 activation 

 

The skin is the foremost barrier in charge of protecting us against invading bacterial and viral 

pathogens, and studies suggest that certain immune-mediated processes in the skin vary 

depending on the time of day (described in Chapter 1). In Chapter 3, we investigated how the 

circadian clock and timing of food may regulate IFN-associated immune responses in the skin. 

We found that interferon-sensitive genes (ISGs) are induced in a time-of-day dependent manner, 

with greater magnitude of expression after daytime than nighttime treatment with the TLR7 

agonist Imiquimod (IMQ). Shifting the clock by daytime RF effectively reversed the rhythm of 

the ISG response. The diurnal rhythm in ISG induction was prominent in epidermal immune 

cells rather than KCs. In support of this finding, we observed greater total and p-IRF7 nuclear 

localization after daytime than nighttime IMQ treatment in T cells and monocytes from the 

epidermis. We also found that mice systemically lacking Bmal1 exhibited exaggerated 

expression of ISGs in response to IMQ that could not be recapitulated by DC- or KC-specific 

Bmal1 deletion. These findings reveal that BMAL1 expression in immune cells, particularly 

monocytes and T cells, is an important regulator in the skin’s ISG response after TLR activation.  

 

Since ISGs polarize cells to fight off potential invading microbial pathogens and/or tumor cells, 

the results of this study suggest that, in mice, therapeutic activation of this pathway during the 

day may be more beneficial than at night. This idea is supported by a previous study in which 

tumor-bearing mice injected with IFN-β during the day (9 a.m.) experienced a slower rate of 

tumor growth and prolonged survival compared to mice injected at night (9 p.m.) (Takane et al., 
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2000). Future experiments will utilize skin viral models to determine if skin is more protected 

against viral exposure during the day than night. As viral infections contribute to approximately 

15% of human cancers worldwide (zur Hausen et al., 1991), and anti-viral treatments such as 

IMQ are commonly used to treat cancer, these findings will be significant in the fields of both 

virology as well as oncology. Understanding the mechanism(s) by which the circadian clock 

mediates ISG responses in the skin is of direct translational relevance; this knowledge can be 

used to develop time-of-day-specific treatment regimens for skin cancers currently treated with 

IMQ (e.g. superficial basal cell carcinoma). 

 

5.3 BMAL1 binds to sites within ISG gene sequences 

 

In chapter 3.2.6 we describe how systemic Bmal1 deletion results in exacerbated IMQ-induced 

ISG expression in the mouse skin, including the epidermis. We aimed to identify the possible 

mechanism(s) by which BMAL1 restrains IMQ-induced ISG expression; we found data from 

two BMAL1 ChIP experiments that were performed at time points throughout the day/night 

cycle in mouse liver. In Rey et al. (2011), there were 13 BMAL1-bound ISGs (Figure 5.1A) and 

in Koike et al. (2012) there were 32 BMAL1-bound ISGs (Figure 5.1B), 11 of which exhibited 

diurnal mRNA expression in the liver (Koike et al., 2012). Out of these genes, we have identified 

genes whose encoded proteins participate in the IFN-induced feed-forward loop promoting ISG 

expression (Table 5.1). Thus it is possible that, by binding to the promoter(s) of one or more of 

these genes in a diurnal fashion, BMAL1 acts as a negative regulator of ISG expression. The 

normalized expression of these BMAL1-bound and -unbound ISGs from our previous 

microarray experiment in the whole skin illustrates that BMAL1 bound ISGs generally have 
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higher gene expression compared to the genes that are not BMAL1 targets (Figure 5.1C; data 

originally plotted in Figure 3.2.1C and 3.2.6). In Wt mice, 77 ISGs were upregulated on average 

1.2 fold or more after 1 day of 1% IMQ applied during the day (ZT01, ZT07) compared to the 

night (ZT13, ZT19), as described in Figure 3.2.1. Out of these diurnally-induced genes, 58 of 

them were upregulated by 1.2 fold or greater in Bmal1 KO mice compared to Wt after 1 day of 

1% IMQ treatment, and 12 of them were shown to be targets for BMAL1 binding (Koike et al., 

2012, Rey et al., 2011). The genes Cfb, Ddx58, Parp9, Uba7, Rtp4, Gch1 were identified as 

BMAL1 binding targets (Koike et al., 2012), upregulated in Bmal1 KO mice compared to Wt 

after 1 day of 1% IMQ, and were induced 1.2 fold or more after 1 day of daytime 1% IMQ 

treatment compared to nighttime 1% IMQ treatment. Thus, the proteins encoded by these genes 

are attractive candidates for BMAL1-regulated mediators of the IMQ-induced ISG response. In 

the sections below, we summarize these genes and associated pathways. These results are also 

summarized in Table 5.1. 

 

PI3K pathway 

TLR7/8-mediated ISG expression depends on the activation and translocation of IRF7 and 

STAT1 to the nucleus and the Phosphatidylinositide-3-kinase (PI3K) pathway is critical for the 

nuclear translocation of IRF7, at least in human pDCs (Guiducci et al., 2008; Rhee et al., 2003). 

We identified two PI3K subunits, Pik3r1 and Pik3ap1 that are bound by BMAL1 and have 

diurnally oscillating mRNA levels in mouse liver under homeostasis (Koike et al., 2012) (Figure 

5.1E). Pik3ap1, but not Pik3r1, also has diurnally oscillating mRNA in the mouse skin under 

homeostasis (Geyfman et al., 2012). In our experiments, Pik3ap1 was induced 2 fold after 1 day 
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of 1% IMQ in Wt mice, and was 3 fold higher in Bmal1 KO skin compared to Wt after 1 day of 

1% IMQ (Figure 5.1D).  

 

IFN/JAK/STAT Pathway 

IMQ induces type I IFNs which bind to IFN receptors (IFNAR1/2) in a paracrine and/or 

autocrine manner, leading to activation of JAK1 and TYK2, STAT1/2 phosphorylation and 

nuclear translocation, and formation of the ISGF3 complex (STAT1-STAT2-IRF9) which 

directly activates the transcription of ISGs. There is evidence that genes encoding proteins within 

this pathway may be directly regulated by BMAL1. Ifnar2 has been identified as a target for 

BMAL1 binding (Koike et al., 2012) and its mRNA is diurnally expressed in both the mouse 

liver and skin under homeostasis (Koike et al., 2012; Geyfman et al., 2012).  

 

PARP9 acts as a chaperone facilitating the interaction between DTX3L and STAT1 thereby 

enhancing STAT1-mediated ISG expression through a currently unknown mechanism (Zhang et 

al., 2015). BMAL1 binds to the Parp9 gene in a diurnal fashion; and Parp9 mRNA oscillates in 

mouse liver (Koike et al., 2012) (Figure 5.1F). In our experiments, Parp9 was induced 1.75 fold 

in the skin of Bmal1 KO mice compared to Wt after 1 day IMQ (Figure 5.1D).  BMAL1 also 

binds to the Jak1 gene (Koike et al. 2012; Rey et al. 2011); however, Jak1 mRNA does not 

oscillate diurnally in the liver or skin under homeostasis (Koike et al., 2012; Geyfman et al., 

2012; Wang et al., 2017). 

 

ISGylation pathway 
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ISGylation is a process similar to ubiquitination that involves the protein ISG15 directly binding 

to protein targets, thereby increasing the stability and/or activity of some proteins, including Irf3, 

JAK1, STAT1 and inhibiting the activity of others, for example, Trim25 (Zhang et al., 2011). 

When IRF3 is stabilized, it complexes with IRF7 and binds to the IFN-β promoter and induces 

its expression (Wathelet et al., 1998). IRF3 can also directly activate a subset of ISGs in the 

absence of IFN (Guo et al., 2000; Mossman et al., 2001). The importance of the ISGylation 

pathway in the IFN/JAK/STAT pathway is highlighted in studies in which ISGylation is 

constitutively active (in the absence of de-ISGylation proteins), JAK1 and STAT1 exhibit 

prolonged phosphorylation activation, as well as DNA binding of STAT1 (Malahkova et al., 

2003). Furthermore, mice lacking the ability to ISGylate fare worse when faced with influenza B 

virus infection due to an inability to mount anti-viral responses (Malahkova et al., 2003).  

 

Uba7 (also known as UbE1L) is an important player in the ISGylation pathway as it activates the 

key ISGylation factor, ISG15 (Wathelet et al., 1998; Malahkova et al., 2003). We identified 

Uba7 as target for BMAL1 binding; Uba7 also exhibits oscillating mRNA levels in mouse liver 

(Koike et al., 2012). In our experiments, Uba7 and Isg15 were upregulated 2 fold and 1.2 fold, 

respectively, in Bmal1 KO compared to Wt after 1 day of 1% IMQ treatment (Figure 5.1D). In 

addition, Jak1 and Stat1 are direct targets of ISG15 (Malakhov et al., 2003). 

 

5.4 Conclusions and Future Directions 

 

Mice with disturbed circadian rhythms have increased susceptibility to viral infections (Edgar et 

al., 2016; Ehlers et al., 2016; Msjumdar et al., 2017). It has been suggested that this effect may 
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be due to BMAL1 controlling the expression of host anti-viral genes (or suppressing pro-viral 

genes) (Msjumdar et al., 2017). However, our data and a study by Ehlers et al. (2017) show the 

opposite, in that, mice lacking Bmal1 have exacerbated ISG expression after TLR stimulation. In 

our IMQ model, we are able to separate the effects of intrinsic TLR/IFN pathway activation from 

the influence of ongoing viral replication. Our study also uses an agonist specific for a single 

TLR (TLR7), while viral infections quite often activate multiple TLRs, cytosolic RNA helicases 

(e.g. MDA5, RIG-I, LGP2) and NOD-like receptors, yielding pleotropic effects. Thus, we are the 

first to show that the increased susceptibility to viral infection in Bmal1 KO mice is not due to 

intrinsic defects in activation of the IFN pathway, as previously suggested (Msjumdar et al., 

2017; Edgar et al., 2016). We speculate that one or more of the following situations may explain 

the increased susceptibility to viral infections observed in the Bmal1 KOs: (1) While IFN-

activated pathways protect against pathogens and cancer, excessive IFN responses make 

pathologies worse by reducing the killing strength of the adaptive immune system; thus, the anti-

viral power of the IFN-activated pathways requires a balance between activating signals and 

inhibitory mechanisms (Porritt et al., 2015). For example, during lymphocytic choriomeningitis 

virus infection, chronic IFN signaling suppresses the adaptive immune system, allowing more 

virally infected cells to survive (Teijaro et al., 2013). Additional evidence supporting the 

immunosuppressive function of type I IFNs is seen when patients with relapsing-remitting 

multiple sclerosis are treated with recombinant IFN-β, which suppresses T cell activity and leads 

to better prognosis (Dhib-Jalbut and Marks, 2010). (2) Bmal1 deletion results in upregulation of 

the core clock gene CLOCK (Lin et al., 2009; Geyfman et al., 2012); CLOCK has been shown to 

associate with the viral transcriptional complex of the herpes virus to mediate viral gene 

expression (Kalamvoki et al., 2010, 2011). (3) The circadian clock controls the expression of 
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approximately 10% of the genome, including genes important for protein biosynthesis.  Cells 

lacking circadian clocks have elevated expression of certain protein biosynthesis enzymes which 

may facilitate greater production of viral gene products (Edgar et al., 2016).  

 

Further ChIP experiments on immune cell populations from IMQ-treated Wt and control mice 

are necessary in order to address the potential regulatory interaction(s) of BMAL1 with genes 

encoding master regulators of the TLR-activated ISG response. These studies will shed light on 

previously unknown functions of the core clock protein in modulating important biological 

processes including protection against cancers, viral, and bacterial infections. Our study 

illustrates for the first time that BMAL1 negatively regulates ISG expression in the context of 

TLR activation.  
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Figure 5.1 BMAL1 binds to interferon-sensitive genes. (A) BMAL1 binding strength to ISG 
gene sequences identified as BMAL1 bound at time points throughout the day-night cycle in 
mouse liver. Original BMAL1 ChIP data published by Rey et al., 2011. (B) BMAL1 binding 
strength to ISG gene sequences identified as BMAL1 bound at time points throughout the day-
night cycle in mouse liver, and in Bmal1 KO (KO) liver. (C) Average normalized whole skin 
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microarray expression of ISGs (from Figure 3.2.1C and Figure 3.2.7A). Genes identified as 
BMAL1 binding targets in (A) and/or (B) are averaged and connected by pink lines, and genes 
not identified as BMAL1 bound are averaged and connected by cyan lines. (D) Average 
normalized whole skin microarray expression of ISGs from Wt and systemic Bmal1 KO mice 
treated with 1% IMQ for 1 day at ZT09 (blue lines). Expression of individual BMAL1-bound 
ISGs: Parp9 (green lines), Uba7 (gold lines), Pik3ap1 (grey lines), and ISGs without BMAL1 
binding: Irf7 (pink lines), Isg15 (purple lines), are plotted. (E) BMAL1 ChIP reads for PI3K 
subunit genes (Pi3kr1 and Pik3ap1) and PI3K subunit mRNA expression throughout the day-
night cycle in mouse liver. (F) BMAL1 binding strength to Parp9 and Bmal1 gene and Parp9 
mRNA expression throughout the day-night cycle in mouse liver. (B, E, F) Original BMAL1 
ChIP and mRNA data published by Koike et al., 2012.  
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Pathway/
Genes Gene Protein 

function

Bmal1 
bound in 

liver under 
homeostasis

Diurnal 
mRNA in 

liver under 
homeostasis

Diurnal mRNA in 
whole skin under 

homeostasis

Upregulated 
in Bmal1 KO 

after IMQ

mRNA 
upregulated in the 

skin by IMQ

PI3K 
pathway

Pik3r1 nuclear 
trafficking of 
IRF76

yes5 yes5 yes4,8 no no

Pik3ap1 yes5 yes5 yes4,8 3 fold 2 fold

ISGylation 
pathway

Uba7 Activates 
ISG15

Yes5,7 no yes8 2 fold 2 fold

Isg15 targets Jak1 and 
Stat11,
Stabilizes 
certain ISGs 
(IRF3)2

no no yes8 1.5 fold 2.5 fold

IFNAR/
JAK/STAT 
pathway

Ifnar2 Senses IFN-α/β yes5 no yes4,8 1.18 fold 1.5 fold

Parp9 STAT1 nuclear 
localization3

yes5 yes5 yes4,8 2.3 fold 4 fold

Jak1 Signal 
transduction

yes5,7 yes5 no no no

Jak2 no yes5 no no no

Table 5.1 Candidate BMAL1-regulated TLR7/IFN pathway activators

1 Giannakopoulos et al., 2005
2 Shi et al., 2010
3 Zhang et al., 2015
4 Geyfman et al., 2012
5 Kioke et al., 2012
6 Guidducci et al., 2008 
7 Rey et al., 2011
8 Wang et al., 2017
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Chapter 6: Methods 
 
Restricted feeding protocol 

Twenty-three day old male C57BL/6NCrl mice (Charles River Laboratories, strain code 027) 

were acclimated to the mouse facility for 1 to 2 weeks before starting the RF experiments. The 

mice were housed under 12h:12h light/dark cycles (Light on at 6:30am, ZT0, and off at 6:30pm, 

ZT12) with free access to water during the whole experiment, and free access to food before 

initiation of the RF experiments. Regular chow was used in all experiments. The RF schedules 

were carried out for 18 to 21 days for the RNA-seq, qPCR and cell proliferation experiments (the 

first RF experiment from Chapter 2) and 21 to 26 days for the DNA damage and body 

weight/food intake data (the second RF experiment from Chapter 2). In the first RF experiment, 

EN mice had free access to food from ZT12 for 4 hours during the first 8 days, but after that 

were given the same amount food as was eaten by ED mice. Slight modifications to the RF 

schedules in the second RF experiment were as follows: The mice were weighed every other day 

immediately prior to daily food availability. Each day, ED and MD mice were given access to 

20g of chow for 4 hours and leftover food was measured. The average food consumed per mouse 

in ED and MD was given to EN mice beginning at ZT12. Because EN mice ate all the food they 

received during the first 4 hours of food availability, EN food intake (Figure 2.2.2A) was 

represented as the food weight they received. In both experiments, skin was sampled at the end 

of the experiment during the second telogen when mice were at around postnatal day 54; the 

telogen state of the skin was verified by histology. All procedures were approved by the 

Institutional Animal Care and Use Committee of the University of California, Irvine (approval 

number 2001-2239). 
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Cell proliferation assays 

Four hours prior to sampling, 50 μg/g BrdU was injected intraperitoneally. The histological 

staining for BrdU was performed as previously described (Geyfman et al., 2012). BrdU-positive 

and BrdU-negative cells were quantified with ImageJ with the observer blind to experimental 

conditions. 

 

Quantitative PCR 

Total RNA from whole dorsal back skin was purified with TRIzol Reagent (Life Technologies), 

cDNA was synthesized with iScript cDNA Synthesis Kit (Bio-Rad) and qPCR was performed 

with SsoFast EvaGreen/Probes Supermix (Bio-Rad). The Taqman probes for Per2 

(Mm00478113.m1), and Irf7 (Mm00516793_g1) were from Applied Biosystems. Primers for 

Per1 and Dbp were from PrimerBank (Wang et al., 2012) (ID: 26349399a1 for Per1 and 

8393240a1 for Dbp). The Xpa primer sequences for the last exon (exon 6) of Xpa were (5’-3’) 

ATTGCGGCGAGCAATAAGAAG and ACAAGGTACAAGTCTTGCGGT (Eurofins). Target 

genes are normalized to mouse Mouse GAPDH Endogenous Control (Thermo Fisher 

Scientific). 

 

Phase and peak statistics on qPCR and cell proliferation 

The biological replicates of each time point of each RF schedule were assigned to 4 sets of 

artificial time series by random permutation and the peak time, mean and peak expression of 

each time series was calculated with the cosinor function of psych package (Revelle, 2016). The 

peak value was calculated as mean × (1+amplitude). The phase shift between any two RF 

schedules was calculated using the peak time of the curves in the same set, so that 4 replicates of 
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the peak time, average value, peak value and peak shift were produced at each permutation. The 

calculation of the mean and standard deviation of peak time as well as the Watson-Williams test 

of difference between peak time means and between the shifts was done with the circular 

package (Agostinelli and Lund, 2013). The calculation and test were done for 100 permutations 

and the average of the mean, SEM and the P-values were presented.  

 

Stranded total RNA sequencing 

Total RNA from mouse whole back skin with RNA integrity number (RIN) higher than 6.5 were 

pooled, treated with RNase-Free DNase (Qiagen cat. No. 79254), and cleaned with RNeasy Mini 

Elute Cleanup Kit (Qiagen). Library was constructed with TruSeq Stranded Total RNA Sample 

Prep Kit (Illumina) and sequenced with Hiseq 2500 (Illumina). 

 

Analysis of RNA-Seq data 

RNA-Seq short reads were mapped to mouse genome mm10 by Tophat2 (Kim et al., 2013), and 

rRNA reads were removed from the bam file via RSeQC (Wang et al., 2012). The reads with 

mapping quality less than 5 were removed with SAMtools (Li et al., 2009) (Table 2.2.1). Then 

the exon and intron gene reads and the reads for the antisense region of the whole gene body 

were counted with HOMER (Heinz et al., 2010). Transcripts were annotated using the UCSC 

known canonical gene set (31,872 total; 22,526 with introns). The reads were normalized into 

RPKM (Reads Per Kilobase per Million) by CQN (Hansen et al., 2012). The data analysis 

thereafter was performed with R (Ihaka and Gentleman, 1996; R Core Team, 2014), if not 

differently specified.  
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Identification of diurnal genes in whole skin RNA-seq data 

Circadian genes identified in each of four algorithms, ARSER (Yang and Su, 2010), Lomb-

Scargle (Glynn et al., 2006; Lomb, 1976), JTK-Cycle (Hughes et al., 2010) and sinusoid curve 

fitting (Geyfman et al., 2012), were combined to generate one circadian gene list. The exon reads 

from EN were ranked by the p-value of each method and compared with the genes circadian in 

telogen skin (Geyfman et al., 2012), or circadian in at least seven other tissues (Yan et al., 2008). 

The ratio of reference genes (positive found ratio, PFR) was found within a sliding window of 

100 genes moving from the top (most significant p-values) for each method. Then, the PFRs of 

each method's list were smoothed using the loess function in R base. A p-value cutoff was 

chosen for each method so that the smoothed PFR was high enough to be significant compared to 

a random ordering of genes, using a permutation test with a p-value cutoff of P <0.01. These 

cutoffs were applied to all transcripts for each method, and transcripts identified by at least one 

of these methods were incorporated into the final circadian list.  Because each algorithm has pros 

and cons (Deckard et al., 2013), combining the different methods using PFR to determine the 

cutoffs in a consistent way yielded a more comprehensive circadian list. The peak time predicted 

by Lomb-Scargle method (Glynn et al., 2006; Lomb, 1976) was adopted for the phase shift 

analysis. 

 

Identification of feeding-affected genes 

Whole skin RNA-seq exon reads from EN, ED and MD were re-grouped according to the 

feeding time (FT) (FT0 being the onset of feeding, FT4 being 4 hours after the onset of feeding, 

FT8 being 8 hours after the onset of feeding, for each particular RF schedule) and then averaged. 

Feeding-affected genes were identified by comparing RNA-seq expression values at FT0 (ZT4 
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and ZT28 of MD, ZT12 for EN, ZT0 and ZT24 for ED), FT4 (ZT8 of MD, ZT16 for EN, ZT4 

and ZT28 for ED) and FT8 (ZT12 of MD, ZT20 for EN, ZT8 for ED) by one-way ANOVA. The 

higher ratio out of the FT8/FT0 and FT4/FT0 ratios was used to represent the fold change in 

gene expression after feeding. 

 

Functional enrichment analysis  

Gene ontology annotations were downloaded on Oct 1st 2014 from EBI 

(ftp://ftp.ebi.ac.uk/pub/databases/GO/goa/MOUSE/gene_association.goa_mouse.gz) and MGI 

(ftp://ftp.informatics.jax.org/pub/reports/gene_association.mgi). Annotations were combined to 

get a more comprehensive list of gene sets. Fisher’s exact test was employed for enrichment test 

and the IEA annotations were included. 

 

UVB-induced DNA damage assays 

Two days before the end of the RF experiment, mice were anesthetized by intraperitoneal 

injection of ketamine (100 mg/kg) and xylazine (10 mg/kg) and then their back skin was shaved 

using electric clippers during a time that would not interfere with their feeding schedules. A 

single dose of 500 J/m2 was applied to the mice 15 minutes before sampling as described 

previously (Geyfman et al., 2012), at ZT9 or ZT19. Whole back skin DNA was isolated with 

QIAamp DNA Mini Kit (Qiagen cat. No. 51306). ELISA was employed to detect CPDs and (6-

4)PP and with antibodies from Cosmo Bio Co. (NMDND001 for CPDs and NMDND002 for (6-

4)PPs) following the manufacture’s protocol. 

 

Skin histology measurement 
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The dorsal skin of the mice used in the second RF experiment was collected, fixed in 10% 

formalin for 48 hours, ethanol dehydrated and embedded in paraffin. After sectioning, dewaxing 

and rehydrating, staining with H&E was performed. Twenty-fold magnified mosaic images were 

acquired on a BZ-X710 All-in-one Fluorescence Microscope (Keyence), with at least 1,000 µm 

skin length per image. Histological measurements were performed by a blinded researcher using 

ImageJ software. At least 2 images per mouse were analyzed and 15 measurements for each skin 

compartment per image were averaged. 

 

Accession Numbers for whole skin RNA-seq data 

RNA-Seq data is archived in a publicly accessible database at Gene Expression Omnibus 

(http://www.ncbi.nlm.nih.gov/geo) with accession number GEO: GSE83855. 

 

Animals for 1% IMQ experiments 

Mice were housed under 12:12 LD cycles with food and water ad libidum. Lights were switched 

on at 6 a.m. and off at 6 p.m.. Zeitgeber time (ZT) refers to lights on = ZT0 and lights off = 

ZT12. All mice used in microarray experiments were male C57BL/6J from Jackson Laboratories. 

Mice were housed under 12:12 LD cycles for at least 7 days prior to the beginning of 

experiments. Animal handling after lights off was in red light. Mice with signs of skin injury 

were removed from the study. The K14Cre mouse was generated as described in (Andl et al., 

2004). Bmal1 germline KO mice were generated as described in (Bunger et al. 2000). The Bmal1 

floxed mouse was generated as described in (Marcheva et al. 2010). To produce 

CD11cCreBmal1fl/fl mice, C57BL/6J-Tg(Itgaxcre,-EGFP)4097Ach/J mice (Jackson 

Laboratories) were bred with Bmal1 floxed mice. Mice were maintained according National 
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Institutes of Health guidelines and approved by the Institutional Animal Care and Use 

Committee of the University of California, Irvine (protocol number 2001-2239). 

 

IMQ Treatment 

All mice (including controls) were anesthetized by intraperitoneal (i.p.) injection with ketamine 

(100mg/kg) and xylazine (10mg/kg) and shaved two days prior to experiment initiation. To make 

1% IMQ cream, 5% pharmaceutical IMQ (Perrigo brand) was diluted in a ratio of 1:4 with CVS 

Vitamin E Plus Moisturizing Cream™. The 1% of the stock 5% cream was weighed out in 

0.0625g aliquots to apply to the back and 0.031g aliquots to apply to the ears and shaved backs 

of mice. For specimen collection, mice were euthanized by CO2 followed by cervical dislocation. 

Whole back skin were collected in 10% formalin, fixed for 2 days at 4° C, and ethanol 

dehydrated by applying gradients of 25% ethanol, 50% ethanol, 70% ethanol and 80% ethanol at 

room temperature for every two hours. Samples were then embedded into Optimal Cutting 

Temperature compound (OCT) and sliced into 8 μm sections onto Superfrost™ Plus™ slide 

(Thermo Fisher) and stored at -80°C. 

 

Whole skin RNA isolation in IMQ experiments 

RNA extraction is performed on whole skin with TRIzol™ reagent (Invitrogen, Carlsbad, CA) 

following manufacturers’ recommendations; briefly, skin is suspended in 1-2ml of trizol and 

homogenized using Precellys tubes (Burtin), cellular debris is then removed by centrifugation at 

12,000g for 10 minutes, total RNA is then extracted using chloroform followed by purification 

using Zymogen’s Direct-zol RNA Isolation kit. RNA was resuspended in RNase-free water 

(Ambion) and the quality is checked on an Agilent Bioanalyzer 2100 (Agilent Technologies). 
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Microarray analysis of whole skin RNA 

Whole skin RNA from 4-7 mice with RNA Integrity numbers (RINs) above 7 were pooled. 200 

ng of total RNA was hybridized to an Affymetrix Mouse Gene 1.0 ST arrays. All reads were 

Plier normalized, and duplicate reads and genes with expression level below 50 were removed. 

Expression was Log2 transformed and mean centered across all arrays being compared. 

 

Single cell sequencing of adult mouse epidermal cells 

Adult male mice were treated as described in Methods and epidermal cells were isolated after 6 

hours of 1% IMQ treatment. Live (double negative for DAPI and BV510 Viability dye (Tonbo 

Biosciences)), single epidermal cells were sorted and resuspended at 1x 106 cells/mL in 0.04% 

UltraPure BSA and loaded into the Chromium™ Single Cell platform at a target yield of 6,000 

cells. Sequencing was performed multiple times if necessary to obtain a depth of approximately 

2,000 median genes per cell. Alignment and data filtering was done using Cell Ranger (10x 

Genomics). Genes were filtered based on being expressed by a minimum of 4 cells. Cells were 

filtered based on having at least 600-5,300 genes expressed, with less than 10% of expressed 

genes being mitochondria-associated genes. Cells were clustered based on global gene 

expression using Seurat (Satija et al., 2015) and t-distributed stochastic neighbor embedding (t-

SNE) plots were annotated by hand using the data set by Jooste and colleagues (2016) as a 

reference.  

 

Single cell sequencing Irf7 graphs 

In epidermal samples from IMQ treated and control mice, expression of a gene is defined as 
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(log2(UMI (unique molecular identifier) +1) > 0.5). The number of cells expressing a gene 

characteristic of a specific cell population of interest (such as Krt5 for basal KCs, or Krt1 for 

differentiated KCs, Cd207 for LCs, ect.) was denoted by n1. Among these “positive” cells (e.g. 

Krt5+ cells), the number of cells expressing Irf7 was denoted by n2. Thus, the percentage of 

Irf7+ cells among the cells positive for a gene of interest (for example, Krt5+ cells) was 

calculated with the equation n2/n1*100%. The expression levels of Irf7 was divided into 

different bins (bin size = 0.25). Then the proportion of cells in each bin was counted and the 

histogram plot of Irf7 was created for each cell cluster specified. 

 

Immunofluorescent (IF) staining of back skin sections 

Superfrost™ Plus™ slides stored at -80°C containing three 8 μm sections of mouse back skin 

were placed in a 37°C incubator for 10 minutes before they were submerged in acetone for 10 

minutes at -20°C. The slides were washed in PBS twice, and the skin samples on each slide were 

incubated at room temperature for 1 hour in blocking buffer containing 2% BSA and 0.1% 

Tween 20 with 1:200 Fc block (Anti-CD16/32; Tonbo Biosciences), and 10% goat serum 

(Vector Labs). Slices of skin were then stained at 4°C overnight with 1:200 rat anti-CD45 (Life 

Technologies) and 1:500 Rabbit Anti-mouse Loricrin (Abcam), 1:200 Anti-mouse Ly-6G (Gr-1) 

(eBioscience) and 1:500 Anti- Rabbit anti-Mouse Keratin 5 (Abcam) or, 1:250 Rat Anti-Mouse 

F4/80 (Life Technologies) and 1:500 Rabbit Anti-mouse Keratin 17 (Cell Signaling). The next 

day, slides were rinsed 3 times in PBS and then secondary antibodies (all from Invitrogen) were 

applied at 1:1000. The slides were rinsed again then mounted with HardSet™Mounting media 

with DAPI (Vectashield®). All slides were imaged within 48 hours.  
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Immune Cell Quantification by Immunofluorescence microscopy of skin sections 

ImageJ was used to quantify the number of immune cells. All data represents cells counted per 

unit area in μm2. The statistical analyses were performed in Graphpad Prism using the paired 

Student’s t-test for two-group comparisons (e.g. Wt versus Bmal1 KO, or control versus IMQ). 

Two-way ANOVA was used to test significant differences between treatments (control, 1 day 

1% IMQ, 5 days 1% IMQ), and one-way ANOVA was used to test significant differences across 

the day-night cycle. 

 

5-ethynyl-2́ -deoxyuridine (EdU) Incorporation Assay to Measure DNA Synthesis 

Two hours prior to sacrifice, mice were weighed and injected with EdU at 5 mg/kg of body 

weight. Mice were euthanized by cervical dislocation. Back skin was fixed in 10% formalin for 2 

days at 4°C, and ethanol-dehydrated by applying solutions of 25% ethanol, 50% ethanol, 70% 

ethanol and 80% ethanol at room temperature for every two hours. Samples were then embedded 

into paraffin and sectioned into a measurement of 8 μm. 

 

Cell Proliferation Measurement 

To measure cell proliferation induced by IMQ, paraffin sections were stained for EdU using the 

Click-iT® EdU Imaging kit (Thermo Fisher Scientific). Slides were first dipped in xylene and 

multiple rounds of ethyl alcohol followed by blocking in phosphate buffered saline (PBS) 

containing 3% bovine serum albumin (BSA) and 0.1% Tween-20 (PBT). After permeabilizing 

with 1x PBS containing 0.5% Triton X-100, samples were washed with a PBT and 3% BSA 

mixture. The Click-iT™ reaction cocktail was made following the EdU kit protocol. After 

applying the reaction cocktail, the slides were incubated for 30 minutes in the dark then washed 
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in 1x PBS with 3% BSA. Images of the samples were taken at 10x magnification using a 

Spinning Disk Confocal Microscope™(Zeiss). EdU+ cells were counted with ImageJ software. 

The epidermal lengths and cell count were recorded and used to calculate the average cell 

proliferation per length of epidermis for each mouse. 

 

Epidermal Width Measurement 

H&E staining was used to determine epidermal width changes as indications of inflammation. 

Paraffin sections (8 μm) were first put into a 65°C incubator for 1 hour. They are then dipped in 

the order of xylene, ethyl alcohol, distilled water, hematoxylin, water, bluing agent, 1% diluted 

eosin, water, ethyl alcohol, isopropyl, and xylene. After mounting and drying, epidermal widths 

were measured in 15 equally proportioned segments across the length of the photos taken using 

Leica™ light microscope at 10x magnification. The data was averaged for each sample. 

 

IFN-β Serum ELISA 

Two or 6 hours after 1% IMQ treatment, mice were sacrificed by C02 inhalation and peripheral 

blood was collected by cardiac puncture. Blood was allowed to clot and then centrifuged at 

5,000g for 10 minutes. The serum was collected and stored at 80°C until ready for further use. 

The serum was later run on ELISA plates: IFNα/IFNβ 2Plex Mouse ProcartaPlex Panel 

(eBioscience) (for 2 and 6 hours post-1% IMQ samples), or Mouse IFN Beta ELISA kit (TCM, 

Serum) (PBL assay science) (for 1 day 1% IMQ samples). A standard curve was run to 

determine the concentrations of IFNα/β. 

 

FACS sorting and flow cytometry of ear, dermis, and epidermal cells 
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For epidermal samples, mouse back skin was excised and dermal fat was scraped off with 

forceps. Skin was cut into 10cm2 pieces and floated epidermal side upwards in 0.25% trypsin 

(Gibco™) for 2 hours at 37°C. Epidermis was then scraped into Accutase® Cell Detachment 

Solution and then disrupted using 3 mL syringes (BD). Dermal samples were further dissociated 

for two hours at 37°C in RPMI media (Gibco) containing 25 ug/mL Liberase TL (Sigma), 12 

mM Sodium Pyruvate, 0.5M HEPES, 0.116 ug/mL DNAse I, and then processed with the 

GentleMACS machine (Miltenyi Biotec) on the mouse tumor setting. Epidermal or dermal cells 

were filtered 2 times through 70 μm filters, spun down at 600 g for 6 min, resuspended in 50 uL 

of 1:200 Fc block (anti-CD16/32 from Tonbo Biosciences):FACS buffer containing PBS,  2mM 

EDTA and 5% FBS, and Penicillin/Streptomycin. Cells were blocked on ice for 15 minutes, then 

1 uL of each antibody (combinations of: Brilliant Violet 605™ Anti-mouse/human CD45R/B220 

(Biolegend), APC Rat Anti-Mouse CD45 (BD Biosciences), Anti-Mouse CD11c PE-Cy7 (Tonbo 

Biosciences), PE/Dazzle™ 594 Anti-human/mouse CD49f (BioLegend), Anti-Mouse Ly-6G 

(Gr-1) redFluor™ 710 (Tonbo Bioscience), Anti-Mouse CD3e PerCP-Cy5.5 (Tonbo 

Biosciences), and in some experiments, antibodies against lineage (Lin) markers Anti-Mouse 

Ter19-PE and Anti-Mouse CD31-PE (both from eBioscience), were added and cells were 

incubated 25 minutes on ice in the dark. During the last 5 minutes of incubation, 1 mL of PBS 

was added and DAPI was added at a final concentration of 500 ng/uL, and 0.5 uL of BV510 

viability dye (Tonbo Biosciences) was added. Cells were fixed with 1% paraformaldehyde and 

run on the Novoyte flow cytometer within 24 hours, or immediately FACS-sorted on the 

FACSaria Fusion (BD). 
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For ear cell analysis, mice were sacrificed and ears were collected and pulled dorsal and ventral 

halves were pulled apart with forceps. Ears were minced up in RPMI media (Gibco) containing 

25 ug/mL Liberase TL (Sigma), 12 mM Sodium Pyruvate, 0.5M HEPES, 0.116 ug/mL DNAse I. 

Cell suspensions were shaken at 200 g for 45 minutes at 37°C, then run on the GentleMACS™ 

(Miltenyi Biotec) on the mouse tumor setting. Samples were incubated an additional 15 minutes 

at 37°C prior to neutralizing the dissociation by adding 10% FBS and 2 mM EDTA. Ear cells 

were centrifuged, filtered twice through 70 μm filters, blocked with Anti-CD16/32, stained and 

run on the cytometer(s) as described above.  

 

Assessment of IRF7 nuclear translocation within skin cell subsets 

Epidermal cell suspensions were prepared and stained for cell surface markers as described in 

FACS sorting and flow cytometry of ear, dermis, and epidermal cells. For viability staining, cells 

were incubated 1:1000 with 0.5 uL of BV510 viability dye (Tonbo Biosciences), rinsed, rinsed 

twice in FACS buffer and then permeabilized using the Foxp3 permeabilization kit 

(eBiosciences) and stained with Anti-IRF-7 (pS477/pS479) PE, human and mouse (Miltenyi 

Biotec) and AlexaFluor® 488 anti-IRF7 (BioLegend). Immediately prior to acquisition on the 

ImageStream technology flow cytometer (Amnis Corporation), cells were incubated in 5,000 

ng/uL DAPI to label all nuclei. To quantify nuclear translocation of total and p-IRF7, we used 

the. IDEAS® analysis software was used to calculate the nuclear translocation index (a 

measurement for amount of nuclear translocation of a marker in cells) of total IRF7 and p-IRF7, 

independent of nuclear shape or cytoplasmic size. Statistical analysis was performed using 

Student’s paired t-test.  
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