
UCLA
UCLA Electronic Theses and Dissertations

Title
Brain Connectivity, Methodology and Applications to the Normal Brain and Dementia

Permalink
https://escholarship.org/uc/item/2v41174x

Author
Daianu, Madelaine

Publication Date
2014
 
Peer reviewed|Thesis/dissertation

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/2v41174x
https://escholarship.org
http://www.cdlib.org/


UNIVERISTY OF CALIFORNIA 

Los Angeles 

 

 

 

 

 

 

Brain Connectivity, 

Methodology and Applications to the Normal Brain and Dementia 

 

 

 

 A dissertation submitted in partial satisfaction  

of the requirements for degree Doctor of Philosophy  

in Bioengineering 

 

By 

 

 

Madelaine Daianu 

 

 

2014 



	  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



	   ii	  

ABSTRACT OF THE DISSERTATION 
 
 

Brain Connectivity, 

Methodology and Applications to the Normal Brain and Dementia 

 

by 

 

Madelaine Daianu 

Doctor of Philosophy in Bioengineering 

University of California, Los Angeles, 2014 

Professor Daniel Ennis, Chair 

 

 
The human brain, one of the most complex structures known, is composed of more than 100 

billion neurons that process, disseminate, transform and attract information through more than a 

100 trillion synapses. Interactions among brain cells give us the freedom to think, feel, move and 

maintain homeostasis all at the same time. To understand the systematic communication among 

brain cells, we require not only knowledge at elementary levels, but also at macroscopic level – 

aimed at the discovery of the emerging patterns and properties of neuronal interactions. Here, we 

used diffusion imaging to reveal the organization of neural pathways by capturing subtle changes 

in white matter make-up through measures sensitive to fiber integrity and microstructure – 

otherwise not detectable with standard MRI techniques. In addition, tractography was performed 

to infer neural pathways and connectivity patterns, yielding additional, more complex 

mathematical metrics describing the “connectomics” of brain networks. To assess the brain’s 

network, graph theory was used – a branch of mathematics employed to model the topological 
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organization of the white matter structure. Similarly, algebraic connectivity was also applied, not 

previously seen in the context of brain networks, which uses linear algebra and matrix theory to 

study the properties of graphs. These methods have all contributed to the discovery of potential 

biomarkers that can aid the understanding of white matter deterioration in the brain; special focus 

was directed towards neurodegenerative diseases such as Alzheimer’s disease and all of its 

clinical stages, as well as frontotemporal dementia. 
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CHAPTER 1 

 

Introduction 

Graph theory studies the properties of mathematical structures, or graphs, designed to model 

connections between pairs of points. Graph theory was first applied by Leonhard Euler in 1736, 

who prefigured the idea of topology through the negative resolution for his famous Seven 

Bridges of Konigsberg problem. His assessment that there was no feasible way to walk through 

the city of Konigsberg by crossing each of the seven bridges only once, has helped him develop 

rigorous technique of analysis for the now emerging field of graph theory (Euler, 1741). 

Since Euler, graph theory has been applied to many distinct sciences, including social 

sciences – used to understand the web of social relations, computer science, and currently, 

natural sciences with particular interest in the study of complex biological systems (Sporns, 

2011). Modern network approaches using theoretical network models have vastly contributed to 

the emerging field of brain connectomics – a field of analysis that combines some of the most 

advanced areas of study in medicine, neuroscience and engineering to characterize and quantify 

the brain in terms of its structural and functional connections. Brain connectomics, also refereed 

to as brain connectivity, is the leading focus of this PhD work with studies embracing the 

analysis of neuroimaging from its raw form to advanced mathematical applications, aimed at the 

discovery of disease biomarkers. 

 

1.1 Neuroimaging and brain connectomics  

The brain is a network of multiple scales and can be described at elementary level, in terms of its 

synaptic connections, at a higher level, in terms of its connections between cortico-cortico and 
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cortico-deep gray neurons, or at a more macroscopic level, looking at connections between 

cortical areas in the form of bundles of white matter tracts (Petrella, 2011). The complex 

macroscopic structural organization of the brain can be visualized through in vivo brain mapping 

methods that unveil the integrity of the brain’s white matter. The rapidly emerging field of 

connectomics employs data from structural imaging – diffusion weighted imaging (DWI) as well 

as methods of analysis such as the one described above – graph theory, a branch of mathematics 

that has been employed lately to model the topological organization of brain’s networks. These 

forms of analysis have been of great interest in the disease-oriented neuroimaging research and 

are aimed at testing a long-suspected idea that each focal neurodegenerative syndrome targets a 

specific large-scale network (Seeley, 2010).  

 

1.2 Diffusion tensor imaging 

The highly myelinated white matter make-up of the brain comprises of interconnecting axons 

that allow information transfer between functioning gray matter structures and cortical regions. 

Disruptions in axonal integrity can alter the communication among brain regions, leading to 

neuronal degeneration and other psychiatric illnesses. The composition of the white matter 

allows the calculation of the apparent diffusivity of water molecules along the fiber tracts, which 

depends of the angle between the fiber-tract axis and the magnetic field gradient (Basser et al., 

1994). Myelinated cell membranes, and other oriented molecular structures, favor water 

diffusion along the membrane and obstruct it perpendicular to the membrane; this is known as 

anisotropic diffusion at macroscopic (voxel size) scale. From a sequence of DWIs, three 

orthopedic directions and principal diffusivities can be determined to describe the effective 
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diffusion coefficient at each voxel in anisotropic medium and is known as diffusion tensor 

imaging (DTI; Basser et al., 1994; Basser and Pierpaoli, 1996).   

 

Figure 1. Workflow illustrating the assessment of (N) cortical parcellations into regions of interest using 

high-resolution anatomical T1-weighted images in parallel with full brain tractography performed using 

DTI. Images are registered into the same space and the proportion of fibers interconnecting a pair of 

cortical regions is described in an element-wise NxN connectivity matrix (Jahanshad et al., 2013). 

 

DTI has been used to derive measures of diffusion anisotropy and isotropy of water molecules, 

fiber tract organization and macrostructural organization of white matter (Basser and Pierpaoli, 

1996) – otherwise not detectable with standard MRI techniques. More recently, advancements in 

image acquisition and reconstruction have been employed to aid the limitations of DTI, which 

oftentimes lead to artificial reductions in anisotropic measures and inflation of the diffusion 

values in voxels where fiber crossing occurs. The single tensor model used by DTI may be 
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incapable or resolving adjacency and intermixing of fibers pathways, therefore, high angular 

resolution imaging (HARDI; Tuch et al., 2002) and diffusion spectroscopic imaging (DSI, 

Wedeen et al., 2012) have been developed.  In this work, a constant solid angle orientation 

distribution function (CSA-ODF) was used, which determines the marginal probability of 

diffusion in a given direction (Aganj, 2010).  

The reconstruction of white matter microstructure at voxelwise level is known as 

tractography and allows the tracing of fiber bundles throughout the brain. After computing the 

CSA-ODF, the white matter bundles were recovered using the Hough transform method – a form 

of probabilistic tractography. Throughout this work, tractography is used in combination with 

anatomical T1-weighted MRI images to infer neural pathways and connectivity patterns, yielding 

more complex mathematical metrics describing fiber networks in the form of connectivity 

matrices (Fig. 1).  The computational methods will be further described in the upcoming 

chapters. 

 

1.3 NxN Connectivity matrix creation 

Considering the white matter tractography and the cortical parcellations from anatomical T1-

weighted images, the fiber bundles connecting each pair of ROI can be detected. From this, a 

baseline NxN connectivity matrix can be created for each subject. Each element in the matrix can 

describe various measures. For instance, it can describe the density of fibers connecting two 

ROIs (i.e., the total number of fibers), or the estimated proportion of the total number of fibers 

(i.e., normalized fiber density). 
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1.4 Algebraic Connectivity 

The connectivity patterns can be described as mathematical representation of a network, or a 

graph, comprising of nodes and sets of edges that interconnect these nodes. The network nodes 

are typically defined as regions of interest (ROIs) - in our case on the cortex, segmented from 

anatomical MRI. These nodes are considered to be linked by ‘edges’ whose weights denote some 

measure of connectivity between the two regions, such as the density or integrity of fiber tracts. 

Topological changes in the brain’s networks may be analyzed using graph theory, as introduced 

above, or more exotic connectivity measures, such as algebraic connectivity. 

Algebraic graph theory is a branch of mathematics that uses linear algebra and matrix theory 

to study the properties of graphs (Norman, 1993). In algebraic graph theory, the Laplacian matrix 

is used to study the spectrum of a graph, which is the topic of study in another branch of 

mathematics known as spectral graph theory (Mohar, 1991). Recently, spectral theory has been 

applied to better reconstruct brain activity by considering the edges of a graph describing 

anatomical connectivity (Hammond et al., 2013). Other applications of algebraic graph theory 

are in the fields of circuit design, parallel and distributive computing, data representation (Chung 

et al., 1994) and the online web (Bounova et al., 2012). In this work, we are the first to introduce 

the application of algebraic graph theory to extract graph properties from human brain 

connectivity networks to better understand the structural changes in Alzheimer’s disease.  

 

1.5 Organization of the dissertation 

The following chapters describe how brain connectivity, with the use of various forms of graph 

theory, can quantify topological changes and alterations in the developing brain and most 

importantly, in dementia. Topological changes in the brain’s network may be applied to study 
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either structural and functional brain networks (Sporns, 2011; Lee et al., 2012). All chapters 

presented here employ the analysis of structural connectivity.  

 

Figure 2. Set of network nodes and edges illustrating thresholding effects averaged in 50 controls (CTL) 

and 37 Alzheimer’s disease (AD) subjects.   

 

All upcoming work is intended to aid the understanding of the developing, aging and diseased 

brain – with special attention given to the destructive alterations caused by Alzheimer’s disease 

(AD). In Chapter 2, efforts are directed towards understanding the disruptions in the structural 

brain networks of AD subjects. This was assessed using densely interconnected networks (k-

cores) where drastic alterations were found among the white matter integrity, specifically in the 

left hemisphere of AD patients. Here, we show that graph metrics can serve as a distillation of 
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the overall brain’s network leading to highlighted disease effects, such as a more pronounced 

loss in nodal assignments in the left hemisphere of AD subjects.  

Chapter 3 focuses on understanding the challenges in the post-processing of brain images 

and applications of various levels of brain network thresholding (Fig. 2). Network thresholding 

can be used to remove unreliable connections, and therefore, enhancing the SNR as well as 

important disease effects manifested on the connectivity networks in the diseased brain. As an 

extended application to this, a variety of graph theory metrics were applied to quantify networks, 

at a wide range of thresholding levels, including the “rich club” coefficient – i.e., a core of nodes 

with a high degree (k) – that are more densely interconnected among themselves than expected 

by chance. With disease progression, the rich club effect increased, which was not expected or 

shown a priori. In working out how this may arise, a range of connectivity metrics, both 

functions and non-functions of the rich club coefficient, were assessed (i.e., nodal degree, 

efficiency, path length, clustering coefficient etc.). Finally, all measures were ranked in the order 

of their effect size for distinguishing patients from controls, as possible biomarkers for AD.  

In Chapter 4, a network communication cost measure is introduced to study aspects of cost 

related to the network’s spatial embedding. Cost networks are functions of the fiber density and 

path length that interconnect pairs of ROIs – the higher the number of fibers linking two brain 

regions and the longer their fiber length, the higher the communication cost of the network. Our 

findings indicate that high-cost networks structures uptake more than 50% of the brain’s capacity 

in both healthy and disease; these highly central, high-cost networks are disrupted in 

neurodegenerative diseases, such as frontotemporal dementia (FTD) and early AD, indicating 

that disease strikes the core composition of the brain’s connectome. 
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The second part of Chapter 4 introduces the notion of algebraic connectivity in assessing 

brain networks – never before applied to assess connectivity in the context of dementia.  Linear 

algebra derived measures, such as the Fiedler value (i.e., second smallest eigenvector of a 

Laplacian matrix) along with additional supporting measures, detected a decrease in the AD 

brain network’s robustness with increasingly segregated network components, indicating a less 

efficient distribution of the network overall, when compared to normal participants.    

Chapter 5 we assessed HARDI data on how brain connectivity measures relate to brain 

asymmetry (left vs. right hemispheric differences) in a large healthy developmental dataset. This 

is important as asymmetries can heighten interest in possible differences in the vulnerability of 

the two hemispheres to various types of neuropathology and age-related decline (Thompson et 

al., 2003). 

Chapter 6 is a full review of multi-modal neuroimaging technologies that can be used to 

study the brain during different stages of AD. Furthermore, this work reviews recent 

neuroimaging studies of genetic polymorphism associated with increased risk for late-onset AD.  

Finally, Chapter 7 introduces Future Goals intended for postdoctoral work on innovative and 

novel image processing protocols on DWIs in a human Tau mouse model. Preliminary work on a 

DWI processing protocol in mouse is introduced, which is the first protocol to be developed in 

the Imaging Genetics Center to assess structural changes in mouse. This is further aimed at large 

scale connectivity analyses and the validation of mathematical models to link imaging signals to 

cellular and biochemical correlates. 
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CHAPTER 2 

 

Disruptions in the Alzheimer’s disease connectome 
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2.1 The structural k-Core in Alzheimer’s disease  

 

This section is adapted from: 

 

Daianu M, et al. Breakdown of Brain Connectivity between Normal Aging and Alzheimer’s 

Disease: A Structural k-core Network Analysis. Brain Connectivity, 2013;3(4):407-22. [Press 

Release] 
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Breakdown of Brain Connectivity Between Normal
Aging and Alzheimer’s Disease:

A Structural k-Core Network Analysis

Madelaine Daianu,1 Neda Jahanshad,1 Talia M. Nir,1 Arthur W. Toga,1 Clifford R. Jack, Jr.,2

Michael W. Weiner,3,4 and Paul M. Thompson,1 for the Alzheimer’s Disease Neuroimaging Initiative*

Abstract

Brain connectivity analyses show considerable promise for understanding how our neural pathways gradually
break down in aging and Alzheimer’s disease (AD). Even so, we know very little about how the brain’s networks
change in AD, and which metrics are best to evaluate these changes. To better understand how AD affects brain
connectivity, we analyzed anatomical connectivity based on 3-T diffusion-weighted images from 111 subjects (15
with AD, 68 with mild cognitive impairment, and 28 healthy elderly; mean age, 73.7 – 7.6 SD years). We per-
formed whole brain tractography based on the orientation distribution functions, and compiled connectivity ma-
trices showing the proportions of detected fibers interconnecting 68 cortical regions. We computed a variety
of measures sensitive to anatomical network topology, including the structural backbone—the so-called
‘‘k-core’’—of the anatomical network, and the nodal degree. We found widespread network disruptions, as con-
nections were lost in AD. Among other connectivity measures showing disease effects, network nodal degree,
normalized characteristic path length, and efficiency decreased with disease, while normalized small-worldness
increased, in the whole brain and left and right hemispheres individually. The normalized clustering coefficient
also increased in the whole brain; we discuss factors that may cause this effect. The proportions of fibers intersect-
ing left and right cortical regions were asymmetrical in all diagnostic groups. This asymmetry may intensify as
disease progressed. Connectivity metrics based on the k-core may help understand brain network breakdown
as cognitive impairment increases, revealing how degenerative diseases affect the human connectome.

Key words: Alzheimer’s disease; asymmetry; brain connectivity; diffusion tensor imaging; efficiency; k-core; mild
cognitive impairment; nodal degree; small-world; tractography

Introduction

Alzheimer’s Disease (ad) is a progressive, degenerative
brain disease affecting around one in eight people (13%)

aged 65 or older (Alzheimer’s Association Colorado, 2011).
As AD progresses, many cognitive domains gradually de-
cline, including memory (Filippi et al., 2012); beta-amyloid
and tau proteins accumulate in the brain, leading to inflam-
mation, neuronal atrophy, and cell death (Wang et al.,
2012). The brain’s gray matter shows widespread neuronal
loss, and many studies have revealed widespread cortical
and hippocampal atrophy in AD. As neurons are lost, white

matter volume is also reduced, due to both myelin degenera-
tion and axon loss in neural fiber tracts (Bartzokis, 2009;
Braak and Braak, 1996; Braskie et al., 2012a, b; Hua et al.,
2008). Fluid-attenuated inversion-recovery or T2-weighted
scans are often used to evaluate white matter hyperinten-
sities—a sign of cerebrovascular disease—and there is grow-
ing evidence that breakdown of the brain’s fiber networks
may explain some of the symptoms as the disease progresses.

As new methods emerge to assess brain connectivity, some
research groups have begun to use diffusion-weighted imag-
ing (DWI) and resting state functional magnetic resonance
imaging (rs-fMRI) to study the global breakdown of

1Department of Neurology, Imaging Genetics Center, Laboratory of Neuro Imaging, UCLA School of Medicine, Los Angeles, California.
2Department of Radiology, Mayo Clinic, Rochester, Minnesota.
3Department of Radiology, Medicine, and Psychiatry, University of California San Francisco, San Francisco, California.
4San Francisco VA Medical Center, U.S. Department of Veteran Affairs, San Francisco, California.
*Many investigators within the Alzheimer’s Disease Neuroimaging Initiative (ADNI) contributed to the design and implementation of

ADNI and/or provided data, but most of them did not participate in analysis or writing of this report. A complete list of ADNI
investigators may be found at: http://adni.loni.ucla.edu/wp-content/uploads/how_to_apply/ADNI_Acknowledgement_List.pdf

BRAIN CONNECTIVITY
Volume 3, Number 4, 2013
ª Mary Ann Liebert, Inc.
DOI: 10.1089/brain.2012.0137

407
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network integration in degenerative disease (Buckner, 2005;
Delbeuck et al., 2003; Gili et al., 2012; Wegrzyn et al., 2011).
Neuropsychological deficits are often attributed to a discon-
nection between brain regions (Wernicke, 1874/1977; Lich-
theim, 1885); the notion of a ‘‘disconnection syndrome’’ was
introduced by Geschwind (1965).

Evidence supporting a disconnection process in AD has
emerged from various techniques, including MRI, electroen-
cephalography, and positron emission tomography (PET).
On MRI, AD patients show a lower density of associative
white matter fibers in the cingulum, the splenium of the cor-
pus callosum and the superior longitudinal fasciculus (Rose
et al., 2000). At the same time, interhemispheric functional
synchronization also breaks down (Azari et al., 1992). Coher-
ence studies by Wada and colleagues (1998) found disturbed
interhemispheric functional connectivity in AD. Interhemi-
spheric disturbances in AD have been linked to the disconnec-
tion syndrome observed clinically (Delbeuck et al., 2003). PET
studies also show reduced metabolism in a network of re-
gions, with greater amyloid deposition in the posterior cingu-
late, retrosplenial, and lateral parietal cortex (Buckner, 2005).
fMRI also shows deactivated regions that overlap with medial
parietal/posterior cingulate regions that show reduced resting
metabolic activity in AD subjects, compared to normal elderly
and young adults (Lustig et al., 2003).

Diffusion imaging has recently been added to several
large-scale neuroimaging studies, including the Alzheimer’s
Disease Neuroimaging Initiative (ADNI), to monitor white
matter deterioration using metrics not available with stan-
dard anatomical MRI. Diffusion MRI yields measures related
to fiber integrity in AD, such as the mean diffusivity and frac-
tional anisotropy of local water diffusion (Clerx et al., 2012);
in addition, tractography methods can infer neural pathways
and connectivity patterns, yielding additional, more complex
mathematical metrics describing fiber networks.

Network analysis has only recently been applied to study
AD. Many mathematically novel metrics have been pro-
posed, such as a network’s ‘‘structural backbone’’—or k-
core (Hagmann et al., 2008)—but have not yet been studied
in AD. Here, we analyzed several network measures in nor-
mal elderly subjects, and people with early and late mild cog-
nitive impairment (MCI), and AD. We mapped the whole
brain, left, and right hemisphere ‘‘structural cores’’ of the
brain in Alzheimer’s patients and compared them to the
cores in healthy controls. A network’s structural core is
based on using k-core decomposition (Hagmann et al., 2008)
to find important sets of nodes that are highly and mutually
interconnected.* We hypothesized that the core graph of con-
nections would highlight alterations and disconnections in re-
gions that change structurally in AD versus controls, such as
the temporal, parietal, and frontal association areas (Azari
et al., 1992; Horwitz et al., 1987). We also expected network
breakdown in the posterior cingulate, posterior medial cortex
and lateral parietal cortex (Buckner, 2005; Lustig et al., 2003;
Xie and He, 2012).

In addition to using k-core analysis for the first time to as-
sess AD-associated anatomical network changes, we studied
several global topological properties on the brain’s binarized
k-core. To avoid testing too many primary hypotheses, and
thereby inflating the false positive rate or reducing power
by applying a heavy correction for multiple comparisons,
we chose for our primary analysis to strictly focus on the
nodal degree, normalized characteristic path length, effi-
ciency, normalized clustering coefficient, and normalized
small-world effect, comparing AD patients and controls. All
network properties were derived from the k-cores for each
of the subjects. Also, we were interested in brain laterality
in disease as some (but not all) prior studies report that the
left hemisphere is more atrophied in AD with a greater reduc-
tion in gray matter (20–30% local loss), relative to the right
hemisphere (Thompson et al., 2001). This lateralized brain
dysfunction was also studied by Loewenstein and colleagues
(1989) who reported left hemisphere hypometabolism in the
frontal, temporal, parietal lobes, and basal ganglia-thalamus
of AD patients. In their study, these apparent asymmetries
were not correlated with the severity or duration of AD. Little
is known about left-right hemisphere differences, and as
interconnectivity may play a significant role in AD, we com-
pared left and right hemisphere networks to see if first, net-
work asymmetries were detectable in general, and second,
if they were altered with the clinical progression of AD.

Methods

Subjects and diffusion imaging of the brain

Data collection for ADNI2 is still ongoing, at the time of
writing (December 2012). The ADNI began in 2005 as a
large multisite longitudinal study, which uses a variety of im-
aging methods (including MRI and PET) to study how AD
progresses, and to define biomarkers to monitor and predict
disease progression. The second phase of ADNI—known as
ADNI2—added new imaging modalities—diffusion tensor
imaging (DTI), rs-fMRI, and arterial spin labeling ( Jack
et al., 2010) to supplement the methods available to track dis-
ease progression.

Here we analyzed DWI from the 111 subjects with available
data; Table 1 shows their demographics and diagnostic infor-
mation. All 111 subjects underwent whole brain MRI scanning
on 3 T GE Medical Systems scanners, at a variety of sites
across North America. Table 2 shows a breakdown of the

Table 1. Demographic Information for Alzheimer’s
Disease Neuroimaging Initiative Subjects Scanned

with Diffusion Magnetic Resonance Imaging

Controls eMCI lMCI AD Total

N 28 57 11 15 111
Age 73.0 73.7 76.3 75.6 73.7
Sex 14M/14F 34M/23F 7M/4F 9M/6F 64M/47F

One hundred eleven subjects had been scanned at the time of writ-
ing (December 2012). Their minimum age was 55.3 and maximum
age was 90.4. Based on a t-test, the control group did not differ in
age from any of the cognitively impaired groups. p-Values from t-
tests comparing the mean age of the controls to the ages of the
eMCI, lMCI and AD groups were 0.67, 0.094, and 0.30.

AD, Alzheimer’s disease; eMCI, early mild cognitive impairment;
lMCI, late mild cognitive impairment.

*Although a k-core is often a group of nodes that are highly and
mutually interconnected, this does not always have to be the case.
For low values of k, the k-cores are not highly connected (they have
a low degree). Although the core itself must be interconnected, it
may well not have a (relatively) higher level of interconnectivity
than other subnetworks of the network.
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sites where the scans were acquired. Standard anatomical T1-
weighted spoiled gradient echo sequences were collected
(256 · 256 matrix; voxel size = 1.2 · 1.0 · 1.0 mm3; inversion
time [TI] = 400 msec, repetition time [TR] = 6.984 msec; echo
time [TE] = 2.848 msec; flip angle = 11!) in the same session
as the DWI (256 · 256 matrix; voxel size: 2.7 · 2.7 · 2.7 mm3;
scan time = 9 min). Forty-six separate images were acquired
for each DTI scan: 5 T2-weighted images with no diffusion
sensitization (b0 images) and 41 DWI (b = 1000 sec/mm2).
This protocol was chosen after a comparison of several differ-
ent protocols, to optimize the signal-to-noise ratio in a fixed
scan time ( Jahanshad et al., 2010; Zhan et al., 2012; Zhan
et al., 2013b).

Image analysis. Diffusion imaging may be used in con-
junction with an automatically labeled set of regions from an-
atomical MRI to perform connectivity mapping and network
analysis of the brain’s fiber connections. Many analyses of
brain connectivity have been conducted in this way (Dennis
et al., 2012a, b; Dennis and Thompson, 2012; Jahanshad
et al., 2011, 2012; Zalesky, 2009; Zhan et al., 2012). Connectiv-
ity matrices were compiled using a processing pipeline de-
scribed previously (Braskie et al., 2012a, b; Dennis et al.,
2012b; Jahanshad et al., 2011, 2012; Nir et al., 2012a, b).

Preprocessing and coregistration. Nonbrain regions
were automatically removed from each T1-weighted MRI
scan, and from a T2-weighted image from the DWI set
using the FSL tool ‘‘BET’’ (http://fsl.fmrib.ox.ac.uk/fsl/).
Anatomical scans subsequently underwent intensity inhomo-
geneity normalization using the MNI ‘‘nu_correct’’ tool
(www.bic.mni.mcgill.ca/software/). All T1-weighted images
were linearly aligned using FSL (with six degrees of freedom)
to a common space with 1 mm isotropic voxels and a
220 · 220 · 220 voxel matrix. The DWIs were corrected for
eddy current distortions using the FSL tools (http://fsl.fmrib
.ox.ac.uk/fsl/). For each subject, the five images with no diffu-
sion sensitization were averaged, linearly aligned, and
resampled to a downsampled version of their T1-weighted
image (110 · 110 · 110, 2 · 2 · 2 mm). b0 maps were elastically
registered to the T1-weighted scan to compensate for suscepti-
bility artifacts. Images were visually inspected and there were
no misalignments or cases where the field of view did not
cover the full brain (i.e., cropping).

Tractography and cortical extraction. The transformation
matrix from linearly aligning the mean b0 image to the T1-
weighted volume was applied to each of the 41 gradient di-
rections to properly reorient the orientation distribution func-
tions (ODF). We also performed whole brain tractography as
described in (Aganj et al., 2011) on the sets of DWI volumes.
Only linear registration was performed before tractography,
as nonlinear registration before tractography could introduce
possible processing artifacts. Gradient directions for each

DWI volume were corrected for according to the transforma-
tion matrix obtained from the linear registration. The tractog-
raphy method uses a fiber detection approach based on the
Hough transform; the Hough transform algorithm is a prob-
abilistic fiber tracking method that is based on a voting pro-
cess. The algorithm tests candidate three-dimensional (3D)
polynomial curves in a diffusion imaging volume by assign-
ing a score to each curve that passes through a seed point in a
d-dimensional space. The goal of the algorithm is to find all
potential curves that pass through chosen seed points while
computing their scores and finally, selecting the curve with
the highest score. Curves with the highest scores are stored
in a d-dimensional array, called the Hough transform, and
can represent potential fiber tracts in the brain. The results
are obtained through a voting process where real-valued
local votes for curves that are derived from diffusion data
help define the candidate tract score. If the curve passes
through a voxel, the vote (which is the integrand of the
score integral) outputs a value other than zero, and if it
does not pass though a voxel, then the output is zero
(Aganj et al., 2011); to better detect crossing fibers, the method
uses a constant solid angle orientation density function
(Aganj et al., 2010) rather than a diffusion tensor, to model
the local diffusion propagator. The angular resolution of the
ADNI data is limited to avoid long scan times that may
tend to increase patient attrition. Even so, this ODF model
makes best use of this limited angular resolution (even if
the protocol is not ideal for resolving fiber crossing).

Elastic deformations obtained from the echo-planar imag-
ing distortion correction, mapping the average b0 image to
the T1-weighted image, were then applied to each recovered
fiber’s 3D coordinates to more accurately align the anatomy
(we assume that the anatomical scan serves as a relatively un-
distorted anatomical reference). Each subject’s dataset con-
tained *10,000 useable fibers (3D curves) in total.

Thirty-four cortical labels per hemisphere, listed in the
Desikan-Killiany atlas (Desikan et al., 2006), were automati-
cally extracted from all aligned T1-weighted structural MRI
scans using FreeSurfer version 5.0 (http://surfer.nmr.mgh
.harvard.edu/) (Fischl et al., 2004). The resulting T1-weighted
images and cortical models were aligned to the original
T1-weighted input image space and down-sampled using
nearest neighbor interpolation (to avoid intermixing of labels)
to the space of the DWIs. To ensure tracts would intersect la-
beled cortical regions, labels were dilated with an isotropic
box kernel of width 5 voxels ( Jahanshad et al., 2011).

N · N matrices representing structural connectivity. For
each subject, a baseline 68 · 68 connectivity matrix was cre-
ated (34 left and 34 right hemisphere regions of interest as
listed in Table 3). Each matrix element represents the propor-
tion of the total number of fibers, in that subject, connecting
one cortical region to another. For the purposes of this
paper, we use the word fiber to denote a single curve
extracted via tractography; if all subjects had no detected
fibers at all for a specific matrix element, then that connection
was considered invalid, or insufficiently consistent in the
population, and was not included in the analysis.

Brain network measures

Topological changes in the brain’s networks may be
analyzed using graph theory, a branch of mathematics

Table 2. Acquisition Sites

Site 1 2 3 4 5 6 7 8 9 10 11 12 13 14

# scans 12 3 9 7 10 4 8 0 13 12 10 7 9 7

Number of scans acquired at each of the 13 sites, note there are no
images from Site 8.
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increasingly applied to study structural and functional brain
networks (Lee et al., 2012; Sporns, 2011).

These types of analyses on brain networks require that the
brain’s components be represented as a graph. The network’s
nodes are typically defined as regions of interest segmented
automatically from coregistered anatomical MRI. In DTI
studies, these network nodes are considered to be linked by
‘‘edges’’ with weights that denote some measure of the con-
nectivity between the two regions, such as the density or in-
tegrity of fibers recovered using tractography (Bullmore
and Sporns, 2009; Hagmann et al., 2008). Different measures
of connectivity are used in different studies—connectivity
matrices typically represent some descriptive parameter
about the connection between all pairs of anatomical regions
studied. The most common topological network measures
used to describe the integrity of the healthy or diseased
human brain network include the nodal degree, characteristic
path length, efficiency, clustering coefficient and ‘‘small-
worldness’’ (Sporns, 2011). The characteristic path length, a
measure of integration, is the average shortest path length
in a network:

L = 1

n
+i2NLi =

+j2N, j 6¼idij

n" 1
(1)

where Li is the average distance between node i and all other
nodes in the networks, dij is the shortest path length, (i,j) is a
link between nodes i and j, and n is the number of nodes
(Sporns, 2011).

Efficiency is a global and generally robust measure, and is
approximately the inverse of the characteristic path length:

E =
1

n
+i2N

+j2N, j 6¼id
" 1
ij

n" 1
(2)

The clustering coefficient, a measure of segregation, is the
fraction of a node’s neighbors that are neighbors of each other:

C =
1

n
+i2NCi =

1

n
+i2N

1
2 +j, h2Naijaihajh

ki(ki" 1)
(3)

where Ci is the clustering coefficient of node i (Ci = 0, ki < 2), ki

is the degree of a node i, ki = +j2Naij where aij is the connection
status between nodes i and j when a link between (i,j) exists
(Sporns, 2011).

Furthermore, the small-world effect is the ratio of the mean
clustering coefficient to the characteristic path length after
both are normalized based on data from corresponding ran-
dom networks:

S =
C

Crand

L
Lrand

= c=k (4)

where C and Crand are the unrandomized and randomized
mean clustering coefficients, while L is Lrand are the
unrandomized and randomized characteristic path lengths
(Sporns, 2011). The clustering coefficient was normalized by
computing the ratio of the clustering coefficient in the brain
network to the clustering coefficient computed in 100 simu-
lated random networks and was denoted by gamma, c. Sim-
ilarly, the normalized path length was the ratio of the path
length in the brain network to the path length computed in
100 simulated random networks, and was denoted by
lambda, k. These summary measures have been widely
employed in studies using various imaging modalities and
analytic methods (Dennis and Thompson, 2012), and their re-
producibility has also been evaluated (Dennis et al., 2012c).

In graph theory, a connection matrix may be compiled that
describes the topology of a network. A square matrix can rep-
resent any network of connections, but the network is nor-
mally displayed as a graph, that is, a discrete set of nodes
and edges (Sporns, 2011). In our analysis, the matrix entries
store the total number of fibers connecting each pair of
regions (the nodes); these could also be considered as the
‘‘weights’’ of the edges that connect a pair of nodes. Some ma-
trix entries are null (zero), as not all pairs of regions are con-
nected. Based on these matrices for all 111 subjects, we went
on to map the so-called ‘‘structural core’’ of each subject’s
anatomical network.

We analyzed the whole brain, left, and right hemispheres
separately; in the single-hemisphere analyses, to focus our at-
tention on the connections specific to the hemisphere we
chose not to evaluate fibers that crossed between the hemi-
spheres. In other words, we considered the subnetwork
that only had nodes that were entirely within a specific hemi-
sphere. Then, we compared the left and right hemispheres in

Table 3. Index of the Cortical Labels Extracted
from FreeSurfer

1 Banks of the superior temporal sulcus
2 Caudal anterior cingulate
3 Caudal middle frontal
4 —N/A—
5 Cuneus
6 Entorhinal
7 Fusiform
8 Inferior parietal
9 Inferior temporal

10 Isthmus of the cingulate
11 Lateral occipital
12 Lateral orbitofrontal
13 Lingual
14 Medial orbitofrontal
15 Middle temporal
16 Parahippocampal
17 Paracentral
18 Pars opercularis
19 Pars orbitalis
20 Pars triangularis
21 Peri-calcarine
22 Postcentral
23 Posterior cingulate
24 Precentral
25 Precuneus
26 Rostral anterior cingulate
27 Rostral middle frontal
28 Superior frontal
29 Superior parietal
30 Superior temporal
31 Supra-marginal
32 Frontal pole
33 Temporal pole
34 Transverse temporal
35 Insula

Index of the cortical labels extracted from the anatomical MRI
scans using FreeSurfer (Fischl et al., 2004). In the latest version of
FreeSurfer (version 5.0), cortical area #4 was not parcellated and is
therefore, excluded; to ease comparison with prior papers using
this numbering scheme, no region is assigned the number 4.
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healthy and AD subjects to analyze the topology and integ-
rity of the fiber bundles.

To model the basic architecture of the neural networks, we
used a k-core decomposition algorithm that disentangles hier-
archical structure by focusing on what is called the ‘‘central
cores’’ of the networks (Alvarez-Hamelin et al., 2006). The
k-core decomposition outputs a network core that consists
of highly and mutually interconnected nodes (Hagmann
et al., 2008). This is done by identifying subsets of graphs
(k-cores) by recursively removing nodes with degrees lower
than k, such that k serves as a degree threshold for nodes
(Alvarez-Hamelin et al., 2006). Then, each node is assigned
a core number (Daianu et al., 2012b; Hagmann et al., 2008):
larger values of k correspond to nodes that have larger de-
grees and are ‘‘more central’’ within a network (Alvarez-
Hamelin et al., 2006).

For a graph G = (N,E) with jNj = n nodes and jEj = e edges, a
k-core is computed by assigning a subgraph, H = (B,EjB)
where set B4N is a k-core of order k if 8! 2 B: degreeH ‡ k,
and H is the maximum subgraph satisfying this property
(Alvarez-Hamelin et al., 2006). In other words, to compute
the ‘‘18-core’’ (for example) of the connectivity matrix, all
nodes that have a degree 18 or higher would be kept. These
would be output in a 34 · 34 matrix (the same size as the con-
nectivity matrix); nodes that do not satisfy this condition are
replaced with zeroes. For this study, we selected a value of
k = 18; this value was selected empirically, as it represents
the minimal value where the majority ( > 50%) of nodes
within each hemisphere would still remain connected. In
other words, most nodes would be connected to at least one
remaining node. On the other hand, it is not required that
the remaining nodes in a k-core must form one single totally
connected graph, in which information could travel from
any node to any other via a path of edges.

We also computed topological network measures including:
(1) global nodal degree (average of all nodal degrees); (2) nor-
malized characteristic path length (k); (3) efficiency; (4) normal-
ized clustering coefficient (c); and (5) a parameter describing
the normalized small-world effect for the whole brain, left,
and right hemisphere binarized k-core matrices, in all subjects.
These measures are detailed in (Sporns, 2011). We applied
these measures to the whole brain 68 · 68 k-core matrices, left
hemisphere 34 · 34 k-core matrices and the right hemisphere
34 · 34 k-core matrices. We compared the two brain hemi-
spheres within each group (controls, early mild cognitive im-
pairment [eMCI], late mild cognitive impairment [lMCI] and
AD), to test for left/right asymmetries in connectivity. To as-
sess diagnostic group differences, we analyzed the difference
between the network measures in the whole brain in controls
and whole brain in AD subjects, differences between the net-
work measures in the left hemisphere in controls and the left
hemisphere in AD subjects, and then we did the same for the
right hemisphere.

We separately fitted a random effects regression model to
the k-core matrices of controls and AD subjects to test for di-
agnostic group differences, in the left hemisphere, and then
separately in the right hemisphere (with controls coded as 0
and AD subjects coded as 1). We covaried for age and sex
and used acquisition site as a random regression variable.
The fiber density strengths in the k-core structures were com-
pared across every node that was in the k-core of at least one
subject. The global network measures were compared across

the whole brain, left, and right hemispheres, separately.
To test how the clinical test scores were correlated with the
fiber densities in the k-core matrices in the whole brain,
left, and right hemispheres, we performed a random effects
regression across all subjects and used the scanning site as a
random regression variable while covarying for age and sex.

Furthermore, we also separately fitted a random effects re-
gression to the connectivity matrix data from 28 controls, 57
eMCI, 11 lMCI, and 15 AD subjects to test for differences be-
tween the connectivity matrices of the left and right hemi-
spheres (same setup as above). In this primary analysis, we
did not covary for disease, to increase power. However, we
tested if the asymmetry in the brain intensifies with disease
progression using a random effects regression among sub-
jects, while using site as a random regression variable and
covarying for age and sex. To simplify the presentation, we
show the regression results as a matrix, to indicate differences
between the left, CL(x,y), and right, CR(x,y), hemisphere con-
nectivity matrices across all 111 subjects (Fig. 3). Similarly,
we applied a random effects regression to test for any differ-
ences in derived network topology measures for the left ver-
sus the right hemisphere subnetworks.

Results

First, we compared the connectivity matrices of the left and
right hemispheres across all subjects (controls, eMCI, lMCI
and AD) and found significant differences in a total of 115
connections, while covarying for age and sex and accounting
for scanning site. A total of 208 ‘‘valid’’ connections were ex-
amined (i.e., connections that occurred in all subjects), so 115
is 55%, when analyzing connections that were present in
> 80% of the subjects (false discovery rate [FDR] p = 0.037).
By only examining edges that were present in nearly all sub-
jects, we may still have somewhat underestimated the degree
to which connectivity is asymmetric, but this is a reasonable
estimate of the large degree of hemispheric difference in con-
nections that are reliably extracted across an entire popula-
tion. In other words, over half of the valid connections
showed an asymmetry. We further ‘‘filtered’’ these connectiv-
ity matrices and thresholded the nodes by degree, to retain
the majority ( > 50%) of the nodes that were connected within
each hemisphere (k = 18) in our 34 · 34 k-core matrices. After
we defined the k-cores for the whole brain, left, and right
hemispheres in healthy and diseased subjects, we tested for
disease effects, and relationships to clinical scores.

Disease-related differences in networks

When the networks were pared down to the k-cores for all
subjects (k = 18)—the network ‘‘backbone’’—we were able to
detect disease effects on connectivity. In comparing AD and
control groups, we found prominent group differences
between the weighted k-core elements of different cortical
regions across the entire brain. For this regression to be
well-defined, we included only those nodes that are in the
k-cores for at least one of the subjects. Considering the left
hemisphere first, certain regions differed between AD and
controls, and, as expected, showed lower fiber density in
AD between the middle temporal and fusiform area, lower
fiber density in AD between inferior temporal and fusiform
area, lower fiber density in the pars triangularis and caudal
middle frontal, lower fiber density between the precentral
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FIG. 1. k-core networks of controls and Alzheimer’s disease (AD) subjects. Set of nodes present in the weighted k-cores of all
28 controls, k = 18, (top left panel) and all 15 AD subjects (top right panel). The k-value was preselected to include at least half
(i.e., the majority) of the detectable connected nodes per hemisphere (34 · 34). Results are presented over the whole brain. With
disease progression, the left hemisphere of AD subjects loses consistency in its k-core assignments (false discovery rate [FDR]
critical p-value = 0.0015). Bottom panel shows p-values from the whole brain from a random effects regression between the k-
cores (k = 18) of controls and AD subjects (where controls were coded as 0 and AD subjects coded as 1) using age and sex as
covariates and site as a random grouping variable; the significant connections that survived FDR were between the following
cortical regions: the middle temporal and fusiform, inferior temporal and fusiform, pars triangularis and caudal middle frontal,
precentral and caudal middle frontal, rostral middle frontal and pars opercularis, and superior parietal and lingual; also, a sig-
nificant difference in the proportion of total fibers was detected in the following regions: fusiform, precuneus, rostral cingulate,
and supra-marginal. Small black spheres show cortical areas where group differences were not detected.
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and caudal middle frontal, lower fiber density between the ros-
tral middle frontal and pars opercularis, and a lower proportion
of fibers in the fusiform, precuneus and rostral anterior cingu-
late (Fig. 1). The medial temporal lobe is among the first brain
regions to show atrophy in MCI and AD (Thompson et al.,
2003). Deterioration in its connectivity to other brain regions
is in line with current thinking about disconnection in AD.
Considering the right hemisphere, the AD group showed
lower fiber density between the superior parietal and lingual
areas relative to controls, a lower proportion of fibers in the
rostral anterior cingulate and higher proportion of fibers in
the supra-marginal region, relative to controls.

Relative to controls, the AD group lost all k-core connec-
tions in the left hemisphere (FDR critical p-value = 0.0015).
Note that this does not mean that all those fibers are gone
from the brain; when defining the k-core, the thresholding op-
eration on the nodal degree makes sure that only fibers with a
very high number of connections are retained, and these no
longer exist, at least in the left hemisphere. Figure 1 shows re-
gions with the most drastic changes. Some, but not all, studies
report a slightly greater effect of AD on the left hemisphere
(i.e., group differences in some brain measures may show
larger effect sizes on the left). Even so, any laterality may
just reflect a recruitment bias where patients with language
dysfunction, arising from left hemisphere atrophy, tend to en-
roll in greater proportions than those who do not have lan-
guage problems (Thompson et al., 2003).

Brain network measures: global nodal degree,
efficiency, normalized characteristic path
length, normalized clustering coefficient
and normalized small-world effect

We computed the network nodal degree, efficiency, nor-
malized characteristic path length, normalized clustering co-
efficient, and normalized small-world measures (these are
global measures of the overall network properties) from the
binarized k-cores of controls and AD subjects in the whole
brain, left, and right hemispheres, separately. Based on a ran-
dom effects regression between the brain network measures
in healthy subjects and AD subjects, we determined that
with increasing disease burden, the nodal degree, normalized
characteristic path length and efficiency significantly declined
in AD subjects, relative to controls in the whole brain, left,
and right hemispheres (means are in Table 4 and p-values
are in Table 5). Efficiency was expected to decline (according
to prior studies, e.g., Lo et al. [2010]), while the small-world
effect was expected to be altered, but not in a direction pre-

dictable a priori; here, the normalized small-world effect in-
creased in AD in all analyses, relative to controls. The
normalized clustering coefficient significantly increased in
the whole brain of AD compared to controls and did not
show detectable differences when the left and right hemi-
spheres were considered independently.

The nodal degree, efficiency and normalized characteristic
path length of the proportions of fibers (that passed FDR)
were lower in AD in the whole brain, left, and right hemi-
spheres, relative to controls. This decrease was consistent
among the MCI groups: the eMCI and lMCI groups took in-
termediate values between those for controls and AD groups
(Fig. 2). The normalized clustering coefficient of the propor-
tion of fibers was higher in AD in the whole brain (no signif-
icant changes were detected in the left and right hemispheres
between controls and AD). The slight increase in the cluster-
ing coefficient and decrease in the normalized characteristic
path length led to an increase in the proportion of fibers in
the small-world effect in AD in all analyses, relative to con-
trols (Tables 4 and 5).

Relation to clinical scores

To assess whether the network breakdown related to dif-
ferences in clinical test scores, we also ran a random effects re-
gression to test for any associations with the most widely
used clinical scores, namely the Mini Mental State Examina-
tion (MMSE), Clinical Dementia Rating Global Score (CDR-
Glob), Clinical Dementia Rating Sum of Boxes (CDR-SOB),

Table 4. Mean Network Measures in Controls (CTL) and Alzheimer’s Disease Subjects

CTL AD

NOD k EFF c SW NOD k EFF c SW

WB 19.78 0.29 0.27 2.03 7.08 15.22 0.23 0.20 2.30 10.38
LH 16.00 0.49 0.43 NS 2.80 12.59 0.39 0.33 NS 3.60
RH 15.54 0.47 0.42 NS 2.90 12.66 0.39 0.34 NS 3.57

The mean nodal degree, normalized characteristic path length and efficiency decreased significantly between controls and AD subjects in all
analyses. The normalized clustering coefficient increased in the whole brain of AD, while the normalized small-world effect increased in AD in
all analyses, relative to controls. Mean values were rounded off to the nearest hundredth.

NOD, global nodal degree; k, normalized characteristic path length; EFF, efficiency; c, normalized clustering coefficient; SW, normalized
small-world effect; WB, whole brain; LH, left hemisphere; RH, right hemisphere; NS, not significant.

Table 5. Differences in Fiber Networks
for the Whole Brain, Left, and Right
Hemispheres Between Controls (CTL)

and Alzheimer’s Disease Subjects

CTL vs. AD
Network measures

(p-values) NOD k EFF c SW

WB 3.86E-05 3.86E-05 4.02E-05 0.0038 9.06E-06
LH 2.91E-04 2.89E-04 3.08E-04 NS 2.99E-03
RH 1.51E-04 1.47E-04 1.85E-04 NS 9.03E-04

p-Values are shown, based on fitting a random effects model to the
network measures (degree, normalized characteristic path length, effi-
ciency, normalized clustering coefficient and normalized small-world)
applied on the k-core (k = 18) to test for diagnostic group differences be-
tween controls and AD subjects in the whole brain, left hemisphere,
and then separately in the right hemisphere (with controls coded as 0
and AD subjects coded as 1). We covaried for age and sex and used ac-
quisition site as a random regression variable.
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11 item Alzheimer’s Disease Assessment Scale-Cognitive
Subscale (ADAS-11) and 13-item Alzheimer’s Disease Assess-
ment Scale-Cognitive Subscale (ADAS-13) scales. These re-
gressions used clinical scores to predict any differences on
the k-core across all subjects in the study.

Analyses were run on the whole brain, left, and right hemi-
spheres separately (Table 6). Clinical test scores were all re-
lated to differences in some cortical regions. Consistent
relationships with all clinical scores were found for the

connections between the superior frontal cortex and caudal
anterior cingulate (see in bold, Table 6). As MMSE scores de-
creased, the fiber density of the k-cores also decreased (as
might be expected) between the superior frontal cortex and
caudal anterior cingulate in the whole brain analysis. Also
as expected, with increases in the disease burden scores
ADAS-11, ADAS-13, CDR-Glob, and CDR-SOB, fiber density
in the k-cores decreased between the superior frontal and cau-
dal anterior cingulate, in the whole brain analyses.

FIG. 2. Mean values for network measures in the brain for all diagnostic groups. The bar graph shows mean values (and
standard errors) for the fiber network nodal degree, normalized characteristic path length, efficiency, normalized clustering
coefficient, and normalized small-world effect for controls (CTL), early mild cognitive impairment (eMCI), late mild cognitive
impairment (lMCI) and AD groups in the whole brain (blue), left hemisphere (red) and right hemisphere (green). The nodal
degree, normalized characteristic path length and efficiency declined in AD subjects, relative to controls in the whole brain, left,
and right hemispheres ( p-values in Table 4) based on a regression setting controls to 0 and AD subjects to 1; this can be seen by
comparing each block of three bars to each succeeding block of three bars, which corresponds to increasing disease burden. The
normalized small-world effect increased in AD, relative to controls, and the normalized clustering coefficient increased in the
whole brain but did not show detectable differences in the left and right hemispheres individually between controls and
AD subjects.
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Effects on the fiber densities of the left and right hemi-
spheres were found in cortical regions that mostly overlap-
ped with the differences in the k-cores of AD subjects
versus controls. Clinical test scores were all related to differ-
ences in some cortical regions—such as in the proportion of
total fibers in the fusiform region for the left hemisphere,
and in the proportion of total fibers in the supramarginal re-
gion for the right hemisphere in all subjects (except for the
ADAS-13 score). All test scores increased as the fiber density
of the k-cores decreased in the fusiform area of the left hemi-
sphere, except for the MMSE score, which decreased as the
fiber density also decreased. This result is expected, as higher
MMSE scores denote better cognitive performance and higher
scores on other tests represent greater cognitive impairment.
For the right hemisphere, MMSE increased as the fiber den-
sity of the k-cores decreased in the supra-marginal region.
In the meantime, ADAS-11, CDR-Glob, and CDR-SOB
decreased as the fiber density also decreased in the supra-

marginal region of the right hemisphere. Overall, there
were no particular connections with significant correlations
to all clinical scores; in fact, it was more that the aggregate
number of connections linked with clinical scores was higher
than would be expected by chance.

Left/right asymmetries in network

To further understand how these network alterations may
differ by hemisphere with disease progression, we analyzed
differences between left and right hemispheres in each
group as well as the nodal degree measures applied to the
structural k-core of each group. For these, we performed ran-
dom effects regressions that returned significant differences
between the left and right hemisphere connectivity matrices
in each group: 28 controls, 57 eMCI, 11 lMCI, and 15 AD sub-
jects (Fig. 3). We might expect the number of connections with
significant asymmetries to increase, if the disease does not

Table 6. Clinical Correlates of Network Breakdown

Scores Whole brain Left hemisphere Right hemisphere

MMSE 1 connection: 63 and 37 (critical FDR
p = 8.50E-05)

15 connections: 3 and 3, 7 and 7, 8
and 7, 9 and 7, 9 and 9, 15 and 7, 15
and 9, 24 and 3, 27 and 3, 27 and 27,
29 and 7, 29 and 8, 30 and 7, 31 and
8, 35 and 7 (critical FDR p = 0.004)

10 connections: 11 and 1, 24 and 22,
31 and 22, 31 and 24, 31 and 25, 31
and 31, 35 and 17, 35 and 31, 35
and 35 (critical FDR p = 0.002)

ADAS-11 11 connections: 15 and 13, 25 and 15,
28 and 20, 45 and 42, 46 and 40, 51
and 48, 51 and 51, 60 and 23, 63
and 37, 64 and 25, 65 and 54
(critical FDR p = 0.002)

13 connections: 7 and 7, 9 and 7, 9
and 9, 15 and 7, 23 and 8, 25 and
11, 25 and 23, 27 and 27, 29 and 18,
30 and 7, 30 and 9, 31 and 8, 35 and
7 (critical FDR p = 0.004)

16 connections: 8 and 8, 9 and 1, 11
and 1, 22 and 18, 24 and 22, 31 and
17, 31 and 18, 31 and 22, 31 and 24,
31 and 25, 31 and 31, 35 and 3, 35
and 17, 35 and 24, 35 and 31, 35
and 35 (critical FDR p = 0.004)

ADAS-13 10 connections: 15 and 13, 25 and 15,
28 and 20, 45 and 42, 46 and 40, 51
and 48, 51 and 51, 63 and 37, 64
and 25, 65 and 54 (critical FDR
p = 0.002)

13 connections: 7 and 7, 9 and 7, 9
and 9, 15 and 7, 23 and 8, 25 and
11, 25 and 23, 27 and 27, 28 and 18,
29 and 8, 30 and 7, 30 and 9, 31 and
8 (critical FDR p = 0.004)

7 connections: 8 and 8, 11 and 1, 31
and 18, 31 and 22, 35 and 17, 35
and 24, 35 and 35 (critical FDR
p = 0.002)

CDR-Glob 28 connections: 14 and 12, 18 and 17,
20 and 12, 20 and 18, 20 and 20, 24
and 10, 25 and 15, 26 and 2, 27
and 14, 27 and 20, 27 and 24, 28
and 20, 30 and 11, 35 and 20, 43
and 10, 48 and 10, 48 and 25, 58
and 25, 60 and 13, 61 and 12, 61
and 26, 61 and 27, 61 and 28, 61
and 47, 61 and 61, 62 and 61, 63
and 37, 64 and 25 (critical FDR
p = 0.007)

23 connections: 7 and 7, 8 and 7, 8
and 8, 21 and 7, 23 and 8, 24 and 3,
24 and 10, 25 and 7, 25 and 8, 25
and 11, 25 and 13, 25 and 15, 25
and 17, 25 and 23, 25 and 24, 25
and 25, 28 and 3, 28 and 25, 28 and
28, 29 and 8, 29 and 25, 29 and 28,
30 and 7 (critical FDR p = 0.007)

8 connections: 8 and 8, 29 and 8, 29
and 23, 29 and 29, 31 and 31, 35
and 24, 35 and 31, 35 and 35
(critical FDR p = 0.002)

CDR-SOB 10 connections: 23 and 8, 24 and 10,
28 and 20, 30 and 11, 31 and 3, 37
and 37, 48 and 10, 48 and 25, 63
and 37, 64 and 25 (critical FDR
p = 0.002)

6 connections: 3 and 3, 7 and 7, 8 and
7, 15 and 7, 25 and 25, 28 and 3
(critical FDR p = 0.001)

7 connections: 31 and 17, 31 and 25,
31 and 31, 35 and 17, 35 and 24, 35
and 31, 35 and 35 (critical FDR
p = 0.002)

Here we show various differences in brain networks that are associated with standard measures of clinical decline. Random effects regres-
sion tests were performed for clinical scores on the MMSE, CDR-Glob, CDR-sob, ADAS-11 and ADAS-13 in the whole brain, left, and right
hemispheres separately for the k-cores of all subjects (controls, eMCI, MCI and AD) in connections present in 80% of subjects. We used site
as a random regression variable, and controlled for age and sex. All the nodes that showed significant differences are listed. Significant con-
nections that are common across all clinical scores are shown in bold and the critical FDR p-value for correcting over all valid connections is
shown.

MMSE, Mini Mental State Examination; ADAS-11, 11 item Alzheimer’s Disease Assessment Scale-Cognitive Subscale; ADAS-13, 13-item
Alzheimer’s Disease Assessment Scale-Cognitive Subscale; CDR-Glob, Clinical Dementia Rating Sum of Boxes; CDR-Glob, Clinical Dementia
Rating Global Score; FDR, false discovery rate.
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progress symmetrically, and if the variance does not also in-
crease. For this, we computed the number of asymmetric con-
nections for each subjects by taking the difference of the
weighted connections (fiber densities) in the connectivity ma-
trices between the left and right hemispheres and regressed it
over the clinical scores while covarying for age and sex in all
subjects and using site as a random regression variable. We
found significant results for most scores with FDR critical
p-values of 3.0E-03 for MMSE, 2.0E-04 for CDR-Glob, 4.0E-

03 for ADAS-11, and 1.7E-03 for ADAS-13; no significant re-
sults were found for CDR-SOB. These results indicate that the
asymmetry becomes more pronounced with disease progres-
sion. Similarly, as a post hoc exploratory test, we took the dif-
ference between the left and right hemisphere nodal degree
measures in all subjects and regressed it against the clinical
scores, while covarying for age and sex and using site as a
random regression variable, but we did not detect significant
effects.

FIG. 3. Asymmetries in anatomical connectivity in controls, early and late MCI, and AD. These maps show asymmetries in
the density of connections between all pairs of cortical regions. We show, in color, the !log10 of the p-values from the regres-
sion model comparing the left, CL(x,y), and right, CR(x,y), hemisphere connectivity matrices in 28 controls (top left, FDR critical
p-value = 0.020; higher critical values denote stronger effects) and 57 eMCI subjects (top right, FDR critical p-value = 0.030), 11
lMCI subjects (bottom left, FDR critical p-value = 0.007) and 15 AD subjects (bottom right, FDR critical p-value = 0.021). We
covaried for age and sex and used the scanning site as a random grouping variable in the regression. The same cortical regions
were considered in all four groups. Dark gray regions indicate cortical areas where no significant hemispheric differences were
detected. Based on a random effects regression, the asymmetry in the connection matrix intensified with disease progression.
This could be due to the overall decrease in the number of fiber connections with increasing disease severity.
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Also, we performed random effects regression to test for
differences between the left and right hemispheres in the
weighted k-core and nodal degree. We found left-right hemi-
sphere differences in the k-core matrices for all groups (Table
7). There were no significant differences in the network mea-
sures, nodal degree, efficiency, normalized characteristic path
length, normalized clustering coefficient and normalized
small-world between the left hemispheres in either diagnostic
group. The number of k-core connections showed decreasing
asymmetries between healthy and diseased for controls (151
connections), eMCI (145 connections), and AD (63 connec-
tions), except the lMCI group (nine connections) that might
have been affected by the unevenly small number of subjects.
We should also bear in mind that there are at least another
two factors affecting the number of connections where asym-
metries are picked up. First, the k-core loses nodes drastically
as disease progresses, so the number of nodes present where
asymmetry can be detected is falling rapidly. As such, there is
a downward trend in the number of nodes showing an asym-
metry. Second, one has to bear in mind that the sample size of
the 4 diagnostic groups is uneven—28 for controls, 57 for
eMCI, but only 11 for lMCI and 15 for AD. The power to de-
tect asymmetry is higher when the sample size is higher, as a
smaller effect size can be declared significant in a larger sam-
ple. Together, these processes seem to account for the changes
in the number of connections declared asymmetric as the dis-
ease progresses.

Analyzing the stability of the structural core:
perturbation of k levels

To understand how the different thresholds (different lev-
els of k-core) affect graph theory measures, we computed the
structural backbone using k = 16, 17, 19 and 20, in addition to
k = 18 in all 111 subjects. We compared how the nodal degree,
and the network efficiency—perhaps the most commonly
computed measure in brain connectivity studies—changed
as a function of k. We compared every k-level across all sub-
jects in the whole brain, left, and right hemispheres separately
with every other k-level in that group (i.e., nodal degree for all
subjects at k1 = 16, 17, 18, and 19 was compared to nodal de-
gree in all subjects at k2 = (k1 + 1) = 17, 18, 19 and 20 using a
two-tailed paired t-test and performed FDR correction on
all (5 · 5!5)/2 comparisons. Nodal degree FDR critical p-val-
ues in the left and right hemispheres are 3.0E-03 and 2.7E-03

and efficiency FDR critical p-values in the left and right hemi-
spheres are 4.5E-03 and 5.4E-04 (Fig. 4).

Discussion

Here we report how AD affects structural brain connectiv-
ity in a sample of 111 subjects (comprising patients, controls,
and those at risk of AD). We studied fundamental anatomical
brain subnetworks called the ‘‘k-cores’’. AD affected a variety
of network metrics describing the topological organization of
the brain’s white matter. From the k-cores, we determined the
most highly interconnected networks in the left and right
hemispheres and analyzed whether these regions remained
intact or altered with disease progression. The k-core was
found to be a useful distillation of the overall brain network,
rather than using the full connectivity matrix, as it eliminated
the least reliable connections; these less reliable connections
can arise due to tract tracing errors. To the extent that they
do contain errors, this may worsen the signal-to-noise ratio
and make it more difficult to detect disease effects. As an em-
pirical observation, the k-core did indeed enhance the disease
effects, as the entire k-core was ‘‘lost’’ in the left hemisphere of
AD subjects. These findings are important to locate brain re-
gions that change with disease progression. Ultimately they
may help in assessing effects of treatments, or other interven-
tions, on the brain.

We found significant differences between the left and right
hemisphere connectivity matrices in all subjects (FDR critical
p = 0.037), which led to further analyses of the core networks
that survived with disease progression. In our k-core analyses
comparing AD subjects to healthy controls, all the k-core ele-
ments in the left hemisphere were lost in AD subjects, sug-
gesting that brain network topology changes drastically
with disease progression (Fig. 1). We must emphasize that
this does not mean that those fibers are completely absent
in AD, but the thresholding implicit in creating the k-core
homes in on the highly connected elements. So, according
to this definition, none of these highly connected elements
remained in the left hemisphere in AD. The main connections
and regions that significantly differed in their k-core topology
between controls and AD were found between the middle
temporal and fusiform, inferior temporal and fusiform, pars
triangularis and caudal middle frontal, precentral and caudal
middle frontal, rostral middle frontal and pars opercularis, and
superior parietal and lingual; also, a significant difference in

Table 7. Left-Right Asymmetries in Measures of Anatomical Brain Connectivity

Left-right asymmetries

Network measures Controls (28 subjects) eMCI (57 subjects) lMCI (11 subjects) AD (15 subjects)

k-core elements 151 connections
(p = 0.020)

145 connections
(p = 0.027)

9 connections
(p = 0.0012)

63 connections
(p = 0.014)

NOD NS NS NS NS
EFF NS NS NS NS
k NS NS NS NS
c NS NS NS NS
SW NS NS NS NS

Connections that differed between left and right hemispheres, for the different diagnostic groups. Results are computed from a random ef-
fects regression model (using zeroes for the left hemisphere and ones for the right hemisphere) comparing the weighted k-core measures be-
tween the left and right hemispheres in 28 controls, 57 eMCI, 11 lMCI and 15 AD subjects (not all connections are named in this paper due to
space limits), as well network measures applied on the binarized k-core matrices. The p-values reported here are the FDR critical p-values.
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the proportion of total fibers was detected in the following
regions: fusiform, precuneus, and rostral anterior cingulate.
Some of these nodes are part of the temporal and parietal
lobes, which are known to be among the earliest regions con-
sistently affected by AD pathology (Thompson et al., 2003).
Yao and colleagues (2010) analyzed the ‘‘structural brain
network’’ in patients with AD, and found that the regions
that showed the most significant changes in the interre-
gional correlations between 98 controls and 91 AD include
the temporal lobe, fusiform, superior parietal region and or-
bital frontal gyrus (Xie and He, 2012; Yao et al., 2010). Most
of these regions showed differences here, in groups with
progressively advancing disease. We note, however, that
the Yao and colleagues analyses assessed correlations
among regional volumes using standard anatomical MRI.
This is not the same definition of brain connectivity as that

involved here with DTI, which assesses pathways between
brain regions.

We computed five important network measures—global
nodal degree, normalized characteristic path length, effi-
ciency, normalized clustering coefficient and normalized
small-worldness—that may be useful in the future as possible
new biomarkers of AD. Nodal degree decreased with disease
progression by 23% in the whole brain, 21% in the left hemi-
sphere and 19% in the right hemisphere of AD subjects com-
pared to controls. The normalized characteristic path length
decreased by 22% in the whole brain, 20% in the left hemi-
sphere, and 17% in the right hemisphere. Efficiency decreased
by 24% in the whole brain, 22% in the left hemisphere of AD
subjects compared to controls, and by 19% in their right hemi-
sphere. This indicates that the disease effects can be quanti-
fied using network efficiency measures in the early stages

FIG. 4. Effects of perturbations in the k-core threshold on nodal degree and efficiency. Matrix (5 · 5) representing the p-values
from a two-tailed t-test comparing nodal degree and efficiency measures across five k-levels (k = 16,17,18,19 and 20) in all 111
subjects (nodal degree FDR critical p-values in the left and right hemispheres are 3.0E-03 and 2.7E-03 and efficiency FDR critical
p-values in the left and right hemispheres are 4.5E-03 and 5.4E-04). In other words, we compared k-levels k1 = {16,17,18,19} to
k2 = (k1 + 1) = {17,18,19,20} across all subjects. There were no significant differences across k-levels in the whole brain in all 111
subjects. The greatest differences in the network measures were found between lowest and highest k-values (blue p-values).
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of the disease such as in eMCI and lMCI patients. Here both
efficiency and normalized path length measures were found
to decrease. It is important to note that efficiency is expected
to increase as characteristic path length decreases only when
the path length is unnormalized. Path length should be nor-
malized using appropriately constructed random networks,
as the absolute (unnormalized) value of the path length pro-
vides limited information on the integration in the brain net-
work (Sporns, 2011); the path length varies greatly with the
size and density of individual graphs, whereas efficiency is
a more robust measure—the average of the inverse of the dis-
tance matrix (Sporns, 2011), and was not normalized here.
Also, the decrease in global efficiency is in general agreement
with previous structural connectivity studies (Lo et al., 2010),
bearing in mind the differences between the studies in acqui-
sition and analysis. A lower efficiency may suggest a less op-
timal organization of the brain network structures in AD
subjects (Xie and He, 2012) and perhaps even reduced signal
propagation among brain regions (Lo et al., 2010).

Meanwhile, the normalized small-world effect increased
by 47% in the whole brain, 28% in the left hemisphere and
23% in the right hemisphere of AD subjects, compared to con-
trols. The increase in the normalized small-world effect was
consistent among the eMCI and lMCI subject groups (Fig.
2). Small-worldness depends on several factors that are all
changing in AD, and the results of all the changes may be
nonintuitive or not predictable at the outset. Small-worldness
may be a biologically or functionally advantageous property,
as it is found in many biological networks and may be func-
tionally advantageous relative to random networks. As such,
one might not predict that the property would increase in
AD, as there is clearly no functional advantage to having
AD. Compared to random networks, which tend to have
short average path lengths and relatively low clustering, the
small world effect tends to be higher when a network has a
high level of clustering, or when the average path lengths be-
come shorter. This is because the small-worldness is based on
the ratio of the clustering coefficient to the path length, after
normalizing each of those to values in a random network.
The loss of fibers in AD can remove some connections from
a network that is thresholded based on the nodal degree.
This led to a decrease in average normalized path length in
the whole brain, left, and right hemispheres, while the nor-
malized clustering coefficient increased in the whole brain
by 13% (and did not change significantly in the left and
right hemispheres), so the normalized small-world effect
also increased in the whole brain, left, and right hemispheres.
The increase in clustering coefficient does not always indicate
a densely interconnected and coherent brain system; in fact, it
can be disproportionately influenced by nodes with low
nodal degree, which is a phenomenon observed in AD–the
nodal degree decreases relative to controls (Fig. 2).

Furthermore, we found network asymmetries—between
left and right hemispheres—in all diagnostic groups. This
is not entirely surprising: as shown Figure 3, there is a
clear asymmetry between the left and right hemisphere net-
works, regardless of the diagnostic group. This may even in-
tensify as the disease progresses as the clinical scores
between the left and right hemisphere connectivity matrices
were significantly different. Regions with connectional
asymmetry were scattered all over the brain. A related pat-
tern of diffuse asymmetries was also observed in a recent de-

velopmental study of adolescents and young adults (Daianu
et al., 2012a). These increasing asymmetries may be due to
age or disease, or both, and it is not clear whether they are
harmful or benign.

We further analyzed the differences in the k-core, nodal de-
gree, normalized characteristic path length, efficiency, nor-
malized clustering coefficient, and normalized small-world
effect of the k-core in the left and right hemisphere in all
groups (Table 7). We found differences in all diagnostic
groups for the k-core measure; however, no differences
were found for the rest of the network topology measures be-
tween the left and right hemispheres. We previously
reviewed evidence for asymmetries in disease progression
in AD (Thompson et al., 2003); evidence is mixed, and not
all studies support an asymmetry, but the differences in con-
nectivity measures and their variance by hemisphere make it
plausible that some connections may show stronger differ-
ences in one hemisphere than the other. To corroborate this,
longitudinal data will be helpful, when available, from a pe-
riod long enough to show substantial decline.

Another important aspect to consider is that highly con-
nected k-cores contain hubs that are thought to facilitate inte-
grative processes due to their densely connected nodes. Hubs
have high nodal degrees and tend to form a rich club—a set of
high-degree nodes that are more densely interconnected
among themselves than nodes of a lower degree (see, e.g.,
van den Heuvel and Sporns, 2011, which describes the rich-
club organization of the human connectome). The ‘‘rich club
of the hubs’’ is a related but separate concept from that of
the k-core—used in the current study—as the rich club coeffi-
cient evaluates a range of k-core matrices (i.e., with k = 1, 2,
3., etc.); here, we analyzed the k-core at k = 18 because this
was the minimal value for which the majority ( > 50%) of
nodes within each hemisphere would still remain connected.
At k = 18, we have a highly and mutually interconnected net-
work of the brain. However, a smaller k value ( < 18) will
apply a lower threshold to the network, including nodes
with lower degrees, and leading to less interconnected net-
works. Recently (in Daianu et al., 2013), we found that the
rich club coefficient increased in AD with increasing k and de-
creasing nodal degree in the residual k-core (i.e., when a
smaller percentage of nodes are retained), relative to controls.
The rich club is a slightly more elaborate concept than the k-
core. The k-core is simply a network—part of the original net-
work—found by thresholding the network to retain only
those nodes with high nodal degree (i.e., with degree k or
higher). The rich club coefficent, F(k), is a ratio of the number
of connections among nodes of degree k or higher versus the
total possible number of connections if those nodes were fully
connected. The rich club is a more complex notion than the k-
core: it is a function defined on all the k-cores, which can be
tested statistically for signs of rich club organization.

To test the reliability of our measures, we analyzed the sta-
bility of the structural core at k = 18 by comparing the k-core in
all subjects over a variety of k-levels. Based on a two-tailed
paired t-test, the perturbation in the k-levels was significant
between the minimum and maximum k-level comparisons
for the networks measures (nodal degree and efficiency) in
the left and right hemispheres separately, while these pertur-
bation did not affect the network measures significantly in the
whole brain in all 111 subjects (Fig. 4). All significant changes
were found between k-levels 16 and 19 and 16 and 20 for
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nodal degree and efficiency. There were no significant
changes with small perturbations of k-levels (i.e., between k
and k + 1); as described above, all changes were detected be-
tween levels k and k + 3 as well as k + 4 (i.e., k = 16 and k = 19).

This study has several limitations. Our study was con-
ducted at 3 T, so connectivity studies at higher fields, or
with different protocols, may reveal group differences in ad-
ditional regions (in Zhan et al., 2013a, we compare connectiv-
ity computed at 7 and 3 T in the same subjects). Even so, the
use of higher fields may not necessarily become standard for
academic or clinical studies in the near future. Another limi-
tation of our work, is the small and uneven number of sub-
jects in each diagnostic group (28 controls, 57 eMCI, 11
lMCI and 15 AD subjects). ADNI2 subjects are continuing
to be scanned, so our future work will assess larger cohorts
to verify how connectivity measures change over time as
AD progresses. In future work, we will also aim to study
the specific effects of amyloid pathology on brain network
dysfunction using amyloid imaging. These changes may
have a tighter relationship to amyloid than to clinical diagno-
sis, although that remains to be evaluated.

Another factor to consider is the tractography method
used. In this paper, we generated around 10,000 fibers per
subject, using the Hough transform method (Aganj et al.,
2011), but some other tractography algorithms such as
FACT (Mori et al., 1999) and TEND (Lazar et al., 2003) gener-
ate up to hundreds of thousands. As such, it is of interest
whether this density of sampling is sufficient to compute net-
work metrics that are stable, and have converged, and have
sufficient power to pick up group differences. Our group pre-
viously studied the effect fiber density has on network mea-
sures and on the power to distinguish disease effects
(Prasad et al., 2013). High-density fiber matrices were most
helpful for picking up the more subtle clinical differences.
However, based on the current study, the networks in AD
are significantly different from controls so that the inference
about differences between controls and diseased might not
be influenced by fiber counts. One final limitation is our use
of thresholding to define the k-core, even though the thresh-
old was chosen in a principled way. Other mathematical
work (Lee et al., 2012) has defined novel distance metrics
on filtrations of networks, in an attempt to retain the full infor-
mation on the set of all networks defined by thresholding the
nodal degree at different thresholds. However, we tested the
reliability of our structural core at k = 18 by comparing it to k-
cores computed at k = 16, 17, 19 and 20 and found that imme-
diate k-levels do not perturb the structural network signifi-
cantly. Clearly, these and other more advanced metrics on
graphs and graph filtrations may also show promise in defin-
ing how networks decay and change as disease progresses.

Conclusion

In this study, we tested for alterations in the core graph of
connections in the brain caused by disconnections in AD and
how the clinical progression of AD affects network measures
and possibly, network asymmetries in the brain. We found
that AD wipes out the core connections in the left hemisphere,
relative to controls, and affects the topology of the brain net-
work—therefore, altering the network measures. Lastly, we
found that network asymmetries were present in all diagnos-
tic groups and may intensify with disease progression.
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CHAPTER 3 

 

Network thresholding and the brain’s “rich club” 
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3.1 Effects of network thresholding  

 

This section is adapted from: 

 

Daianu M, et al. Disrupted Brain Connectivity in Alzheimer’s Disease: Effects of Network 

Thresholding. In MMBC’13 MICCAI Workshop on Mathematical Methods for Brain 

Connectivity, Nagoya, Japan, accepted, June 2013. 
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Abstract. Diffusion imaging is accelerating our understanding of the human 
brain. As brain connectivity analyses become more popular, it is vital to 
develop reliable metrics of the brain’s connections, and their network 
properties, to allow statistical study of factors that influence brain ‘wiring’. 
Here we chart differences in brain structural networks between normal aging 
and Alzheimer’s disease (AD) using 3-Tesla whole-brain diffusion-weighted 
images (DWI) from 66 subjects (22 AD/44 normal elderly). We performed 
whole-brain tractography based on the orientation distribution functions. 
Connectivity matrices were compiled, representing the proportion of detected 
fibers interconnecting 68 cortical regions. We found clear disease effects on 
anatomical network topology in the structural backbone – the so-called ‘k-
core’ – of the anatomical network, defined by varying the nodal degree 
threshold, k. However, the thresholding of the structural networks – based on 
their nodal degree – affected the pattern and interpretation of network 
differences discovered between patients and controls.   
 
Keywords. brain connectivity, k-core, threshold, DTI, tractography, graph theory 

 
1. Introduction 

 
Diffusion imaging has recently been added to several large-scale neuroimaging 

studies, including the Alzheimer’s Disease Neuroimaging Initiative (ADNI), to monitor 
white matter deterioration using metrics not available with standard anatomical MRI. 
Diffusion MRI yields measures sensitive to fiber integrity and microstructure, such as the 
mean diffusivity and fractional anisotropy of local water diffusion [1]; in addition, 
tractography can be used to infer neural pathways and connectivity patterns, yielding 
additional, more complex mathematical metrics describing fiber networks.   
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
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Despite the enthusiasm for using diffusion imaging to map brain connectivity and 
how it changes with disease, there is a lack of serious groundwork validating these 
methods to see if the connections they map are correct and how acquisition and analysis 
protocols affect them. Post-processed connectivity data is also affected by the level of 
thresholding applied to the brain connectivity matrices; thresholding is commonly applied 
to retain key information on the most crucial subnetworks, while eliminating false positive 
fibers or connections inaccurately inferred due to noise and imaging artifacts. There is no 
consensus about what might be the ideal level of thresholding to retain only the most 
relevant information in post-processed connectivity data. A common approach filters 
networks based on the nodal degree, leaving only the most highly connected nodes. As 
this loses information, some groups advocate defining metrics on the entire set of 
networks at all thresholds, using concepts such as the Rips filtration [2]. 

Here we studied anatomical fiber networks in 44 controls and 22 identically scanned 
people with Alzheimer’s disease (AD) using novel mathematical network metrics derived 
from the ‘structural backbone’ – or k-core – of the human brain. Based on prior studies 
[3], we were interested in understanding how the different number of nodes, N, in filtered 
networks from healthy and diseased subjects affects graph theory measures computed 
from thresholded connectivity matrices. In the end, it would be unwise to infer that AD 
affects networks in a particular way, if networks filtered differently showed different 
disease effects. To explore this, we computed the network’s structural core using a k-core 
decomposition [4] to find important sets of nodes that are highly and mutually 
interconnected. The level of the k-core, k, serves as a threshold to retain nodes in the 
connectivity matrix with degree k or higher. We systematically varied the values of k 
(k=1, …, 20) and analyzed the changes in the resulting network measures to understand 
how they are affected by thresholding the size or degree of the networks (N, k). We 
calculated global measures sensitive to anatomical network topology: the clustering 
coefficient (CC), characteristic path length (CPL), efficiency (EFF), and nodal degree 
(NOD) for all 66 subjects at each of the 20 k-core levels. All network measures showed 
group differences that depended heavily on the nodal degree and size of the threshold 
applied to the network. We aimed to find out which network measures are most and least 
sensitive to variation in the N and k levels, in terms of their ability to resolve differences 
between the healthy and diseased groups. 

 
2. Methods 
 
2.1. Subjects and Diffusion Imaging of the Brain 
 
We analyzed diffusion-weighted images (DWI) from 66 subjects scanned as part of 

phase 2 of the Alzheimer’s Disease Neuroimaging Initiative (ADNI2), a large multi-site 
longitudinal study to evaluate biomarkers to assist diagnosis and track disease 
progression. Table 1 shows subject demographics and diagnostic information; data 
collection is ongoing. All 66 subjects underwent whole-brain MRI scanning on 3-Tesla 
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GE Medical Systems scanners, at a variety of sites across North America, with the same 
protocol, which had been optimized for SNR. Standard anatomical T1-weighted SPGR 
(spoiled gradient echo) sequences were collected (256x256 matrix; voxel size = 
1.2x1.0x1.0 mm3; TI = 400 ms, TR = 6.984 ms; TE = 2.848 ms; flip angle = 11°) in the 
same session as the diffusion-weighted images (DWI; 256x256 matrix; voxel size: 
2.7x2.7x2.7 mm3; scan time = 9 min). 46 separate images were acquired for each DTI 
scan: 5 T2-weighted mages with no diffusion sensitization (b0 images) and 41 diffusion-
weighted images (b = 1000 s/mm2).  
 
Table 1. Demographic information for 44 controls and 22 AD patients scanned with diffusion MRI 
as part of ADNI. Their ages ranged from 55.7 to 90.4 years.  

! Controls! AD! Total!
N! 44! 22! 66!
Age! 72.7!±!5.9!SD! 75.5!±!10.0!SD! 73.6!±!7.5!SD!
Sex! 22M/22F! 14M/8F! 36M/30F!

2.2 Image Analysis 

Pre-processing and Co-registration 
Non-brain regions were automatically removed from each T1-weighted MRI scan, and 

from a T2-weighted image from the DWI set using the FSL tool “BET” 
(http://fsl.fmrib.ox.ac.uk/fsl/). Anatomical scans subsequently underwent intensity 
inhomogeneity normalization using the MNI “nu_correct” tool 
(www.bic.mni.mcgill.ca/software/). All T1-weighted images were linearly aligned using 
FSL (with 6 DOF) to a common space with 1mm isotropic voxels and a 220×220×220 
voxel matrix. The DWI were corrected for eddy current distortions using the FSL tools 
(http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the 5 images with no diffusion 
sensitization were averaged, linearly aligned and resampled to a downsampled version of 
their T1-weighted image (110×110×110, 2×2×2mm). b0 maps were elastically registered 
to the T1-weighted scan to compensate for susceptibility artifacts or EPI induced 
distortions.  

Tractography and Cortical Extraction  
The transformation matrix from linearly aligning the mean b0 image to the T1-

weighted volume was applied to each of the 41 gradient directions to properly re-orient 
the orientation distribution functions (ODFs). We also performed whole-brain 
tractography as described in [5] on the sets of DWI volumes. We used a method based on 
the Hough transform to recover fibers, using a constant solid angle orientation density 
function to model the local diffusion propagator. The angular resolution of the ADNI data 
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is deliberately limited to avoid long scan times that may increase patient attrition, but the 
ODF model makes best use of the limited available angular resolution.   

Elastic deformations obtained from the EPI distortion correction, mapping the average 
b0 image to the T1-weighted image, were then applied to each recovered fiber’s 3D 
coordinates to more accurately align the anatomy. Each subject’s dataset contained 
~10,000 useable fibers (3D curves) in total. 34 cortical labels per hemisphere, as listed in 
the Desikan-Killiany atlas [6], were automatically extracted from all aligned T1-weighted 
structural MRI scans using FreeSurfer (http://surfer.nmr.mgh.harvard.edu/) [7].  

NxN Matrices Representing Structural Connectivity  
 For each subject, a baseline 68x68 connectivity matrix was created, based on 34 right 
hemisphere ROIs and 34 left hemisphere ROIs. Each element described the estimated 
proportion of the total number of fibers, in that subject, that passes through each pair of 
ROIs. We note that various normalizations could be applied (e.g., using the volume or 
area of the target ROIs, or to turn these counts into densities), but for simplicity we here 
just used the fiber counts (normalized to the total number of fibers detected in the brain).   

2.3 Brain Network Measures  

Topological differences in the brain’s networks may be analyzed using graph theory, 
which represents the brain network as a set of nodes and edges. The network’s N nodes 
are typically defined as ROIs, usually on the cortex, segmented from anatomical MRI. 
These network nodes are linked by ‘edges’ whose weights denote some measure of 
connectivity between the two regions, such as the density or integrity of fiber tracts in DTI 
studies [8]. An NxN connection matrix may therefore be compiled to describe the 
network. A square matrix can represent any network of connections, and may also be 
displayed as a graph, i.e., a discrete set of nodes and edges [8], leading the way for 
analyses through the branch of mathematics known as graph theory. In our analysis, the 
matrix entries store the total proportion of fibers connecting each pair of regions (the 
nodes); these could also be considered as the “weights” of the edges that connect a pair of 
nodes [8].  

From the connection matrices, we applied a threshold by computing the k-core for 20 
levels of the nodal degree threshold, k, using a decomposition algorithm that identifies 
subsets of graphs (k-cores) by recursively removing nodes with degrees lower than k, such 
that k serves as a degree threshold for nodes [9]. For a graph ! = !,!  with! ! = ! 
nodes and ! = ! edges, a k-core is computed by assigning a subgraph, ! = !,!|!  
where set ! ⊆ ! is a k-core of order k iff ∀!! ∈ !: degreeH!≥ k, and H is the maximal 
subgraph (most highly connected one) satisfying this property [9]. In other words, to 
compute the k-core of the connectivity matrix, we kept all nodes with a degree k or higher. 
These then become new 68x68 matrices, each being a somewhat thresholded version of 
the original; weights of nodes that did not satisfy the k-cutoff were replaced with zeroes.  



	  33	  

 

We obtained the k-core matrices by varying k from 1 to 20 for both controls and AD 
subjects. The global graph theory measures (CC, CPL, EFF, and NOD) were derived from 
each k-core matrix for each subject, to yield four representative network measures at each 
k-level (i.e., each subject had 20 global metrics for CC, CPL, EFF and NOD). These are 
the most common topological network measures used to describe the integrity of the 
healthy or diseased human brain (Sporns, 2011), although their use in brain connectivity 
and AD research is yet to be extensively explored. The degree of a node i, measures the 
number of edges connected to a node: 

!! = !!"!∈!                              (Eq. 1) 
where !!" is a connections status between nodes i and j; !!" = 1 when there is a link (i,j) 
interconnecting nodes i and j and !!" = 0 otherwise. 

CPL, a measure of integration, is the average shortest path length in a network: 

! = !
! !!!∈! = ! !!"!∈!,!!!

!!!                   (Eq. 2) 
where !! is the average distance between node i and all other nodes in the networks, !!" is 
the shortest path length, (i,j) is a link between nodes i and j and n is the number of nodes 
(Sporns, 2011).    

 EFF is a global and generally robust measure, and is the inverse of the average of the 
characteristic path length: 

! = !
!

!!"!!!∈!,!!!
!!!!∈!                      (Eq. 3)  

CC, a measure of segregation, is the fraction of a node’s neighbors that are neighbors 
of each other: 

! = !
! !!!∈! = !

!

!
! !!"!!"!!"!,!∈!

!! !!!!!
!∈!                       (Eq. 4) 

where !! is the clustering coefficient of node i (!! = 0, !! < 2), !! is the degree of a node 
i, !! = !!"!∈!  where !!" is the connection status between nodes i and j when a link 
between (i,j) exists (Sporns, 2011). 

NOD was computed as a nodal measure first, and then averaged overall all 70 cortical 
regions for each subject to output a global measure. CC and CPL measures were 
normalized based on 100 randomized networks of equal size and similar connectivity 
distribution. Path length should be normalized using appropriately constructed random 
networks, as the absolute (unnormalized) value of the path length provides limited 
information on the integration in the brain network (Sporns, 2011); the path length varies 
greatly with the size and density of individual graphs, whereas efficiency is a more robust 
measure - the average of the inverse of the distance matrix (Sporns, 2011), and was not 
normalized here.  We tested for between-group differences using a linear regression, 
controlling for age and sex, with AD coded as 1 and controls as 0. We tested for 
differences between groups of controls and AD subjects for CC, CPL, EFF and NOD at 
each k-core value for the brain network. We also tested for within-group differences for 
network measures EFF and NOD, which were found to be “most significant” in the 
between-group comparison. For this, we compared every k-level across subjects within 
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one diagnostic group with every other k-level in that group (i.e., EFF for controls at 
k1=1,2…19 was compared to EFF for controls at k2=(k1+1)…20) using a 2-tailed paired 
t-test. We applied an FDR correction on all (20*20-20)/2 comparisons.  
 

3. Results 
The variation in the k-core levels (k=1, …, 20) affected the networks and, as 

expected, resulted in changing graph theory measures (CC, CPL, EFF and NOD) in each 
diagnostic group.  

 

 
Figure 1. Average and global CC, CPL, EFF and NOD for the whole brain in 44 controls (blue) and 
22 AD subjects (red), based on thresholding the network at k=1, …, 20. Error bars show the 
standard errors.  

 
We performed between group comparisons to find out how effect sizes for group 

differences depended on the network degree threshold. Relative to controls, the AD group 
had a higher global CC (FDR critical p-value=6.26E-03) for the entire range of k-core 
values (k=1-20) and a higher global CPL (p-value=5.72E-3) for k-cores in the range k=1-
18. Obtaining a higher CC in AD, relative to controls, may not be entirely intuitive, but 
the CC can be disproportionately influenced by nodes with low degree [8]. NOD (FDR 
critical p-value=3.65E-05) and EFF (FDR critical p-value=6.21E-05) were lower in AD 
over the whole range of k-core values (k=1-20), relative to controls. Averaged network 
measures (Figure 1) and p-values (Figure 2) are plotted.  

Furthermore, we tested for within group differences in all subjects for NOD and EFF, 
as these measures showed greatest effect sizes in the diagnostic group comparisons. The 
results are shown in a 20x20 matrix, where the EFF was calculated from matrices 
thresholded at each k-level. We compared the EFF network measure to the same network 



	  35	  

 

measure calculated from the other k-levels – always within the same diagnostic group, to 
avoid incorporating disease effects (Figure 3). EFF changed significantly as k varied in 
both controls and AD (FDR critical p-value=1.42E-02 for controls and 1.27E-02 for AD). 
Within-group measures for NOD were not significantly different across any k-levels in 
either group.  

 

 
Figure 2. p-values from a regression controlling for age and sex, testing for significant differences 
between AD subjects and controls for whole-brain global CC, CPL, EFF and NOD in AD subjects 
versus controls. Red points highlight p-values that are less than the p-value threshold (CC p-
value=6.26E-03, EFF p-value=6.21E-05, NOD p-value=3.65E-05 and CPL p-value=5.72E-03) that 
controls the FDR at 5%. This FDR correction allows us to state that the groups truly differ, even 
though multiple thresholds were tested.  

 
Figure 3. Matrix (20x20) representing the p-values from the within group comparisons for EFF 
across all k-levels within each group (FDR critical p-value=1.42E-02 for controls and 1.27E-02 for 
AD). A given cell (x,y) in this matrix gives the p-value for the t-test comparing the value of EFF 
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between k-cores where the minimum nodal degree is x and y, respectively. As expected, greatest 
differences in network measures were found between lowest and highest k-levels (red p-values).  
 

4. Discussion 
Graph theory has been widely used to assess functional and anatomical networks in 

the brain, but not nearly so much attention has been paid to analyzing network variations 
due to choices made in analysis methods (i.e., network thresholding) and how they impact 
network topology comparisons. With the growing interest in connectivity analyses, it is 
important to understand how stable network measures are, and develop reliable guidelines 
when applying them to study disease. The interpretation of network breakdown in disease 
may be somewhat different depending on the criteria used to compare or filter networks.  

Here we analyzed brain connectivity in cognitively impaired patients with AD and 
matched normal controls. We varied the nodal degree threshold applied to the 
connectivity matrices for both groups by using a wide range of k-core values (k=1, …, 
20). Some network measures - CC, CPL, EFF and NOD - declined across all subjects as 
nodal degree threshold levels were increased. Network measures that showed the greatest 
differences between diagnostic groups over k levels ranging from 1 to 20 are in the 
following order (i.e., with the greatest size effect and smallest p-values): NOD, EFF, CPL, 
and CC. NOD and EFF were found to have greatest size effects among all measures (FDR 
critical p-value=3.65E-05 and 6.21E-05) (Figures 1 and 2). This led us to analyze within-
group differences for NOD and EFF; we found that increasing levels of k significantly 
affects the apparent efficiency of the overall network in both controls and AD, while NOD 
was not affected by varying k levels (Figure 3).  

The decline in all network measures with increasing k levels is expected in both 
diagnostic groups. This is because networks thresholded at higher k levels required a 
greater number of nodes to be connected (e.g., at k=20, approximately 30% of the nodes 
are connected). Similarly, AD is known to disrupt the overall network topology of the 
brain [2,3] leading to fewer nodes when compared to controls. This is why NOD had the 
greatest effect size in the between-group comparisons. Also, the loss of nodes in the 
network can disproportionately influence other network metrics, such as the CC – found 
to be greater in AD than in controls [10], which otherwise would indicate a densely 
interconnected and coherent brain system [3, 8]. 

An ideal network threshold for this data is in the range of k=15-18. This includes at 
least 22-26% of the nodes in each brain network, yielding the ‘most significant’ effects in 
both between and within group comparisons. Ideally, this threshold would tend to suppress 
noise and some imaging artifacts, removing weak connections while emphasizing stronger 
connections altered in disease. This range may vary with study-specific parameters. 

We studied the effect sizes for the group differences here, to clarify how network 
filtering parameters influence the differentiation of diseased versus normal groups based 
on graph theory metrics. Although there is no universal method and no definitive answer 
as to how networks of different sizes and connectivity densities should be accurately 
compared and analyzed [11], maintaining these measures consistent across study groups is 
crucial for obtaining comparable results. Normalizing the network measures using 
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randomized networks with the same number of nodes and connections may make graph 
metrics more stable with respect to differences in N and k [11]. In the end, methods based 
on network filtrations may supersede those applied to thresholded networks, if they better 
detect disease effects on brain connectivity.  
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3.2 Disruptions of the “rich club” network 

 

This section is adapted from: 

 

Daianu M, et al. Structural brain network and rich club disruptions in mild cognitive impairment 

and Alzheimer's disease. Neurobiology of Aging, submitted, January 7 2014. 
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Abstract 

Diffusion imaging can assess white matter deterioration in the brain, revealing the breakdown of neural pathways in 

Alzheimer’s disease (AD). We analyzed 3-Tesla whole-brain diffusion-weighted images from 202 subjects scanned 

by the Alzheimer’s Disease Neuroimaging Initiative (ADNI) – 50 healthy controls, 72 with early- and 38 with late-

stage mild cognitive impairment (eMCI/lMCI) and 42 AD patients. Based on whole-brain tractography, we 

reconstructed structural brain connectivity networks to map connections between cortical regions. We tested 

whether AD disrupts the ‘rich club’ – a network property where high-degree network nodes are more interconnected 

than expected by chance. We evaluated additional network topology measures including global degree, clustering 

coefficient, path length and efficiency. The rich club effect increased with cognitive impairment, as network 

complexity degenerated. Fewer network connections led to a more densely interconnected ‘rich club’. With disease, 

global degree and efficiency declined, but the clustering coefficient and path length increased – measures more 

sensitive to disease effects than the rich club coefficient. As connections degenerate brain network properties are 

disrupted, offering additional biomarkers of AD.  

Keywords: Alzheimer’s disease, Mild Cognitive Impairment, MRI, DTI, structural network, biomarker, rich club, efficiency, 

global degree, path length, clustering coefficient   

 

Acronyms 

AD – Alzheimer’s disease; ADNI –Alzheimer’s Disease Neuroimaging Initiative; DTI – Diffusion tensor imaging; DWI – 

Diffusion weighted image; E – number of edges in network; eMCI – Early mild cognitive impairment;  EEG –  

Electroencephalography; FDR – False discovery rate; FLAIR – Fluid-attenuated inversion-recovery; fMRI – Functional MRI; LH 

– Left hemisphere; lMCI – Late mild cognitive impairment; MEG –  Magnetoencephalography; MMSE –  Mini Mental State 

Examination; MRI – Magnetic resonance imaging; NS – Not significant; N – number of nodes in network; PET –  Positron 

emission tomography; R – rich club coefficient; Rn – normalized rich club; Rrand – randomized rich club; RH – Right hemisphere; 

rs-fMRI –  Resting state functional magnetic resonance imaging; SNR – Signal-to-noise ratio; SPGR –  Spoiled gradient echo; 

WB – Whole brain  
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1. Introduction 

Alzheimer’s Disease (AD) is a progressive, degenerative brain disease and is the 6th leading cause of death in the US 

(Alzheimer’s Association, 2013). Over 5 million Americans live with the disease and this number is expected to 

triple by 2050 (Alzheimer’s Association, 2013) increasing health care costs by as much as 85% (Bruner and Jacobs, 

2013). Worldwide, 44 million people have the disease. As the elderly population increases, over 115 million people 

may have AD by 2050 (Alzheimer’s Association, 2013).  

AD leads to a severe decline in multiple cognitive domains, particularly memory (Filippi et al., 2012). 

Progressive deposition of beta-amyloid and tau proteins in the brain lead to inflammation, neural atrophy and cell 

death (Wang et al., 2012). These processes affect the brain’s gray matter, leading to extensive cortical and 

subcortical gray matter atrophy.  

Recent studies with diffusion tensor imaging (DTI) reveal widespread disease effects on the brain’s white 

matter (Clerx et al., 2012, Nir et al., 2013, Jahanshad et al., 2012). The spread of white matter degeneration may be 

due in part to Wallerian or ‘backward’ neurodegeneration, in which gray matter atrophy leads to axonal 

degeneration (Coleman, 2005; Ewers et al., 2012).  White matter changes such as myelin degeneration (Braak and 

Braak, 1996), neuroinflammation and abnormal axonal transport are found in AD patients (Rowley et al., 2013). As 

white matter fiber tracts lose axons and myelin degenerates, T2-weighted MRI scans are often used to evaluate 

white matter hyperintensities – a sign of cerebrovascular disease. The breakdown of the brain’s fiber networks may 

also explain some of the symptoms as AD progresses.  

To better understand these fiber networks and microstructural white matter changes in AD, DTI (Mori and van 

Zijl, 2002; Basser and Jones, 2002) is increasingly used. DTI is sensitive to fiber integrity and microstructure, based 

on indices such as the mean diffusivity and fractional anisotropy of local water diffusion (Clerx et al., 2012). 

Diffusion-based tractography can infer neural pathways and patterns of structural connectivity. Cortical connectivity 

networks, reflecting the extent and degree to which various cortical regions are connected to each other, may be 

represented as a graph of nodes describing cortical regions and the neural pathways (or “edges”) that connect them; 

the same data may be stored in a 2D matrix. This allows mathematical metrics to be used to describe the topology of 

the brain’s networks, and the connectedness of key nodes. Network measures can assess the breakdown of white 

matter tracts with disease and have only been recently studied in AD (Buckner et al., 2009; Daianu et al., 2012; Nir 

et al., 2012a, b; Daianu et al., 2013; Prasad et al., 2013a, b). 
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Recently, DTI has been added to several large-scale neuroimaging studies, including the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI) (Jack et al., 2010), to monitor white matter deterioration using metrics not available 

with standard anatomical MRI. Here we analyzed brain networks in 50 healthy controls, 72 people with eMCI, 38 

with lMCI and 42 AD patients using recently proposed mathematical metrics, such as the rich club coefficient (van 

den Heuvel and Sporns, 2011). As far as we know, this is the first study to assess the rich club effect in MCI and 

AD. To better interpret our results, we assessed additional metrics: nodal degree, the clustering coefficient, 

characteristic path length and efficiency – some of which have network components involved in computing the rich 

club coefficient.  The motivation for the study was the notion that the brain functions as an integrative network at 

micro- and macro-structural levels, where we can examine the integrity or dysfunction of white matter bundles using 

network measures.  The rich club coefficient, among other connectivity metrics, may become potential biomarkers 

of AD, in additional to standard, more widely accepted measures.   

Network models of the brain suggest that there is a ‘rich club’ effect – i.e., a core of nodes with a high degree 

(k) – that are more densely interconnected among themselves than lower-degree nodes in the network. In other 

words, the high-degree, ‘richly-connected’ nodes form a club. The nodal degree means the number of edges (or 

connections) that each node in a network has. A network’s k-core is the subnetwork that remains after deleting all 

nodes of degree < k. The rich club coefficient, R(k), is the ratio of the number of connections among nodes of degree 

k or higher versus the total possible number of connections if those nodes were fully connected. As higher-degree 

nodes are more likely to be interconnected with each other, simply by chance, R(k) is typically normalized relative 

to R calculated on a set of simulated random networks with the same degree distribution, and the same edge 

distribution, as a function of the nodal degree, k. If Rn > 1 (i.e., R(k) > Rrand, for some k), then there is evidence of 

rich club organization (tests of the rich club effect use randomized networks to create a reference null distribution; 

van den Heuvel and Sporns, 2011).  

To understand how networks break down in MCI and AD, we assessed how the rich club changes at each stage 

of cognitive impairment, and how more standard measures such as the nodal degree, clustering coefficient, 

characteristic path length and efficiency are affected as the brain degenerates. Intuition might suggest that the rich 

club effect might be affected in AD – but not in a direction known a priori. As we will show later, the normalized 

rich club coefficient increased with age and with greater cognitive impairment. To better understand how this could 

arise, we also detected a decline in the network’s global degree and efficiency as disease progressed, and an overall 
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increase in the global normalized clustering coefficient and characteristic path length, consistent with a loss of key 

network connections. Finally, we analyzed how the normalized and unnormalized rich club coefficients provide 

information on network changes in AD in relation to the most sensitive network measures for detecting differences 

between diagnostic groups – efficiency and global degree. We ranked all network measures in the order of their 

effect size for detecting white matter alterations between the brain networks of all diagnostic groups. 

 

2. Methods 

2.1 Subjects and diffusion-weighted imaging of the brain 

We analyzed diffusion-weighted images (DWI) from 202 subjects scanned as part of the Alzheimer’s Disease 

Neuroimaging Initiative (ADNI). ADNI is a large multi-site longitudinal study to evaluate biomarkers of AD. Table 

1 shows the demographics of the subjects we studied including age, sex, and the mini-mental state exam (MMSE) 

scores, broken down by diagnosis; at the time of writing (November 2013), data collection for ADNI is ongoing. All 

202 subjects underwent whole-brain MRI on 3-Tesla GE Medical Systems scanners, at a variety of sites across 

North America. Standard anatomical T1-weighted SPGR (spoiled gradient echo) sequences were collected (256x256 

matrix; voxel size = 1.2x1.0x1.0 mm3; TI = 400 ms, TR = 6.984 ms; TE = 2.848 ms; flip angle = 11°) in the same 

session as the DWI (128x128 matrix; voxel size: 2.7x2.7x2.7 mm3; scan time = 9 min). 46 separate images were 

acquired for each scan: 5 T2-weighted images with no diffusion sensitization (b0 images) and 41 diffusion-weighted 

images (b = 1000 s/mm2). This protocol was chosen after comparing several different DWI protocols for ADNI, to 

optimize the signal-to-noise ratio in a fixed scan time (Jahanshad et al., 2010; Zhan et al., 2013a; Zhan et al., 2013b; 

Zhan et al., 2013c).  

 Controls eMCI lMCI AD Total 

N 50 72 38 42 202 

Age 72.6 ± 6.1 SD 72.4 ± 7.9 SD 72.6 ± 5.6 SD 75.5 ± 8.9 SD 73.1 ± 7.4 SD 

MMSE 28.9 ± 1.4 SD 28.1 ± 1.5 SD 26.9 ± 2.1 SD 23.3 ± 1.9 SD 27.1 ± 2.7 SD 

Sex 22M/28F 45M/27F 25M/13F 28M/14F 120M/82F 

Site 10 16 12 12 16 
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Table 1. Demographic information from 50 controls, 72 eMCI, 38 lMCI and 42 AD subjects scanned with diffusion MRI as part 

of the ADNI project. Their ages ranged from 55.2 to 90.4 years. The mean age and Mini Mental State Exam (MMSE) scores are 

listed for each diagnostic group. Subjects were scanned at 16 sites.  

 

2.2 Image analysis and structural connectivity 

Tractography based on diffusion-weighted images may be performed and used in conjunction with an automatically 

labeled set of brain regions from anatomical MRI to map connectivity and perform network analysis of the brain’s 

fiber connections. Many analyses of brain connectivity have been conducted in this way (Jahanshad et al., 2012; 

Jahanshad et al., 2011; Ingalhalikar et al., 2013; Zhan et al., 2013a). Connectivity matrices were compiled using a 

processing pipeline described before (Jahanshad et al., 2011, Braskie et al., 2012; Jahanshad et al., 2012; Nir et al., 

2012a; Nir et al., 2012b), which are described in detail in the Supplementary Information. !
Briefly, we performed whole-brain tractography using the Hough voting method on orientation distribution 

functions (ODFs) reconstructed using the constant-solid angle method (Aganj et al., 2010) as described in (Aganj et 

al., 2011) on the sets of linearly registered DWI volumes. Each subject’s dataset contained ~10,000 useable fibers 

(3D curves) in total. Then, 34 cortical labels per hemisphere, from the Desikan-Killiany atlas (Desikan et al., 2006) 

(Table S1), were automatically extracted from all aligned T1-weighted structural MRI scans using FreeSurfer 

version 5.0 (http://surfer.nmr.mgh.harvard.edu/) (Fischl et al., 2004). The resulting T1-weighted images and cortical 

models were aligned to the original T1-weighted input image space and down-sampled to the space of the DWIs (we 

assume that the anatomical scan serves as a relatively undistorted anatomical reference). 

 Considering the white matter tractography and the cortical parcellations, fiber bundles connecting each pair of 

ROIs were detected. From this, a 68x68 connectivity matrix was created, 34 right hemisphere ROIs and 34 left 

hemisphere ROIs (Table S1), for each subject. Each element described the estimated proportion of the overall set of 

detected fibers (streamlines), in that subject, passing through each pair of ROIs. In this paper, we use the word fiber 

to denote a single curve, or streamline, extracted via tractography; if no subjects had detected fibers connecting two 

regions (i.e., all subjects had a 0 count at a specific matrix element), then that connection was considered invalid, or 

not consistent enough in the population, and was not included in the analysis.  

 

!
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2.3 Brain network measures  

Topological changes in the brain’s networks may be analyzed using graph theory, which represents the brain’s 

connections as a set of nodes and edges. The network’s nodes are typically defined as ROIs, in our case on the 

cortex, segmented from anatomical MRI. In DTI studies, these network nodes are linked by ‘edges’ whose weights 

denote some measure of connectivity between the two regions, such as the density or integrity of fiber tracts 

(Sporns, 2011) connecting the regions. In graph theory, an NxN connection matrix may be compiled to describe the 

network. A square matrix can represent any network of connections, and may also be displayed as a graph, i.e., a 

discrete set of nodes and edges (Sporns, 2011). In our analysis, matrix entries are proportional to the total number of 

detected fibers connecting each pair of regions (the nodes); these values are considered as the “weights” of the edges 

that connect a pair of nodes (Sporns, 2011).  

The most basic measure to describe the connectedness of the connectivity matrix is the nodal degree - the 

number of edges (unweighted) that connect to a node. Here, the nodal degree was averaged over all cortical areas to 

output the global degree. The nodal degree is one factor involved in calculating the k-core network and rich club 

coefficient, and is important to consider when interpreting other measures that depend on it. The nodal degree serves 

as a threshold for defining the mutually and highly interconnected central structural cores in the brain network, using 

a k-core decomposition algorithm. In other words, to compute the “16-core” (k=16, for example) of the connectivity 

matrix, all nodes with a degree 16 or higher would be retained while all connections to other nodes would be set to 

zero. These would be output in a 68x68 matrix (the same size as the whole brain’s connectivity matrix); nodes that 

do not satisfy this condition are replaced with zeroes. Setting a threshold of 16 requires that at least 23.5% of the 

nodes in a 68-node matrix to be connected to at least one remaining node (as 100%*(16/68)=23.5%). On the other 

hand, it is not required that the remaining nodes in a k-core must form one single totally connected graph, in which 

one could travel from any node to any other via a continuous connected path of edges.  

 Next, we computed the rich club coefficient for each subject’s anatomical network at a range of k-core 

thresholds (i.e., k=1-22). As noted earlier, the rich club coefficient is the fraction of edges (E>k) that connect nodes 

of degree k or higher (N>k) over a range of k-core values:  

R(!) = !!!
!!!(!!!!!)

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!                       (Eq. 1) 

The rich club coefficient was normalized relative to its value in 100 randomized networks of equal size and similar 

connectivity distribution. Random networks are constructed from a disconnected set of nodes (Sporns, 2011) with 



	  46	  
 ! 8!

similar nodal degree as the k-core network being randomized. It is important to normalize the rich club coefficient as 

the absolute value of the coefficient varies greatly with the size and density of individual graphs, so it provides only 

limited information on network integration (Sporns, 2011).  

 Here, we analyzed the whole-brain network as well as the left and right hemisphere networks in all subjects 

separately. As noted earlier, if Rn>1, then there is evidence of rich club organization. To be consistent throughout 

the study, we only reported k-core levels at which the rich club effect was detected in all diagnostic groups across 

most subjects – k=1-22 for the whole brain networks and k=1-19 for the left and right hemispheres. For certain 

subjects, the normalized rich club coefficient was not detectable at all k-core levels 1-22 in the whole brain and 1-19 

in the left and right hemispheres (Table S2), and therefore, was marked as zero, which eventually decreased the 

average normalized rich club coefficient below 1. A rich club can be undetectable at high levels of k due to noisy 

data or a low number of connections, which is a phenomenon observed in diseased subjects (Daianu et al., 2013).  

At higher levels of k (i.e., k>22 for the whole brain, and k>19 for the left and right hemispheres), most subjects, 

especially in the diseased groups, did not have enough nodal connections to form a network of degree k or higher. In 

the single-hemisphere analyses, we did not evaluate fibers that crossed between the hemispheres, as they are present 

in the whole-brain network; for simplicity, we focused on the sub-networks of nodes and edges that remain entirely 

within a specific hemisphere1.  

 First, we assessed if normalized rich club coefficients relate to age or Mini Mental State Examination (MMSE) 

scores across all 202 subjects, covarying for sex and using site as a random effects variable. Using a similar set up, 

we tested for any association of age and MMSE scores with the global degree at k-core values k=1-22 in the whole 

brain, and k=1-19 for the left and right hemispheres of all subjects (at k=1-22 and k=1-19 is where a rich club effect 

was detectable in the whole brain and left/right hemispheres of most subjects). We tested for diagnostic group 

differences between normalized and unnormalized rich club coefficients at each k-core value, between controls and 

AD subjects, as well as between controls and eMCI and lMCI subjects. Then, we also tested for the same diagnostic 

group differences for the rich club effect components – N, the total number of nodes and E, the total number of 

!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!
1 The rich club effect was also computed on the interhemispheric connections within each diagnostic group and we found that, 

due to the low number of nodal connections, the highest rich club coefficient in the interhemispheric connections shared among 

all controls was at k=7, k=4 in eMCI and AD and k=2 in lMCI subjects. Due to the small rich club effect, we did not investigate 

this further.  
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edges between nodes, computed within each brain network. For the statistical analyses, we used a random effects 

regression, with controls coded as 0 and eMCI, lMCI or AD coded as 1. We controlled for age and sex and used 

scanning site as the grouping variable. This tested for connection differences in the whole brain matrix, then 

separately for the left and right hemisphere matrices. We used the false discovery rate procedure (FDR) to correct 

for the multiple tests performed at each k-core level. We report the critical FDR p-value, or the highest p-value, 

which ensures control of the false discoveries at 0.05. The higher the critical p-value (the closer to 0.05), the greater 

the effect of the test as a whole, and often the more tests can be reported as significant. Once we found that the rich 

club effect detected network differences among healthy and diseased subjects, we also wanted to determine whether 

it was sensitive enough to detect network differences between healthy elderly and all MCI subjects (eMCI and lMCI 

combined), as well as more subtle differences, between eMCI and lMCI, eMCI and AD and finally, lMCI and AD in 

the whole brain, left and right hemisphere brain networks. To do this we used a similar random regression set up as 

described above where the least impaired diagnostic group (i.e., controls, eMCI), in each setup, was coded as 0 and 

the more impaired diagnostic group (i.e., lMCI, AD) was coded as 1.   

As the rich club effect has not been previously computed for networks in the diseased brain, we interpreted the 

connectivity alterations in the cognitively impaired subjects by also computing more basic network measures for the 

whole brain, left and right hemisphere matrices including global degree, normalized clustering coefficient, 

characteristic path length and efficiency. To normalize the measures, we compared the observed values to an 

average calculated from 50 randomized networks of equal size and similar connectivity distribution. For comparable 

results, we reported these measures on the same range of k-core values as used to compute the rich club coefficient, 

k=1-22 for the whole brain and k=1-19 for the left and right hemispheres in all diagnostic groups. Depending on the 

total number of nodal connections in each brain network, some subjects (but not all) had global measures computed 

at higher k-core levels than reported here (i.e., >22). The normalized clustering coefficient is a measure of 

segregation and describes how densely interconnected a node’s neighboring nodes are. The clustering coefficient is a 

nodal measure and was averaged here, over all 68 nodes in the whole brain or 34 nodes in the left and right 

hemispheres, to output the global normalized clustering coefficient.  Furthermore, the path length is a measure of 

network integration, computed as the total number of edges that need to be traversed to get from one node to the 

other. It can help to normalize these rather unstable graph theory metrics, such as the clustering coefficient, path 

length and rich club coefficient, as their absolute value provides limited information on network integration in the 
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brain (Sporns, 2011). Statistically, we performed the same analyses as described above for the rich club effect. We 

ran a random effects regression to test for differences for each graph theory metric between healthy elderly and the 

diseased groups, then separately between healthy elderly and all MCI subjects, lMCI and eMCI subjects, eMCI and 

AD and lMCI and AD.  

3. Results    

The results are presented in the order they were performed. Below, we discuss how the rich club effect depended on 

age and cognitive decline among all 202 subjects and then we present the differences between diagnostic groups. 

Then, we present the network alterations detected by the rich club effect and its components among healthy and AD 

subjects, as well as controls and the MCI disease groups, accompanied by more subtle alterations detected by the 

same measures between the disease groups only. And to better understand the rich club findings, we applied basic 

brain connectivity metrics, global degree, normalized clustering coefficient, normalized characteristic path length 

and efficiency in similar fashion as the rich club was applied, respectively, at each k-core level where a rich club 

effect was detected.  

3.1 Rich club effect changes with advancing age and cognitive decline    

Age and MMSE scores were associated with the rich club coefficients, for both raw and normalized measures. The 

unnormalized rich club coefficient decreased with age at certain k-core values indicated in Table 2, but the 

normalized rich club coefficient increased with age (Table 2). As MMSE scores declined, the unnormalized rich 

club coefficient also declined, but the normalized rich club coefficient increased at particular k-core levels (Table 

2). As the rich club effect depends on the network degree, we also assessed if there was a general trajectory of the 

association of age and MMSE scores and global degree at all corresponding k-core values and found that global 

degree decreased with increasing age in the right hemisphere only in all subjects at k-core thresholding levels listed 

in Table 3. Also, as MMSE scores declined, global degree decreased in the whole brain, left and right hemispheres 

of all subjects at k-core values (Table 3). Next, we analyzed differences in the rich club effect between healthy 

elderly and the diseased groups, and separately between diseased groups. 

3.2 Effect of normalizing the rich club coefficient  

The unnormalized rich club coefficient increased over an increasing range of k-core values in the whole brain, left 

and right hemispheres of all subjects (Fig. 1). This was computed at k-core values ranging from 1-22 in the whole 

brain and 1-19 in the left and right hemispheres of all subjects. The normalized rich club coefficient was 
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increasingly greater than 1 for a stable range of k-core levels, which indicates that a rich club effect was detectable 

in most subjects (Fig. 2). The number of subjects who did not have a rich club effect at high levels of k is presented 

in Table S2 for the diagnostic groups that showed significant differences in their brain network architecture. The 

normalized rich club coefficients are plotted for all values of the nodal degree threshold, k, including at the first k-

core value where a rich club effect was no longer detectable (<1). All significant p-values are listed in Tables 4 and 

5.  

In the whole brain network, the unnormalized rich club coefficients were significantly lower in AD subjects, 

than in controls, at k=1-15 k-core levels (FDR critical p-value=0.03), but no significant differences were detected in 

the unnormalized rich club coefficients between controls and eMCI, or lMCI subjects at any k levels (Fig. 1). In the 

left hemisphere, the unnormalized rich club coefficient was significantly lower in AD subjects, than in controls, at k-

core levels k=1-10 (FDR critical p-value=0.014) but no significant differences were detected in the unnormalized 

rich club between controls and eMCI, or lMCI subjects at any k-core levels. Finally, in the right hemisphere, the 

unnormalized rich club coefficient was significantly higher in AD subjects relative to controls, at k=1-4, 6, 16, 18, 

19 (FDR critical p-value=0.021), and again no differences were found between controls and eMCI, or lMCI. At very 

high values of k, there is a large loss of nodal connections in the network, and therefore, properties can greatly differ 

from those seen at lower k.  There were no differences detected in the unnormalized rich club coefficient between 

controls and all MCI subjects (eMCI + lMCI combined), eMCI and lMCI, eMCI and AD, and lastly lMCI and AD.   

Interestingly, the main terms involved in the rich club coefficient formula, N and E, also showed group 

differences. The number of nodes, N, declined and was lower in AD subjects, relative to controls, in the whole brain 

at k=1-22 (FDR critical p-value=0.001), left hemisphere at k=1-19 (FDR critical p-value=0.006) and right 

hemisphere at k=3-5, 7-19 (FDR critical p-value=0.02). N was also found to decline and lower in left hemisphere of 

eMCI, relative to controls, at k=1, 3-19 (FDR critical p-value=0.045) but not in their whole brain or right 

hemisphere (Fig. 1). For lMCI subjects, N declined and was lower in the left hemisphere at k=4, 6, 8-10, 15-19, 

relative to controls (FDR critical p-value=0.02). The number of edges, E, declined and was lower in AD subjects, 

relative to controls, in the whole brain networks at k=1-22 (FDR critical p-value=4.9x10-5), left hemisphere at k=1-

19 (FDR critical p-value=1.2x10-4) as well as right hemisphere (FDR critical p-value=0.006). Furthermore, E was 

also lower and declining in the left hemisphere of eMCI at k=1-19 (FDR critical p-value=0.042) and lMCI subjects, 
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relative to controls (FDR critical p-value=0.026). No significant differences were detected for E between eMCI and 

lMCI, relative to controls in the whole brain and right hemisphere (Fig. 1). 

 

Figure 1. Average unnormalized rich club coefficient (R(k)), average number of nodes (N(k)) and average number of edges 

(E(k)), in brain networks for groups of healthy controls (CTL), eMCI, lMCI and AD subjects at nodal degree thresholds k=1-22 

for the whole brain (WB), and for k=1-19 in the left and right hemispheres (LH, RH). R(k) is significantly lower and declining in 

AD subjects (red), relative to controls (blue) in the whole brain, left and right hemispheres at the plotted k-core levels (colored 

dots). The unnormalized rich club coefficient curves cross at mid k-core levels because as thresholding levels increase more 

nodal connections are removed leading to highly sparse networks and modified network properties compared to what is seen at 

lower k-core values. N(k) and E(k) were lower and declining in AD subjects in the whole brain, left and right hemispheres, 

relative to controls, as plotted. N(k) was also lower and found to decline in left hemisphere of eMCI (green), relative to controls, 

at select k levels and in lMCI subjects (orange). The number of edges, E(k), declined and was lower in AD subjects, relative to 

controls, in the whole brain networks, left and right hemispheres. E(k) was also lower and declining in the left hemisphere of 

eMCI and lMCI subjects, relative to controls. The colored dots indicate where significant differences were found. Error bars are 

the standard error computed at each k-core level for all subjects. FDR corrected p-values are shown in Table 5. 
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Unlike the rich club coefficient, N and E detected network differences between all MCI subjects and controls (Fig. 

4). N was lower and declined in the whole brain networks in MCI subjects at k=4 (FDR critical p-value=0.002) and 

in the left hemisphere networks in MCI subjects at k=1, 3-10, 12, 15-19 (FDR critical p-value=0.02) and at k=1-19 

(FDR critical p-value=0.03), but not in the right hemisphere. Similarly, E was lower and declined in the whole brain 

of MCI at k=1-22 (FDR critical p-value=0.047) and left hemisphere at k=1-19 (FDR critical p-value=0.047), relative 

to controls.  

In Figure 2, we illustrate the normalized rich club coefficients, which were significantly higher in AD subjects, 

relative to controls, at a range of k-core levels, k=1-9, 11, in the whole brain (FDR critical p-value=0.021). The 

normalized rich club coefficient was also higher in eMCI subjects at k=3 and 4 in the whole brain, relative to 

controls (FDR critical p-value=0.003). No significant differences were found between the rich club in the whole 

brain networks of controls and the other diagnostic groups. In the left hemisphere, we found the normalized rich 

club coefficient to be higher in AD subjects, relative to controls, at k=1, 3, 4, 7 k-core levels (FDR critical p-

value=0.001) and in eMCI subjects at k=4 (FDR critical p-value=0.002). No significant differences were found 

between controls and any of the diseased groups for the normalized rich club coefficient in the right hemisphere. 

Meanwhile, the normalized rich club coefficient increased and was higher in the whole brain network of all MCI 

subjects (eMCI and lMCI combined) at k=3 and 4, relative to controls (FDR critical p-value=0.003) and left 

hemisphere at k=3 and 4 (FDR critical p-value=0.004). Furthermore, we did not detect differences in the normalized 

rich club coefficient between eMCI and lMCI groups, eMCI and AD and lMCI and AD.   

 

Figure 2.  Average normalized rich club coefficients, Rn(k), for controls (CTL), eMCI, lMCI and AD subjects plotted at nodal 

degree thresholds k=1-23 for the whole brain (left panel of the figure), and at k=1-20 in left and right hemispheres. At k=23 and 

20 we did not detect an average rich club effect >1 in the whole brain, left and right hemispheres of all diagnostic groups, so we 
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only analyzed the range of rich club coefficients computed at k=1-22 and k=1-19 (where Rn>1)). This occurs when metrics are 

unstable at very high nodal degree thresholds, where very few nodes remain the network.  Rn(k) increased in AD, relative to 

controls, in the whole brain for k-cores ranging between k=1-9, 11 (red, FDR critical p-value=0.021), and in the left hemisphere 

at k=1, 3, 4, 7 k-core levels (FDR critical p-value=0.001). Also, Rn(k) was higher in eMCI, relative to controls, in the whole brain 

(green, FDR critical p-value=0.003), and at k=4 in the left hemisphere (green, FDR critical p-value=0.002). No other significant 

differences were found for Rn(k). Error bars are the standard error computed at each k-core level for all subjects. 

 

3.3 Other brain metrics: global degree, global normalized rich club coefficient, global normalized clustering 

coefficient and efficiency applied at a range of thresholding levels, k 

To interpret the rich club effects in the diagnostic groups, we computed some of the most commonly used, more 

basic graph theory metrics on the k-cores of each subject. These metrics are the global degree, normalized global 

clustering coefficient, normalized path length and efficiency and are plotted in Figures 3 and S1. The measures were 

computed for the same range of k-core levels as for the rich club coefficients, 1-22 for the whole brain of all subjects 

and 1-19 for the left and right hemispheres of all subjects. Measures computed for each diagnostic group, eMCI, 

lMCI and AD, were compared to measures in healthy elderly and due to our significant findings between diagnostic 

groups, we further compared these measures between controls and all MCI subjects (eMCI and lMCI combined), as 

well as between eMCI and lMCI, eMCI and AD and separately, lMCI and AD. Differences in measures not reported 

below did not significantly differ among diagnostic groups and are marked not significant in Tables 4 and S1.  

Global degree: As the network threshold (k) increased and removed more low degree nodes, the global degree 

declined in all diagnostic groups in the whole brain for all k-core levels, k=1-22, relative to healthy elderly. In 

diagnostic group comparisons, the global degree declined and was significantly lower at all k-core levels, k=1-19, in 

AD subjects, relative to healthy elderly, in the left hemisphere and right hemisphere, however, not in eMCI, or 

lMCI, relative to healthy elderly. Global degree declined (with increasing k) in all MCI subjects (eMCI and lMCI 

combined) and was lower than in controls for all k-core levels, k=1-22, in the whole brain. Lastly, the global degree 

also distinguished the disease groups, indicating a decreasing and lower global degree in the left hemisphere of AD 

subjects, relative to eMCI subjects at k=1-16.  

Global normalized clustering coefficient: The global normalized clustering coefficient was also indicative of disease 

differences in the network architecture of the whole brain, left and right hemispheres. This measure is expected to be 

disrupted with disease progression as the nodal connections in the network drop drastically and is expected to be 
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lower in disease when unnormalized and greater when normalized, relative to healthy subjects. Here, we showed 

that the global normalized clustering coefficient was higher in eMCI at k=1-18 and AD subjects at k=1-20 in the 

whole brain, relative to controls. Furthermore, the normalized clustering coefficient was significantly higher in the 

left hemisphere of AD subjects at k=1-16, relative to controls, and in the right hemisphere of AD subjects at k=1-8, 

10, 13-14, relative to controls. The normalized clustering coefficient was also higher in all MCI subjects compared 

to healthy elderly in the whole brain for k-core levels k=1-16. 

Global normalized characteristic path length: The normalized characteristic path length is expected to be longer in 

disease, relative to controls, as the diseased networks of the brain lose complexity. Here, we found that the 

normalized characteristic path length was significantly higher in the whole brain networks at k=1-20 in eMCI and 

AD subjects, relative to controls. Even so, it was only significantly higher in AD at k=1-16 in the left and right 

hemispheres, relative to controls, but not in eMCI or lMCI subjects. The global normalized path length was 

significantly higher in all MCI subjects, relative to controls, for all k-core levels at k=1-20 in the whole brain.  

Efficiency: With disease progression, a decline in the overall network efficiency is expected, as the characteristic 

path length increases (efficiency is an approximate inverse of the network path length).  Efficiency declined (as the 

network threshold, k, increased) in all diagnostic groups and was significantly lower in the whole brain at k=1-22 in 

eMCI, lMCI and AD, relative to controls and in the left and right hemispheres of AD subjects at k=1-19, relative to 

controls, but not in eMCI and lMCI subjects. Efficiency also declined in all MCI and was lower than in controls for 

all k-core levels, k=1-22, in the whole brain. Finally, we found a declining and lower efficiency in AD subjects, 

relative to eMCI, for k=1-16 in the left hemisphere.  

3.4 Ranking of the 8 brain network measures 

We ranked the 8 brain network measures in the order of their effect size (Table 6) to indicate which measures were 

the most sensitive to detecting brain network alteration with disease progression. Efficiency, followed by global 

degree detected most alterations among diagnostic groups with most significant differences (lowest p-value, highest 

FDR critical p-value). These two measures were found significantly different when analyzing the topology of 

controls and AD, eMCI and lMCI for the whole brain networks; they also detected differences between controls and 

AD in their left and right hemispheres (Table 4) and importantly, they were the only two measures to detect 

differences between the left hemisphere of eMCI and AD (Table 5). The most sensitive thresholding levels, k, 

where differences in the network were detected were at levels, k=9-10, 13, 14, optimal for the left and right 
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hemisphere and higher levels, k=17-20, optimal for the whole brain networks. This suggests that a certain amount of 

thresholding is necessary to detect network alterations in the brain using network measures efficiency and global 

degree, with increasing thresholding levels for larger networks (i.e., k=17-20 for the whole brain), to eliminate noisy 

connections that may prevent the detection of alterations caused by disease.  The next most sensitive measures to 

detect network alterations in disease are the rich club factors – the total number of edges, E, as well as the total 

number of nodes, N. E and N detected differences between healthy elderly and all diagnostic groups in the left 

hemisphere as well as between healthy elderly and all MCI, and AD subjects in their whole brain, and healthy 

elderly and AD in the right hemisphere. The k-core levels where most significant differences were detected were at 

either low k levels, k=4, or high k-levels, k=18, 19 and 22 in all brain regions – suggesting that, perhaps, N and E are 

sensitive enough to overcome the effects of noisy connections present at low levels of thresholding and still be able 

to pick up network alterations. Normalized characteristic path length and clustering coefficient are the next measures 

to detected most differences between healthy elderly and AD subjects in their whole brain, left and right hemisphere 

networks. These two measures also detected differences between the whole brain networks of healthy elderly and 

eMCI, and all MCI subjects. The thresholding levels where most significant differences were detected are rather 

scattered, k =1, 2, 4, 5, 7, 8, 16, so these measures might be rather unstable even after being normalized. Finally, the 

unnormalized and normalized rich club coefficients detected differences in the whole brain networks of healthy and 

diseased subjects. The unnormalized rich club coefficient was significantly different between the whole brain of 

controls and all MCI, and AD subjects and between the left hemisphere networks of controls and eMCI, all MCI and 

AD subjects. The normalized rich club coefficient was significantly different between the whole brain networks of 

controls and AD subjects and did not distinguish network alterations among other diagnostic groups. The 

thresholding levels most optimal for the detection of disease effects using the rich club effect were found to be at 

k=1, 2, 4 and 18, with most differences detected in the left hemisphere, indicating that this part of the brain might be 

the most affected in AD. Some studies attribute left hemisphere findings in AD to reflect that cognitive testing 

overall is heavily weighted toward verbal function; 10 AD subjects assessed with near-infrared spectroscopy showed 

decreased left hemispheric functional activity during a verbal fluency test, relative to 10 healthy subjects (Fallgatter 

et al., 1997). Finally, no measure detected differences among eMCI and lMCI diagnostic groups, or lMCI and AD.  
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Figure 3. Average global degree, normalized clustering coefficient, normalized characteristic path length and efficiency 

computed in all diagnostic groups, controls (CTL, blue), eMCI (green), lMCI (orange) and AD subjects (red) over k-core levels 

k=1-22 in the whole brain networks and k=1-19 in the left and right hemisphere networks.  The colored dots on the curves 

indicate that a group difference between CTL and the diseased subjects is detectable at that value of k. As expected from the 

definition of nodal degree thresholds, all network measures declined, with increasing values of the network threshold, k, in the 

whole brain (WB) networks of eMCI (green), lMCI (orange) and AD subjects (red), relative to controls (blue) at all k-core 

levels. Global degree and efficiency declined in the left and right hemisphere (LH, RH) networks of AD, relative to controls, 

while normalized clustering coefficient and normalized path length increased in AD, relative to controls in the left and right 



	  56	  
 ! 18!

hemisphere networks at the plotted k-core levels. Error bars are the standard error computed at each k-core level for all subjects. 

FDR corrected p-values are shown in Table 4. 

 

4. Discussion 

Here we analyzed structural brain connectivity in cognitively healthy elderly, eMCI, lMCI and AD subjects from the 

ADNI study. We assessed the rich club effect in MCI and AD, and to help interpret our results, we analyzed a range 

of more standard and widely-used brain connectivity measures: the global degree, global normalized clustering 

coefficient, normalized characteristic path length and efficiency, in the same diagnostic groups. We ranked the brain 

network metrics based on their effect sizes for distinguishing structural differences between healthy and diseased 

subjects, but also between the different disease groups separately. Our study had 3 main findings: 1) the rich club 

coefficient is disrupted in AD; 2) connectivity analyses can reveal network breakdown at different stages of 

dementia; 3) the rich-club coefficient is not as sensitive as a measure as more standard network measures, but can 

offer complementary information in understanding network disruptions.  

4.1 The rich club effect is disrupted in the AD 

We have two key results about the rich club in AD. First, the unnormalized rich club coefficient decreased with age 

and with declining MMSE scores, but the normalized rich club coefficient increased with age and with declining 

MMSE scores (Table 2). Intuitively, the rich club is an emerging property in the network that is presumably 

functionally beneficial, and does not arise at random as its value is computed by accounting for randomized 

networks with similar nodal distribution. Second, there was a lower unnormalized rich club coefficient in the 

diseased groups (Fig. 1), relative to healthy or less impaired subjects, but the normalized coefficient higher in the 

impaired groups, relative to the coefficients in healthy or less impaired subjects (Fig. 2). 

The rich club coefficient describes the density of connections for subnetworks, or k-cores, created by 

thresholding the network at a range of nodal degrees, k, starting with k=1 until no more nodes of degree k or higher 

remain. High values of k only leave the primary core of the network, keeping the highly connected nodes and 

removing low degree nodes, including inaccurate nodes obtained from tractography errors. In this study, the rich 

club coefficient increased over all k-core levels regardless of disease status. Defined as the ratio of the total number 

of edges, E, to the total number of nodes, N(N-1), this property of the rich club effect is explained by its rapidly 

decreasing denominator, N(N-1). Although the brain networks lose approximately more edges than nodes throughout 
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the k-core thresholding process, the denominator, N(N-1), decreases approximately at double the rate the nodal 

degree, N, does, leading to a greater loss in the denominator than numerator – hence an increase in the rich club 

coefficient.  

Intuition might suggest that the rich club effect might be disrupted or reduced in AD, if we assume that rich 

club organization is functionally beneficial although there are no prior findings to show the rich club phenomenon in 

disease. However, at high thresholds, very few network nodes remain, especially in disease, so paradoxically, some 

rich club measures are higher in disease. When we studied simpler measures of numbers of nodes and edges, we 

confirmed that the changes in the rich club were still consistent with what is expected in degenerative brain disease – 

there was a rapid loss in nodal connections in the networks. For example, in the right hemisphere networks (Table 

3), there were fewer nodes but the remaining network tended to be, on average, more interconnected, as disease 

progressed. This is possible if there is a preferential loss of low-degree nodes. 

For low k-levels, k=1-15, in the whole brain and k=1-10 in the left hemisphere (Fig. 1), the unnormalized rich 

club coefficient was significantly lower in AD subjects than in controls. Interestingly, for higher k values (k>15, 

k>10), the rich club coefficient was not found to be significantly different between controls and AD subjects in the 

whole brain and left hemisphere networks. This could be explained by the catastrophic alterations that may occur 

with higher thresholding levels of the network, leading to a large loss of nodes and edges, and therefore, fewer 

distinguishable features between the two diagnostic groups. In the right hemisphere, the unnormalized rich club 

coefficient in AD was lower at k=1-4 and 6 and higher at k=16, 18, 19, relative to controls. The structural topology 

of the right hemisphere in AD has been shown to retain more connections than the left hemisphere (Daianu et al., 

2013), and therefore, this could explain why we were able to pick up structural differences at higher levels of k in 

the right hemisphere but not in the left.  For the eMCI and lMCI groups, their unnormalized rich club coefficient 

was not detectably different from that in the healthy elderly group.  

When normalized, the rich club coefficient describes a more coherent integration in the network by adjusting 

the coefficient using randomized networks of same size and similar nodal distribution. As the unnormalized rich 

club coefficient (but with a smaller effect size), the normalized rich club detected differences between AD and 

healthy elderly at low levels of k, however was found to be higher (not lower) at k=1-9, 11 in the whole brain of AD 

and k=1, 3, 4, 7 in the left hemisphere of AD (Fig. 2) only. Unlike the unnormalized rich club coefficient, the 

normalized rich club was also found to be higher at k=3, 4 in the whole brain of eMCI and at k=4 in their left 
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hemisphere, relative to controls.  It is not intuitive to find a higher rich club in disease, and it would not have been 

predicted in advance. One plausible explanation is that the node counts and edge counts, N and E, fall off more 

rapidly with increasing k in AD subjects (Fig. 1), than controls. This leads to a smaller denominator in the 

calculation of the rich club coefficient, and a more pronounced rich club phenomenon in AD, even for the same k, as 

a smaller fraction of nodes are left (Fig. 3). In general, for both AD and controls, the rich club coefficient is higher 

when a smaller percentage of nodes is retained. Applying the same numerical threshold to the nodal degree will 

retain a smaller fraction of nodes from AD networks, making their rich club coefficient appear higher as less of the 

network is left. Even so, at low k, the higher unnormalized rich club coefficient in controls fits with the hypothesis 

that some aspects of normal network organization are lost or impaired in disease. 

4.2 Interpreting of the rich club effect using brain network measures computed at the same range of 

thresholding levels, k  

To better understand our rich club coefficient findings, we assessed the most standard and well-studied topological 

metrics describing brain networks – the global degree, global normalized clustering coefficient, normalized path 

length and global efficiency. To our knowledge, these measures were not previously applied on a range of 

thresholding levels, k (i.e., k=1-22 for the whole brain), as studied here, other than by colleagues in our group 

(Daianu et al., 2014).  

The global degree and efficiency declined with stricter thresholding levels at all k values in the whole brain in 

all diagnostic groups, and in the left hemisphere and right hemisphere of AD subjects, relative to controls. All these 

measures were significantly lower in the diseased groups than in controls. This is in line with recent studies that 

showed decreased local efficiency in structural networks of 32 AD subjects, relative to 50 healthy elderly, however, 

no significant patterns were found for global efficiency (Reijmer et al., 2013). Also, the same study showed 

decreased unnormalized clustering coefficient and no significant changes in the unnormalized shortest path length 

and (Reijmer et al., 2013). Here we showed that the characteristic path length and the clustering coefficient tend to 

be rather unstable, so we normalized them. These specific measures were higher in the disease groups at all k-core 

levels in the whole brain, and were greater in the left and right hemispheres of AD subjects, relative to controls, at 

only select k-core levels. This can help to understand why there is a higher rich club phenomenon in AD subjects, 

relative to controls, based on the mathematical definition of the rich club coefficient. A higher normalized 

characteristic path length means that a higher number of edges must be traversed to get from one node to another. 
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Presumably, a shorter path length is preferred, along with a high clustering coefficient, to form the small-world 

networks that characterize the topology of the brain (Sporns, 2011). However, a greater normalized path length, 

especially as fibers are lost in disease, may suggest that more paths are needed for the transfer of information 

between two cortical regions of the brain. Also, one might expect to obtain longer (higher) characteristic path 

lengths in disease (Daianu et al., 2014), relative to controls, as the organization of the diseased network tends to 

become less optimal, which may suggest a loss of complexity (Stam et al., 2007). Furthermore, the greater 

normalized clustering coefficient in the diseased groups, relative to healthy elderly, is another example of the 

disproportionate influence the decrease in global degree has on the network. As a function of degree, the clustering 

coefficient, normally describing a densely interconnected network (Daianu et al., 2013; Sporns, 2011), is left with 

fewer nodal connections, and therefore, fewer neighboring nodes to form clusters among – possibly increasing the 

average level of interconnectedness for the remaining nodes. 

Some prior studies show that the left hemisphere in AD may have greater disruptions in connectivity than the 

right hemisphere, and, in some AD cohorts, there may even be more left than right hemisphere cortical atrophy 

(Thompson et al., 2003). We were able to pick up AD vs. control differences in the left hemisphere – but not in their 

right hemisphere - for the normalized and unnormalized rich club coefficients and for the normalized clustering 

coefficient and path length (Figs. 1, 2 and 3). Meanwhile, changes in connectivity in eMCI and lMCI diagnostic 

groups, relative to controls, might be too subtle to be detected by the rich club coefficient (Figs. 1 and 2), but they 

were detected by the global degree, global normalized clustering coefficient, normalized path length and efficiency 

in the whole brain, but not in their left and right hemispheres considered on their own (Fig. 3). Furthermore, the 

overall disrupted brain connectivity metrics with disease progression observed in this study are linked to prior 

structural studies that showed similar findings. Jahanshad et al. (2012) showed that, relative to HIV- controls, HIV+ 

subjects had weaker connection strengths (lower fiber density) for many cortical regions where strength was defined 

as the sum of edge weights for edges connected to a node. For HIV+ subjects who were also ApoE4 carriers (a 

genetic risk factor for AD), the authors also found impaired nodal efficiency in multiple cortices. Other studies have 

also shown impaired network communication efficiency, quantified by local interconnectivity and global interaction 

of the brain networks of ApoE4 carriers. One study reported an accelerated age-related loss of connectivity in the 

brain overall and specifically in several cortices (Brown et al., 2011). 
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4.3 Most sensitive brain network measures to detect white matter alterations in MCI and AD 

Efficiency and global degree detected most white matter alterations among diagnostic groups with greatest effect 

sizes (lowest p-values). In this study, these were the two measures that detected network differences between 

controls and all disease groups as well as between eMCI and AD subjects – differences not detectable by other 

network measures. Next, rich club factors – the total number of edges, E, as well as the total number of nodes, N, 

were the most sensitive measures to detect network differences between controls and all diagnostic groups. As 

efficiency and global degree, these two measures are functions of the network’s most basic components – nodes and 

edges – which, in this study, picked up network alterations most sensitively. Slightly more complex measures (in the 

order specified), clustering coefficient, path length and rich club coefficient, are measures that are stabilized by 

normalization with random networks of the same size and degree distribution. Even so, they detected the least 

network alterations between diagnostic groups, and were ranked as the least sensitive measures. Overall, as the 

network measures detected topological differences between groups at a variety of threhsolding k-core levels, 

therefore, the most optimal thresholding of the brain network might to use a range of k-core levels (i.e., k=1-22) as 

opposed to at a specific thresholding level, k.  

The rich club phenomenon takes into account the fiber density for the white matter connections (van den 

Heuvel and Sporns, 2011) and has not previously been assessed in people with AD. Here we show that the 

unnormalized rich club coefficient decreased with age and declining MMSE, but the normalized rich club 

coefficient changed in the opposite direction. The unnormalized rich club coefficient was lowest in the most affected 

disease groups and the normalized rich club coefficient was highest in the most affected disease groups. Based on its 

mathematical definition, the rich club coefficient increases with increasing k and decreasing nodal degree (when a 

smaller percentage of nodes are retained). AD reduces the fraction of connections in the brain network and this can 

induce a higher rich club coefficient leading to a loss in network complexity. This phenomenon complements and is 

supported by the decline in global degree and efficiency, and increase in global normalized clustering coefficient 

and normalized characteristic in disease. Basic network measures, efficiency, global degree and the rich club factors 

– total number of edges (E) and nodes (N), were the most sensitive measures to detecting white matter topological 

alteration between diagnostic groups, while the normalized clustering coefficient, path length and rich club 

coefficient were the least sensitive.  
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Tables 

Table 1. Demographic information from 50 controls, 72 eMCI, 38 lMCI and 42 AD subjects scanned with diffusion MRI as part 

of the ADNI project. Their ages ranged from 55.2 to 90.4 years. The mean age and Mini Mental State Exam (MMSE) scores are 

listed for each diagnostic group. Subjects were scanned at 16 sites.  

 

R, WB R, LH R, RH Rn, WB Rn, LH Rn, RH 

Age Associations 

p-value=0.026 

age ⇑, R(k)⇓, for 

k=1-11 

age ⇑, R(k) ⇑, for 

k=19-22 

min p-

value=4.9e-05 

p-value=0.009 

age ⇑, R(k)⇓, for 

k=1-8 

age ⇑, R(k) ⇑, for 

k=17 

min p-

value=3.1e-04 

p-value=0.021 

age ⇑, R(k)⇓, for 

k=1-5 

age ⇑, R(k) ⇑, for 

k=15-19 

min p-

value=5.1E-04 

p-value=0.031 

age ⇑, Rn(k) ⇑, 

for k=1-12 

 

 

min p-

value=1.3E-06 

p-value=0.023 

age ⇑, Rn(k) ⇑, for 

k=1-5, 7, 9-12 

 

 

min p-value= 

1.2E-04 

p-value=0.036 

age ⇑, Rn(k) ⇑, for 

k=1-10, 12, 14-16 

 

 

min p-value= 

2.5E-04 

MMSE Score Associations 

p-value=0.019 

MMSE ⇑, R(k) ⇑, 

for k=1-13 

 

min p-

value=0.000137 

p-value=0.013 

MMSE ⇑, R(k) ⇑, 

for k=1-10 

 

min p-

value=0.00014 

p-value=0.025 

MMSE ⇑, R(k) ⇑, 

for k=1-8, 12, 13, 

16-19 

min p-

value=0.00021 

p-value=0.018 

MMSE ⇑, Rn(k) 

⇓, for k=1-5, 7, 8 

 

min p-

value=8.96e-05 

p-value=0.0073 

MMSE ⇑, Rn(k) 

⇓, for k=1-5, 7 

 

min p-

value=7.91e-06 

p-value=0.0097 

MMSE ⇑, Rn(k) 

⇓, for k=3, 2, 5, 9 

 

min p-

value=0.0014 

Table 2. Differences in the unnormalized, R, and normalized, Rn, coefficients with age and Mini Mental State Examination 

scores (MMSE) using a random effects regression in the whole brain (WB), left and right hemispheres (LH, RH) in all 202 

subjects (controls, eMCI, lMCI and AD). We covaried for sex and used site as a random effects regression coefficient. R 

 Controls eMCI lMCI AD Total 

N 50 72 38 42 202 

Age 72.6 ± 6.1 SD 72.4 ± 7.9 SD 72.6 ± 5.6 SD 75.5 ± 8.9 SD 73.1 ± 7.4 SD 

MMSE 28.9 ± 1.4 SD 28.1 ± 1.5 SD 26.9 ± 2.1 SD 23.3 ± 1.9 SD 27.1 ± 2.7 SD 

Sex 22M/28F 45M/27F 25M/13F 28M/14F 120M/82F 

Site 10 16 12 12 16 



	  66	  

 ! 28!

decreased with age for the listed k-core levels and Rn(k) increased with age for the listed k-core levels. Also, R decreased with 

lower MMSE scores and Rn increased with declining MMSE scores. All p-values were FDR corrected. 

 

Global Degree, WB Global Degree, LH Global Degree, RH 

Age Association 

NS NS p-value=0.001 

age ⇑, GD(k)⇓, for k=1-19 

min p-value=3.2e-06 

MMSE Score Association 

p-value=6.6E-06 

MMSE ⇑, GD(k) ⇑, for k=1-22 

min p-value=5.3e-06 

p-value=8.7E-04 

MMSE ⇑, GD(k) ⇑, for k=1-19 

min p-value=3.6e-05 

p-value=0.01 

MMSE ⇑, GD(k) ⇑, for k=1-19 

min p-value=2.5e-04 

Table 3. Differences in the global degree (GD) as a function of k-core with age and Mini Mental State Examination scores 

(MMSE) using a random effects regression in the whole brain (WB), left and right hemispheres (LH, RH) in all 202 subjects 

(controls, eMCI, lMCI and AD). We covaried for sex and used site as a random effects regression coefficient. Global degree 

decreased with age and increased with MMSE scores for k-core levels listed above. All p-values were FDR corrected. 

 

 

Brain 

Connectivity 

Measures 

p-values, WB p-values, LH p-values, RH 

eMCI vs. 

CTL!

lMCI 

vs. 

CTL!

AD vs. 

CTL!

eMCI vs. 

CTL!

lMCI vs. 

CTL!

AD vs. 

CTL!

eMCI 

vs. CTL!

lMCI 

vs. 

CTL!

AD vs. CTL!

R NS NS 0.03 

k=1-15 

min p-

val 

=6.6E-

05  

same, 

k=1 

NS NS 0.014 

k=1-10 

min p-val 

=2.1E-04, 

k=2 

NS NS 0.021 

k=1-4, 6, 

16, 18, 19 

min p-val 

=1.0E-03, 

k=18 
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N NS NS 0.001  

k=1-22 

min p-

val 

=1.2E-

05, 

k=22 

0.045 

k=1, 3-19 

min p-val 

=0.0031, 

k=4 

0.018 

k=4, 6, 8-

10, 15-19 

min p-val 

=0.0016, 

k=18 

0.006 

k=1-19 

min p-val 

=1.6e-05, 

k=18 

NS NS 0.027 

k=3-5, 7-19 

min p-val= 

0.00027, 

k=18 

E NS NS 4.9E-05 

k=1-22 

min p-

val 

=4.3E-

06, k=4 

0.042 

k=1-19 

min p-val 

=0.0081, 

k=4 

0.026 

k=1-19 

min p-val 

=0.0028, 

k=18 

1.2E-04 

k=1-19 

min p-val 

=6.7 e-06, 

k=4 

NS NS 0.006 

 k=1-19 

min p-val= 

0.00029, 

k=19 

Rn 0.0034 

k=3, 4 

min p-

val=3.3E-

04., k=4 

NS 0.021 

k=1-9, 

11 

min p-

val 

=2.2E-

06, k=1 

0.002 

k=4 

min p-val 

=0.0021, 

k=4 

NS 1.2E-03 

k=1, 3, 4, 

7 

min p-val 

=3.2E-05, 

k=4 

NS NS NS 

Global Degree 0.028 k=1-

22 

min p-val= 

0.018, k=17, 

18!

0.033 

k=1-22 

min p-

val= 

0.020, 

k=19, 

20 

5.6E-05 

k=1-22 

min p-

val= 

4.3e-06, 

k=9, 10 

NS NS 6.1E-04 

k=1-19 

min p-

val=6.7E-

06, k=9, 

10 

NS NS 4.5E-03 

k=1-19 

min p-

val=0.001, 

k= 9, 10 

 

Normalized 

Clustering 

Coefficient (γ) 

0.038 

k=1-18 

min p-val= 

NS 1.4E-04 

k=1-20 

min p-

NS NS 0.012 

k=1-16 

min p-

NS NS 0.027 

 k=1-8, 10, 

13-14 



	  68	  
 

! 30!

0.0039. k=2 val= 

6.1e-06, 

k=5 

val=2.0E-

04, k=8 

min p-

val=0.0054, 

k=1, 16 

 

Normalized 

Characteristic 

Path Length 

(λ) 

0.018 k=1-

20 

min p-val= 

0.008, k=2 

NS 6.3E-05 

k=1-20 

min p-

val= 

1.45e-

05, k=5 

NS NS 8.5E-04 

k=1-16  

min p-

val=4.9E-

05, k=1 

NS NS 0.017 

 k=1-16 

min p-

val=0.003, 

k=7  

Efficiency 0.028 

k=1-22 

min p-val= 

0.019, k=17, 

18 

0.033 

k=1-22 

min p-

val= 

0.020, 

k=19, 

20 

4.8E-05 

k=1-22 

min p-

val= 

4.8e-06, 

k=9, 10 

NS NS 5.0E-04 

k=1-19 

min p-

val=7.7E-

06, k=9, 

10 

NS NS 0.0049 k=1-

19 

min p-

val=0.0017 

k=9, 10 

Table 4. FDR corrected p-values are shown from fitting a random effects regression model to the network measure, rich club 

coefficient (R), normalized rich club coefficient (Rn), total number of nodes (N), and edges (E), global degree, global normalized 

clustering coefficient, normalized characteristic path length and efficiency, computed on k-core levels k=1-22 in the whole brain 

and k=1-19 in the left and right hemispheres to test for diagnostic group differences between controls (CTL) and eMCI, lMCI and 

AD subjects (with controls coded at 0 and AD subjects coded at 1). We covaried for sex and age and used site as a random 

regression variable. k-core levels where significant differences were found are included or are marked as not significant (NS); 

also, k-core levels where minimum p-values were detected are listed. Please see Figure 3 for the plotted results. 

 

Brain Connectivity 

Measures 

p-values, WB p-values, LH p-values, RH 

CTL vs. MCI!

N 

0.0019 

k=4 

 

0.037 

k=1, 3-10, 12, 15-19 

min p-val= 0.0021, k=4 

NS 

 

 

 0.047, k=1-22 0.047 NS 
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E  

min p-val=0.019, k=4 

k=1-19 

min p-val= 0.0068, k=4 

 

Rn 

0.0032 

k=3, 4 

min p-val=0.0011, k=4 

0.0041 

k=3, 4 

min p-val=0.0024, k=4 

NS 

Global Degree 0.035, k=1-22 

min p-val=0.019, k=9,10 

NS NS 

Normalized Clustering 

Coefficient (γ) 

0.023, k=1-16 

min p-val=0.0065, k=2 

NS NS 

Normalized Characteristic 

Path Length (λ) 

0.028, k=1-20 

min p-val=0.012, k=4 

NS NS 

Efficiency 0.034, k=1-22 

min p-val=0.020, k=9,10 

NS NS 

 eMCI vs. AD 

Global Degree NS 0.039, k=1-16 

min p-val=0.033, k=13, 14 

NS 

Efficiency NS 0.034, k=1-16 

min p-val=0.029, k=13, 14 

NS 

Table 5. FDR corrected p-values are shown from fitting a random effects regression model independently to every network 

measures, normalized rich club coefficient (Rn), total number of nodes (N), total number of edges (E), global degree, normalized 

clustering coefficient, normalized path length and efficiency. We covaried for age and sex and used site as a random effects 

regression. Here, we only show measures that detected significant structural differences between the diagnostic groups.  For 

plotted results details, please see Figure 1S. *NS=not significant. 

 

# Brain network 

measure in order of 

effect size 

FDR 

critical 

p-value 

Diagnostic groups between 

which difference was 

detected 

Brain region where 

network differences 

were detected 

Thresholding levels, k, with 

most significant between 

diagnostic group differences 

(lowest p-values) 

1 Efficiency 4.8E-05 

0.033 

CTL vs. AD 

CTL vs. lMCI 

Whole brain k=9, 10 

k=17-20 
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0.028 

0.034 

CTL vs. eMCI 

CTL vs. MCI (eMCI + 

lMCI) 

5.0E-04 

0.034 

CTL vs. AD 

eMCI vs. AD 

Left hemisphere k=9, 10 

k=13, 14 

0.0049 CTL vs. AD Right Hemisphere k=9, 10 

2 Global degree 5.6E-05 

0.033 

0.028 

0.035 

CTL vs. AD 

CTL vs. lMCI 

CTL vs. eMCI 

CTL vs. MCI 

Whole Brain  k=9, 10 

k=17-20 

6.1E-04 

0.039 

CTL vs. AD 

eMCI vs. AD 

Left hemisphere k=9, 10 

k=13, 14 

4.5E-03 CTL vs. AD Right Hemisphere k=9, 10 

3 E 4.9E-05 

0.047 

CTL vs. AD 

CTL vs. MCI 

Whole brain k=4 

1.2E-04 

0.026 

0.042 

0.037 

CTL vs. AD 

CTL vs. lMCI 

CTL vs. eMCI 

CTL vs. MCI 

Left hemisphere k=4, 18 

0.006 CTL vs. AD Right hemisphere k=19 

4 

 

 

 

 

 

 

N 0.0012  

0.0019 

CTL vs. AD 

CTL vs. MCI 

Whole brain k=22 

0.00648 

0.0181 

0.045 

0.037 

CTL vs. AD 

CTL vs. lMCI 

CTL vs. eMCI 

CTL vs. MCI 

Left hemisphere k=4, 18 

0.0279 CTL vs. AD Right hemisphere k=18 

5 Normalized 

Characteristic Path 

Length (λ) 

6.3E-05 

0.018 

0.028 

CTL vs. AD 

CTL vs. eMCI 

CTL vs. MCI 

Whole Brain k= 2, 4, 5 
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8.5E-04 CTL vs. AD Left hemisphere k=1 

0.017 CTL vs. AD Right hemisphere k=7 

6 Normalized 

Clustering 

Coefficient (γ) 

1.4E-04 

0.038 

0.23 

CTL vs. AD 

CTL vs. eMCI 

CTL vs. MCI 

Whole brain k=2, 5 

0.012 CTL vs. AD Left hemisphere k=8 

0.027 CTL vs. AD Right hemisphere k=1, 16 

7 Rn  0.021 

0.0032 

CTL vs. AD 

CTL vs. MCI 

Whole brain k=1 

1.2E-03 

0.0021 

0.0041 

CTL vs. AD 

CTL vs. eMCI 

CTL vs. MCI 

Left hemisphere 

 

 
k=4 

8 R 0.03 CTL vs. AD Whole brain k=1 

0.014 CTL vs. AD Left hemisphere k=2 

0.021 CTL vs. AD Right hemisphere k=18 

Table 6. All brain network metrics listed in the order of their size effect (lowest FDR critical p-value) based on results listed in 

Tables 4 and 5. The measures were also ranked based on how many diagnostic groups they were able to detect significant 

alterations among.  Thresholding levels, k, where minimum p-values were detected are also listed. 

 

Supplementary Information 

Methods 

Image Analysis  

Diffusion-weighted imaging may be combined with an automatically labeled set of brain regions from anatomical 

MRI to map connectivity and perform network analysis of the brain’s fiber connections. Many analyses of brain 

connectivity have been conducted in this way (Jahanshad et al., 2012, Jahanshad et al., 2011a, Zhan et al., 2012a; 

Ingalhalikar et al., 2013). Connectivity matrices were compiled using a processing pipeline described before 

(Jahanshad et al., 2011a, Braskie et al., 2012; Jahanshad et al., 2012; Nir et al., 2012a; Nir et al., 2012b), which is 

summarized briefly below.  

 

!
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Pre-processing and co-registration!

Non-brain regions were automatically removed from each T1-weighted MRI scan, and from a T2-weighted image 

from the DWI set using the FSL tool “BET” (http://fsl.fmrib.ox.ac.uk/fsl/). Anatomical scans underwent intensity 

inhomogeneity normalization using the MNI “nu_correct” tool (www.bic.mni.mcgill.ca/software/). All T1-weighted 

images were linearly aligned using FSL (with 6 DOF) to a common space with 1mm isotropic voxels and a 

220×220×220 voxel matrix. The DWIs were corrected for eddy current distortions using the FSL tools 

(http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the 5 images with no diffusion sensitization were averaged, linearly 

aligned and resampled to a downsampled version of their T1-weighted image (110×110×110, 2×2×2mm). b0 maps 

were elastically registered (Leow et al., 2005) to the T1-weighted scan to compensate for susceptibility artifacts (EPI 

distortions). Images were visually inspected and there were no misalignments or cases where the field of view did 

not cover the full brain (i.e., cropping).   

Tractography and cortical extraction 

The transformation matrix from linearly aligning the mean b0 image to the T1-weighted volume was applied to each 

of the 41 gradient directions to re-orient the orientation distribution functions (ODFs). We also performed whole-

brain tractography as described in (Aganj et al., 2011) on the sets of DWI volumes. Only linear registration was 

performed before tractography, as nonlinear registration before tractography could introduce processing artifacts. 

Gradient directions for each DWI volume were adjusted using the transformation matrix obtained from the linear 

registration. The tractography method uses a fiber detection approach based on the Hough transform (Aganj et al., 

2011).  

 

 

 

 

 

 

 

 

 

1! Banks!of!the!superior!temporal!
sulcus!

19! Pars'orbitalis'

2! Caudal!anterior!cingulate! 20! Pars'triangularis!
3! Caudal!middle!frontal! 21! PeriBcalcarine!
4! BN/AB! 22! Postcentral!
5! Cuneus! 23! Posterior!cingulate!
6! Entorhinal! 24! Precentral!
7! Fusiform! 25! Precuneus!
8! Inferior!parietal! 26! Rostral!anterior!cingulate!
9! Inferior!temporal! 27! Rostral!middle!frontal!
10! Isthmus!of!the!cingulate! 28! Superior!frontal!
11! Lateral!occipital! 29! Superior!parietal!
12! Lateral!orbitofrontal! 30! Superior!temporal!
13! Lingual! 31! SupraBmarginal!
14! Medial!orbitofrontal! 32! Frontal!pole!
15! Middle!temporal! 33! Temporal!pole!
16! Parahippocampal! 34! Transverse!temporal!
17! Paracentral! 35! Insula!
18! Pars'opercularis! ! !
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Table S1.  Index of cortical labels extracted from FreeSurfer. Cortical areas are derived from the Desikan-Killiany brain atlas 

(Desikan et al., 2006).  

 

To detect crossing fibers, the method uses a constant solid angle orientation density function (CSA-ODF; Aganj et 

al., 2010) rather than a diffusion tensor, to model the local diffusion propagator. The angular resolution of the ADNI 

data is deliberately limited to avoid long scan times that may tend to increase patient attrition. Even so, this ODF 

model makes best use of the limited angular resolution (even if the protocol is not ideal for resolving fiber crossing).  

Elastic deformations obtained from the EPI distortion correction, mapping the average b0 image to the T1-

weighted image, were then applied to each recovered fiber’s 3D coordinates to more accurately align the anatomy 

(we assume that the anatomical scan serves as a relatively undistorted anatomical reference). Each subject’s dataset 

contained ~10,000 useable fibers (3D curves) in total. 

34 cortical labels per hemisphere, listed in the Desikan-Killiany atlas (Desikan et al., 2006), were automatically 

extracted from all aligned T1-weighted structural MRI scans using FreeSurfer version 5.0 

(http://surfer.nmr.mgh.harvard.edu/) (Fischl et al., 2004). The resulting T1-weighted images and cortical models 

were aligned to the original T1-weighted input image space and down-sampled using nearest neighbor interpolation 

(to avoid intermixing of labels) to the space of the DWIs. To ensure tracts would intersect labeled cortical regions, 

labels were dilated with an isotropic box kernel of width 5 voxels (Jahanshad et al., 2011).   

NxN Matrices Representing Structural Connectivity  

For each subject, a 68x68 connectivity matrix was created, 34 right hemisphere ROIs and 34 left hemisphere ROIs 

(tabulated in Daianu et al., 2013). Each element described the estimated proportion of the overall set of detected 

fibers (streamlines), in that subject, passing through each pair of ROIs. In this paper, we use the word fiber to denote 

a single curve, or streamline, extracted via tractography; if no subjects had detected fibers connecting two regions 

(i.e., all subjects had a 0 count at a specific matrix element), then that connection was considered invalid, or not 

consistent enough in the population, and was not included in the analysis.  

Brain network measures  

Topological changes in the brain’s networks may be analyzed using graph theory, which represents the brain’s 

connections as a set of nodes and edges. The network’s nodes are typically defined as ROIs, in our case on the 

cortex, segmented from anatomical MRI. In DTI studies, these network nodes are linked by ‘edges’ whose weights 
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denote some measure of connectivity between the two regions, such as the density or integrity of fiber tracts 

(Sporns, 2011) connecting the regions. In graph theory, an NxN connection matrix may be compiled to describe the 

network. A square matrix can represent any network of connections, and may also be displayed as a graph, i.e., a 

discrete set of nodes and edges (Sporns, 2011). In our analysis, matrix entries are proportional to the total number of 

detected fibers connecting each pair of regions (the nodes); these values are considered as the “weights” of the edges  

BCT measures Whole Brain Left Hemisphere Right Hemisphere 

R All CTL, eMCI and AD 

subjects  

All CTL 

All but  1 AD (k=19) 

All CTL and all AD 

Rn All CTL and eMCI  

All but 2 AD subjects at 

k=20-22) 

All but 3 eMCI (k=19-22) 

All CTL 

All but 6 AD (k=13-19) 

*only one subject was 

missing Rn for 13-19; 5 were 

missing it k=17-19 

All but 2 CTL (k=17-19) 

All but 5 AD (k=16-19) 

N All CTL and AD All CTL, eMCI, lMCI and 

AD 

All CTL and AD 

E All CTL and AD All CTL, eMCI, lMCI and 

AD 

All CTL and AD 

Global Degree All CTL, eMCI, lMCI, AD 

 

All CTL 

All but  1 lMCI (k=19) 

All AD 

All but 1 AD (k=17-19) 

Normalized Clustering 

Coefficient (γ) 

All CTL 

All but 2 eMCI (k=21-22) 

All but 1 lMCI (k=21-22) 

All but 1 AD (k=21-22) 

All CTL 

All but 1 AD (k=17-19) 

 

All CTL 

All but 1 AD (k=17-19) 

Normalized 

Characteristic Path Length 

(λ) 

All CTL 

All but 2 eMCI (k=21-22) 

All but 1 lMCI (k=21-22) 

All but 1 AD (k=21-22) 

All CTL 

All but 1 AD (k=17-19) 

 

All but  1 AD (k=17-19) 

Efficiency All CTL, eMCI, lMCI, AD 

 

All CTL and all AD 

 

All CTL and eMCI 

All but 1 AD (k=17-19) 
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Table S2.  Number of subjects who did not have detectable brain network measures at high levels of thresholding, k, due to the 

rapidly decreasing number of nodal connections.  

!
Figure S1. Average normalized rich club coefficient (Rn(k)), total number of nodes (N(k)), total number of edges (E(k)), global 

degree, normalized clustering coefficient, normalized characteristic path length and efficiency computed in controls (CTL, blue), 

eMCI (green), AD subjects (red) and all MCI subjects (purple, eMCI+lMCI combined) over k-core levels k=1-22 in the whole 

brain networks and k=1-19 in the left and right hemisphere networks.  The colored dots on the curves indicate that a group 

difference between the diagnostic groups was detectable at that value of k. Rn(k) was higher in the whole brain of MCI than of 

controls while N(k) and E(k) were lower in the whole brain and left hemispheres of MCI than in controls. Global degree and 

efficiency declined as a function of k in MCI subjects, relative to controls in the whole brain only, while the normalized 
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clustering coefficient and path length were higher in MCI subjects in the whole brain, relative to controls. The bottom panels 

show a declining efficiency and global degree in AD subjects than in eMCI at k-core levels. Error bars are the standard error 

computed at each k-core level for all subjects. FDR corrected p-values are shown in Table 5. 

 

that connect a pair of nodes (Sporns, 2011).  

 The nodal degree is one factor involved in calculating the k-core network and rich club coefficient, and is 

important to consider when interpreting other measures that depend on it. The nodal degree serves as a threshold for 

defining the mutually and highly interconnected central structural cores in the brain network, using a k-core 

decomposition algorithm. For a graph ! = !,!  with! ! = ! nodes and ! = ! edges, a k-core is computed by 

assigning a subgraph, ! = !,!|!  where set ! ⊆ ! is a k-core of order k iff ∀!! ∈ !: degreeH!≥ k, and H is the 

maximum subgraph satisfying this property (Alvarez-Hamelin et al., 2006). 

 

Supplementary reference: 

1. Leow, A., Huang, S.C., Geng, A., Becker, J., Davis, S., Toga, A., Thompson, P., 2005. Inverse consistent mapping in 

3D deformable image registration: its construction and statistical properties. Inf Process Med Imaging. 19: 493-503. 
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CHAPTER 4 

 

Brain network cost and algebraic connectivity 
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4.1 Inefficient network cost in dementia 

 

This section is adapted from: 

 

Daianu M, et al. Cost inefficient structural brain networks in frontotemporal dementia and 

Alzheimer’s disease. Brain. To be submitted, March 2014. 
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Abstract  

Diffusion imaging and brain connectivity analyses can assess white matter deterioration in the brain, revealing 

underlying patterns in how brain structure declines. Fiber tractography methods can infer neural pathways and 

connectivity patterns, yielding sensitive mathematical metrics of network integrity. Cortical atrophy patterns differ 

between Alzheimer’s Disease and behavioral variant frontotemporal dementia, but differences in network 

connectivity have not yet been studied. Here, we analyzed 1.5-Tesla whole-brain diffusion-weighted images from 64 

participants –15 patients with behavioral variant frontotemporal dementia, 19 with early-onset Alzheimer’s disease, 

and 30 healthy elderly controls. Using whole-brain tractography, we reconstructed structural brain connectivity 

networks to map connections between cortical regions. We evaluated the brain’s networks focusing on the most 

highly central and connected regions, also known as hubs, in each diagnostic group – specifically the “high-cost” 

structural backbone used in global and regional communication. We assessed the contribution of the cortico-cortico 

pathways to the high-cost network hubs using network topology measures. In all diagnostic groups, the brain’s hubs 

alone accounted for over 50% of the “communication capacity” of the network. Compared to healthy elderly, early-

onset Alzheimer’s disease patients showed alterations in pathways linking hub regions on the cortex, indicating 

early abnormalities in the highly connected core connections of the brain. Relative to healthy controls, behavioral 

variant frontotemporal dementia patients showed alterations in numerous connections, with the majority of them 

located in the hub communities but also in more remote cortical regions (i.e., non-hub regions). Behavioral variant 

frontotemporal dementia patients were overall more structurally impaired, especially in frontal cortex. Central hubs 

in the brain network transfer information between neural pathways in the hub, and other regions. Disruption of this 

major network core of the brain may impair neural communication and functional integrity in characteristic ways 

typical of each subtype of dementia.    

 

Keywords: structural brain connectivity, hub, frontotemporal dementia, Alzheimer’s disease  
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1. Introduction 

Brain connectivity studies are becoming increasingly popular for investigating the integrity of the normal and 

diseased brain.  Connectivity analyses combine concepts from neuroscience and engineering to characterize the 

brain in terms of its structural and functional connections.  The brain can be thought of as a network at multiple 

scales. It can be described at elementary level, in terms of its synaptic connections, and at a more macroscopic level, 

in terms of its connections between cortical areas and deep nuclei, including bundles of white matter tracts (Mori et 

al., 1999; Petrella, 2011). The rapidly emerging field of “connectomics”  (Toga et al., 2013; Engel et al., 2013) 

employs data from structural imaging, such as diffusion weighted imaging (DWI), or functional imaging, such as 

resting state functional MRI (rs-fMRI), as well as methods of analysis such as graph theory – a branch of 

mathematics that models the topological organization of the brain’s networks. These forms of analysis have recently 

been applied to neurological diseases, for instance to test the long-standing hypothesis that each focal 

neurodegenerative syndrome targets specific large-scale networks (Seeley, 2010).  

DWI is used in structural brain connectivity studies to assess the global and local breakdown of network 

integration in degenerative disease. Over 50 years ago, Norman Geschwind argued that some forms of 

neuropsychological deficits arose as a “disconnection syndrome”; and later theories further expanded the model to 

consider consequences of white matter hyperconnectivity and cortical “hyperfunction” (Catani et al., 2005). These 

later theories suggest that degeneration of neural pathways interconnecting cortical areas could lead to higher brain 

activity or diminish the activity of the function of the affected cortical areas (Catani et al., 2005). Advanced imaging 

techniques such as diffusion imaging (Basser et al., 1994) combined with tractography (Mori et al., 1999) may also 

reveal the basis of structural dysfunction in patients with various forms of neurological disease. 

Behavioral variant frontotemporal dementia (bvFTD) and early-onset Alzheimer’s disease (EOAD) are the two 

highly common forms of early onset dementia in patients less than 65 years of age (Rosenmann and Meiner, 2013; 

Zhou et al., 2010), and are often characterized by dysfunctional connectivity (Zhou et al., 2010).  Here we studied 15 

bvFTD participants and 19 early-onset amnestic AD (EOAD) participants, and compared them to 30 healthy age-

matched participants using advanced structural connectivity measures to define some of the differentiating factors 

between the diagnostic groups. bvFTD is a neurodegenerative disease that affects mainly areas in the anterior 

cingulate cortex and frontoinsular regions, and this leads to dramatic changes in socio-emotional processing (Seeley, 

2010); even so, the occipital and parietal lobes are often spared in the disease progression (de Hann et al., 2009). 
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Amnestic AD is a neurodegenerative disease with dysfunctions predominantly in the hippocampal-cingulo-temporal 

parietal network (Greicius et al., 2003; Zhou et al., 2010). AD has specific atrophic patterns that differentiate it from 

frontotemporal dementia; for example, AD patients tend not to show frontal, sensorimotor and primary visual cortex 

atrophy until later in the disease progression (Thompson et al., 2003; Zhou et al., 2010). At autopsy, bvFTD 

participants tend to show greater atrophy in the anterior insula, anterior cingulate cortex and ventral striatum 

compared to AD (Rabinovici et al., 2007; Thompson and Vinters, 2012). 

Here we analyzed bvFTD and EOAD neural networks in terms of their structural network efficiency. To do this, 

we defined densely and mutually interconnected networks in the brain – also known as hubs – consisting of “nodes”, 

represented by segmented regions of interest (ROIs), and edges, interconnecting these ROIs. Often, edges, or 

connections that link a pair of ROIs can be assigned a ‘weight’, for instance, the density of fibers extracted from 

tractography or the shortest fiber path between the ROIs. These two weights can be multiplied together to define a 

measure of the communication cost, which provides information about a network’s spatial layout in the brain.  

Previous studied showed that densely connected pathways of connections in the brain’s network are expected to 

highly contribute to a network cost and communication capacity of cortico-cortico connections (van den Heuvel et 

al., 2012). Here, we hypothesized that (1) relative to healthy controls, degenerative disease would impair the 

communication cost networks in bvFTD and EOAD participants, and (2) there would be different patterns of 

disruption among network components, with greater frontal lobe disruption in bvFTD.  

 

2. Methods 

2.1 Participants and diffusion-weighted imaging of the brain 

We analyzed diffusion-weighted images (DWI) from 30 healthy controls and 34 dementia patients – 15 patients with 

bvFTD and 19 with EOAD (Table 1). All 64 participants underwent whole-brain MRI scanning on a 1.5-Tesla 

Siemens Avanto scanner, at the MRI Center at the University of California, Los Angeles. Standard anatomical T1-

weighted sequences were collected (256x256 matrix; voxel size=1x1x1 mm3; TI=900, TR=2000 ms; TE=2.89 ms; 

flip angle=40 degrees), along with diffusion-weighted images (DWI) using a single-shot multi-section spin-echo 

echo-planar pulse sequence with the following parameters: 144x144 matrix; voxel size: 2x2x3 mm3; TR=9800 ms; 

TE=97 ms; flip angle=90; scan time=5 min 38 s. 31 separate images were acquired for each DWI sequence: 1 T2-

weighted image with no diffusion sensitization (b0 image) and 30 diffusion-weighted images (b=1000 s/mm2). 
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 CTL bvFTD EOAD Total 
Age 59.5 ± 9.6 SD 61.3 ± 10.8 SD 57.9 ± 4.3 SD 59.5 ± 8.7 SD 
Sex 13M/17F 7M/8F 7M/12F 27M/37F 

MMSE 29.2 ± 0.8 24.1 ± 4.8 23.5 ± 4.5 26.3 ± 4.3 
Table 1. Demographic information from the 30 healthy controls, 15 bvFTD and 19 EOAD patients with brain 

imaging. The mean age, sex and Mini Mental State Exam (MMSE) scores are listed for each diagnostic group.  

 

2.2 Image Analysis  

Tractography from diffusion-weighted images was combined with an automatically labeled set of brain regions from 

the high-resolution T1-weighted MRI to map the brain’s fiber connections and create the cortical connectivity 

networks. Several studies of brain connectivity have been conducted in this way (Jahanshad et al., 2012, Jahanshad 

et al., 2011a, Zhan et al., 2012a; Ingalhalikar et al., 2013). Connectivity matrices were compiled using a processing 

pipeline described previously (Jahanshad et al., 2011a, Braskie et al., 2012; Jahanshad et al., 2012; Nir et al., 2012a; 

Nir et al., 2012b), which are described in detail in the Supplementary Information. 

Briefly, we performed whole-brain tractography using the Hough voting method on orientation distribution 

functions (ODFs) reconstructed using the constant-solid angle method (Aganj et al., 2010) as described in (Aganj et 

al., 2011) on the sets of linearly registered DWI volumes. Each subject’s dataset contained ~10,000 useable fibers 

(3D curves) in total. Then, 34 cortical labels per hemisphere, from the Desikan-Killiany atlas (Desikan et al., 2006) 

(Table S1), were automatically extracted from all aligned T1-weighted structural MRI scans using FreeSurfer 

version 5.0 (http://surfer.nmr.mgh.harvard.edu/) (Fischl et al., 2004). The resulting T1-weighted images and cortical 

models were aligned to the original T1-weighted input image space and down-sampled to the space of the DWIs (we 

assume that the anatomical scan serves as a relatively undistorted anatomical reference). 

       Considering the white matter tractography and the cortical parcellations, fiber bundles connecting each pair of 

ROIs were detected. From this, a 68x68 connectivity matrix was created for each subject with 34 ROIs in each 

hemisphere (Table 1S). In this paper, we use the word fiber to denote a single curve, or “streamline”, extracted via 

tractography; if no participants had detected fibers connecting two regions (i.e., all participants had a 0 count at a 

specific matrix element), then that connection was considered invalid, or not consistent enough in the population, 

and was not included in the analysis.  
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2.3 Brain network measures computed on the NxN connectivity matrices !

Topological changes in the brain’s networks may be analyzed using graph theory, which represents the brain’s 

connections as a set of nodes and edges. The network’s nodes are typically defined as ROIs, in our case on the 

cortex, segmented from anatomical MRI. These network nodes are linked by ‘edges’ whose weights denote some 

measure of connectivity between the two regions. In DTI studies, the edges can be represented by the density or 

integrity of fiber tracts connecting the regions (Sporns, 2011). Often, the edges connecting a pair of ROIs are 

denoted by binary measures, i.e., 1 if an edge exists or 0 if an edge does not exist between two ROIs. In graph 

theory, an NxN connection matrix may be compiled to describe the network (either weighted or binarized). A square 

matrix can represent any network of connections, and may also be displayed as a graph, i.e., a discrete set of nodes 

and edges (Sporns, 2011).  

The most basic measure to describe the connectedness of the connectivity matrix is the nodal degree – the number 

of edges (binary) that connect to a node. The nodal degree is one main factor involved in calculating the k-core 

network – to define the hubs of the network, and was used here to model the basic architecture of the neural 

networks. For this, we used a k-core decomposition algorithm that reveals hierarchical structure by defining ‘central 

cores’ of the network (Alvarez-Hamelin et al., 2006). The k-core decomposition outputs a network core that consists 

of highly and mutually interconnected nodes (Hagmann et al., 2008). This is done by identifying subsets of graphs 

(k-cores) by recursively removing nodes with degrees lower than k, such that k serves as a degree threshold for 

nodes (Alvarez-Hamelin et al., 2006). For a graph ! = !,!  with! ! = ! nodes and ! = ! edges, a k-core is 

computed by assigning a subgraph, ! = !,!|!  where set ! ⊆ ! is a k-core of order k iff ∀!! ∈ !: degreeH!≥ k, 

and H is the maximum subgraph satisfying this property (Alvarez-Hamelin et al., 2006; Hagmann et al., 2008; 

Daianu et al., 2013).  The k-core was computed on binarized connectivity matrices, so regardless of the weighting 

schemes, all k-core matrices used in this study, within each diagnostic group, were equivalent. A thresholding level 

of k=12 requires one node to be connected to at least 18% of the other nodes in the 68x68 connectivity matrix (as 

100%*(12/68)=17.6%). This level of thresholding was used to remove unreliable tracts that may arise from 

tractography; removed connections are further described under Results. 

To define the most interconnected hubs, we computed the maximum k-cores to preserve the highest degree nodes 

that are most densely interconnected among themselves. To do this, we iteratively increased the level of k in each 

diagnostic group until all connections among nodes were removed. Then, we selected the k level prior to the one 
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where all connections were purged. Network nodes that were not included in the hubs are referred to as non-hub 

networks (or remote networks) through the remainder of the paper.  To confirm the presence of a high degree hub in 

the brain of each subject, we computed 68x68 randomized networks of the same size and nodal degree distribution 

as the original subject’s network. Next, the subset of nodes of degree k or higher were computed for the randomized 

networks at the corresponding k-core values within the diagnostic groups where the hubs were found (k=26 for 

controls and EOAD, k=22 for bvFTD). A global value, R, describing the fraction of edges that connect nodes of 

nodal degree k, R(!) = !!!
!!!(!!!!!)

 , was computed for each hub for both the non-randomized and randomized 

networks in each subject. Finally, the ratio between the non-random and random global values, R, was computed to 

indicated that at a ratio greater than 1, the hub-like organization in the brain network did not occur by chance. This 

concept is similar to the “rich-club” coefficient that compares the density of connections among nodes in a non-

random network to density found in random network at a range of thresholding values, k (Sporns, 2011; van den 

Heuvel, 2012).  Instead, here we confirmed the existence of rich-club networks at one maximum thresholding value, 

k, (not a whole range) pertaining to each diagnostic group.  

To understand organizational differences in the networks of the diseased groups versus the healthy elderly – 

specifically, why the existing hubs were created at varying thresholding levels, k, we separately computed brain 

network metrics, nodal degree and nodal efficiency within each diagnostic group on the minimally thresholded 

connectivity matrices (at k=12). Nodal efficiency is a form of global efficiency (the approximate inverse of path 

length), and is computed on the neighborhood of a node and therefore, relates to clustering coefficient (Sporns, 

2011). 

2.4 Connectivity matrices representing communication cost within the brain network 

For each subject’s connectivity matrix we assessed the communication cost among a pair of ROIs in the form of a 

68x68 matrix, where each element of the matrix reflected the multiplication between the total number of fibers (i.e., 

fiber density) connecting two ROIs and the minimum physical fiber length among those fibers (Figure 1). To do 

this, we traced all the fibers that connected all pairs of nodes (ROIs) in the network and saved the total counts of 

fibers connecting the regions under an element-wise 68x68 fiber density connectivity matrix. From the fiber counts 

interconnecting a pair of ROIs, we selected the fiber with the minimum physical length and saved it under a separate 

element-wise 68x68 connectivity matrix; this connectivity matrix described the length of the shortest fiber, extracted 

directly from tractography that allows communication between two ROIs via the shortest fiber path. Therefore, a 
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total of three connectivity matrices were computed for each subject containing information related to the 

connections between each pair of ROIs to estimate the 1) fiber density, 2) minimum physical fiber length, and 3) 

local communication cost – which is intended to describe an aspect of communication related to the network’s 

spatial embedding (van den Heuvel et al., 2009). By estimating the cost as the product of the fiber density and its 

minimum length, some have argued that that the cost is proportional to axonal volumes (van den Heuvel et al., 

2009): 

!!" = !!"!!"
!,!∈!

 

where Cij is the total minimum communication cost between nodes i and j, Lij is the shortest physical fiber bundle 

length between nodes i and j, and ρij is the density of the edges used for information transfer between nodes i and j  

(van den Heuvel et al., 2012).  

 

Figure 1. A local network “communication cost” can be defined between a pair of ROIs. Here we define the cost as the number 

of fibers (i.e., fiber density) intersecting each ROI multiplied by the minimum physical fiber length among a set of white matter 

bundles connecting ROIs, thus describing an aspect of communication related to the network’s spatial embedding. 
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2.8 Statistical analyses: Permutations 

To explain the differences in hub network densities (at varying k-values) between the diagnostic groups, we tested 

for group differences in nodal degree and separately, efficiency, by running a linear regression using age and sex as 

covariates. Controls were coded as 0 and diseased participants as 1. As we cannot assume data normality for 

connectivity measures, nonparametric methods may be more appropriate. For this, we performed 10,000 

permutations, permuting the coded value of 0 and 1 while keeping sex and age true for each subject. Next, we 

generated permutation corrected p-values using the following formula: p=(b+1)/(m+1), where b is the number of test 

statistics tperm found to be more significant than the observed test statistic tobs, and m is the total number of 

permutations (i.e., 10,000). We further used the false discovery rate (FDR; Benjamini and Hochberg, 1995) to 

correct for multiple comparisons across all permuted p-values. For all analyses, the independent variables were 

permuted 10,000 times.  

We further assessed group network differences for element-wise connectivity matrices describing the 

communication cost, and then separately, fiber density and minimum fiber length, between bvFTD and healthy 

controls in a linear regression, covarying for age and sex, with controls coded as 0 and bvFTD coded as 1. Similarly, 

we tested for group differences in communication cost between EAOD and controls. Then, to determine how the 

diseased groups differed in their brain network architectures, we compared the communication cost between bvFTD 

and EAOD in the same way. Permutations were run as above. We assessed the resulting connections in terms of 

their participation in the densely interconnected hubs, or rather in the more remote components of the brain 

networks. 

 

3. Results 

We outline the results in the order they were performed. First, we analyzed the most densely interconnected hubs in 

the brain for each diagnostic group. Brain hub communities in healthy controls have a centrally positioned, efficient 

and high-cost communication that is disrupted in both bvFTD and EAOD groups. Network components in EAOD 

that showed disruptions in the form of relative decreases and increases of the cost and fiber density, relative to 

healthy elderly, were all among the hub community of the brain network; meanwhile, in bvFTD, 72% of the 

impaired components were among hub connections, while the remaining 28% impairments were part of the non-hub 



	  88	    ! 10!

(remote) regions of the brain. In bvFTD and EAOD, there were both relative increases and decreases in 

communication cost and fiber density within the brain connectome.  

3.1 Assessment of the densely interconnected hubs of the brain  

Hubs in controls and EAOD participants were defined at thresholding levels k=26, and in bvFTD, at k=22; these 

were the maximum degree hubs with a nodal degree of 26 (in controls and EAOD) and 22 (in bvFTD); nodal 

degrees 27 and 23 did not exist among the corresponding diagnostic groups. Next, to determine if the highly 

interconnected hubs in the brain occurred by chance, we assessed the ratio between the density of connections 

among nodes in random networks to the density found in real networks at k=26 in controls and AD patients and at 

k=22 in bvFTD patients. All ratios were greater than 1, indicating that the hubs within the brain existed and were not 

interconnected by chance.  

The network hub at k=26 in controls accounted for 64% of the communication cost of the entire network 

(unthresholded connectivity matrix at k=0), 65% of the fiber density and 48% of the short-distance connections 

(<40mm), 53% of the medium-distance connections (40-60 mm) and 82% of the long-distance connections (>60 

mm). 2% of the cost and 4% of the fiber density were removed as part of the low degree nodes in the network using 

a consistent and minimal thresholding at k=12 across all diagnostic groups (Figure 2). In bvFTD, the network hub 

contained 70% of the communication cost of the whole network, 71% of the fiber density, 56% of the short-distance 

connections, 65% of the medium-distance connections and 100% of the long-distance connections. 4% of the cost 

and fiber density were removed from each subject’s network. Finally, the EAOD network hub contained 57% 

communication cost of the whole unthresholded network, 59% fiber density, 45% of the short-distance connections, 

44% of the medium-distance connections and 100% of the long distance connections. Less than 1% of the low 

degree network nodes were removed from the whole brain network in each subject (Figure 2).  

To understand the less densely connected networks in bvFTD participants, we compared them to controls. We tested 

for nodal degree and efficiency differences between the two diagnostic groups. All nodal degree measures that were 

significantly different (critical FDR p-value=0.0087) between the two groups were lower in bvFTD.  The bvFTD 

group showed decreases in the following hub regions: in the left precentral, superior temporal and middle temporal 

regions, and the right insula, posterior cingulate, and precentral ROIs. In non-hub regions, the decreases were in the 

left pars opercularis, left caudal middle frontal, right caudal middle frontal, and right pars opercularis. Meanwhile, 

nodal efficiency was also found significantly different between bvFTD and controls (critical FDR p-value=0.0061). 
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Nodal efficiency was higher in the following hub regions: left and right inferior, middle and superior temporal. 

Moreover, nodal efficiency was lower in the following non-hub regions: left and right rostral anterior cingulate and 

the right medial orbitofrontal; and an increase in the non-hub left rostral middle frontal, relative to controls. We also 

tested for differences in nodal degree and nodal efficiency between the EAOD and controls but found no significant 

differences.  

3.2 Diagnostic group differences for communication cost, fiber density and minimum fiber length 

Communication cost was lower in the left hemisphere of bvFTD patients, relative to controls, between the insula and 

superior frontal, rostral middle frontal and caudal middle frontal, superior frontal and pars opercularis, and higher 

cost between the insula and postcentral, and precentral and postcentral. In the right hemisphere of bvFTD 

participants, relative to controls, we found a lower communication cost between the posterior cingulate and superior 

frontal, and an increase between the precuneus and paracentral, insula and postcentral, insula and superior parietal, 

insula and supra-marginal and postentral and paracentral (FDR p-value=1.0x10-4; Figure 3A). We also analyzed the 

components of the communication cost – the fiber density and the minimum fiber length. Significant differences in 

fiber density generally supported the findings in the communication cost. However, bvFTD participants had an 

additional decrease in density in the left hemisphere of between the insula and fusiform gyrus, and an increase in 

fiber density between the paracentral and postcentral regions, relative to controls. The overall critical FDR p-value 

for fiber density was 0.0029. Meanwhile, the minimum fiber lengths between regions were not detectably different 

between bvFTD and controls.   

Relative to controls, in EAOD patients, communication cost was lower in the left hemisphere between the 

superior frontal and caudal anterior cingulate, posterior cingulate and superior frontal, and higher between the insula 

and precentral. A decrease in cost was found in the right hemisphere between the insula and postcentral and insula 

and superior parietal (FDR p-value=0.0018; Figure 3B). In addition to these, fiber density was lower in the left 

hemisphere posterior cingulate and the caudal anterior cingulate, and higher between the insula and postcentral 

gyrus in EAOD, relative to controls. Also, lower fiber density was found between the inferior parietal and precentral 

in the right hemisphere of the EAOD group, relative to controls (FDR p-value=1.0x10-4). Minimum fiber length was 

significantly lower in the interhemispheric connection of the isthmus of the cingulate in EAOD, relative to healthy 

participants (FDR p-value=1.0x10-4). 
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Figure 2. Set of nodes illustrating the structural backbone averaged for groups of healthy controls, bvFTD and EAOD 

participants. Blue edges indicate connections part of the network hub in each diagnostic group (k=26 for controls and EAOD, 
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k=22 for bvFTD), while red edges indicate non-hub connections and green edges connect low degree nodes that were removed 

from the network (at k=12). The cost, fiber density and minimum fiber length were computed for each type of network (hub, non-

hub and removed connections) in all groups. The hub-like networks account for more than 50% of the whole brain network’s 

cost, fiber density and number of connections. The size of the black nodes is proportional to the communication cost, with larger 

nodes having higher communication cost.  

  

When testing for network differences between bvFTD and EAOD, bvFTD participants showed lower 

communication cost between the insula and superior frontal, and between the insula and pars opercularis, relative to 

EAOD; they also showed higher cost between the precuneus and cuneus, and between the cuneus and peri-calcarine, 

relative to EAOD (FDR p-value=6.0x10-4; Figure 4). We further examined the fiber density and minimum fiber 

length and found overlapping differences in fiber density as compared to the communication cost, as well as a 

decrease in fiber density in the left hemisphere rostral middle frontal and caudal anterior cingulate regions in 

bvFTD, relative to EAOD, and an increase in the right hemisphere cuneus and a decrease in the superior frontal in 

bvFTD, relative to EAOD (FDR p-value=0.0012). The minimum fiber length was not found significantly different 

between the two disease groups. Finally, all connections were categorized as either part or not part of the set of 

densely connected hubs in controls (k=26), bvFTD participants (k=22) and EAOD (k=26) in Table 3. 

 Connections of significance Hub/Non-hub 

 

 

 

 

 

 

 

 

 

 

bvFTD vs. 

Controls  

Communication Cost (k=12) 

(FDR p-value=1.0E-04) 

Left Hemisphere 

Caudal middle frontal and rostral middle frontal, ⇓!!
Superior!frontal!and!pars%opercularis,!⇓!
Superior!frontal!and!insula,!⇓!
Postcentral!and!precentral!⇑ 

Insula and postcentral, ⇑!
Right Hemisphere 

Superior frontal and posterior cingulate, ⇓!
Insula!and!postcentral,!⇑!!
Insula!and!superior!parietal,!⇑!
Insula!and!supra>marginal,!⇑!
Precuneus!and!paracentral,!⇑!
Paracentral!and!postcentral,!⇑!

Communication Cost (k=12) 

 

Left Hemisphere 

Non-hub CTL, bvFTD 

Hub CTL, non-hub bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Right Hemisphere 

Hub CTL, non-hub bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Hub CTL, bvFTD 
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Fiber Density (k=12) 

(FDR p-value=0.0029) 

In addition to connections listed under cost: 

Left Hemisphere 

Insula and fusiform, ⇓ 

Paracentral and postcentral, ⇑ 

Fiber Density (k=12) 

 

 

Left Hemisphere 

Hub CTL, bvFTD 

Hub CTL, bvFTD 

Minimum fiber length (k=12) 

NS 

Minimum fiber length (k=12) 

NS 

 

 

 

 

 

 

EAOD vs 

Controls 

Communication Cost (k=12) 

(FDR p-value=1.8E-03) 

Left Hemisphere 

Posterior cingulate and superior frontal, ⇓ 

Caudal anterior cingulate and superior frontal, ⇓ 

Insula and precentral, ⇑!
Right%Hemisphere%

Insula!and!postcentral,!⇑!
Insula!and!superior!parietal,!⇑ 

Communication Cost (k=12) 

 

Left Hemisphere 

Hub CTL, EAOD 

Hub CTL, EAOD 

Hub CTL, EAOD 

Right%Hemisphere%

Hub CTL, EAOD 

Hub CTL, EAOD 

Fiber Density (k=12) 

(FDR p-value=1.0E-04) 

In addition to connections listed under cost:  

Left Hemisphere 

Caudal anterior cingulate, ⇓ 

Posterior cingulate, ⇓!
Insula and postcentral, ⇑ 

Fiber Density (k=12) 

 

 

Left Hemisphere 

Hub CTL, EAOD 

Hub CTL, EAOD 

Hub CTL, EAOD 

Minimum fiber length (k=12) 

(FDR p-value=1.0E-04) 

Interhemispheric 

Isthmus of the cingulate, long distance connection, ⇓ 

Minimum fiber length (k=12) 

 

Interhemispheric 

Hub CTL, EAOD 

 

 

 

 

 

bvFTD vs. 

EAOD 

Communication Cost (k=12) 

(FDR p-value=6.0E-04) 

Left Hemisphere 

Insula and superior frontal, ⇓ 

Insula and pars opercularis, ⇓ 

Right Hemisphere 

Precuneus and cuneus, ⇑ 

Cuneus and peri-calcarine, ⇑ 

Communication Cost (k=12) 

 

Left Hemisphere 

Non-hub bvFTD, hub EAOD 

Non-hub bvFTD, EAOD 

Right Hemisphere 

Hub bvFTD, non-hub EAOD 

Hub bvFTD, non-hub EAOD 
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Fiber Density (k=12) 

(FDR p-value=1.2E-03) 

In addition to connections listed under cost: 

Left Hemisphere 

Caudal anterior cingulate, ⇓ 

Rostral middle frontal, ⇓ 

Right Hemisphere 

Superior frontal, ⇓ 

Cuneus, ⇑ 

Fiber Density (k=12) 

 

 

Left Hemisphere 

Non-hub bvFTD, hub EAOD 

Non-hub bvFTD, EAOD 

 

Non-hub bvFTD, hub EAOD 

Hub bvFTD, non-hub EAOD 

Minimum fiber length (k=12) 

NS 

Minimum fiber length (k=12) 

NS 

Table 3. Connections that were found significantly different between controls and bvFTD, controls and EAOD, and bvFTD and 

EAOD for minimally thresholded connectivity matrices (k=12) for measures of communication cost, fiber density and minimum 

fiber length. The arrows indicate increases (⇑) and decreases (⇓) in the diseased group measures (i.e., cost), relative to healthy; 

they also indicate increases or decreases for measures in bvFTD, relative to EAOD. *NS=not significant. 
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Figure 3. A. Group differences in network communication cost between bvFTD and healthy controls.  Cost was lower (blue 

edges) in the left hemisphere of the FTD group, relative to controls, between the caudal middle frontal and rostral middle frontal, 

pars opercularis and superior frontal, insula and superior frontal, and was higher (red edges) between the postcentral and 

precentral gyrus, and the postcentral gyrus and insula. Cost was higher in the right hemisphere of FTD, relative to controls, 

between the postentral and paracentral, precuneus and paracentral, insula and postcentral, insula and superior parietal and insula 

and supra-marginal region (FDR p-value=1.0x10-4). B. Group differences in network communication cost between EAOD and 

healthy controls. Cost was lower in the left hemisphere of EAOD, relative to controls, between the caudal anterior cingulate and 

superior frontal, posterior cingulate and superior frontal, and increased between the insula and precentral. In the right hemisphere 

of EAOD, cost was higher between the insula and postcentral gyrus, and between the insula and the superior parietal region (FDR 

p-value=0.0018).  

 

 

Figure 4.  Group differences in network communication cost between bvFTD and EAOD participants. Cost was lower in bvFTD 

participants, relative to EAOD, between the insula and superior frontal, and insula and pars opercularis. Cost was higher in 

bvFTD, relative to EAOD, between the cuneus and precuneus, and cuneus and peri-calcarine (FDR p-value=6.0x10-4). Fiber 

density was different between the two disease groups and had the same directionality between the described ROIs as the network 

cost (FDR p-value=0.0012), while minimum fiber length did not show a distinguishing pattern.  

 

4. Discussion  

Here we analyzed white matter pathways that formed central and high-cost hubs in the networks of healthy elderly 

people, and groups of patients with bvFTD and EAOD. We assessed how these networks differed in their 

communication cost, fiber density and fiber length assignments among ROIs on the cortex. Our study had 3 main 

findings: 1) most densely interconnected hubs account for over 50% of the total communication cost and fiber 
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density of the overall brain network; these are centrally-positioned, high-cost communities that process and 

disseminate information among all connections in the brain; 2) in the EAOD group, compared to healthy elderly 

controls, all communication cost network disruptions were located within the hub community of the brain, indicating 

that disease strikes the dense core structure of the brain in the early-onset AD; for the bvFTD group, 72% of network 

abnormalities were in hubs and the rest (28%) were in their remote connections. 3) bvFTD and EAOD showed 

different patterns of network disruptions; bvFTD participants were overall more structurally impaired than EAOD, 

especially in frontal regions, as might be expected.  

4.1 Densely interconnected hubs uptake more that 50% of the brain’s network cost and fiber density 

We also divided the whole brain network of each subject into densely interconnected “hub” nodes and non-hub 

nodes. Each hub node was connected to at least 38% of the other nodes in the network by having a nodal degree of 

k=26 or higher. These criteria were fulfilled by brain networks in the healthy and EAOD groups, while the bvFTD 

group formed a network hub at k=22 where one hub node was connected to only 32% of the other network nodes. 

Significant reductions in nodal degree within 10 regions of the brain in bvFTD, relative to healthy controls, explain 

the less interconnected hub in this particular diagnostic group. These reductions in nodal degree were located in hub 

regions of both bvFTD and CTL and were: 20% in the frontal lobe, 20% in the temporal lobe as well as the right 

insula and posterior cingulate; more reductions were categorized as non-hub regions and were located 40% in the 

frontal lobe.  

The communication cost is a network measure related to the network’s spatial embedding (van den Heuvel et 

al., 2012; Achard and Bullmore, 2007). In other words, it depends on the length of fibers, not just their topology. In 

the network hubs of the brain, we showed higher-cost and higher-capacity structures for global brain 

communications than in the non-hub nodes. The hubs in the brain were more costly than predicted by their fiber 

density alone and they accounted for 66% of the total communication cost in the whole brain of healthy elderly, 

70% in bvFTD and 57% in EAOD participants. Most edges (75%) interconnecting these hubs were of medium 

length (40-60mm) – only 16% short and 9% long in the hubs of controls; 15% short, 84% medium and <1% long in 

the hubs of bvFTD, and 22.5% short, 71% medium and 6.5% long in the whole brain hubs of EAOD participants. 

We note that the length of fibers in the brain’s connectome may depend on the tractography method used – for 

instance, the Hough method is known to trace longer fibers, on average, than many other methods.  
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4.2 Interpreting network disruptions in the diseased brain  

Significant differences in network cost and fiber density were found among the disease groups, relative to healthy 

elderly, and were mostly located in the densely interconnected hubs of the brain (Table 3; Figure 3A). In bvFTD, 

the insula has shows early network degeneration (Seeley et al., 2010). Here, the insula was a major hub projecting 

connections to nodes in the network that significantly increased and decreased in cost and fiber density, relative to 

controls. Pathways that connected the left insula to more frontal ROIs (i.e., superior frontal, fusiform) and were part 

of the hub networks in both bvFTD and controls, showed a declining communication cost and fiber density. 

Pathways that connected the left and right insula to more posterior regions of the cortex (i.e., postcentral, superior 

parietal), as part of the hub networks in both groups, showed increasing cost and fiber density in bvFTD, relative to 

healthy elderly. In the meantime, hub regions were lost in bvFTD (became non-hubs), relative to controls, between 

the left superior frontal and pars opercularis and the right superior frontal and posterior cingulate, where both cost 

and fiber density declined – potentially inducing the loss in hub nodes. 

Compared to controls, EAOD showed consistent differences in cost, fiber density and minimum fiber length 

(Table 3; Figure 3B). First, all the connections that differed between the two groups were part of the hub networks. 

This indicates that disease, in its early stages, strikes the core structure of the brain – composed of highly 

interconnected nodes that account for more than 50% of the whole brain’s structural capacity. Furthermore, 

communication cost and fiber density declined between the left posterior cingulate and superior frontal regions. 

Meanwhile, different patterns of degeneration were seen, as expected, in AD versus bvFTD, as sensorimotor and 

frontal regions tend to be relatively spared until later in the disease (Thompson et al., 2003). In line with this, we 

found increases in cost and fiber density for pathways connecting the left insula to the precentral and the right insula 

to the postcentral and superior parietal regions. These connections may provide further evidence for the patterns of 

altered connectivity previously shown in functional studies – associated with dysfunctions in episodic memory 

(Buckner et al., 2005) shown as reductions in the Default Mode Network (DMN), and enhancement of the Salience 

Network (SN), with preservation of socio-emotional functioning (Seeley at al., 2007; Zhou et al., 2010). 

When compared to each other, groups of patients with bvFTD and EAOD showed similar but more prominent 

differences than when comparing the dementia groups to the healthy elderly. The bvFTD group showed drastic 

connectivity reductions, compared to EAOD, between the insula and the superior frontal and pars opercularis. 

Connections between the insula and superior frontal region are part of the network hub in EAOD, but not in bvFTD, 
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and connections between the insula and pars opercularis are non-hub connections in both diagnostic groups. The 

EAOD group showed dramatic connectivity reductions between the precuneus and cuneus, peri-calcarine and 

cuneus– connections that were both categorized as hubs in bvFTD, but not in EAOD. In no region did the bvFTD 

group show an increase in connectivity to the insula, relative to EAOD – and this is a region known to degenerate 

more anteriorly in bvFTD (Seeley et al., 2010). In no regions did the EAOD participants show an increase in 

connectivity of the precunes, relative to bvFTD, shown to atrophy in early onset AD (Karas et al., 2007).   

Although it is sometimes difficult to differentiate between bvFTD and EAOD as some of their symptoms 

overlap (Young et al., 2009), there has been an ongoing effort to understand the differentiating factors between the 

two neurodegenerative diseases, especially with functional imaging. In structural studies, bvFTD patients have signs 

of atrophy in the frontal lobe and anterior regions in general (i.e., anterior insula, anterior cingulate) and with disease 

progression, extending into more posterior areas including the posterior insula, temporal and anterior parietal 

regions (Seeley et al., 2008; Rohrer, 2012). Functional imaging studies show different patterns of connectivity in 

bvFTD versus AD, particularly, intrinsic connectivity network reductions in the SN and enhancement in the DMN in 

bvFTD participants, relative to AD (Zhou et al., 2010).  

 

References 

1. Aganj I, Lenglet C, Sapiro G. Yacoub E, Ugurbil K, Harel N, 2010. Reconstruction of the Orientation Distribution Function 

in Single and Multiple Shell Q-Ball Imaging within Constant Solid Angle. Magn Reson Med.;64(2), 554-466. 

2. Alvarez-Hamelin JI, Dall’Asta L, Barrat A, Vespignani A, 2006. Large scale networks fingerprinting and visualization using 

k-core decomposition. Weiss Y, Scholkopf B, Platt J. editors. Cambridge (Massachusetts); MIT Press 44-55.   

3. Benjamini Y, Hochberg Y, 1995. Controlling the False Discovery Rate: A Practical and Powerful Approach to Multiple 

Testing. Journal of the Royal Statistical Society. Series B (Methodological), Vol. 57, No. 1, pp. 289-300.  

4. Braak H, Braak E. 1991. Neuropathological staging of Alzheimer-related changes. Acta Neuropathol;82(4):239-59. 

5. Clerx L, Visser PJ, Verhey F, Aalten, P, 2012. New MRI markers for Alzheimer's disease: a meta-analysis of diffusion 

tensor imaging and a comparison with medial temporal lobe measurements. J Alzheimer’s Dis.; 29(2), 405-29. 

6. Daianu M, Jahanshad N, Nir TM, Toga AW, Jack CR, Jr., Weiner MW, Thompson PM and the Alzheimer’s Disease 

Neuroimaging Initiative, 2013. Breakdown of Brain Connectivity between Normal Aging and Alzheimer’s Disease: A 

Structural k-core Network Analysis. Brain Connectivity;3(4):407-22.!
7. Daianu M, Jahanshad, N Nir, TM, Dennis E, Toga AW, Jack CR, Jr., Weiner MW, Thompson PM, and the Alzheimer’s 

Disease Neuroimaging Initiative, 2012. Analyzing the structural k-core of brain connectivity networks in normal aging and 



	  98	  
 ! 20!

Alzheimer’s disease. In NIBAD’ 12 MICCAI Workshop on Novel Imaging Biomarkers for Alzheimer’s Disease and 

Related Disorders, Nice, France, 52–62. 

8. Desikan RS, Segonne F, Fischl B, Quinn BT, Dickerson BC, Blacker D, Buckner RL, Dale AM, Maguire RP, Hyman BT, 

Albert MS, Killiany RJ, 2006. An automated labeling system for subdividing the human cerebral cortex on MRI scans into 

gyral based regions of interest. Neuroimage;31(3):968-80. 

9. Dopper EG, Rombouts SA, Jiskoot LC, Heijer Td, de Graaf JR, Koning Id, Hammerschlag AR, Seelaar H, Seeley WW, 

Veer IM, van Buchem MA, Rizzu P, van Swieten JC, 2013. Structural and functional brain connectivity in presymptomatic 

familial frontotemporal dementia. Neurology;80(9):814-23.  

10. Engel JP, Thompson PM, Stern JM, Staba RJ, Bragin A, Mody I, 2013. Connectomics and Epilepsy, Current Opinion in 

Neurology, invited paper, in press. 

11. Fischl B, Destrieux C, Halgren E, Segonne F, Salat DH, Busa E, Seidman LJ, Goldstein J, Kennedy D, Caviness V, Makris 

N, Rosen B, 2004. Automatically parcellating the human cerebral cortex. Cerebral Cortex;14:11-22. 

12. Greicius MD, Krasnow B, Reiss AL, Menon V, 2013. Functional connectivity in the resting brain: a network analysis of the 

default mode hypothesis. Proc Natl Acad Sci.;100(1):253-8.  

13. Karas G, Scheltens P, Rombouts S, van Schijndel R, Klein M, Jones B, van der Flier W, Vrenken H, Barkhof F, 2007. 

Neuroradiolog;,49(12):967-76.. Precuneus atrophy in early-onset Alzheimer's disease: a morphometric structural MRI study.  

14. Mendez MF and Lim GTH, 2004.Alterations of the Sense of “Humanness’ in Right Hemisphere Predominant 

Frontotemporal Dementia Patients. Cog Behav Neurol;17(3):133-138. 

15. Minoshima S, Giordani B, Berent S, Frey KA, Foster NL, Kuhl DE, 1997. Ann Neurol. 42(1):85-94.Metabolic reduction in 

the posterior cingulate cortex in very early Alzheimer's disease. 

16. Mori S, van Zijl PC, 2002. Fiber tracking: principles and strategies - a technical review. NMR Biomed. 15(7-8):468-80. 

17. Thompson PM, Hayashi KM, de Zubicaray G, Janke AL, Rose SE, Semple J, Herman D, Hong MS, Dittmer SS, Doddrell 

DM, Toga AW, 2003. Dynamics of Gray Matter Loss in Alzheimer’s Disease, J Neuroscience;23(3):994-1005. 

18. Thompson PM, Vinters HV, 2012. Pathologic Lesions in Neurodegenerative Diseases, Prog Mol Biol Transl Sci. 

2012;107:1-40; also printed as a book chapter in the Elsevier Book (edited by David Teplow), “The Molecular Biology of 

Neurodegenerative Diseases.” 

19. Toga AW, Thompson PM, 2013. Connectomics Sheds New Light on Alzheimer’s Disease, Biological Psychiatry, 

1;73(5):390-2. 

20. van den Heuvel, MP and Sporns, O, 2011. Rich-club organization of the human connectome. J Neurosci. 31(44), 15775-

15786.  



	  99	  
 ! 21!

21. van den Heuvel, MP, Kahn RS, Goni J, Sporns O, 2012.  High-cost, high-capacity backbone for brian communication. 

PNAS 109(28):11372-11377. 

22. Seeley WW, 2010. Anterior insula degeneration in frontotemporal dementia. Brain Struct. Funct., vol. 214(5-6), pp. 465-75.  

23. Seeley WW, Allman JM, Carlin DA, Crawford RK, Macedo MN, Greicius MD, DeArmond SJ, Miller BL, 2007. Divergent 

Social Functioning in Behavioral Variant Frontotemporal Dementia and Alzheimer Disease: Reciprocal Networks and 

Neuronal Evolution. Alzheimer Dis Assoc Disord.;21(4):S50-7. 

24. Seeley WW, Menon V, Schatzberg AF, Keller J, Glover GH, Kenna H, Reiss AL, Greicius MD, 2007. Dissociable Intrinsic 

Connectivity Networks for Salience Processing and Executive Control. J Neurosci.;28;27(9):2349-56. 

25. Seeley WW, 2010. Anterior insula degeneration in frontotemporal dementia. Brain Struct Funct. 2010 Jun;214(5-6):465-75. 

26. Rohrer JD, 2012. Structural brain imaging in frontotemporal dementia . Imaging Brain Aging and Neurodegenerative 

Disease;1822(3):325–332   

27. Rosenmann H, Meiner Z, 2013. Frontotemporal dementia: clinical features, genetics, pathogenesis and treatment. 

Harefuah;152(11):661-6, 687.  

28. Sporns O, 2011. Networks of the Brain. Cambridge, MA, pp. 5-31.  

29. Young K, Du AT, Kramer J, Rosen H, Miller B, Weiner M, Schuff N, 2009. Patterns of structural complexity in Alzheimer's 

disease and frontotemporal dementia. Hum Brain Mapp.;30(5):1667-77. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



	  100	  
 ! 22!

Supplementary Information 

Pre-processing and co-registration!

Non-brain regions were automatically removed from each T1-weighted MRI scan, and from a T2-weighted image 

from the DWI set using the FSL tool “BET” (http://fsl.fmrib.ox.ac.uk/fsl/). Anatomical scans underwent intensity 

inhomogeneity normalization using the MNI “nu_correct” tool (www.bic.mni.mcgill.ca/software/). All T1-weighted 

images were linearly aligned using FSL (with 6 degrees-of-freedom; DOF) to a common space with 1mm isotropic 

voxels and a 220×220×220 voxel matrix. The DWIs were corrected for eddy current distortions using the FSL 

toolkit (http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the image with no diffusion sensitization was linearly 

aligned and resampled to match a downsampled version of the corresponding T1-weighted image (110×110×110, 

2×2×2mm). b0 maps for each subject were elastically registered (Leow et al., 2005) to the corresponding T1-

weighted scan to compensate for susceptibility artifacts (EPI distortions). Images were visually inspected and there 

were no misalignments or cases where the field of view did not cover the full brain (i.e., cropping).   

Tractography and cortical extraction 

The transformation matrix from linearly aligning the mean b0 image to the T1-weighted volume was applied to each 

of the 31 gradient directions to re-orient the orientation distribution functions (ODFs). We also performed whole-

brain tractography as described in (Aganj et al., 2011) on the sets of DWI volumes. Only linear registration was 

performed before tractography, as nonlinear registration before tractography could introduce processing artifacts. 

Gradient directions for each DWI volume were adjusted using the transformation matrix obtained from the linear 

registration. The tractography method uses a fiber detection approach based on the Hough transform (Aganj et al., 

2011). To detect crossing fibers, the method uses a constant solid angle orientation density function (CSA-ODF; 

Aganj et al., 2010) rather than a diffusion tensor, to model the local diffusion propagator. The angular resolution of 

our data is deliberately limited to avoid long scan times that may tend to increase patient attrition. Even so, this ODF 

model makes best use of the limited angular resolution (even if the protocol is not ideal for resolving fiber crossing).  

Elastic deformations obtained from the EPI distortion correction, mapping the average b0 image to the T1-

weighted image, were then applied to each recovered fiber’s 3D coordinates to more accurately align the anatomy 

(we assume that the anatomical scan serves as a relatively undistorted anatomical reference). Each subject’s dataset 

contained ~10,000 useable fibers (3D curves) in total. 
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34 cortical labels per hemisphere, listed in the Desikan-Killiany atlas (Desikan et al., 2006), were automatically 

extracted from all aligned T1-weighted structural MRI scans using FreeSurfer version 5.0 

(http://surfer.nmr.mgh.harvard.edu/) (Fischl et al., 2004). The resulting T1-weighted images and cortical models 

were aligned to the original T1-weighted input image space and down-sampled using nearest neighbor interpolation 

(to avoid intermixing of labels) to the space of the DWIs. To ensure tracts would intersect labeled cortical regions, 

labels were dilated with an isotropic box kernel of width 5 voxels (Jahanshad et al., 2011).   

1 Banks!of!the!superior!temporal!sulcus 19 Pars%orbitalis 
2 Caudal!anterior!cingulate 20 Pars%triangularis 
3 Caudal!middle!frontal 21 Peri>calcarine 
4 >N/A> 22 Postcentral 
5 Cuneus 23 Posterior!cingulate 
6 Entorhinal 24 Precentral 
7 Fusiform 25 Precuneus 
8 Inferior!parietal 26 Rostral!anterior!cingulate 
9 Inferior!temporal 27 Rostral!middle!frontal 
10 Isthmus!of!the!cingulate 28 Superior!frontal 
11 Lateral!occipital 29 Superior!parietal 
12 Lateral!orbitofrontal 30 Superior!temporal 
13 Lingual 31 Supra>marginal 
14 Medial!orbitofrontal 32 Frontal!pole 
15 Middle!temporal 33 Temporal!pole 
16 Parahippocampal 34 Transverse!temporal 
17 Paracentral 35 Insula 
18 Pars%opercularis   

Table 1S. Index of cortical labels extracted from FreeSurfer (Desikan et al., 2006).  
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4.2 Algebraic connectivity  

 

This section is adapted from: 

 

Daianu M, et al. Algebraic connectivity of brain networks shows patterns of segregation leading 

to reduced network robustness in Alzheimer’s disease. MICCAI 2014, Boston, MA, USA, 

submitted, February 28 2014. 
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Algebraic connectivity of brain networks shows patterns 
of segregation leading to reduced network robustness in 

Alzheimer’s disease!
Madelaine Daianu a,b, Neda Jahanshad b, Talia M. Nir b, Cassandra D. Leonardo b, 
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Abstract. Measures of network topology and connectivity aid the 
understanding of network breakdown as the brain degenerates in Alzheimer’s 
disease (AD). We analyzed 3-Tesla diffusion-weighted images from 202 
patients scanned by the Alzheimer’s Disease Neuroimaging Initiative – 50 
healthy controls, 72 with early- and 38 with late-stage mild cognitive 
impairment (eMCI/lMCI) and 42 with AD. Using whole-brain tractography, 
we reconstructed structural connectivity networks representing connections 
between pairs of cortical regions. We examined for the first time the 
network’s Laplacian matrix and its corresponding Fiedler value, describing 
the network’s algebraic connectivity, and the Fiedler vector, used to partition 
a graph. We assessed algebraic connectivity and four additional supporting 
metrics, revealing a decrease in network robustness and increasing disarray 
among nodes as dementia progressed. Network components became more 
disconnected and segregated, and their modularity increased. These novel 
measures are sensitive to diagnostic group differences, and may help 
understand the complex brain changes in AD.  
 
Keywords: brain network, algebraic connectivity, Fiedler value, modularity, 
Alzheimer’s disease 

 
1. Introduction 
 
Brain connectivity analyses are increasingly popular, and combine concepts from 
neuroscience and engineering to characterize the brain in terms of its structural and 
functional connections. Diffusion weighted imaging (DWI) and advanced tractography 
methods are used for mapping structural brain connectivity. This may offer new insights 
into how the brain changes in degenerative diseases such as Alzheimer’s disease (AD), 
and its precursor, mild cognitive impairment (MCI).  
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Topological changes in the brain’s networks may be analyzed using graph theory, 
which represents the brain’s connections as a set of nodes and edges. The network’s nodes 
are typically defined as regions of interest (ROIs) - in our case on the cortex, segmented 
from anatomical MRI. These nodes are considered to be linked by ‘edges’ whose weights 
denote some measure of connectivity between the two regions, such as the density or 
integrity of fiber tracts.  

There is an increasing interest in analyzing the brain using graphs, i.e., as a set of 
interconnected nodes and edges, which can be studied using network analysis toolboxes 
[1]. However, as the field is still in its formative stages, we do not yet know which graph 
theoretic measures best differentiate disease states or change the most with disease 
progression. Here, we computed some novel graph measures - not previously examined in 
the context of dementia. We applied ideas from algebraic graph theory: specifically, we 
computed the second smallest eigenvalue of the Laplacian matrix (Fiedler value) for each 
subject to describe their algebraic connectivity – i.e., the higher the magnitude of the 
Fiedler value, the more interconnected a graph is. The Fiedler value, accompanied by a 
measure of link density (interconnectedness of nodes) can further describe the robustness 
of a graph – the denser the connections, the less vulnerable the brain network is to being 
disconnected. Similarly, based on the set of eigenvalues, we determined the number of 
disconnected network components (ROIs that do not have connections to other ROIs, or 
where network connections are not detected). To expand our analysis of brain 
connectivity, we computed more standard measures of modularity – a measure that the 
degree to which a network may be subdivided to significantly delineated groups of nodes 
[1,2]. Our overall goal was to develop unusual network metrics from algebraic graph 
theory and apply them for the first time to the study of dementia.  

To determine whether the network changes were behaviorally and clinical relevant, 
we related the network measures to the Mini Mental Status Examination score – a simple 
but widely-used test to evaluate patients and help in diagnosis of dementia. We 
hypothesized that with disease progression, the graph representation of the brain would 
becomes more modular (i.e., segregated), reducing the density of connections among its 
ROIs and eventually, leading to disconnections among its nodes. We expected to see 
changes predominantly in the entorhinal areas and temporal cortices, areas affected first 
by structural atrophy in Alzheimer’s disease. In diagnostic group comparisons, we also 
aimed to show that the algebraic connectivity is disrupted. The overall goal of our work is 
to mathematically describe how the brain network changes in disease. Although all 
measures were sensitive to disease effects in the ADNI cohort, we found that the Fielder 
value was most sensitive to picking up topological effects among AD patients as well as 
lMCI patients.  
 
2. Methods 
 
2.1 Participants and diffusion-weighted brain imaging  
!
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We analyzed diffusion-weighted images (DWI) from 202 participants scanned as part of 
the Alzheimer’s Disease Neuroimaging Initiative (ADNI). ADNI is a large multi-site 
longitudinal study to evaluate biomarkers of AD. Table 1 shows the demographics of the 
participants included here, including age, sex, and mini-mental state exam (MMSE) 
scores, broken down by diagnosis. All 202 participants underwent whole-brain MRI on 3-
Tesla GE Medical Systems scanners, at 16 sites across North America. Standard 
anatomical T1-weighted SPGR (spoiled gradient echo) sequences were collected 
(256x256 matrix; voxel size = 1.2x1.0x1.0 mm3; TI = 400 ms, TR = 6.984 ms; TE = 2.848 
ms; flip angle = 11°) in the same session as the DWI (128x128 matrix; voxel size: 
2.7x2.7x2.7 mm3; scan time = 9 min). 46 separate images were acquired for each scan: 5 
T2-weighted images with no diffusion sensitization (b0 images) and 41 diffusion-weighted 
images (b = 1000 s/mm2). Image preprocessing was performed as described previously in 
[3]. This was not included here due to space limitations. 

Table 1. Demographic information from 50 controls, 72 eMCI, 38 lMCI and 42 AD participants 
scanned with diffusion MRI as part of the ADNI project. Their ages ranged from 55.2 to 90.4 years. 
The mean age and mini mental state exam (MMSE) scores are listed for each diagnostic group.  
 
2.2 NxN Connectivity Matrix Creation 
 
We performed whole-brain tractography as described in [3]. We used a method based on 
the Hough transform to recover fibers, using a constant solid angle orientation distribution 
function to model the local diffusion propagator.  

Each subject’s dataset contained ~10,000 useable fibers (3D curves) in total. 34 
cortical labels per hemisphere, as listed in the Desikan-Killiany atlas [4], were 
automatically extracted from all aligned T1-weighted structural MRI scans with 
FreeSurfer (http://surfer.nmr.mgh.harvard.edu/).  
 For each subject, a 68x68 connectivity matrix was created whereby each element 
represented the total number of fibers, in that subject, that passes through each pair of 
ROIs. For simplicity, all connectivity matrices were binarized to describe whether any 
connection was detected between a pair of cortical ROIs (marked as 1), or otherwise 
(marked as 0). Weighted networks will be considered in future work.  
 
2.3 Algebraic connectivity and supporting network metrics  
 
Algebraic graph theory is a branch of mathematics that uses linear algebra and matrix 
theory to study the properties of graphs [5]. In algebraic graph theory, the Laplacian 
matrix is used to study the spectrum of a graph, which is the topic of study in another 

 Controls eMCI lMCI AD Total 
N 50 72 38 42 202 

Age (mean ± SD in years) 72.6 ± 6.1  72.4 ± 7.9  72.6 ± 5.6 75.5 ± 8.9 73.1 ± 7.4 

MMSE (mean ± SD) 28.9 ± 1.4  28.1 ± 1.5 26.9 ± 2.1 23.3 ± 1.9 27.1 ± 2.7 

Sex 22M/28F 45M/27F 25M/13F 28M/14F 120M/82F 
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branch of mathematics known as spectral graph theory [6]. Recently, spectral theory has 
been applied to better reconstruct brain activity by considering the edges of a graph 
describing anatomical connectivity [7]. Other applications of algebraic graph theory are in 
the fields of circuit design, parallel and distributive computing, data representation [8] and 
the online web [9]. Here, we are the first to introduce the application of algebraic graph 
theory to extract graph properties from human brain connectivity networks to better 
understand the structural changes in Alzheimer’s disease.  

Structural networks are usually modeled as undirected and symmetric graphs, G(N,E) 
containing a set of nodes, N, and edges, E. Here we computed an adjacency matrix for 
each graph, A(G)=aij, where aij was 1 if a connection linked a pair of nodes and 0 
otherwise. Next, we computed the Laplacian matrix of graph G (Fig. 1), L(G)=lij, where 
L(G)=D(G)-A(G). D(G) is the NxN diagonal degree adjacency matrix (i.e., diag(sum(G))). 
Then, the eigenvalues, λi, were computed on the Laplacian matrix, where 0=det(L-λI) and 
I is an NxN identity matrix. In this study, we were interested in the second smallest 
eigenvalue, also called the Fiedler value, and its corresponding eigenvector, x, computed 
from (L-λI)x=0 [10]. 

 
Figure 1. Illustration of a graph G, its corresponding Laplacian matrix, L(G), and the Fiedler vector, 
x. The algebraic connectivity of G is approximately 0.43.  
 
The magnitude of the Fiedler value describes the algebraic connectivity among the 
elements of a network; a Fiedler value of zero indicates that the network is disconnected 
[12]. The Fiedler value may be used in conjunction with the number of edges and nodes to 
further describe the robustness of a network [11]. To evaluate robustness, we also 
computed the number of edges in each brain network, E, and the link (edge) density 
defined as d=2E/N(N-1), because a decreasing edge density may indicate decreased 
robustness. 

Another measure obtained from the eigenvalues of L(G), the number of λi=0, which 
reflects the number of disconnected components in the brain network [9]. The number of 
network components was further assessed with modularity computed using Newman’s 
equations [2]. The algorithm efficiently defines an optimal community structure into non-
overlapping sets of nodes such that the within group edges are maximized and the 
between-group edges are minimized. Essentially, modularity is a statistical evaluation of 
the degree to which the network may be subdivided to significantly delineated groups of 
nodes, ! = (!!! − !( !!")!∈!

!
!"# ), where M is a nonoverlapping module that the 

network is subdivided into, and Euv is the proportion of links that connects nodes in 
module u to nodes in modules v [1, 2]. If Q<0.3, the community structure formed is not 
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significant as the within-community edges are close or equal to what would be expected 
by chance; however, Q≥0.3 signifies significant community structures [2].  

To plot the algebraic connectivity we sorted brain network nodes as a function of the 
Fiedler vector; components in the brain were assigned to groups based on the magnitude 
of the eigenvector’s corresponding component. This method is similar to spectral 
partitioning [6], however, in this study no partitions were added. Tools from the MIT 
Strategic Engineering website (http://strategic.mit.edu) were used for all calculations [9] 
excluding the modularity measure implemented from Newman [2] in the brain 
connectivity toolbox [1]. 
 
2.4 Statistical analyses 
 
First, we assessed if the graph metrics (Fiedler value, total number of nodes, link density, 
the number of disconnected components and modularity) related to Mini Mental State 
Examination (MMSE) scores across all 202 participants using a random-effects 
regression, covarying for sex and using site as a grouping variable. As we cannot assume 
statistical normality for the network measures, nonparametric methods may be more 
appropriate. We performed m=10,000 permutations of the independent variable of interest 
(i.e., MMSE or disease status), while maintaining covariates (sex and age and imaging 
site) true to the subject. Next, we generated permutation-corrected p-values using the 
following formula: p=(b+1)/(m+1), where b is the number of randomized test statistics 
tperm found to have a greater magnitude than the observed test statistic tobs. By performing 
10,000 permutations, the smallest possible permutation corrected p-value is 10-4, so even 
if the observed p-value was much less than 10-4, the lowest corrected p-value was 10-4.  

Next, we tested if any of the graph theory metrics that closely describe algebraic 
connectivity (i.e., Fiedler value, link density and modularity) detected group differences 
between controls and the diseased groups by running a random-effects regression with 
controls coded as 0 and diseased participants coded as 1, covarying for age and sex and 
using the imaging site as a random-effects grouping variable, to eliminate confounding 
effects of the scan site. Then, 10,000 permutations of the independent value were 
performed as described above.  
 
3. Results 
 
MMSE scores – a measure of clinical decline – were significantly related to 5 of the 
network measures across all 202 participants. To adjust for multiple statistical tests, the 
significance threshold was set to 0.05/5 when testing associations of MMSE with 5 
network measures. MMSE scores declined with a decreasing Fielder value (pperm<10-4) 
decreasing total number of edges (pperm<10-4) and decreasing link density (pperm<10-4). 
Meanwhile, as hypothesized, MMSE scores declined with an increasing number of 
disconnected components (pperm=3.2 x10-3) in the network and increasing modularity 
among network communities (pperm=3.4x10-4). These disruptions led to a less robust and 
inefficient distribution of the brain’s network components with advancing disease, and 
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were sorted here as a function of the eigenvectors corresponding to the Fiedler eigenvalue 
(Fig. 1). Also, brain regions that showed most frequent disconnections (0 eigenvalues) 
among diseased participants were those of the entorhinal, temporal and frontal poles 
bilaterally, in line with the sites that typically show the earliest AD pathology. 

 
Figure 2. Sorted connectivity matrix as a function of the eigenvector corresponding to the Fiedler 
value (i.e., second smallest eigenvalue) in one participant from each diagnostic group. E is the 
number of edges within each network. The plots indicate patterns of disarray with increasing 
numbers of disconnected components with disease progression; no completely disconnected 
components are shown in controls (CTL), but there are 2 in early MCI, 3 in late MCI and 5 
disconnected components in AD.  

 
Figure 3. Circle drawings of nodes (v1 through v68) interconnected by averaged edges across 50 
controls (CTL) and 42 AD participants. The loss in link (edge) density across the nodes indicates 
decreased interconnectedness. 
 
For the group comparisons, AD participants showed a significantly decreasing algebraic 
connectivity and a topological organization of the brain network that was different overall, 
relative to controls. Here, the significance threshold was set to 0.05/3, to adjust for testing 
3 network metrics in the group comparison. The Fiedler value (pperm<10-4) and link density 
(pperm<10-4) was lower in AD, than in controls. Meanwhile, modularity increased in AD, 
relative to healthy elderly (pperm<10-4).  

For group comparisons between lMCI and controls, the Fiedler value was the only 
measure to be significantly decreasing in lMCI, relative to healthy elderly (permuted p-
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value=0.012). No significant differences were detected between eMCI and controls, 
although that group comparison is typically the most challenging among those we tested.  

The average link density was 0.360 across all healthy elderly, 0.331 in eMCI and 
0.333 in lMCI participants, and 0.304 in AD. This indicates that eMCI and lMCI had an 
8.2-8.8% “less” interconnected network, under this metric, while the AD patients had a 
15.7% less interconnected network.  
 
4. Discussion 
 
This study introduces the application of algebraic connectivity, with additional supporting 
neural metrics, to the analysis of brain connectivity. Here, we treated the networks as sets 
of nodes and edges and analyzed their interconnectedness based on associations with 
cognitive decline scores (i.e., MMSE) and diagnostic group differences. We fused all 
steps of analysis together and reported an overall assessment of how and where in the 
brain Alzheimer’s strikes.    

The decline in algebraic connectivity, as indicated by the decreased Fiedler values 
with disease progression (as indicated by decreased MMSE scores), accompanied by the 
reductions in the density of connections among brain regions, highlights the loss of 
interconnectedness within the brain network. The diseased brains may be more vulnerable 
to losses in connections that allow communication between cortical regions, leading to a 
less robust neural network, at least according to these mathematical metrics. If brain 
connections were to be purged (lost altogether), eMCI and lMCI brain networks would 
disconnect approximately 8-9% more readily than healthy networks, while AD brain 
networks would disconnect approximately 16% more readily than controls. Cortical 
regions that contributed the most to the loss of nodes were located in the entorhinal areas 
– regions that typically degenerate early in AD [12, 13], and the temporal pole progressing 
into the frontal pole in the more impaired – also supported by previous studies [12]. 
Disconnections in these nodes may in turn impair connected nodes, as information 
transfer may be reduced accordingly. 

Modularity computed on the original graphs (not the Laplacian) was used to verify 
the changes in network component assignments in disease. Modularity increased with 
disease progression indicating that the brain networks became more segregated (formed 
more modular structures) with a loss in connections between modules, leading to a less 
efficient distribution of the network overall (Fig. 2). Modular networks were less defined 
in controls at an average Q=0.34, with Q=0.36 in eMCI and lMCI and 0.39 in AD 
participants – leading to readily detectable disease differences. 

The Fiedler value, link density, and modularity were sensitive to group differences in 
eMCI, lMCI and AD, versus controls (except for the Fiedler value that did not detect 
differences in eMCI, relative to controls). The direction of change for all these measures 
indicated an overall lower interconnectness for the diseased connectomes (Fig. 3).  

Discovering changes in brain network organizational properties allows us to 
understand disease progression with additional detail. Most of these network algorithms 
have been successfully developed and applied for non-medical applications such as online 
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social interactions [9]; our study used these properties to study disease progression. We 
found that measures such as the Fiedler value - a measure of algebraic connectivity - was 
the most sensitive measure to detecting differences between disease groups and controls. 
Supporting network metrics, such as the number of edges, link density, the number of 
disconnected components, and modularity, validate and strengthen the results indicating a 
less robust and more segregated brain with increased cognitive impairment. As a 
limitation, we acknowledge that future studies should compare these new metrics with 
standard DTI-derived measures such as FA and MD, and other non-DTI or non-imaging 
biomarkers of AD, to determine what added predictive value they contain. At the same 
time, the network disruptions in disease are so complex that the added mathematical 
descriptors are likely to enhance our understanding of network dysfunction in the living 
brain.  
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5.1 Lateralization in the developmental connectome 

 

This section is adapted from: 

 

Daianu M, et al. Lateralization in the Developmental Human Connectome: 4-Tesla High 

Angular Resolution Diffusion Imaging (HARDI) Tractography in 576 Twins. IEEE ISBI 2012, 
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ABSTRACT  
Diffusion imaging can map anatomical connectivity in the living 
brain, offering new insights into fundamental questions such as 
how the left and right brain hemispheres differ. Anatomical brain 
asymmetries are related to speech and language abilities, but less is 
known about left/right hemisphere differences in brain wiring. To 
assess this, we scanned 457 young adults (age 23.4±2.0 SD years) 
and 112 adolescents (age 12-16) with 4-Tesla 105-gradient high-
angular resolution diffusion imaging. We extracted fiber tracts 
throughout the brain with a Hough transform method. A 70x70 
connectivity matrix was created, for each subject, based on the 
proportion of fibers intersecting 70 cortical regions. We identified 
significant differences in the proportions of fibers intersecting left 
and right hemisphere cortical regions. The degree of asymmetry in 
the connectivity matrices varied with age, as did the asymmetry in 
network topology measures such as the small-world effect. 
 
Index terms – tractography, high angular resolution diffusion 
imaging (HARDI), small-world effect, connectome, laterality 
 

1. INTRODUCTION 
Diffusion MRI, and its extensions such as high angular diffusion 
imaging (HARDI), can be used to infer patterns of anatomical 
connectivity in the living brain [10]. Connectivity studies are now 
being extended to even larger populations, offering ever-increasing 
power to identify characteristic patterns of brain wiring in 
psychiatric and neurological disorders [6]. Surprisingly, many 
fundamental questions are still unanswered, such as whether the 
left and right brain hemispheres differ in connectivity. By contrast, 
morphometric brain asymmetry has been intensively studied [3].   

Graph theory [10] is a powerful branch of mathematics that is 
increasingly applied to study how neural networks are organized. 
Several network topology measures have identified highly 
connected hubs in the brain [3]. Its anatomical and functional 
connections are organized as “small-world” networks and are 
highly modular [3]. Signs of network efficiency - such as a high 
clustering coefficient and short average path length - are related to 
intellectual function in high-density resting state EEG [7]. Full-
scale IQ is also related to small-world properties in networks 
derived from diffusion tensor tractography [9]. Network 
connectivity measures may therefore offer insights into efficient 
information transfer in the brain [9].  

Morphometric asymmetries are widely recognized for Sylvian 
fissure morphology and the volumes of language-related cortices 
such as the planum temporale [14]. Given these known 
asymmetries, which may also influence neural connectivity, we set 
out to use HARDI in a large cohort to find areas with left/right 
hemisphere differences in fiber density. We also aimed to identify  

 
left/right differences in global network properties, such as 
clustering coefficient, characteristic path lengths and nodal 
strength. Some models of Alzheimer’s disease suggest that the 
hemispheres may degenerate at different rates due to differences in 
network connectivity [13], but data on this question has been 
lacking.  

To address this, we scanned 569 subjects (112 adolescents 
and 457 young adults) with HARDI and extracted tracts 
throughout the brain using a HARDI tractography algorithm based 
on the Hough transform [1]. The tractography method used 
orientation density functions to provide higher order models of the 
diffusion process, capturing fiber crossings that might be missed if 
a single-tensor diffusion model is assumed [6]. Connection 
matrices were created to represent the proportion of brain 
connections interconnecting 70 cortical regions of interest, defined 
automatically in co-registered anatomical scans. Patterns of 
interhemispheric (left/right) asymmetries in the connection 
matrices were assessed statistically.  

Furthermore, we used a set of MATLAB toolbox functions 
(BCT; https://sites.google.com/a/brain-connectivity-toolbox.net/) 
to analyze network topology for the right and left hemispheres, 
separately. We also tested if brain laterality depended on age, as 
the gross anatomical asymmetry of the brain increases with age, 
well into adolescence [12]. 
 

2. METHODS 
2.1. Subjects and image acquisition 
We scanned 457 right-handed young adults (mean age, 23.4±2.0 
SD years) and 112 right-handed adolescents (age 12-16) with 4T 
HARDI and standard T1-weighted structural MRI. The participants 
were all twins, but genetic aspects are not considered further here. 
MR images were collected at the Center for Magnetic Resonance 
(University of Queensland) with a 4-Tesla Bruker Medspec MRI 
scanner (Ettingen, Germany) using a transverse electromagnetic 
(TEM) headcoil. T1-weighted imaging used an inversion recovery 
rapid gradient echo sequence with parameters: 
TI/TR/TE=700/1500/3.35 ms, flip angle=8°, slice thickness = 0.9 
mm, and a 256x256 acquisition matrix. Diffusion-weighted images 
were acquired using single-shot echo planar imaging with a twice-
refocused spin echo sequence to reduce eddy-current induced 
distortions with imaging parameters: TR/TE 6090/91.7 ms, 23 cm 
FOV, with a 128×128 acquisition matrix. Each 3D volume 
consisted of 55 2-mm thick axial slices with no gap, and a 
1.79×1.79 mm2 in-plane resolution.   

We acquired 105 images per subject: 11 with no diffusion 
sensitization (i.e., T2-weighted b0 images) and 94 diffusion-
weighted (DW) images (b = 1159 s/mm2) with gradient directions 
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evenly distributed on the hemisphere, for unbiased directional 
sampling of the diffusion propagator. Scan time was 14.2 minutes. 
2.2. DWI preprocessing, cortical surface extraction and 
registration 
We preprocessed the data by automatically removing non-brain 
tissue from each T1-weighted MRI scan, using ROBEX [5] as well 
as from a T2-weighted image from the DWI set, using the FSL tool 
“BET” (http://fsl.fmrib.ox.ac.uk/fsl/). T1-weighted images were 
linearly aligned using FSL (with 9 DOF) to a common space [9] 
with 1mm isotropic voxels and a 220×220×220 voxel matrix. Raw 
diffusion-weighted images were corrected for eddy current 
distortions using FSL’s “eddy_correct” 
(http://fsl.fmrib.ox.ac.uk/fsl/).  For each subject, the 11 eddy-
corrected images with no diffusion sensitization were averaged, 
linearly aligned and resampled to a downsampled version of their 
corresponding T1 image (110×110×110, 2×2×2mm). Averaged b0 
maps were elastically registered to the structural scan using a 
mutual information cost function [8] to compensate for EPI-
induced susceptibility artifacts. 
2.3. HARDI tractography  
The transformation matrix from linearly aligning the mean b0 
image to the T1-weighted volume was applied to each of the 94 
gradient directions to properly re-orient the orientation distribution 
functions (ODFs). At each HARDI voxel, ODFs were computed 
using the normalized and dimensionless ODF estimator, derived 
for QBI in [13]. This approach considers the Jacobian factor r2 to 
compute the constant solid angle (CSA) ODF:  

 
Here S(û) is the diffusion signal, and S0 is the baseline image. FRT 
is the Funk-Radon transform and ∇b

2 is the Laplace-Beltrami 
operator. We used this ODF reconstruction scheme as it improves 
the resolution of multiple fiber orientations [13] relative to the 
original QBI definition [14]. With this set of ODFs, we performed 
HARDI tractography on the linearly aligned DWI volumes.   
 Tractography was performed by seeding voxels with a prior 
probability based on the fractional anisotropy (FA) value derived 
from the single-tensor model [2]. All curves passing through a seed 
point receive a score estimating the probability of the existence of 
the fiber, computed from the ODFs. A voting process provided by 
the Hough transform determined the best fitting curves through 
each point [1].  
 Elastic deformations obtained from the EPI distortion 
correction, mapping the average b0 image to the T1-weighted 
image, were then applied to the tract’s 3D coordinates.  Fibers with 
fewer than 15 points were filtered out. Each subject’s dataset 
contained 5000-10,000 useable fibers (3D curves).  
2.4 Left and right hemisphere matrix analysis 
A 70x70 connectivity matrix was created for each subject. The 
elements of this matrix represented the proportion of fibers 
connecting all cortical regions, within and across hemispheres; the 
key to these 70 regions is in [6]. To avoid applying statistical 
analysis to unreliable or incorrectly extracted connections, any 
connection was considered invalid if it was only found in less than 
95% of the subjects.  

We analyzed the left and right hemispheres individually for 
all 569 subjects and computed several network measures 
(clustering coefficient, characteristic path length, directed strengths 
and small-world effects) for each hemisphere using the BCT. We 
fitted a random effects regression model to all subjects testing for 
differences between the left and right hemispheres and age effects 

between the left and right hemisphere connectivity matrices and 
scalar measures of brain connectivity. Correlated samples may 
arise in the tractography maps as individuals in the same family are 
related; therefore, we used random effects regression to correctly 
account for kinship and group the subjects by family. A random 
intercept was included for each family. Hemispheric differences 
were assessed after covarying for any effect of age and sex at each 
valid matrix connection. Moreover, we computed the element-wise 
difference matrix between the left and right hemispheres. In this 
case, BCT measures can still be applied but have a different 
meaning; they can identify the direction of the asymmetry (i.e., 
L>R or R>L) for all valid connections.  
2.5 Clustering coefficient, characteristic path length, nodal 
strength and small-world effect 
In graph theory, a connection matrix may be compiled that 
describes the topology of a network and consists of nodes and 
edges [11]. Nodes are represented as matrix rows and columns and 
the edges are the matrix entries [11].  The degree of a node, i, can 
be derived from the connection matrix: 

!! = !!"
!∈!

 

Here, (i,j) represents a link between nodes i and j, while aij is 
the connection status between nodes i and j.  

The functional contribution of a node, and its interactions 
with neighboring nodes, is determined by computing the network’s 
clustering coefficient. This measures the density of the 
interconnected neighbors of individual nodes [11]:  

! = 1
! !!
!∈!!

= 1
!

2!!
!! !! − 1!∈!!

!! 

!i is the clustering coefficient of node ! (!i=0 for !i<2) and ti is the 
number of triangles around node, i:  
 

!! =
1
2 !!"!!ℎ!!ℎ
!,ℎ!∈!

 

The ‘triangles’ around node i, are the fraction of fully 
connected 3-nodes, which is equivalent to the clustering coefficient 
[11]. The clustering coefficient was computed from the left 
hemisphere 35x35 matrix, CL(x,y), and right hemisphere 35x35 
matrix, CR(x,y). The left and right hemisphere matrices are 
undirected graphs and the difference between the two is defined by 
the laterality matrix, A(x,y)=CL(x,y)-CR(x,y). If this matrix is 
thresholded to retain only connections exceeding some positive 
laterality threshold, then it becomes a directed graph. In directed 
networks, such as the asymmetry matrix A(x,y), the incoming and 
outgoing edges make up the indegree ( !!!" = !!"!∈! ) and 
outdegree (!!!"# = !!"!∈! ) of the network. The nodal strength is 
the sum of all edge weights of a node [11]. 
        The characteristic path length, where Li is the average distance 
between node, i, and all other nodes, is the number of distinct 
edges [11] in a network. 

! = 1
! !!
!!∈!!!

= 1
!

!∈!,!!!!!!"
! − 1

!!∈!!!
 

The small-world effect, S, is the ratio between the clustering 
coefficient and the characteristic path length after both measures 
are normalized relative to corresponding values obtained from 
randomized networks [11]. A small-world effect measure 
significantly greater than one indicates the coexistence of a high 
clustering coefficient and short path length [11].   
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3. RESULTS 

We fitted a random effects regression model to all 569 subjects 
testing for differences between left vs. right hemispheres (using 
zeros for the left hemisphere and ones for the right hemisphere) to 
determine any differences between the left and right hemisphere 
connectivity matrices and the scalar measures of brain connectivity 
(clustering coefficient, nodal strength, characteristic path length 
and small-world effect). This set-up essentially served as a paired 
t-test as the random effects model accounts for the family 
relatedness between the twin subjects. We first tested the 
difference between the left, CL(x,y), and right, CR(x,y), hemisphere 
connectivity matrices in all 569 subjects using random effects 
regression (Fig. 1). The test returned significant differences 
between the left and right hemispheres at almost all cortical 
connections (FDR critical p-value=0.043). Some of the significant 
differences were between cortical regions 18, pars opercularis, 19, 
pars orbitalis, and 20, pars triangularis. These regions are of note 
as they form part of Broca’s area, which is functionally specialized 
for speech production in the left hemisphere, and has known 
morphometric asymmetries. Even so, regions with connectivity 
differences extended well beyond the systems most typically 
studied for morphometric asymmetries. These results led us to 
further analyze left-right differences in the scalar measures of brain 
connectivity.  

To determine the differences between the left and right 
hemisphere brain connectivity measures in all 569 subjects, we ran 
the random effects regression as described above and found left-
right differences in the clustering coefficient (p<0.034), 
characteristic path length (p<2.42x10-10) and nodal strength 
(p<0.041). The differences between the left and right hemispheres 
were seen in 28 cortical regions for the nodal clustering coefficient 
measure, 1 cortical region for the characteristic path length and 30 
cortical regions for the nodal strength. Of all these, cortical region 
18, the pars opercularis, was significant for all measures.  

The Pearson correlation between the clustering coefficients of 
the left and right hemispheres was significant (see above) but not 
high: 0.21 in adolescents and 0.33 in adults. Interestingly, the 
characteristic path length showed much higher correlations 
between left and right hemispheres: 0.49 in adolescents and 0.78 in 
adults. The global clustering coefficient and characteristic path 
length jointly determine the small-world effect. For this, a global 
clustering coefficient was computed by taking the mean of all local 
clustering coefficients for each of the adolescents and adults 
respectively. The ratio of the global clustering coefficient to the 
characteristic path length for the left and high hemisphere 
connection matrices is the small-world effect and is shown in 
Figure 3. 

To see if the laterality matrix, A(x,y), depended on age, a 
random effects regression was run across all subjects and an FDR 
critical p-value of 0.017 was found. We analyzed the beta maps to 
determine the asymmetry shift between the left and right 
hemisphere. Beta-values (or the slope of the regression) for 
significant age effects are plotted element-wise in Figure 2, which 
was masked by the significant and thresholded p-values obtained 
from the random effects regression between the left and right 
connectivity matrices (Fig. 1). The masked beta-value map 
consisted of 235 negative values and 229 positive values showing 
that the right hemisphere has more fibers with age. Significant age 

effects were also found when analyzing the laterality matrix 
between left and right hemisphere nodes. Within these 
connections, many (but not all) nodes were within regions with 
acknowledged morphometric asymmetry, such as the pars 
triangularis and pars opercularis.  

 
Figure 1. P-values from the random effects regression model 
(using zeroes for the left hemisphere and ones for the right 
hemisphere) comparing the left, CL(x,y), and right, CR(x,y), 
hemisphere connectivity matrices in 112 adolescents and 457 
adults (FDR critical p-value=0.0433; higher critical values denote 
stronger effects).  

 
Figure 2. B-values from a random effects regression at each 
element of the difference matrix between the left and right 
connectivity matrices, A(x,y)= CL(x,y) - CR(x,y), masked by the 
significant p-values from the random effects regression between 
the left and right hemispheres (Fig. 1). The gray values denote 
non-significant b-values. There are more significant negative b-
values (235) than positive b-values (229), suggesting that the 
relative density of fibers in the right hemisphere increases with 
age.  

 
  Table 1. Index of cortical areas extracted from FreeSurfer.  
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Significant age effects were found for the clustering 
coefficient (the overall summary measure) in both the left and right 
hemispheres. In the left hemisphere, there were effects of age on 
fiber organization of the clustering coefficient measures at 17 
nodes: 2, 3, 8, 9, 10, 11, 14, 16, 17, 18, 20, 22, 23, 24, 27, 29, and 
31 (Table 1). Similarly, in the right hemisphere, the age effects 
were found at 14 nodes: 3, 5, 11, 12, 14, 15, 19, 20, 21, 22, 23, 26, 
27 and 28.  

Age differences were found in the analysis of the 
characteristic path length measure for the right and left 
hemispheres in cortical region 1. For the nodal strength measure, 
age effects were found at 22 nodes in the left hemisphere at 
regions: 1, 2, 3, 7, 8, 9, 11, 12, 14, 15, 16, 17, 18, 20, 22, 23, 24, 
27, 29, 31, 34 and 35, and at 16 nodes in the right hemisphere at 
regions: 2, 3, 5, 9, 11, 12, 14, 19, 20, 21, 22, 23, 26, 27, 28 and 35. 
The banks of the superior temporal sulcus are part of this list 
(region 1), consistent with our prior findings of changing 
perisylvian asymmetry in adolescence [12].  

 

 
Figure 3. The level of “smallworldness” for the left and right 
hemispheres is shown for 112 adolescents (top, red) and 457 adults 
(bottom, blue). This measure is the ratio of the global clustering 
coefficient to the characteristic path length, computed from 
binarized connectivity matrices for the left and right hemispheres. 
As expected, network topology measures are highly correlated 
between left and right hemispheres. Small-world organization is 
more evident in the right hemisphere. 
  

The directional matrix between the left and right hemisphere, 
A(x,y), also showed sex differences, so sex may interact with the 
level of brain asymmetry (in line with prior reports of small but 
detectable sex differences in asymmetry and connectivity [6]). 
These results are omitted due to space limits. 

 
 

4. DISCUSSION 
We used 94-direction high-angular resolution images (HARDI) in 
569 individuals at 4 Tesla to trace fiber tracts throughout the brain, 
with orientation distribution function (ODF) based tractography. 
This allowed valid pursuit of the diffusion propagator where fibers 
mix or cross. After cortical labels were extracted automatically 
from co-registered surface models the interhemispheric 
connections were studied using statistical analysis of the binary 
directed connection matrices extracted from each brain.  

Regions with connectional asymmetry, or with significant age 
effects on this asymmetry, are scattered all over the brain. Regions 
with well-known morphometric asymmetry, such as the pars 
opercularis (a region specialized for speech in the left hemisphere) 
also showed asymmetric connections, but the connectional 
asymmetry was by no means limited to well-studied temporal and 
parietal language areas where morphometric asymmetry is widely 
documented [14]. Based on the results shown by the beta-map 
(Fig. 2) there is an increase in the relative fiber density favoring 
the right hemisphere over time (or the brain becomes more 
asymmetric towards the right hemisphere with age). Also, the 
small world effect was more evident in the right hemisphere (Fig. 
3).  
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CHAPTER 6 

 

Disease risk genes and altered connectivity 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



	  118	  

6.1 Multi-modal imaging and the Alzheimer’ disease risk genes 

 

This section is adapted from: 

 

Roussotte FF*, Daianu M*, et al. Neuroimaging and Genetic Risk for Alzheimer's Disease and 

Addiction-Related Degenerative Brain Disorders. Brain Imaging and Behavior, 2013 Oct 20. 

[Epub ahead of print] *indicates equal contribution. 
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SI: GENETIC NEUROIMAGING IN AGING AND AGE-RELATED DISEASES

Neuroimaging and genetic risk for Alzheimer’s disease
and addiction-related degenerative brain disorders
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Neda Jahanshad & Cassandra D. Leonardo &

Paul M. Thompson

# Springer Science+Business Media New York 2013

Abstract Neuroimaging offers a powerful means to assess
the trajectory of brain degeneration in a variety of disorders,
including Alzheimer’s disease (AD). Here we describe how
multi-modal imaging can be used to study the changing brain
during the different stages of AD.We integrate findings from a
range of studies using magnetic resonance imaging (MRI),
positron emission tomography (PET), functional MRI (fMRI)
and diffusion weighted imaging (DWI). Neuroimaging re-
veals how risk genes for degenerative disorders affect the
brain, including several recently discovered genetic variants
that may disrupt brain connectivity. We review some recent
neuroimaging studies of genetic polymorphisms associated
with increased risk for late-onset Alzheimer’s disease
(LOAD). Some genetic variants that increase risk for drug
addiction may overlap with those associated with degenera-
tive brain disorders. These common associations offer new
insight into mechanisms underlying neurodegeneration and
addictive behaviors, and may offer new leads for treating them
before severe and irreversible neurological symptoms appear.

Keywords Alzheimer’s disease . Imaging genetics .

Multi-modal imaging . Neurodegeneration . Addiction

Introduction

Alzheimer’s disease (AD) is a progressive, degenerative brain
disease affecting around 1 in 8 people (13 %) aged 65 or older
(Alzheimer’s Association 2011). AD has alarming conse-
quences for society: the number of AD patients is expected
to triple by 2050, increasing health care costs by an estimated
85 % (Bruner and Jacobs 2013). A century after the first
reports of AD, we still do not fully understand what causes
it, nor what is needed to treat it successfully (Hua et al. 2008;
Braskie et al. 2012; Bruner and Jacobs 2013).

In AD, many cognitive domains progressively decline,
including memory (Filippi et al. 2012). This cognitive
decline is promoted by a combination of age-related brain
changes and by progressive deposition of beta-amyloid and
tau proteins in the brain. The beta-amyloid aggregate can
induce inflammation and neurotoxicity (Wang et al. 2012a)
while tau proteins can lead to neuronal atrophy and finally,
cell death (Fasulo et al. 2002). As neurons are lost, the
brain’s gray matter shows widespread atrophy, visible on a
structural T1-weighted MRI scan (also referred to as struc-
tural MRI). At the same time, the white matter volume is
reduced, reflecting loss of myelin and axons in the neural
fiber tracts (Braak and Braak 1996).

Many neuroimaging studies have assessed brain degen-
eration in AD by scanning patients and healthy elderly
controls, and, in many cases, people with early or late
mild cognitive impairment (MCI)—an intermediate state
with heightened risk of developing AD. Changes in cog-
nitive performance correlate with characteristic patterns of
change in brain structure and function, making it possible
to characterize typical patterns of disease progression
based on in vivo scans. With high-resolution structural
MRI, we can quantify brain atrophy; software tools can
map the profile of cortical gray matter thinning, and
volume loss in subcortical structures. PET scans can reveal
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the pattern of plaques and tangles in the living brain,
based on using specialized radiotracer ligands, sensitive
to amyloid or tau proteins (Wong et al. 2010; Teng
et al. 2011; Mathis et al. 2012; Wolk et al. 2012). A
progressive breakdown of the brain’s fiber networks may
also contribute to cognitive decline in AD. In the most
common approach for assessing the white matter, “FLAIR”
or T2-weighted MRI scans are used to evaluate the volume or
distribution of white matter hyperintensities—a radiological
sign of stroke or cerebrovascular disease. More recently,
newer methods, such as diffusion-weighted imaging (DWI)
and resting-state functional MRI (fMRI), have emerged to
assess brain connectivity. These methods reveal how anatom-
ical and functional networks reorganize and break down in
degenerative diseases (Delbeuck et al. 2003; Buckner et al.
2005; Gili et al. 2011;Wegrzyn et al. 2012; Daianu et al. 2012;
Daianu et al. 2013).

Over half of our risk for developing AD is due to genetic
factors, with heritability estimates in the range of 58–74 %
(Bergem et al. 1997; Gatz et al. 1997; Braskie et al. 2011a).
Many specific genetic markers have been discovered that are
associated with Alzheimer’s disease risk (Naj et al. 2011).
Historically, these genetic discoveries have been made
through genome-wide association scans, or linkage studies,
in groups of patients and cognitively healthy controls.
Association studies, in particular, are designed to identify
common genetic variants that are over- or under- represented
in diseased populations.

Case–control genome-wide association studies (GWAS)
have revealed a large number of genetic variants that have
now been consistently associated with AD, and have
held up in meta-analyses of a large number of studies
worldwide (Nussbaum 2013). These studies typically use
widely-agreed GWAS practices that include quality control
of genotyping, testing for population stratification and
imputation—merging data collected using different genotyping
platforms with different sets of variants (Nussbaum 2013);
these approaches help to avoid false positive and false
negative associations, and improve the design of the
case–control association studies. As with other GWAS
studies of complex diseases, large sample sizes are needed
to ensure adequate power to detect genetic associations.
Successful studies often require tens of thousands or even
upwards of a hundred thousand subjects (Rietveld et al.
2013, Speliotes et al. 2010), which can be difficult to
amass for more costly phenotypes. Therefore, one alterna-
tive approach to discover genetic variants that affect disease
risk is to use the endophenotype approach (Gottesman and
Gould 2003); endophenotypes are indicators of brain struc-
ture or function that index genetic liability for disease
(Glahn et al. 2007). For example, one can use neuroimag-
ing biomarkers as quantitative traits to search the genome
for variants that affect them (Glahn et al. 2007); this is one

key line of work in the promising field of imaging
genetics. Imaging genetics may also offer a better under-
standing of the pathways and mechanisms involved in the
dynamic interplay of genes, brain, and environment to
shape variability in behavior and disease risk (Munoz
et al. 2010). A logical and effective initial screen would
be to determine which brain measures serve as good
endophenotypes based on the heritability of the trait and
how it associates with disease (see Glahn et al. (2012) for
an endophenotype ranking method). While much work is
still being conducted in the field, improved endophenotypes
can be discovered by first identifying novel biomarkers for
disease and secondly using these and existing biomarkers
for genetic discoveries.

Another less explored approach is to understand how
brain differences are associated with carrying genetic
variants that are associated with multiple disorders, as
our group did in (Roussotte et al. 2013). The patterns of
brain tissue loss and atrophy are quite similar, at least at
the gross anatomical level, in people who abuse drugs
and in AD patients, as Fig. 1 illustrates. In recent years,
it was found that some genes that affect our risk for
neurodegeneration are also implicated in risk for sub-
stance abuse (as discussed below). This discovery led
some investigators to challenge the more traditional assump-
tion (supported by a range of studies, e.g., Thompson
et al. 2004) that brain atrophy in drug addicts only results
from chronic exposure to drugs of abuse. A provocative
hypothesis is that those at genetic risk for addiction
may also harbor latent processes that contribute to
neurodegeneration later in life, whether or not those people
do abuse drugs.

Several neurotransmitter transporters and receptors are
now known to be involved in the etiology or pathophysiology
of both degenerative brain disorders such as Alzheimer’s
disease and substance abuse disorders. Examples include the
delta opioid receptors. These receptors involved in drug
addiction are coded by the OPRD1 gene, which also
harbors several single-nucleotide polymorphisms (com-
mon genetic variants) that are associated with risk for
substance abuse disorders (Levran et al. 2012). Delta
opioid receptors also play important roles in learning
and memory, and are down-regulated in specific regions
of the brain in Alzheimer’s disease (Thathiah and De
Strooper 2011). In a mouse model of AD, administra-
tion of a selective DOR antagonist improved spatial
learning and reference memory, and reduced amyloid
plaque burden (Teng et al. 2010). Similarly, in vivo
knock-down of the DOR reduced amyloid-β40 accumu-
lation in the hippocampus of an AD mouse model (Teng
et al. 2010).

There are other examples of neurotransmitter transporters
and receptors involved in the etiology of both Alzheimer’s
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disease and drug addiction, including SLC1 glutamate
transporters. These include excitatory amino-acid trans-
porters (EAATs), whose role is to terminate the excitatory
signal by re-uptake of glutamate from the neuronal synapse
into neuroglia and neurons. Dysfunction of EAATs can
cause abnormal excitatory synaptic transmission and
excitotoxicity, and they have been implicated in the etiolo-
gy of Alzheimer’s disease and drug dependence (Nakagawa
and Kaneko 2013). Another instance is the human sigma-1
receptor (S1R), which was once thought to be a type of
opioid receptor, but is now considered to belong to a
separate class of receptors. S1R activity and dysfunction
is implicated in several diseases of the central nervous
system including Alzheimer’s disease and drug abuse
(Ortega-Roldan et al. 2013). These receptors play important
roles in plasticity underlying reinforcement and addictive
processes (Maurice and Su 2009). Moreover, S1R receptor
ligands show some neuroprotective activity against amyloid
toxicity (Marrazzo et al. 2005). Understanding commonal-
ities in the genetic and neuroanatomical pathways of
these genetically modulated disorders may help shed
light on the pathogenesis of neurological disease and drug
addiction.

In this review, we describe a range of biomarkers of
Alzheimer’s disease, including newer methods that exam-
ine and quantify structural brain connectivity. We show

how these new biomarkers (brain measures) can be used
to discover genetic markers that associate with neuroana-
tomical variations, and then their role in disease risk can
also be evaluated. Next, we review the role that neuroim-
aging has played in mapping out effects of specific AD-
associated genes on the brain, highlighting brain regions
where risk gene carriers may first begin to show signs of
derailment. Finally, we discuss some neurodegenerative
risk genes related to addiction, how they affect brain
structure, and how this line of research may help us
understand the neurodegenerative process and the genes
that put us all at risk.

Multi-modal neuroimaging for the study of Alzheimer’s
disease

AD was called a “disconnection syndrome” by Geschwind
(1965) as patients often show neuropsychological deficits
that suggest a worsening anatomical and functional discon-
nection between brain regions (Wernicke 1874/1977;
Lichtheim 2006). Evidence for this disconnection is evident
from a variety of structural and functional imaging methods
including structural MRI, fMRI, DWI, PET, electrophysiol-
ogy (EEG) and more. In structural MRI studies, AD pa-
tients have widespread cortical atrophy, severe tissue loss in

Fig. 1 Similarities in brain tissue loss between stimulant abusers and
Alzheimer’s patients. a Brain tissue (gray matter) deficits in methamphet-
amine abusers, relative to healthy adults, mapped using T1-weighted MRI
scans. Frontal and limbic brain regions involved in drug craving, emotion and
reward, and hippocampal regions involved in learning and memory, show
deficits of up to 5 % in gray matter density. Red colors denote brain regions
with greatest deficits, blue colors regions that remain relatively intact.
[Adapted, with permission of the authors, Thompson et al. 2004—and
publishers]. b Brain tissue loss in Alzheimer’s disease patients, relative to

average healthy elderly over time, interpolated and inferred using longitudinal
T1-weighted MRI scans. These are frames from a time-lapse film computed
from MRI; by contrast with Panel A, the maps in this panel represent p-
values (showing the significance of the group difference) between a group of
ADpatients and controls.Red colors denote brain regionswith greatest tissue
loss. The deficits in temporo-parietal and hippocampal territory spread into
the cingulate and frontal lobes over time, with some apparent similarities with
brain tissue deficits associated with drug abuse. [Adapted, with permission of
the authors, Thompson et al. 2003—and publishers]

Brain Imaging and Behavior



	  122	  

 

the hippocampus and medial temporal lobes (often by 10–
20 %) and expansion of the ventricular and sulcal cerebro-
spinal fluid spaces (Ewers et al. 2011). To better understand
degenerative brain changes, combined structural and func-
tional information is helpful, as well as other multi-modal
analyses. Multi-modal imaging can confirm links between
brain changes and other blood or CSF biomarkers (Braskie
et al. 2010). Neuroimaging can also be used to help predict
disease progression in individuals or groups of subjects
(Zhang et al. 2012), study treatments effects on the brain
(Schmidt et al. 2008) and how genetic and anatomical
variations relate to brain function (Wang et al. 2012a, b).

The cumulative effects of neural shrinkage and cell
death, as well as intracortical myelin reduction and
neuropil loss can be measured with cortical thickness
mapping methods and high-resolution 3D volumetric
MRI (Duyckaerts and Dickson 2003). One of the more so-
phisticated techniques, cortical pattern matching (Thompson
et al. 2003), relies on aligning cortical sulci and gyri
identified by hand to a reference template. Subsequently,
statistical modeling can reveal the 3D pattern of group
differences in cortical thickness, or cognitive differences—
such as memory decline or apathy—that statistically relate
to some of the changes. Cortical thinning is arguably a
reflection, although not a perfect one, of how beta-amyloid
burden and tau pathology spread in the living brain, as
well as vascular and other forms of pathology that con-
tribute to dementia. In one study, healthy elderly subjects
and people with MCI and AD were scanned with both
MRI and a novel PET molecular probes sensitive to
amyloid-beta, neurofibrillary tangle pathology, or both
(Braskie et al. 2010). As seen in Fig. 2b, AD pathology
is generally low or undetectable in controls and higher in
those with impaired cognition; the trajectory of pathology,
seen here in scans of the living brain (Fig. 2b), is fairly
consistent with the known trajectory of neurofibrillary
tangle accumulation (Braak and Braak 1995, 1996).
Amyloid PET changes are correlated with subclinical cog-
nitive decline in normal controls (Braskie et al. 2010) and
some have argued that they may be detected earlier in the
disease process than cortical thinning (Jack et al. 2010a;
Fjell and Walhovd 2011). Nonetheless, the pattern of brain
alterations detected on MRI and amyloid PET is anatom-
ically similar, despite a possible lag between the detection
of changes in each modality (Fig. 2).

A number of recent studies have shown that the use of
multi-modal imaging for AD or MCI classification offered
improved performance compared to studies that used single-
modality imaging (Fan et al. 2008; Hinrichs et al. 2011;
Vemuri et al. 2009; Walhovd et al. 2010 and Zhang et al.
2012). This is not surprising, as biomarkers from distinct
modalities can provide complementary information that is
sensitive to AD. Zhang et al. developed a multi-modal

multi-task learning method using baseline MRI, FDG-PET,
and cerebrospinal fluid data (CSF) in AD, MCI and healthy
subjects to estimate a continuous clinical variable from multi-
modal neuroimaging data (imaging-based regression), rather
than predicting categorical variables as in classification. This
method may help to evaluate the stage of AD pathology as a
“disease burden score” and predict future progression. Using
it, the authors successfully estimated clinical scores (MMSE,
ADAS-Cog) and the correct diagnostic classification when
distinguishing both AD vs. controls and MCI vs. controls,
and predicted 2-year changes in the scores and diagnostic
classifications in people who converted from MCI to AD as
well as non-converters.

To study the effects of medication on the brain in AD,
the multi-modal approach can reveal numerous treatment
effects, including changes in brain structure, function and
metabolism—which cannot be mapped with a single modality
(unless of course MRI, fMRI and MRS are considered
submodalities of MRI; Schmidt et al. 2008). Schmidt et al.
used structural MRI, PET and chemical shift imaging (CSI) in
a longitudinal study in patients with moderate AD and found a

Fig. 2 Cortical thinning and changes in apparent cerebral amyloid and
tau burden as AD progresses. a In mild AD (left), cortical gray matter
deficits are most severe in the temporal lobes but tend to progress to the
frontal lobes in moderate AD (right); these maps compare patients to
controls and are constructed using T1-weighted MRI and a method
known as “cortical pattern matching” in a longitudinal dataset. b The
apparent profile of amyloid and tau burden based on PETscans—with the
ligand [18F] FDDNP—tends to be low in controls (left) and higher in
cognitively impaired subjects (right). [Adapted, with permission of the
authors—Braskie et al. 2010; Thompson et al. 2003—and publishers]
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reduction in total brain volume, hippocampal volume and in
glucose metabolism after 52 weeks of the administration of
memantine. However, their CSI results were not conclusive
due to patient-related artifacts. Based on this study and others,
there is a clear need to understand factors that affect long-term
changes in various imaging measures. We also need to assess
the variability and reproducibility of methods used in treat-
ment trials for both MCI and AD (Schmidt et al. 2008).

Genetic data can also be integrated with othermultimodality
imaging data, using machine learningmethods to generate new
disease-sensitive biomarkers of AD (Wang et al. 2012a, b).
Wang et al. (2012a, b) studied the statistical dependencies
among neuroimaging measures, cognitive scores and disease
status—which are often ignored in traditional association stud-
ies. Wang et al. found that voxel-based morphometry
(VBM) and FreeSurfer measures from structural MRI
were associated with disease status and cognitive scores,
and glucose metabolism from PET as well as the APOE ε4
SNPs were also found to have strong links to disease status
and cognitive measures. These results led to fairly accurate
predictions of both disease status and cognitive function and
helped elucidate biological pathways from gene to brain
structure, function, cognition and disease (Wang et al.
2012a, b).

Recent advances in multimodal imaging provide exciting
new opportunities to understanding brain structure and func-
tion and how genetic variations affect them. Furthermore,
multi-modal imaging may also help explain why there appear
to be similarities at the systems level between detrimental
effects of drug abuse and alterations that occur with AD
(Thompson et al. 2004).

Brain connectivity and risk genes

Diffusion weighted imaging (DWI) has recently been added to
several large studies of AD, including the Alzheimer’s Disease
Neuroimaging Initiative (ADNI), (Jack et al. 2010b). The
benefit of adding DWI to the more standard imaging ap-
proaches is to better monitor aspects of white matter deterio-
ration that are not detectable with standard anatomical MRI.
Some recent studies using ADNI DWI data (including our
own) have employed network analyses, based on graph theory,
to better understand the pattern of connections, their proper-
ties, and how the disease disrupts them.

Connectivity analyses typically consider the connections
among a large number of brain regions as a graph consisting
of nodes (e.g., cortical regions) linked by edges (which may
represent densities of fibers inferred based on whole-brain
tractography). These topological networks may be used to
understand how neural pathways break down with disease;
they have only recently been studied in AD (Buckner et al.

2009; Daianu et al. 2012; Toga and Thompson 2013; Daianu
et al. 2013).

Early reports suggest that the brain’s anatomical “core”
structure is highly disrupted in AD relative to normal aging.
Some analyses focus on the most highly connected regions in
the brain, which are severely affected in AD. Some methods
define the brain’s “core” anatomical network by “thresholding”
the fiber density connectivity matrices so that only a subset
(e.g., 50 %) of the network’s nodes (cortical regions) remain
connected. This method identifies “core” regions of the net-
work that are most highly connected. In one of our studies
(Daianu et al. 2012), the effect of retaining only highly
connected nodes in the network led to a loss of all core
connections in the left hemisphere network in AD (Fig. 3).
Furthermore, AD patients had lower fiber density than controls
for the connections between the following brain regions: the
pars triangularis and caudal middle frontal regions, the
precentral gyrus and the caudal middle frontal gyrus, the rostral
middle frontal gyrus and the pars opercularis , and the superior
parietal area and lingual gyrus. On average, AD patients also
had a lower proportion of fibers emanating to and from the
fusiform gyrus, precuneus and rostral anterior cingulate gyrus
and higher proportion of fibers in the supra-marginal region (as
a fraction of the total number of fibers detected in the brain),
relative to controls (Fig. 3) (Daianu et al. 2013).

Little is known about which genetic factors account for
inter-subject differences in brain connectivity, but a recent
study by Jahanshad and colleagues discovered a connectome-
wide, genome-wide significant association between a genetic
variant in F-spondin (SPON1) and connectivity in 59 brain
regions (all connectome-wide connections pre-screen to in-
clude only those with a detectable genetic influence in a twin
study). This same genetic variant was associated with dementia
severity in the ADNI cohort (Jahanshad et al. 2013a). The
effect of the genetic variant was also replicated in an indepen-
dent subsample at the same nodes of the brain’s connectivity
network. SPON1 encodes F-spondin, a developmentally reg-
ulated protein that is attached to the extracellular matrix.
SPON1 is induced in neuronal injury and interacts with recep-
tors for Apolipoprotein E (APOE4)—a robust AD genetic risk
factor. Also, SPON1 modulates amyloid-beta protein cleavage
(Ho and Sudhof 2004) and binds to cholesterol (Barrett et al.
2012), an important component of myelin. Intriguingly, the
overexpression of SPON1 in mice improves memory perfor-
mance and reduces amyloid-beta levels (Hafez et al. 2012).
Therefore, the SPON1 variant may have a protective impact on
dementia regardless of the APOE risk genotype; the same
protective variant was associated with stronger white matter
fiber connections. In an independent sample (ADNI) the
clinical dementia rating (CDR) was found to be lower in
carriers of the protective variant of SPON1 (Jahanshad et al.
2013a; where a higher CDR indicates increased levels of
impairment). Additionally, another variant within the same
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SPON1 gene was found to play a role in cognitive decline
(Sherva et al. 2013).

While connectivity measures have been shown to associate
with known AD risk genes including APOE4 (Brown
et al. 2011; Jahanshad et al. 2012a), recent findings
from connectome-wide genome-wide association studies
(Jahanshad et al. 2013a; Thompson et al. 2013a, b) suggest that
diffusion-based connectome measures help in discovering ge-
netic factors that affect the wiring and degeneration of the brain.

Late-Onset Alzheimer’s disease risk genes
and neuroimaging measures

Early-onset familial AD (fAD) is relatively rare, and repre-
sents about 5 % of AD cases [reviewed in: (Tanzi 2012)]. fAD
follows an autosomal dominant, highly penetrant mode of

inheritance. Rare mutations in the presenilin 1 and presenilin
2 genes (PSEN1 and PSEN2), and in the amyloid precursor
protein gene (APP ) lead to a much higher risk of developing
early-onset familial AD. In recent years, we have learned a
great deal about how fAD affects the brain. Patterns of struc-
tural atrophy are more widespread in fAD, without the strong
predilection for medial temporal lobes as in late-onset AD
(Frisoni et al. 2007; Benzinger et al. 2013; Cash et al. 2013).
By contrast, the more common, late-onset form of AD—
known as LOAD or sporadic AD—is moderately heritable.
Many common genetic polymorphisms have been identified
that are associated with increased risk for LOAD (Braskie
et al. 2011a provide an in-depth review). Here, as a brief
overview, we will discuss 10 of these genetic variants that
have been consistently associated not only with increased risk
for developing LOAD, but also with specific brain measures
in neuroimaging studies (Table 1). For many of these variants,

Fig. 3 Structural “core” of
anatomical connectivity in
healthy controls and AD subjects,
reconstructed using DWI scans of
the brain. Set of nodes present in
the weighted k-core (A “weighted
k-core” is a technical term that
aims to define the core anatomical
network in the brain. It is defined
as a set of network nodes (cortical
regions) that are highly and
mutually interconnected
(Hagmann et al. 2008; Sporns
2011).) networks of 28 controls
(top left panel), and 15 AD
subjects (top right panel). In
healthy controls, the structural
core was defined to include at
least half of the detectable
connected nodes per hemisphere.
In AD, the left hemisphere loses
its k-core connections (FDR
critical p-value=0.0015). The
bottom panel shows connections
that survived FDR when
comparing the k-cores (k =18) of
AD subjects to controls, using age
and sex as covariates, and the
scanning site as a random effect.
*Figures follow anatomical
convention (where the left
hemisphere is on the left and the
right hemisphere is on the right).
[Adapted, with permission of the
authors—Daianu et al. 2013—
and publishers]
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differences in brain structure are observable not only in AD
patients, but also in asymptomatic carriers of risk alleles,
including groups of young and healthy carriers. In this review,
we summarize some key findings (for a more in-depth review
of all neuroimaging genetics studies in one large-scale initia-
tive, ADNI, please refer to Shen et al. 2013, this issue ).

Common variants in the apolipoprotein E (APOE ε2/3/4 )
gene confer the highest known odds ratio for developing
LOAD. On average, around 25 % of the world’s population
has at least one copy of the ε4 risk allele and each copy of this
risk allele is associated with around threefold increased odds
of developing AD (Bertram et al. 2007). There are ethnic
differences among carriers of the ε4 allele. The association
between the ε4 allele and AD appears stronger in Asian and
Caucasian populations than in individuals of African or
Hispanic descent (Farrer et al. 1997). Even so, brain structure
and function are altered in AD patients and controls who carry
APOE ε4. Temporal lobe atrophy rates are faster in AD
patients with a greater number of ε4 alleles (Lehtovirta et al.
1995; Filippini et al. 2009), andmedial temporal lobe volumes
are reduced in healthy middle-aged and elderly APOE ε4
carriers (Barboriak et al. 2000; den Heijer et al. 2002;
Wishart et al. 2006). Recently, a study showed reduced hip-
pocampal volume in healthy young APOE ε4 carriers, espe-
cially in the right hemisphere, suggesting that possession of
the APOE ε4 allele may lead to greater risk for brain atrophy
even in healthy young subjects in their 20s and 30s, long
before the average age of onset of AD (O’Dwyer et al. 2012).

Another common risk gene for LOAD is clusterin (CLU ),
whose risk allele is carried by 88 % of Caucasians (Harold
et al. 2009; Lambert et al. 2009). Intriguingly, the more
prevalent form of this disease risk gene confers greater risk;
in a sense, the less commonly carried version of CLU may be
considered a protective form of the gene. Our group recently
showed that the risk variant in CLU is associated with differ-
ences in white matter microstructure, even in healthy young
adults (Braskie et al. 2011b). Each copy of the risk allele is
associated with lower white matter integrity in multiple brain
regions, including several areas known to degenerate in AD.
This distinct profile of lower white matter integrity is observ-
able in healthy individuals in their early 20s, and may there-
fore help predict vulnerability for AD later in life—a topic in
need of further exploration. Consistent with the possibility of
lower white matter integrity, the same risk variant has been
associated with faster cognitive decline in asymptomatic and
presymptomatic elderly individuals (Thambisetty et al. 2013).

The erythrocyte complement receptor 1 (CR1) is another
risk gene for which a commonly-carried variant is associated
with risk for developing LOAD (Lambert et al. 2009, Naj et al.
2011). A risk allele inCR1 is significantly associated with AD
in both Caucasians and Chinese populations (Jin et al. 2012).
As with APOE andCLU , young healthy risk allele carriers, as
a group, appear to show structural brain abnormalities long

before possible AD symptoms appear. Carriers of the CR1
risk allele have lower gray matter volumes in the entorhinal
cortex, one of the core structures for AD pathology (Bralten
et al. 2011). An intragenic functional copy number variation in
CR1 may explain the association between CR1 and AD (Van
Cauwenberghe et al. 2013).

The growth factor receptor-bound protein 2-associated pro-
tein, or GAB2 , encodes the growth factor receptor bound
protein 2-associated protein. GAB2 is well characterized as a
risk gene for the development of LOAD, with a moderate
effect on disease risk (Reiman et al. 2007; Chapuis et al.
2008). In a recent study, our group found GAB2 was signif-
icantly associated with alterations in brain structure (Hibar
et al. 2011). In a follow-up study, we investigated GAB2’s
effects on brain structure in healthy young adults (Hibar et al.
2012). In line with expectation, subjects with fewer mutations
(or minor alleles) in the GAB2 gene had greater tissue vol-
umes in the parietal lobe, while participants with less common
alleles inGAB2 showed CSF space expansion in the temporal
lobe sulci (Hibar et al. 2012). The mechanism by which the
GAB2 gene affects neurodegeneration is quite well under-
stood. The normally functioning GAB2 protein suppresses
the phosphorylation of tau protein, whose accumulation re-
sults in neurofibrillary tangles promoting AD (Reiman et al.
2007). We do not yet know how changes in the efficiency of
the GAB2 protein might lead to morphological differences in
young adult brains. Even so, morphological differences asso-
ciated with an AD risk gene such as GAB2 appear to be
detectable in healthy young adults. This may indicate an early
vulnerability to LOAD, long before the onset of Alzheimer’s
disease. However, long term longitudinal studies would be
needed to determine whether the carriers with greater brain
abnormalities are at heightened risk of AD, beyond what
might be predicted from their genotype alone.

Another interesting line of work concerns genes involved
in iron regulation, a mechanism disrupted in many neurode-
generative disorders including AD (Ke et al. 2003).
Hemochromatosis, for example, is the most common genetic
disorder in the world, and involves an inability of the body to
regulate iron levels. Genetic studies of those affected found
that the human hemochromatosis protein is encoded by the
HFE gene, in which common variants explain a large part of
the risk for hemochromatosis (see Thompson and Jahanshad
2012; Jahanshad et al. 2013b, for a review).

The HFE protein regulates iron absorption by modulating
the interaction of transferrin with its receptor. The H63D
polymorphism in the HFE gene is well-known for its associ-
ation with iron overload (Aguilar-Martinez et al. 2001).
Patients with AD who carried the H63D polymorphism had
increased plasma iron and transferrin levels, but this pattern
was not found in healthy control subjects with the variant
(Giambattistelli et al. 2012). A meta-analysis found that the
H63D polymorphism may actually be protective against AD
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(Lin et al. 2012). In a recent investigation, our group found
that the HFE H63D polymorphism influences both serum
transferrin levels and white matter microstructure in the exter-
nal capsule in young healthy adults (Jahanshad et al. 2012b).
This finding links blood serum-related genomic variation to
brain structure, and suggests that iron may be beneficial (e.g.,
for myelination) at a young age; however, the effect of the
variant on brain integrity in old age has yet to be studied, and it
is possible the same variant has a detrimental effect later in
life, and may exacerbate disease risk. The role of other metal
ions in neurodegeneration is a key target of study, as many of
the molecular pathways regulating them are fairly well-
understood (Jahanshad et al. 2013b).

Another gene associated with susceptibility for LOAD
codes for the phosphatidylinositol binding clathrin assembly
protein (PICALM ) (Harold et al. 2009). This gene likely
contributes to the pathogenesis of AD via its effect on amyloid
beta metabolism (Xiao et al. 2012) and also through its asso-
ciation with neurofibrillary tangles and the development of tau
pathology (Ando et al. 2013). A recent study integrating
structural MRI measures and genome-wide common variant
data reported that a variant in the PICALM gene was most
strongly associated with entorhinal cortical thickness (Furney
et al. 2011). The PICALM variant identified earlier in the large
case–control studies (Harold et al. 2009) was associated with
less atrophy in the entorhinal cortex, suggesting a protective
effect against neurodenegerative diseases (Furney et al. 2011).

A recently discovered rare variant in TREM2 , which
encodes the Triggering receptor expressed on myeloid cells
2 protein, almost triples the lifetime risk of AD (Benitez
et al. 2013; Guerreiro et al. 2013; Jonsson et al. 2013). If
the odds ratio for this variant holds up in future studies and
meta-analyses, it is the variant with the second strongest
known effect (in terms of odds ratio) on the risk of late-
onset AD, following APOE4 . A missense mutation in
TREM2 is associated with a significantly higher risk of
Alzheimer’s disease in diverse human populations (Benitez
et al. 2013; Guerreiro et al. 2013; Jonsson et al. 2013). Our
group recently reported that elderly TREM2 mutation car-
riers in the ADNI cohort appear to lose temporal lobe brain
tissue around twice as fast as elderly individuals who lack
the mutation (Rajagopalan et al. 2013). The risk allele was
associated with smaller hippocampal volumes, higher levels
of cerebrospinal fluid biomarkers of neurodegeneration, and
poorer cognitive performance (Rajagopalan et al. 2013).
Given the anti-inflammatory role of TREM2 in the brain, the
mutation may lead to an increased predisposition to AD
through impaired containment of inflammatory processes
(Jonsson et al. 2013), possibly leading to a dysfunction in
the microglial phagocytosis pathway (Neumann and Daly
2013). This may lead to the inability of the brain to clear
amyloid plaques (Jones 2013). If these findings regarding
TREM2 are corroborated in future studies, the selective

enrollment of carriers (or post hoc stratification by
TREM2 status) may empower clinical trials, by selecting a
population more likely to decline.

Another gene associated with increased risk for LOAD
is MTHFR , which encodes the methylenetetrahydrofolate
reductase enzyme. Some common variants in this gene are
associated with reduced enzyme activity and result in in-
creased serum homocysteine levels (Mansoori et al. 2012).
A moderate elevation of plasma homocysteine is consid-
ered a potential risk factor for AD. Homocysteine has
garnered significant interest recently, as vitamin B supple-
mentation can lower homocysteine levels, and some stud-
ies report that such supplements may reduce the rate of
brain atrophy (Douaud et al. 2013). The involvement of
MTHFR in the pathogenesis of AD is somewhat contro-
versial. Some MTHFR polymorphisms may confer greater
susceptibility for developing AD in Asian populations, but
not in Caucasians (Zhang et al. 2010; Hua et al. 2011).
Even so, our group recently reported an association be-
tween a common MTHFR variant and brain structure in
elderly Caucasian individuals with mild cognitive impair-
ment (Rajagopalan et al. 2012a). Carriers of the MTHFR
risk allele had significant brain volume deficits in the white
matter locally at baseline. These subjects also showed
accelerated brain atrophy at 1-year follow-up. These brain
volume deficits were replicated in an independent elderly
cohort with mild cognitive impairment (Rajagopalan et al.
2012a). An earlier report also confirmed a link between
brain atrophy and homocysteine levels in the ADNI cohort,
with higher levels appearing to have an adverse effect
(Rajagopalan et al. 2011).

Variants in the TOMM40 , which codes for the translocase
of the outer mitochondrial membrane 40 homolog pro-
tein, was recently associated with an increased risk of
developing LOAD at an earlier age (Roses et al. 2010).
Downregulation of TOMM40 expression has been found
in the blood of AD subjects compared to healthy con-
trols in Asian populations (Lee et al. 2012). A study of
middle-aged subjects with APOE ε3/ε3 genotype
showed that carriers of a risk allele in TOMM40 had
poorer cognitive performance than non-carriers. A dose-
dependent increase in the risk variant was also associated
with decreased gray matter volumes in regions of the
brain that are affected early on in LOAD, such as the
medial ventral precuneus (Johnson et al. 2011). In addi-
tion, there are poly-T “repeats” in the TOMM40 gene,
and some studies have begun to relate the length of the
expansion to AD risk and to brain measures (Babakchanian
et al. 2011). Nonetheless, the involvement of TOMM40 in
the pathogenesis of AD is somewhat controversial, mainly
because TOMM40 is in strong linkage disequilibrium with
APOE. Several authors have tried to tease apart an APOE-
independent role for TOMM40 in the risk for developing
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AD and the age of onset (Guerreiro and Hardy 2012;
Rajagopalan et al. 2012b).

In a genome-wide association study of temporal lobe
degeneration, our group identified a risk variant for lower
temporal lobe volume in the GRIN2B gene, which encodes
the N -methyl-D -aspartate (NMDA) glutamate receptor
NR2B subunit. This risk variant was significantly over-
represented in subjects with AD and mild cognitive im-
pairment than in healthy elderly controls, and was also
associated with poorer performance on the Mini Mental
Status Exam (MMSE) (Stein et al. 2010). The NR2B
subunit of the NMDA receptor is involved in learning
and memory, structural plasticity of the brain, and in char-
acteristic features of AD and neurodegeneration. NMDA
receptors are an evolving target for the treatment of de-
mentia. The genetic association of GRIN2B variants with
neuroimaging and cognitive phenotypes supports the rele-
vance of these receptors as therapeutic targets in AD.

Neurodegenerative risk genes related to addiction

The 10 genes described above only begin to paint a picture of
how AD related genes exert their effects on the brain.
Intriguingly, as discussed in the introduction, some genetic
variants associated with neurodegeneration may also increase
our risk for substance abuse. Understanding how these pleio-
tropic genes influence differences in the brain, would not only
shed light on the neuroanatomical pathways altered by the
gene, but may allow us to detect which common pathways are
affected by both conditions. For instance, the COL25A1 gene
encoding Collagen XXValpha 1, also known as collagen-like
Alzheimer’s amyloid plaque component precursor, is a trans-
membrane protein specifically expressed in neurons. It co-
localizes with amyloid-beta in senile plaques, in the brains of
AD patients (Hashimoto et al. 2002; Tong et al. 2010).
COL25A1 may also be associated with substance dependence
(Li et al. 2012).

To our knowledge, very few neuroimaging studies have
examined how some of the genes affecting both our risk for
neurodegeneration and for substance abuse influence brain
structure. We discuss three of them below. Two of these
studies examined the BDNF gene encoding the brain derived
neurotrophic factor. The most studied polymorphism in this
gene has been the Val66Met mutation. Several older studies
already showed that Val/Val individuals were at greater risk of
developing AD (Ventriglia et al. 2002; Harris et al. 2006). A
recent imaging genetics study demonstrated that healthy el-
derly Val/Val individuals had diminished entorhinal cortex
thickness, lower white matter tract integrity, and poorer epi-
sodic memory performance, providing a compelling picture of
the effect of the Val66Met polymorphism on an intermediate
phenotype related to AD (Voineskos et al. 2011). Interestingly,

BDNF also plays important and diverse roles in addiction-
related behaviors [reviewed in (Autry and Monteggia 2012)].
Val/Val carriers may also be at higher risk for methamphet-
amine abuse (Heinzerling and Shoptaw 2012). In previous
work from our group, the BDNF polymorphism was a signif-
icant but weak predictor of white matter integrity in young
adulthood (Chiang et al. 2010)—its predictive value was
weaker than that of several other genes so far discussed,
including CLU and HFE (Kohannim et al. 2012).

Another neuroimaging study focused on the OPRD1 gene
encoding delta opioid receptors, mentioned earlier. These
receptors are involved in neurodegeneration and promote the
processing of amyloid-beta precursor protein (APP).
Knockdown or antagonization of delta receptors ameliorates
amyloid-beta-related pathology and amyloid-beta-dependent
behavioral deficits in mice (Teng et al. 2010). In particular,
one OPRD1 polymorphism (rs1042114) changes the evolu-
tionarily conserved phenylalanine to cysteine in the N -termi-
nus of the receptor. In human cell lines, this change in the
amino-acid sequence of the delta receptors leads to a detri-
mental accumulation of one type of APP, which is degraded
less efficiently (Sarajarvi et al. 2011). Interestingly, this same
variant is strongly associated with opioid dependence (Zhang
et al. 2008). Thus the same allele, which seems to promote
neurodegeneration (Sarajarvi et al. 2011), also confers a pre-
disposition to drug addiction (Zhang et al. 2008).

In a recent study, our group used imaging genetics tools to
investigate the relationship between another OPRD1 poly-
morphism implicated in addiction, rs678849 (Crist et al.
2013) and regional brain volumes in two large independent
samples in early and late adulthood (Roussotte et al. 2013).
The first sample was an elderly cohort including multiple
diagnostic groups: AD, MCI, and healthy elderly controls.
The second cohort consisted of young healthy adults. We
discovered that carriers of this OPRD1 variant have identifi-
able differences in brain structure. The brain regions affected
differed between the two samples, but the same minor allele
(previously implicated in addiction, Crist et al. 2013) in the
same gene (which encodes receptors known to be involved in
the processing of amyloid-beta precursor protein and
neurodegeneration, Teng et al. 2010; Sarajarvi et al. 2011)
was associated with reduced volumes in two very different
cohorts (Roussotte et al. 2013). Indeed, we detected these
brain abnormalities not just in the elderly (Fig. 4), but also
in healthy young adults without any history of substance
abuse or cognitive impairments (Fig. 5).

The association of these addiction-related variants with
greater risk for developing degenerative brain disorders
(Tong et al. 2010; Sarajarvi et al. 2011), decline in cognitive
performance (Voineskos et al. 2011) and differences in brain
structure (Voineskos et al. 2011; Roussotte et al. 2013) are key
discoveries. This field of study is in its infancy and further
research is needed to follow through with these findings and
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better characterize how genetic polymorphisms associated
with addiction affect brain structure, function, and networks
in the brain. Currently, many pharmacological agents targeting

neurotransmitter receptors and transporters involved in the
etiology or pathophysiology of both AD and drug addiction
are being investigated as potential therapeutic agents for

Fig. 5 Effects of the minor allele at the rs678849 locus in the delta opioid
receptor gene, on regional brain volumes in the young healthy cohort. The
sameOPRD1 polymorphism, rs678849, was significantly associated with
regional frontal, temporal, and occipital brain volumes. Negative beta
values (warm colors) show regions where minor allele carriers had lower
tissue volumes. The color bar encodes the average percentage of volume

difference relative to the template for the subjects carrying at least one
minor allele, versus noncarriers. Tests for associations are adjusted for age
and sex; maps are corrected for multiple comparisons with the searchlight
false discovery rate (FDR) method. Images are in radiological convention
(left side of the brain shown on the right) (Roussotte et al. 2013)

Fig. 4 Effects of the minor allele
at the rs678849 locus in the delta
opioid receptor gene, on regional
brain volumes in the elderly
cohort. The intronic OPRD1
polymorphism rs678849 was
significantly associated with
regional frontal, temporal, and
occipital brain volumes. Negative
beta values (warm colors) show
regions where minor allele
carriers had lower tissue volumes.
The color bar encodes the average
percentage of volume difference
relative to the template for the
subjects carrying at least one
minor allele, versus noncarriers.
Tests for associations are adjusted
for age and sex; maps are
corrected for multiple
comparisons with the searchlight
false discovery rate (FDR)
method. Images are in
radiological convention (left side
of the brain shown on the right)
(Roussotte et al. 2013)
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treating these brain disorders, including EAATs (Nakagawa
and Kaneko 2013), S1Rs (Guitart et al. 2004), and delta opioid
receptors (Pradhan et al. 2011). Further investigations outside
the field of macroscopic brain imaging could also reveal pos-
sible genetic and biological pathways that may underlie specif-
ic mechanisms for these gene-brain associations. Gene therapy
has become more common and many clinical trials are being
conducted for the management of various brain disorders,
including AD and those resulting in part from drug addiction.
Effective development of gene therapy requires not only the
identification of specific molecular and anatomic targets but
also specific brain regions or networks tomodulate with genetic
intervention (Gelfand and Kaplitt 2012). Therefore, this line of
research may help in devising more targeted and effective
treatments for degenerative brain disorders.

Conclusion

The pathology of degenerative brain diseases, specifically
AD, may progress along structural and functional connections
in brain networks. Common genetic variations may also affect
a whole host of biological processes that contribute to atrophy,
amyloid processing, and vascular integrity. As we have seen
in this brief overview, a variety of brain imaging modalities
provide complementary information on how the disease pro-
gresses in the brain. To fully understand the effects of AD,
discoveries must be integrated from a range of imaging
methods, and a variety of processing algorithms and statistical
analyses, surveying atrophy, dysfunction, and network break-
down, to name a few. Moreover, there is growing evidence of
some overlap between genes that promote neurodegeneration
and risk for substance abuse; this offers important new ave-
nues for research. Degenerative disorders are typically diag-
nosed only after severe brain changes have occurred, so it is
vital to discover genetic variants that may influence brain
volume or atrophy, as well as addictive behaviors in young
and healthy individuals. Understanding these associations is
within our reach. It may offer new directions for understand-
ing promoters of brain degeneration, and ultimately interven-
tion, many decades before symptoms appear.
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CHAPTER 7 

 

Future works 

The work presented herein sheds light on white matter integrity in health and disease, however, 

is only the beginning of this line of research, leaving many questions unanswered. Some of the 

next aims are already in progress, and entail: Aim 7.1 – the linkage between imaging signals to 

cellular and biochemical correlates in mouse models of Alzheimer’s disease. 

 

Aim 7.1 Novel protocol for processing DWIs in mouse  

Nowadays, engineered animal models can be used to mimic human disease (i.e., human Tau 

mutant). Also, these can be studied using both advanced imaging techniques and histological 

assessments to tackle a more complex notion – the validation of neuroimaging techniques using 

connectivity patterns developed with histological information. Preliminary work was done to aid 

the understanding of structural patterns of disruptions in the white matter in DWIs acquired at 

high-field 11.6 T in 7 hTau mice and 6 wild types. This work is in preparation for large-scale 

connectivity analyses that will ultimately lead to correlations with histological data.  

In the same line of work, we will be able to design data scanning protocols by analyzing how 

scans vary using protocols in mice, compared to those used in humans. Similarly, we will be able 

to aid the understanding of the limitation of DTI for therapeutic quantifications and finally, aid 

the diagnosis and treatment of Alzheimer’s disease. 
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Aim 7.1 

 

This section is adapted from: 

 

Daianu M, Jahanshad N, Eschenburg KM, Villalon-Reina JE, Nir TM, Jacobs R, Dong H, 

Zlokovic BV, Thompson PM. Mapping Brain Connectivity with Diffusion Tensor Imaging in 

Human Tau Mutant Mice. Organization of Human Brain Mapping (OHBM), submitted, January 

2014. 
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Introduction  

Brain mapping is crucial for understanding the effects of disease, genetics and therapeutic 
interventions on the living brain, but the underlying cellular basis of the signals is easier 
to investigate in experimental animal models. Here we describe in vivo imaging and 
connectivity analysis in mutant mice. We developed and tested an analysis protocol to 
process high-field diffusion-weighted MRI in the hTau (human Tau mutant) mouse 
model acquired at 11.7 Tesla. Results from this preliminary data will aid the assessment 
of DWI data in mice, in preparation for larger scale brain connectivity analyses and 
correlations with histological information that link imaging signals to their cellular and 
biochemical correlates. 
 
Methods  

All 13 mice (7 hTau and 6 wild type) were scanned with an 11.7 Tesla Bruker BioSpin 
MRI scanner at the California Institute of Technology. Diffusion weighted images (DWI) 
were acquired using a spin echo pulse sequence (256x170x128 matrix; voxel size: 
0.1x0.1x0.1 mm3, TE= 16 ms; TE= 300 ms, δ=3 ms, Δ=8 ms). 7 separate volumes were 
acquired for each DWI scan: 1 T2-weighted volume with no diffusion sensitization (b0 
image) and 6 diffusion-weighted images (b=3000 s/mm2). The mice were sacrificed at 6 
months, fixed brains remained within the skull and were soaked in 5mM Prohance for 4 
days prior to imaging; resulting in DWI volumes acquired with high precision and no 
motion artifacts. To correct for eddy current distortions we used the “eddy correct FSL” 
tool (www.fmrib.ox.ac.uk/fsl) and aligned each DWI volume to the b0 image. We 
removed extra cerebral tissue using the “skull-stripping” Brain Extraction Tool (BET) 
from FSL (Smith, 2002). All resulting volumes were visually inspected and manually 
edited as needed. Then, all images were linearly aligned to one individual hTau DWI 
scan using FLS’s flirt function (Jenkinson et al., 2002) with 12 degrees of freedom to 
allow rotations and translations in 3D; linearly aligned images were adjusted to a cubic 
image size of 180x180x180. 
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We elastically registered the skull-stripped 
b0 images to a minimum deformation 
template (Gutman et al., 2010) created using 
all 13 linearly registered images, to ensure 
that all scans were in the same space. We 
applied the resulting 3D deformation fields 
to the remaining 6 DWI volumes and as a 
final step, a corrected gradient table was 
calculated to account for the linear 
registrations between the b0 images. 
Fractional anisotropy (FA) and mean 
diffusivity (MD) maps were computed using 
the FSL dtifit tool, for which a single 
diffusion tensor was modeled at each voxel 
in the brain (Basser et al., 1994). The 
diffusion tensor was computed using the 
eddy corrected and elastically registered 
DWI scans. 
We applied a Gaussian lowpass filter of size 
5 to the FA and MD images and then ran a 
voxel-wise linear regression with hTau mice 
coded as 1 and wild-type mice coded as 0. A 
regional FDR correction (Langers et al., 
2007) was used to correct for multiple 
comparisons across voxels. Additionally, we 
performed searchlight statistics on the 
resulting p-value outputs from the 
regression. 

As a proof of concept, tractography was 
performed on the eddy corrected DWI scans 
using a deterministic method, Trackvis 
(http://trackvis.org/, Fig. 1d). 
 
Results 

We found an increase in MD in hTau, relative to the wildtype mice, in the corpus 
callosum (corrected p-value<0.044; Fig. 2). No significant differences were found 
between FA maps of hTau and wild type. Increases in MD in the white matter of 
Alzheimer’s disease (AD) subjects were also detected in a recent study assessing 
structural changes in the AD brain (Nir et al., 2013). 
 
Conclusion 

This pilot study is aimed to design scanning and image processing protocols for mice, 
soon to be linked with histological information. For future studies, a larger number of 
subjects will be assessed scanned with a higher number of diffusion gradients 

Figure 1. Workflow indicating a.) 3D mouse brain; 
b.) axial DWI map; c.) axial FA map and, d.) 
tractography of mouse corpus callosum computed 
using Trackvis overlaid on the FA map. Brainsuite 
and FSL were used for visualization purposes.  
!
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Figure 2.  Positive beta-map showing an elevation in MD in the corpus callosum of hTau mice, relative to 
wild type mice, from a voxel-wise linear regression with hTau coded at 1 and wild type coded as 0 
(corrected p-values<0.044). 
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