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ABSTRACT OF THE DISSERTATION

Acceleration of Compute-Intensive Applications on
Field Programmable Gate Arrays

by

Jose Milet Rodŕıguez Borbón

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, March 2020

Dr. Walid Najjar, Chairperson

In recent years, the field of high performance computing has been facing a new

challenge: achieving high throughput at the lowest energy cost. Recent interest in field

programmable gate arrays (FPGA) has been spurred by their significant growth in density

and speed. While they were, until recently, considered an alternative to application-specific

integrated circuits (ASIC) for low volume designs, they have become an alternative compute

platform that achieves much higher floating point operations (FLOPS) per unit of energy.

To partially offset the massive cost of the energy consumption in CPUs and GPUs,

this dissertation explores the design and implementation of high-throughput energy-efficient

compute-intensive applications on FPGAs. I show how these demanding applications can be

built. To this end, I have chosen three applications from diverse domains: (a) Human Action

Recognition from the field of computer vision and image processing, (b) Quantum Dynamics

Simulations from the field of computational physics, and (c) the QR decomposition of Tall-

and-Skinny Matrices from the field of high performance linear algebra. Regarding (a), I

show that FPGAs combined with GPUs outperforms homogeneous platforms by a factor of

vii



1.3 while consuming 50% less energy. In regards to (b), for systems having over a thousand

atoms, I show that FPGAs using wide pipelines oriented towards the processing of sparse

matrices surpasses competing platforms by a factor of 1.5 while consuming 4.0× less energy.

In terms of (c), for tall-and-skinny matrices having over 50K rows, I show that FPGAs using

wide and deep pipelines can exceed the performance of competing platforms by a factor of

1.5 while executing as much as twice more FLOPS per unit of energy.
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Chapter 1

Introduction

Compute-intensive applications execute a large number of operations per clock cy-

cle, transfer extensive amounts of data between the on-chip and off-chip memory, and con-

sequently require important on-chip memory resources. In this dissertation, I explore the

acceleration of compute-intensive applications on field programmable gate arrays (FPGA).

The acceleration of such applications is important because of the advent of three trends:

the massive increase of operational costs in data centers due to energy consumption, the

exponential increase of resources available on FPGAs, and the high energy efficiency demon-

strated by FPGAs while executing arithmetic operations.

The first critical trend taking place is the massive increase of the operational cost

of data centers due to energy consumption [14, 49, 138] as shown in Figure 1.1. Over the

years, chip makers, along with the high performance community, have sought to improve

performance without accounting for energy consumption. As shown in this figure, between

the year 2000 and 2005, the energy consumption in data centers in the U.S. doubled [14].

1



Figure 1.1: U.S. data center power consumption [29].

For the year of 2008, it has been reported that the annual cost due to energy consumption

exceeded the acquisition cost for small and medium-size data centers [7]. For the year 2013,

it was estimated that data centers and servers consumed over 70 billion kWh (kilowatt

hours) i.e. the equivalent to 1.8 percent of the total electricity consumption in the U.S.,

costing about $ 7.0 billion in electricity per year [49]. These energy expenditures are the

equivalent to the energy consumption of over 6.0 million U.S. households [49]. In addition

to the energy required for the operation of the servers, the infrastructure needed to operate

these data centers (cooling systems, air-conditioning, and power delivery devices among

others) requires additional energy encompassing up to 50% of the energy required by the

data centers [14].

Due to such large energy expenditures, DARPA has declared energy-efficient com-

puting as the next frontier for the high performance computing community. For the new
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decade, the most energy-efficient computer in the U.S. should deliver at much as one exaflop

(1018 floating point operations per second) using only 20 million watts (MW) [138]. For

today’s standards, achieving such impressive performance per unit of energy would require

over 50× gains in throughput with minimal increases in energy expenditures [9].

The second important trend taking place is the exponential increase in FPGAs

density and throughput since their inception. To illustrate FPGA improvements in resources

and performance, I report the increases in the amount of Look-up Tables (LUT), block

RAMs (BRAM), digital signal processors (DSP), and frequency over time. In addition, I

show how these resources have been utilized. Shannon [127] and her team have measured

the resources gains of FPGAs in the last 25 years. In their work [127], they sampled the

amount of resources (LUTs, BRAMs, DSPs) of the largest FPGA per year per vendor. In

addition, for the same period of time, they sampled the resource utilization (LUTs, BRAMs,

DSPs) for a number of projects. Given the availability of resources per device per year and

the utilization of resources per project per year, they interpolate the data and report the

trends.

For the availability of LUTs and its utilization, the observed trends are shown

in Figure 1.2a. To construct this figure, first, the maximum size FPGA per vendor per

year is found. Next, using the FPGA specifications, a scatterplot showing the LUTs per

FPGA per year is constructed. Then, a regression curve modeling the relation between the

number of LUTs and time is built as shown in the curve at the top. Moreover, for the same

period of time, a number of research projects are sampled along with the LUTs utilization.

As before, a scatterplot showing the LUTs utilization per project per year is constructed.
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(a) Evolution of 4-LUTs in the largest FPGA
and the usage per year [127].

(b) Evolution of the BRAMs in the largest
FPGA and the usage per year [127].

(c) Evolution of DSPs in the largest FPGA
and the usage per year [127].

(d) Evolution of the maximum frequency
of the largest FPGA and the frequency
achieved per year [127].
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Then, a regression curve modeling the relation between the parameters is built as shown in

the bottom line.

The same methodology is used to measure the availability of BRAMs and DSPs as

shown in Figures 1.2b and 1.2c respectively. Moreover, to achieve high performance, FPGA

applications have to target high operating frequencies as well. Using the methodology

described above, Shannon et al. [127] reports on the maximum operating frequency of the

largest device per vendor per year and the operating frequency of the sampled projects per

year as shown in Figure 1.2d. By inspection of Figures 1.2a, 1.2b, 1.2c, and 1.2d, I conclude

that over time, there has been an exponential increase of the resources and the operating

frequency of the FPGAs.

To better assess the computational power of FPGAs with respect to CPUs and

GPUs, in terms of FLOPS, the following table shows the nominal peak performance of

typical platforms. The FLOPS for CPUs and GPUs is as per the specifications. To de-

Table 1.1: Comparison of the peak number of FLOPs per platform

Platform Frequency Single FLOPS/s Double FLOPS/s

NVIDIA K40 GPU 745 MHz 4.29 TFLOPS 1.43 TFLOPS
Xilinx UltraScale(VU9P) FPGA 400 MHz 1.09 TFLOPS 547 GFLOPS
Intel E5-2697V2 CPU (12 Cores) 2.7 GHz 518.4 GFLOPS 259.2 GFLOPS

rive the number of FLOPS in the FPGA, we proceed as follows. A single precision fused

multiply-and-add operation uses 5 DSPs while the same operation in double-precision takes

10 DSPs. The chip has 6840 DSP units. As a result, we get 2 × 1368 × 400 × 106 = 1094

single precision GFLOPS per second. Similar calculations apply to the peak performance

in double precision.
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In addition to the massive increase of the operational cost due to energy con-

sumption in data centers and the exponential increase of resources in the FPGA, another

trend has made its mark on the field: FGPAs have shown to be more energy efficient than

competing platforms at the processing compute-intensive workloads. Figure 1.3 compares

the energy efficiency of CPUs and FPGAs. In the work of Horowitz [55], it is shown that

FPGAs

Microprocessors

Figure 1.3: Energy efficiency as a function of solution number [55]. All the solutions to the
left of the vertical are software-based while the the solutions to the right are hardware-based.

conventional Von Neumann architectures (CPUs and GPUs) are capable of achieving a high

throughput at the expenses of consuming excessive amounts of energy. For instance, this

work shows that the overall execution of a 32-bit add instruction on a 45 nm CPU takes

about 70 pJ, with the actual add operation consuming only 0.1 pJ; 99.9% of the energy

is wasted on tasks including fetching (and decoding) the instructions and controlling the

datapath. In addition, this work also shows that one can achieve important energy savings

6



(on the order of a hundred-fold or more) through the use of hardware specialization (digital

signal processors, FPGAs, or ASICs).

By observing these trends, this dissertation explores whether it is possible to build

compute-intensive applications able to match, or even outpace, the performance of com-

peting platforms while delivering better throughout per unit of energy. To do so, I have

chosen three applications from diverse domains. They are (a) Human Action Recognition

from the field of computer vision and image processing, (b) Quantum Dynamics Simulations

from the field of computational physics, and (c) the QR decomposition of Tall-and-Skinny

Matrices from the field of high performance linear algebra. When taken together, these

three applications have the following characteristics:

• They require the execution of hundreds of arithmetic operations (i.e. DSP) per clock

cycle. For example, in the case of (a), the clustering algorithm requires the execution

of hundreds of multiply-and-add operations per clock cycle. In the case of (b), the

blocked multiplication of complex matrices requires wide pipelines able to execute

hundreds of floating point operations per clock cycle. In the case of (c), the fast

decomposition of matrices requires deep and wide pipelines able to execute hundreds

of floating point operations per clock cycle.

• To support a high number of arithmetic operations per clock cycle, these applications

require extensive usage of block RAMs. In the case of (b), to support the multiplication

of complex matrices on the FPGA, it is required to store the input values, partial

results, and the final results in large BRAMs. For (c), the use of on-chip tiles is

paramount and as a result, the requirements for BRAMs are extensive as well.
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• The requirements of hundreds of operations per clock cycle along with extensive block

RAMs, implies the need for additional resources to glue together DSPs and BRAMs.

Those resources can include LUTs, registers, multiplexers, and decoders.

• Along with the extensive usage of resources, these applications require a high operating

frequency in order to match, or surpass, the performance of competing platforms.

• For these applications, it is desirable to execute a high number of floating point

operations per unit of energy. For example, in the case of (b), executing a simulation

with a few thousand atoms can take days, and as a result, the use of energy-efficient

platforms is crucial.

The rest of this dissertation is organized as follows. Chapter two details previous

work. There, I describe the experimental platforms used in this work. In addition, I present

previous approaches to human action recognition, quantum dynamics simulations, and the

QR decompositions of tall-and-skinny matrices in FPGAs versus competing platforms such

as CPUs and GPUs.

In chapter three, I present my compute-intensive human action recognition engine.

By taking advantage of an heterogeneous approach, my design is able to match and outpace

the performance of similar applications running on homogeneous platforms by a factor of

1.3 while using 50% less energy. The high performance achieved by my design is due to the

high utilization of resources. My design exploits the extensive number of DPS in the target

device, and as a result, it executes hundreds of fix-point operations per clock cycle while

operating at over 150 MHz.
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In chapter four, I show my design for the execution of quantum dynamics simu-

lations on FPGAs. By offloading the most intensive calculations of these simulations onto

an FPGA, I show that FPGAs can exceed the performance of commercial libraries running

on GPUs and CPUs. For systems having thousands of atoms, my design is 1.5× faster

and has lower expenditures of energy. To achieve such performance, my engine relies on

the execution of over five hundred single-precision floating point operations per clock cycle

while operating at 166 MHz.

In chapter five, I present my design for the QR decomposition of tall-and-skinny

matrices on FPGAs. Compared with commercial libraries running on GPUs, my design

is 3.0× faster for matrices having up to 256 columns. Compared with highly optimized

libraries running on CPUs, my design is 1.5× faster for matrices having over 50K rows.

Additionally, my design uses less energy. The high performance of my engine relies on

the execution of over 256 double-precision floating point operations per clock cycle while

operating at 266 MHz. In chapter six, I present my conclusions.
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Chapter 2

Background

2.1 Reconfigurable Architectures

FPGAs devices appeared at the beginning of 1980. At first, FPGAs mostly

consisted of programmable logic devices (PLD) and complex programmable logic devices

(CPLD) that facilitated the communication between digital entities as well as the com-

munication with the surrounding environment. As these programmable devices gained

popularity, they made inroads in other markets, namely the implementation of network

and memory interfaces. Due to the challenges involved in processing millions of networks

packets quickly, FGPA designers added more resources to the device. As a result, FPGAs

grew in performance and density. Around 2010, FPGAs made another wave of expansion

in the field of general purpose computation. To achieve this, FGPA designers added ad-

ditional LUTs, BRAMs, DSPS, and fast interfaces to move data to and from the FPGA.

By the year 2015 or so, FPGAs achieved density and performance comparable to low- and
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middle-end CPUs. As a result, academic and industrial computational solutions based on

FPGAs increased.

Today, in addition to high throughput interfaces to access off-chip memories, FP-

GAs incorporate millions of LUTs, thousands of DSP cores, and thousands of BRAMs. As

such, FPGAs are making their way in to the field of high performance computing and its

applications. Figure 2.1 shows the fundamental components of a modern FPGA [66, 24].

As shown in this figure, the architecture consists of configurable logic blocks (CLB), pro-
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Figure 2.1: The FPGA reconfigurable architecture.

grammable switch matrices (SM), configurable block memories (BRAM), configurable I/O

blocks, DSP blocks, among others.

CLBs are the fundamental building blocks of FPGAs. These blocks contain com-

binational and sequential logic oriented towards the implementation of small finite state

machines (FSM). CLBs usually contain RAM units to implement combinational logic func-

tions in the form of LUTs, flip-flops to implement registers, and multiplexers to facilitate

the routing of the signals. In addition, CLBs contain clock and reset signals to drive and

reset the execution of the internal logic.
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Programmable SMs facilitate the communication between the CLBs, BRAMs,

DSPs, and other components inside the FPGA. By using long lines, these switches make it

possible for fast communication between blocks that might be far apart. In addition, these

switches have short lines to facilitate the communication between nearby blocks. In order

to enable or disable connections, these SMs use transistors.

Block RAMs are distributed units of memory able to hold up data. Typically,

these BRAMs can store either 18 or 36 Kbits of data. These BRAMs can be shaped in

multiple ways. BRAMs can be cascaded (or adjoined) so as to create taller (or wider)

blocks. In addition, BRAMs can be addressed in various modes. For example, single port

BRAMs can be addressed by a single digital process (for example, a FSM) while dual port

BRAMs can be addressed by multiple digital processes (for example, multiple FSMs).

Configurable I/O blocks allow communication between the FPGA and the sur-

rounding environment. They are designed to read and write signals to and from the sur-

rounding devices. Usually, these I/O pins are connected to input and output buffers and

they can be programmed for active high or active low signaling.

DSP blocks facilitate the implementation of operations in either integer, fix-point,

or floating point arithmetic. These operations include addition, multiplication, and multiply-

and-accumulate among others. Usual inputs and outputs to these block include signals

having 18, 25, or 32 lines. Because DSPs are implemented in hard logic, they are able to

operate at high frequencies.

In addition to these cores, FPGA vendors also include traditional CPU processors

(soft-processors) in the FPGA fabric. These soft-processors use limited amount of resources
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and operate with low power budgets. As a result, FPGAs equipped with soft-processors are

mostly deployed in embedded systems. Other FPGA cores include analog cores and high

density RAM cores (ultra RAMs).

2.2 The Micron Wolverine Co-Processor Series

Having described the fundamental components of FPGAs, in this section, I de-

scribe the development platform I have used through my work. The Wolverine platform is

a heterogeneous platform [94] that offers the best features of two different worlds. While the

CPU unit allows the execution of highly optimized software libraries, the FPGA unit allows

the execution of highly optimized hardware pipelines. The Wolverine co-processor is a pro-

grammable hardware platform that can be reconfigured so as to meet the needs of different

workloads. These reconfigurable solutions are usually called personalities. These personal-

ities can be used to fully, or partially, accelerate workloads coming from multiple domains.

The architecture of the Wolverine heterogeneous co-processor is shown in Figure 2.2.

As shown in this figure, the Wolverine platform is made of a CPU, a co-processor,

and the global shared virtual memory. The communication between the host and the co-

processor is via PCI express lines. The Wolverine co-processor has four main components:

the host interface, the application engines (AE), the memory crossbar network, and the

memory controllers (MC).

These AEs are reconfigurable and can be programmed as per the application re-

quirements. As shown in this figure, each AE is able to both send and receive instructions to

and from the host interface. Typical instructions include starting, resuming, and finishing
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Figure 2.2: The Wolverine reconfigurable co-processor.

a task. Likewise, AEs can issue request to the memory crossbar network. Typical requests

to the memory crossbar network include executing a read, executing a write, executing an

atomic write, among others. For every memory request made, the memory subsystem is-

sues a response. These responses can include the confirmation of a write operation and the

response to a read request. In addition, some Wolverine boards allow direct communication

between the AEs through an AE-to-AE interface. Otherwise, the communication between

AEs is via the host or the FPGA off-chip memory.

The host interface allows the communication between the host and the co-processor.

This interface is responsible for processing all the instructions coming (or going) from (or

to) the host application. When the destination of a host instruction is an AE, the host in-

terface redirects that instruction to the respective AE. Likewise, this interface also redirects

the instructions originating in AEs going to the host.
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As mentioned above, the memory crossbar network allows the communication

between the AEs and the MCs. Each time that an AE issues a command to the FPGA

off-chip memory, this crossbar is responsible for redirecting the request to the appropriate

MC. Likewise, each time that the a MC sends a response to a AE, this crossbar redirects the

response to the appropriate destination. In short, this crossbar presents a uniform interface

of the off-chip memory subsystem allowing for an easy-to-use communication mechanism

between the AEs and the off-chip memory.

The Wolverine memory subsystem typically has four memory controllers (MC).

Each MC has one DIMM and each DIMM has two ranks. Moreover, each rank has eight

banks. As a result, this memory subsystem has 64 memory banks.

2.3 Wolverine Co-Processor Series Comparison

Table 2.1 compares the Wolverine co-processors used in this work.

Table 2.1: Micron Wolverine comparison

Feature Wolverine Wolverine Wolverine
I II-A II-B

Year 2014 2018 2018

FPGA Virtex-7 UltraScale+ UltraScale+
(VX2000) (VU7P) (VU9P)

- Registers 2443K 1576K 2364K
- Lookup Tables (LUT) 1221K 788K 1182K
- Block RAMs 1203 1440 2160
- Block Ultra RAMs - 640 960
- DSPs 2160 4560 6840

Memory Channels 32 32 32

Off-chip Memory 32 GB 64 GB 64 GB

Bandwidth 42.5 GB/s 68 GB/s 68 GB/s

Frequency 166 MHz 266 MHz 266 MHz
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One of the main differences between the Wolverine I and the Wolverine II series is

the operating frequency. In addition, the Wolverine II has more in-chip memory and has a

larger bandwidth. In this work, initial projects have targeted the Wolverine I co-processor

while recent developments have targeted the Wolverine II board.

2.4 Related Work

Having described the co-processors used in this work, next, I present relevant work

in the acceleration of Human Action Recognition, Quantum Dynamics Simulations, and the

QR Decomposition of Tall-and-Skinny Matrices.

2.4.1 Human Action Recognition (HAR) Applications on FPGAs

Early HAR applications are based on HCF and consist of four steps: sampling

the video signal, computing features per region of interest, merging these features to get a

fixed-size video feature, and finally, training a classifier. Sampling is dense or sparse [51].

Techniques to compute the features of a region include the scale-invariant feature transform

(SIFT) [85] and the histogram of oriented gradients (HOG) [90, 69]. The features of the

regions are usually merged via a bag-or-words approach [74, 26], and SVMs are commonly

used for classification [123]. Initial work in this field includes a behavioral recognition

system via sparse spatio-temporal features [31]. Similarly, spatio-temporal features, along

with local SVMs, have been proposed [123].

Recent approaches to HAR algorithms are based on learned features [76]. In

this approach, a machine learning algorithm samples the video at predetermined positions,
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learns the local features, aggregates these features, and finally, classifies them. Early work

using learned features includes a biologically-inspired system for action recognition [61].

This system takes inspiration from the dual stream organization of the visual cortex: one

stream processes the shapes while the second stream processes the motion. Also, a CNN

containing a three-dimensional receptive field learns to classify human actions [54]. This

network generates action descriptions and uses a feed-forward NN in the classification stage.

In order to improve the accuracy of traditional CNNs, one stream CNNs, re-

searchers have studied two-streams CNNs [64, 132, 148, 36, 156, 33]. In a typical configura-

tion, the first stream learns the spatial features while the second stream learns the temporal

features. Variations on this model set one of the streams to learn the features of the optical

flow, the motion flow, or the context of the scene, among others. Moreover, the outputs

of the streams are usually fused via a fully connected feed-forward neural network. Fur-

ther, to reduce the computational complexity of two-streams CNNs, factorized CNNs are

proposed [140]. Factorized CNNs using spatial convolutional kernels along with temporal

convolutional kernels are designed to reduce the complexity of the CNNs while maintaining

the recognition accuracy.

Hybrid methods using HCF and learned features have been studied as well. In

this approach, the fusion of HCFs boost the performance of the CNNs. Likewise, the

fusion of learned features boost the performance of HCF-based classifiers. These designs

include a method for recognizing human actions via the fusion of HCF features, based on

dense trajectories, and deep-learned features [147]. Also a system for human detection and

tracking that uses learned features and SVM classifiers [155]. Further, to save computations,

17



it has been evaluated whether features extracted from CNNs can be re-purposed for related

tasks [32].

Hou et al. [57] proposes an FPGA real-time HAR system operating at 600 fps.

It has a recognition rate of 93.2% when working with a human gesture database with four

actions. The recognition rate drops to 80.8% when a few additional gestures are added.

Although this system has a competitive throughput, its recognition rate is nontrivial to

predict when working with challenging benchmarks having a larger number of classes. Con-

versely, my system achieves competitive accuracy with benchmarks having over 50 classes.

Additionally, my design has a larger throughput ranging from 455 fps to 1, 304 fps.

2.4.2 Quantum Dynamics Simulations on FPGAs

Modern quantum chemistry techniques depend critically on massively-parallelized

hardware to enable the calculation of both ground- and electronic-excited states. Platforms

including CPUs, application-specific integrated circuits (ASICs), GPUs, and FPGAs have

been used in the task of simulating the classical dynamics of atoms and molecules, and

lately, these platforms have been used in the task of simulating the behavior of systems

governed by the laws of quantum dynamics.

The Anton machine [129] is one of the pioneering ASIC platforms dedicated to the

simulation of the classic dynamics of molecules. This massive parallel device is composed

of hundreds of processing elements interacting via a fast tri-dimensional communication

network. Each processing element is composed of two high-throughput interacting subsys-

tems. The first subsystem calculates the forces between interacting particles and the second

computes the Fast Fourier Transform (FFT) among other calculations. While ASICs chips
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can be orders of magnitude faster than general purpose computational platforms, they are

very expensive to design and hard to modify.

In addition, researchers have targeted the acceleration of classical and quantum

dynamics simulations in GPUs. The work in [3] shows that molecular dynamics simula-

tions can be fully implemented on GPU notwithstanding the lacking of support for double

precision floating point arithmetic in early devices. Moreover, the work in [43, 120] devel-

ops a set of libraries targeting the acceleration of molecular dynamics entirely on GPUs.

By taking advantage of the message-passing interface (MPI), as well as the support for

double-precision floating point calculations, these libraries are able to run in either single or

multiple GPU environments. Due to the availability of more single precision floating point

units than double precision units in GPUs, the use of dynamic precision arithmetic [86] has

been proposed. In this work, it is shown that the error of the calculations of the electron

repulsion integrals can be minimized by calculating the large integrals in double precision

and the other integrals in single precision.

Moreover, the design of hardware engines for the simulation of molecular dynamics

in FPGAs has been addressed as well. For instance, a large-scale reconfigurable cluster for

the simulation of molecular dynamics has been proposed [75]. This system features a high-

bandwidth, low latency 3D torus network that makes possible the communication between

the kernels. The work in [154] presents an end-to-end engine targeting the simulation of

molecular dynamics. This engine features online particle-pair generation, short and long

range force evaluation, bonded interactions, motion updates, and particle migration. In
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this work, they propose a number of micro-architectures to compute bounded interactions,

force summations with motion updates, and FFTs, among others.

2.4.3 QR Decomposition of Tall-and-Skinny Matrices on FPGAs

Previous researchers have addressed the development of efficient software and

hardware solutions to decompose matrices via the QR method. In the area of CPUs,

important techniques to increase the performance of the QR decomposition has been pro-

posed [12, 30, 46]. For instance, methods to consolidate the application of Householder

reflectors via matrix multiplications [12] make it possible to accelerate the computation in

platforms that have large caches. Furthermore, communication-avoiding methods are gain-

ing traction [30]. These techniques are able to execute the QR decomposition in multiple

nodes while minimizing the exchange of data. As far as GPUs, a communication-avoiding

QR factorization routine for TSMs has been presented [4]. In this work, the entire decom-

position is executed on the GPU via compute-bound kernels. A high-performance method

to execute the QR factorization on GPUs is described in [65]. This method takes advantage

of the highly optimized matrix multiplication routines in GPUs and outperforms existing

libraries such as the MKL and MAGMA routines for large matrices.

Researchers have proposed cores targeting the QR decomposition of matrices in

FPGAs as well. In the case of QR decomposition via GSs, CHs, and GRs, these works

include [125, 150, 40, 13]. The QR decomposition via the HR method has not received as

much attention despite its compelling features including lower complexity, higher stability,
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Table 2.2: Comparison of QR decomposition via Householder reflectors designs in FPGAs

Work Ref. [141] Ref. [114] This Work

Year 2011 2012 2020

Synthesis Tool ISE 10.0 ISE 10.0 Vivado 17.2

FPGA Virtex-5 Virtex-6 Virtex-7 (Ultrascale+)

Frequency MHz 150 315 266

Peak GFLOPs 10.2 129 68

Max. FLOPs/Cycle 64 409 256

Efficiency for TSM (%) 7.0 - 11.0 36.0 28.7 - 54.2

Target Matrix Shape Square TSM TSM

Matrix Shape (R,C) (10K, 10K) (10K, 51) (10K, 64-512)

Block Parallelization 2 1 16

Dot-Products Stream Reduction Tree Stream Reduction

Pipelined Reflectors 16 1 4

and its larger degree of parallelism [42]. Table 2.2 compares my work with existing HR

approaches.

In previous work, Tai et al. [141] proposed a QR decomposition engine for the

decomposition of large square matrices. In this design, the input matrix A is divided into

square tiles, and then the HR decomposition is executed in multiple steps. In the first step,

HR decomposition is applied to the top leftmost tile, and then, the computed reflectors

are saved into the off-chip memory. Next, the engine reads the remaining tiles in the top

row (one at a time), reads the reflectors, and applies them. In the second step, the HR

decomposition takes the top leftmost tile as input (an upper-triangular tile) resulting from

the previous step, and the tile right below and executes the HR decomposition. As before,

the reflectors computed in this step are saved to the off-chip memory. Next, the engine reads

the remaining tiles in the first and second row, reads the saved reflectors, and applies them.

At the end, by combining steps one and two, the QR factorization of the input matrix is

achieved.
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My work is distinct from the previous study in multiple ways. First, the work

by Tai et al. targets the decomposition of large square matrices, whereas my work targets

the decomposition of TSMs. For TSMs, I make use of recent developments including the

decomposition of matrices via binary trees and the fast decomposition of upper triangular

matrices [30]. Second, my work targets the decomposition of a large number of tiles in

parallel whereas the work by Tai et al. targets the decomposition of fewer tiles. Third,

due to the shape of the input matrices, my work targets Tall-and-Skinny tiles instead of

Square tiles, since the former favors a higher performance for the problem at hand. On

the other hand, both works include common techniques such as the use of stream reduction

circuits [40], the application of reflectors via deep pipelines, and the decomposition of on-

chip tiles.

In previous work, Rafique et al. [114] proposed an FPGA engine targeting the

decomposition of very skinny matrices, matrices having up to 51 columns. In their work,

the input matrix is first divided in blocks having twice as many rows as columns. Next,

these blocks are brought to the on-chip memory, and then they are decomposed via a HR

decomposition engine. The output of the first step is a series of upper triangular blocks. In

the next step, two triangular blocks are brought to the on-chip memory, and then they are

decomposed. The results are written back to the off-chip memory. The process of reading,

merging, and writing upper triangular blocks continues until the final decomposition is

found.

My work has a number of deviations from this prior work. First, while the work

by Rafique et al. targets the decomposition of up to two blocks in parallel, my work
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targets the decomposition of multiple blocks simultaneously. Second, my work targets the

decomposition where large blocks have to be tiled before they are processed, whereas the

work by Rafique et al. targets the decomposition of matrices where the individual blocks

fit in on-chip memories (blocks size 102 × 51), Third, as described in chapter five, the

execution of the HR decomposition requires the execution of large dot-products. While the

work by Rafique et al. executes these products via resource-intensive reduction circuits,

my work uses resource-aware reduction circuits [40]. As stated in the Introduction, tree-

based reduction circuits are very fast at the cost of using prohibitive amounts of hardware

resources. Although the proposed reduction trees have an impressive peak performance for

the problem at hand, achieving as much as half of this performance is not feasible. For

example, when the input blocks are upper triangular, the reduction tree operates over zero

elements most of the time, and as a consequence, these reduction trees only deliver about

one quarter of their peak performance. In this scenario, my engine achieves over 50% of the

peak performance.
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Chapter 3

Acceleration of HAR Applications

Human action recognition (HAR) algorithms take one or more video sequences

as input, usually a few hundred frames, and produce one or more output(s) categorizing

the possible action(s) executed by the actor(s) within the video clip(s). Applications of

HAR algorithms include health care, assisted living, surveillance, automated video indexing,

security, autonomous navigation, robotics, mobile computing, etc. Even though significant

progress has recently been made in the design and implementation of HAR applications,

several challenges remain: higher throughput for handling large video sequences, lower

complexity for real-time applications, highly parallel implementations for faster response

times, and energy efficient designs for embedded and mobile applications [51, 146, 56].

HAR algorithms rely on the extraction of video features. These can be computed

at regular positions (called dense sampling) or at points of interest (sparse sampling). Video

features can be designed by experts in the field, called hand-crafted features (HCF), such as

histogram of gradients (HOG), or they can be inferred using machine learning techniques
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or learned features, such as convolutional neural networks (CNNs). Once the video features

are extracted, they can be used to train a classifier, such as a support vector machine (SVM)

or a softmax classifier.

HAR implementations based on CNNs have been shown to achieve a higher recog-

nition accuracy than HCF HAR algorithms. However, this advantage comes at a price:

lower throughput, higher computational load and costly energy consumption per frame.

Suleiman et al. [139] shows that HCF HAR algorithms are 311X more energy efficient than

their CNN counterparts. When the features are learned with larger CNNs, the through-

put gap grows to the order of the thousands. Moreover, Zou et al. [161] shows that HAR

algorithms based on learned features with only three convolutional layers have comparable

accuracy and 100X higher energy usage than HCF HAR algorithms. As the accuracy of

the CNN increases, the energy gap grows dramatically.

The proliferation of video cameras and other forms of image sensing technologies

have pushed a large part of the video processing tasks to the edge devices and hence have

increased the pressure on achieving high processing rates at low energy budgets. My objec-

tive is the explore and evaluate the designs of HOG3D-based HAR that can achieve both high

throughput and low energy consumption while maintaining acceptable levels of accuracy.

In this chapter, I extend the work presented in [88], whose focus was the fixed-

point performance evaluation of HOG3D HAR algorithm [69] on FPGAs, by evaluating

the performance and energy consumption of HOG3D implementations on FPGAs, GPUs,

and CPUs. I have profiled the performance of the different HOG3D stages, namely pre-

processing, cell descriptor computation, block descriptor computation and video descriptor
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computation. Based on this analysis, along with the supporting experimental data, I have

identified the strengths and weaknesses of each accelerator for HOG3D. By combining the

strengths of each platform, I propose a high performance heterogeneous implementation that

takes advantage of the strengths of both FPGAs and GPUs, thereby achieving a higher

throughput as well as a lower energy consumption per frame than either homogeneous

implementation.

For the FPGA, I have implemented the HOG3D application on the Micron Wolver-

ine 2000 with a Xilinx Virtex 7 FPGA and 32 GB of local memory [94]. For the GPU, I have

implemented the design on the NVIDIA K20, K40 and K80 [102]. These implementations

are compared to a multi-threaded software application running on the Intel Xeon-E5520

quad-core CPU. The contributions of my work are [118]:

• A high-throughput GPU implementation of the HOG3D algorithm that achieves

166.8X speedup over the CPU one as well as 3.1X speedup when compared with the

FPGA design. A high-throughput FPGA implementation of the HOG3D algorithm

that achieves 53.8X speedup over the CPU. Furthermore, while the energy efficiency

of the software implementation is well below one frame/joule, the GPU design energy

efficiency is 5.4 frames/joule.

• A detailed I/O and computational complexity analysis for each of the four modules

I have identified in the HOG3D design. Based on this analysis, along with the ex-

perimental measurements of the throughput and energy consumption per platform, I

have identified the strengths and weaknesses of both FPGAs and GPUs accelerators.
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• I propose and evaluate a heterogeneous design that seamlessly combines both FPGA

and GPU platforms in a single system: the video pre-processing is executed on the

FPGA and the video descriptor extraction is executed in the GPU. This heterogeneous

design demonstrates a 1.3X speedup over the GPU and is 1.5X more energy efficient

than either homogeneous designs when applied on VGA data as opposed to QVGA

data as in [88]

3.1 Problem Description

The four stages of the HOG3D algorithm are as follows1:

(a) Pre-processing: In this step, the algorithm computes the partial derivatives

along the x, y, and t axes

dx = p[x+ 1, y, t]− p[x, y, t]

dy = p[x, y + 1, t]− p[x, y, t]

dt = p[x, y, t+ 1]− p[x, y, t]

(3.1)

Next, the algorithm computes the integral of the derivatives

v∂x[x, y, t] =
∑
y′≤y

∑
x′≤x

dx[x′, y′, t] (3.2)

v∂y[x, y, t] and v∂t[x, y, t] are computed in a similar fashion. Finally, the routine computes

the integrals videos

iv∂x[x, y, t] =
∑
t′≤t

v∂x[x, y, t′] (3.3)

iv∂y[x, y, t] and iv∂t[x, y, t] are computed similarly.

1In this work, the terms features and descriptors are used interchangeably.
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(b) Cell Descriptor Computation: HOG3D considers the set of integral videos as a

spatiotemporal volume. Volumes are sampled using a 3D block. Blocks are further divided

into r×r×r cells. In addition, cells are divided into s×s×s sub-blocks. For each sub-block,

the algorithm computes the mean gradient vector ḡb = [ḡb∂x, ḡb∂y, ḡb∂t]
T . The component

ḡb∂x is computed as

ḡb∂x =J(t+ l)− J(t) (3.4)

where J(t) = iv∂x[x, y, t] + iv∂x[x + w, y + h, t] − iv∂x[x, y + h, t] − iv∂x[x + w, y, t]. Here,

w, h and l are implementation parameters. Similar equations are used to compute ḡb∂y and

ḡb∂t. Subsequently, the algorithm quantizes each vector ḡb using a regular icosahedron. To

quantize ḡb, the routine centers the icosahedron at its origin in a three dimensional space.

Let Pk,3 be the matrix where each row contains the icosahedron coordinates of the central

point of face i

Pk×3 =



p10 p11 p12

p20 p21 p22

... ... ......

pk0 pk1 pk2


HOG3D calculates the normalized quantization vector ĝb by computing

ĝb =
P × ḡb
||ḡb||2

(3.5)

Next, the algorithm thresholds the elements of vector ĝb using a given parameter

α1. If ĝ′b is the resulting vector after the threshold operation (if ĝb[j] < α1 then ĝ′b[j] = 0
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else ĝ′b[j] = α1 − ĝb[j]) then, the routine uses a scaling factor to obtain the sub-block

descriptor

gb =
||ḡb||2
||ĝ′b||2

q̂′b (3.6)

Then, HOG3D computes the vector c′ by adding, element by element, the s×s×s sub-block

descriptors inside the cell

c′[j] =

s×s×s−1∑
i=0

gbi[j] j = 0, .., k − 1 (3.7)

In addition, the routine normalizes c′. The resulting vector is the cell descriptor

c =
c′

||c′||2
(3.8)

(c) Block Descriptor Computation: HOG3D calculates the block descriptor h by concate-

nating the cell descriptors inside the block

h = {cr×r×r−1, .., c1 , c0} (3.9)

Here h ∈ Rd a d-dimensional space. The result of this step is a set of block descriptors

H = {hi}i=0..n−1.

(d) Video Descriptor Computation: Because the number of descriptors changes

from video to video, a technique for aggregating varying size descriptors into a fixed-size

descriptor has to be implemented [26]. In here, a vocabulary D = {dj}j=0..m−1 with dj ∈

Rd is given. To compute fixed-size descriptors, HOG3D computes the distances between

each block descriptor hi and each visual word dj . Next, the algorithm increments by one the

histogram slot of the visual word dj , i.e. x[j], that is closest to hi. The resulting histogram
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x ∈ Rm is used as the video descriptor. Finally, the routine uses the video descriptor x

as input of a classifier. Notice that J(t + l) − J(t) is the sum of the pixels between t and

t+ l, excluding t, in the area of rectangle (x, y, w, h). In my design, l is always two, and as

a result, the design gets simplified. First, the integral video images are computed between

adjacent integral images only

iv∂x[x, y, t] = v∂x[x, y, t′] + v∂x[x, y, t′ − 1] (3.10)

Second, because the computation of J(t+ l)− J(t) excludes t, ḡb∂x is computed as

ḡb∂x =J(t+ l) (3.11)

Further, ḡb∂y and ḡb∂t are computed similarly.

As shown above, the implementation of the HOG3D algorithm requires the nor-

malization of a number of low dimensional vectors, see (3.5), (3.6), and (3.8). As a result,

the Euclidean norm has to be computed. To optimize hardware resources, the Euclidean

norm can be approximated as proposed in [116]

‖u‖2 ≈ (1− λ)Max(|u[i]|i=0,.,p−1) + λ

p−1∑
i=0

|u[i]| (3.12)

with λ < 1. As shown in this equation, this method is inexpensive to implement in hardware

as it does not require the implementation of the resource-hungry square root operation.

3.2 Fixed-Point HOG3D HAR

In this section, I report on the evaluation of the fixed-point HOG3D recognition

accuracy using four benchmarks:
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• The KTH benchmark is a collection of 599 videos with six actions [123].

• The UCF11 benchmark is a collection of 1,600 videos with 11 action categories in-

cluding basketball shooting, horseback riding, swinging among others [82, 83].

• The UCF50 benchmark is a collection of 6,680 videos with 50 actions [115]. This

benchmark includes all the actions in UCF11, plus 39 additional actions. As with

UCF11, this dataset is challenging due to its diverse conditions as well as the number

of actions.

• The UCF101 benchmark [135], a collection of 101 human actions containing 13,320

video clips. This benchmark extends the UCF50 by adding additional actions. This

benchmark is particularly challenging due to the diverse set of conditions including

illumination, viewpoint, scale, camera motion, backgrounds, etc.

My fixed-point HOG3D implementation is based in the double-precision floating-point im-

plementation described in [69]. Starting from this source code, I added dense sampling,

fixed-point arithmetic, and half-precision floating arithmetic. To sample the input video,

my routine uses a 3D block. The overlapping between adjacent blocks is 50%. While my

routine keeps the temporal scale fix, the spatial scale is increased by a factor of
√

2 until

the size of the block is larger than the size of the image. The algorithm divides each 3D

block into 64 cells, four cells per dimension. Furthermore it divides each 3D cell into eight

sub-blocks, two sub-blocks per dimension. As a result, the size of the block descriptor is

640 elements: 64 = 4× 4× 4 cell descriptors and ten elements per cell descriptor when the

algorithm uses half of the icosahedron orientations. For each of the HOG3D stages, I set

the input bit-width as well as the output bit-width; if m is the number of integer bits and
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n is the number of fractional bits, the total bit-width is m+ n. To minimize overflows and

underflows, the operands have been normalized whenever possible. The maximum bit-width

is set to 27 bits and the minimum to eight bits. For further details refer to my previous

work [88].

To evaluate the accuracy of my HAR recognition method, my algorithm uses re-

duced fixed-point arithmetic along with a modified version of the SVM library LIBSVM [19].

Here, I added a χ2 kernel. In addition, my algorithm observes the experimental settings

described in [69]. In particular, I use leave-one-group-out cross validation. Since the videos

in every dataset are grouped, said N groups, I train a SVM with N − 1 groups and make

predictions about the videos in the left-out-group. If the left-out-group has k videos and

p predictions are correct, the recognition accuracy is p/k. I repeat this process for all the

groups and report the average recognition accuracy for both floating point and fixed-point

precision.

The results are shown in Figure 3.1. The ′half ′ and ′single′ results are from

my modified HOG3D implementation working in half and single precision floating point.

The ′fxp27′ down to ′fxp8′ results correspond to the fixed-point HOG3D implementation

when working with 27 down to eight bits. For the UCF101 benchmark, I only report the

recognition accuracy for single precision floating point and for ′fxp27′, ′fxp16′, and ′fxp8′

fixed-point precision.

The accuracy of the original double-precision floating point implementation [69],

and my ′single′ precision floating point implementation are comparable for all the bench-

marks [88]. Moreover, the recognition accuracy for the KTH benchmark is high, it decreases
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Figure 3.1: On the left, the reduced fixed-point recognition accuracy using χ2 kernel versus
bit-width. On the right, the mean-squared error (MSE) of the video descriptors for the
KTH dataset.

for the UCF101 benchmark for all fixed-point precisions. This is consistent with the fact

that the UCF101 is the hardest benchmark to recognize. The recognition accuracy behav-

ior is significant for reduced fixed-point arithmetic. As show in the figure, as the bit-width

decreases from 27 bits to eight bits, the recognition accuracy is comparable to that of the

single precision floating point albeit small fluctuations. The half-precision implementation

has the lowest overall recognition accuracy. This behavior is mostly due to the character-

istics of the range and the precision of half-precision floating point numbers. In the case

of reduced fixed-point arithmetic, the range and precision are dynamic; they change from

stage to stage while the range and precision of the half-precision floats remain static [88].

Moreover, I compute the mean-squared error (MSE) by comparing the values of

the fixed-point video descriptor with those of the double-precision video descriptors, the

ground truth. In Figure 3.1, I only report the MSE of the KTH dataset because it has

the largest value. As shown in the plot, the MSE is well below 1 × 10−2 for twelve bits

and above. For ten bits and eight bits, the MSE increases, although it always remains
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below 5× 10−2. In brief, these results show it is feasible to implement HOG3D in reduced

fixed-point arithmetic without compromising its accuracy.

3.3 FPGA Implementation

In this section, I describe the implementation of HOG3D in FPGAs. In this

design, all arithmetic operations use reduced fixed-point operands. Operations such as

multiplications and divisions have been implemented in Xilinx fixed-point cores [37]. When

the result of an arithmetic operation overflows the result is saturated on-the-fly. Due to the

design of the DSP units in the Virtex-7 FPGAs and to minimize logic usage, the result of

operations including multiplications and divisions are always truncated [52].

The input of the algorithm are streams of gray-scale videos consisting of 97 images.

The output is the video descriptor vector x with 1000 elements. Unless otherwise described,

four videos are moved from the CPU to the FPGA off-chip memory for processing. Then

four engines process each video. The description of each engine is given in what follows.

3.3.1 Pre-processing Engine

This engine is responsible for computing the integral videos. Figure 3.2 shows the

modules responsible for computing the integral videos along the x, y, and t axes. In this

design, all communications between modules are implemented via FIFOs [41]. As shown

in Figure 3.2, the computation of the integral videos is straightforward. The read image

module reads three images at a time from off-chip memory, the images at indexes t, t+ 1,

and t + 2, in a row by row fashion. Next, the gradients module computes the derivatives
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Figure 3.2: Pre-processing engine: Four modules are responsible for the computation of the
integral videos along the x, y, and t axis.

of the input pixels along the x, y, and t axes. The integral image module computes the

integrals of the gradients. To do so, for each input array, it calculates the integral of the

current row in a register. Also, this module maintains an on-chip copy of the integral of the

previous row. By adding these two integrals, this module obtains an integral image. The

integral video module takes as input two integral images per axis, adds them together, and

writes the integral video into a FIFO. Finally, the resulting integral videos are written to

the off-chip memory.

Notice that in my design, the use of FIFOs facilitates the communication between

modules as well as the modularization of the design. Each module reads from inputs FIFOS,

execute the required computations, and write results to the output FIFOs. In summary,

this design reads 97 gray-scale images per video and outputs 144 = 48× 3 pairwise integral

videos with two bytes per element. On-chip computations are performed in reduced fixed-

point arithmetic with either 8 or 16 bits operands. To improve throughput, I replicate this

engine eight times. As a result, this engine can process eight videos in parallel.
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3.3.2 Cell Descriptor Engine

Figure 3.3 shows the modules responsible for the computation of the cell descrip-

tors. The read integral videos module reads the integral videos from off-chip memory as

Figure 3.3: Components of the cell descriptor engine.

required in the computation of the mean gradient vector ḡb. The mean-gradient module

computes vector ḡb along with its norm. The sub-block normalization module computes the

sub-block descriptor gb by executing the matrix vector multiplication P× ḡb. Matrix P10×3

is stored on-chip.

The cell descriptor module computes the normalized vector cj . Since the compu-

tation of the sub-block descriptors proceeds in a cell by cell order, each time a sub-block

descriptor is computed, the unnormalized cell descriptor is updated as described in (3.7).

Next, this module computes the normalized cell descriptor and writes the results into a

FIFO. Finally, the normalized cell descriptors are written to the off-chip memory.

To take advantage of the FPGA resources, I replicate this engine four times. Hence,

my design processes four videos in parallel. For each incoming integral video and for each

cell descriptor, this engine computes two sub-block descriptors in parallel. Furthermore,

parallel calculations have been implemented when feasible. In the case of the operation

P× ḡb, thirty multiplications are executed in parallel. In the case of vector normalizations,
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divisions and multiplications are executed in parallel as well. In brief, for each incoming

video, this engine reads the pairwise integral videos, computes the sub-block descriptors,

and outputs the normalized cell descriptors vectors. While the inputs to this module are

2-bytes arrays, the outputs are ten-element vectors. On-chip operations are executed in 16

bits. After vector normalizations, the width of the elements in the output vector reduces

to eight bits.

3.3.3 Block Descriptor Engine

This engine reads the normalized cell descriptors, computes the block descriptors,

transposes the block descriptors, and writes the results to the off-chip memory. This engine

is composed of three modules, as shown in Figure 3.4.

Figure 3.4: Components of the block descriptor engine.

The read cell descriptor module reads the normalized cell descriptors cj from the

off-ship memory. Next, the block descriptor module concatenates sixty-four cell descriptors

and writes the resulting vector, h size 64×10, into a FIFO. Then, the transposition module

transposes the descriptors. In this process, the output of the block descriptor module is

written into eight FIFOs, with each FIFO containing one block descriptor. Finally, this
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module pops the eight FIFOs and writes the results of the off-chip memory, one column per

FIFO, i.e. the transpose operation.

To gain performance, I replicate this engine four times, and as a result, four videos

are processed in parallel. For each incoming video and for each block descriptor, this engine

reads and writes four cell descriptors in parallel. In short, the input of this module is an

array of cell descriptors and the output is an array of block descriptors. All operands in

this module are one-byte wide.

3.3.4 Video Descriptor Engine

The next step is to compute the video descriptors. This engine takes two inputs;

the first input is the set of block descriptors H, and the second input is a set of pre-

computed cluster centers D. The goal of this module is to find for each element in H

the nearest neighbor in D, and finally, to find the distribution of the block descriptors per

each given center. In this design, the set D is mapped to the reference matrix Rm×d, and

the set H is mapped to the query matrix Qd×n. As a result, nearest neighbor problem

can be formulated as a matrix multiplication problem i.e. Cm×n = R × Q with c[i, j] =∑
k=0,..,d−1(r[i, k] − q[k, j])2. Thus, matrix C contains all the distances between the given

m centers and the n query points.

Matrix multiplications on FPGAs has been studied extensively [160, 35]. In this

work, I have followed the directions of the design proposed in [72] with modifications. The

computation of matrix C is blocked. For illustration purposes, let us assume that the size

of every block Cij is p×p, moreover, that m = k ∗p and n = s∗p. Matrix C can be written
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as

Cm×n =



C10 C11 ... C1s

C20 C21 ... C2s

... ... ... ...

Ck0 ... ... Cks


The computation of sub-matrices Cij is from top to bottom and from left to right. In this

work, matrix R has n× 640 elements. The reference centers have been normalized off-line.

The components of this engine are shown in Figure 3.5.

Figure 3.5: Components of the video descriptor engine.

The read matrices module is responsible for reading the columns of sub-matrix

Rid one at the time into a FIFO, in addition, the rows of sub-matrix Qdj one at the time

into p FIFOs. The matrix multiplication module executes the multiplication Cij = RidQdj .

The layout of this component is shown in Figure 3.6. At the beginning, this module reads

the first element in the FIFO containing r[0, 0] and it also reads the p FIFOs containing

q[0, 0], q[0, 1], .., q[0, p− 1]. Next, p subtraction-and-multiplications are executed in parallel.

The results are stored in p BRAM accumulators with each accumulator having p addresses

and 16 bits per address. This process continues until the last element, r[p−1, 0], of the first
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Figure 3.6: Matrix multiplication component. The top p FIFOs contain the elements rows
of matrix Q. The left-most FIFO contains the elements of the columns of matrix R. In the
center, the distances are computed and accumulated.

column in Rid is multiplied by the current row q[0, 0], q[0, 1], .., q[0, p−1]. Next, this module

executes the outer-product between the elements in the second column of Rid and the second

row of Qdj . This module continues to execute outer-products until the calculation of the

sub-matrix Cij is complete. Results are written into p FIFOs. Also, by incrementing the

number of operation executed in parallel, the parameter p, I can take advantage of the DSPs

present in the FPGA: the larger is p, the greater the performance.

The nearest center module finds the nearest center for every object in Q. Each

time a sub-matrix Cij is computed, this module reads from p FIFOs. For every FIFO, i.e.

for every object qj ∈ Q, this module keeps track of the minimal distance and the associated

center thus far. Since the sub-matrices Cij are computed top-to-bottom and left-to-right,

each time that a bottom sub-block is computed i.e. Ck0,Ck1, ..,Cks, this module outputs

the centers associated with qj . These centers are written to p FIFOs.
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The video descriptor module reads the outputs of the previous module. Every time

that this module reads a center, the BRAM memory address associated with that center

is incremented by one. When all the nearest centers are found, this module outputs the

video descriptor vector x, to the off-chip memory. Notice that the computation of vector

x can potentially harm the throughput as the nearest center module outputs as many as

320 centers per cycle. To speed up the computation of x, I use a reduction tree with ten

nodes at the top level. Each of those node computes local video descriptor by processing

32 inputs. In the next level of the tree, the local video descriptors are merged into pairs.

This reduction continues until the final video descriptor is found. To improve throughput,

I replicate this engine four times such that four videos are processed in parallel. For each

engine, the parameter p has been steadily increased until the resources in the FPGA are

nearly exhausted. In this design, I set p to 320 such that 1,280 multiplications are executed

in parallel. While all input elements are one byte, the output elements are two bytes.

On-chip computations are executed in two bytes.

3.4 GPU Implementation

In this section, I describe the implementation of HOG3D in GPUs. I use 32-

bit integer arithmetic and single precision floating point arithmetic. My implementation

processes eight videos in parallel by taking advantage of CUDA streams [102, 105]. In

this scenario, each stream is responsible for processing one video. Moreover, kernel calls

are issued in a breadth-first fashion across all the running streams. For the purpose of

illustration, let us assume that eight CUDA streams S1,..,S8 are running in parallel and
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each stream has two kernels K1 and K2. The GPU executes kernel K1 on all eight streams:

S1(K1), .., S8(K1) followed by S1(K2), .., S8(K2). In my design, the GPU executes eight

streams. For each stream, one video having 97 gray-scale images is transferred from the host

main memory to the GPU off-chip memory. Eventually, the HAR algorithm is executed

using four engines as described below.

3.4.1 Pre-processing Engine

The pre-processing engine computes the pairwise integral videos along the x, y,

and t axis. Figure 3.7 shows the kernels used in this engine. The image gradients kernel

Figure 3.7: Components of the pre-processing engine.

computes the gradients along the x, y, and t axis. In this step, each image is divided in tiles

of size 16 × 16. The partition of an image into tiles facilitates coalesced I/O operations.

Each tile is then loaded into shared memory along with the halo elements. For every tile,

the kernel computes the gradients along the x, y and t axis.

Subsequently, the integral images kernel, the right hand side of Figure 3.7, reads

the gradients and computes the integrals of the images. Calculating the integral of the
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images is challenging for GPUs due to the presence of thread divergences [124, 11]. My

design is similar to the work presented in [11], with modifications.

In the first step, the integral columns kernel reads the gradients, using one CUDA

thread per column, integrates the values of the columns, and writes the resulting integrals to

the off-chip memory. While the first step can be executed efficiently by one CUDA thread,

the computation of integrals along the rows requires synchronization between the threads

in a CUDA block. In the second step, the integral row kernel reads the computed column

integrals into shared memory. The algorithm computes the row integrals in two phases: the

up-sweep phase and the down-sweep phase. In the up-sweep phase, the kernel computes

the prefix-sum for all odd elements. In the down-sweep phase, the kernel computes the

prefix-sum for all even elements. In my work, because the rows of the input images are no

larger than 640, the prefix-sum per row can be implemented in shared memory; the routine

sets the row size to N = 1024 and pads the data as necessary. After padding, the kernel

uses N/2 threads, takes 2Log2(N) − 1 steps, and executes 2(N − 1) additions [11]. The

resulting array integrals are then written to the off-chip memory.

Finally, the integral video kernel reads two integral images per axis, adds their

values, and writes the results back to the off-chip memory. In this kernel, threads are

mapped to the columns such that coalesced memory accesses is achieved.

3.4.2 Cell Descriptor Engine

In this engine, the algorithm computes the cell descriptors cj . Figure 3.8 shows

the kernels involved in this computation.

43



Figure 3.8: Cell descriptor engine. Two kernels are responsible for the computation of the
cell descriptors.

Thesub-block descriptor kernel computes the mean-gradient vector gb. In this de-

sign, a thread is responsible for computing the mean-gradient. To improve the performance,

the matrix P10×3 is stored in constant memory and the mean-gradient is stored in shared

memory. The cell descriptor kernel computes the vector c. Specifically, a thread reads the

normalized sub-block descriptors inside the cell, adds their values, executes vector normal-

ization, and finally, writes the resulting vector to the off-chip memory. In this design, a

thread is responsible for computing the normalized cell descriptors using shared memory.

3.4.3 Block Descriptor Engine

The block descriptor engine computes the block descriptors using two kernels as

shown in Figure 3.9. The block descriptor kernel reads the cell descriptors c and computes

Figure 3.9: Block descriptor engine. Two kernels are responsible for computing the block
descriptors.

the block descriptor h. Results are written to the off-chip memory. Because this kernel is

I/O bounded, its performance is improved by increasing the number of threads executing

off-chip reads and writes. In this work, a thread is responsible for reading and for writing
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each element in h. The block transposition kernel reads, transposes, and writes an array

size 640× 10, 240. Matrix transposition using tiles is a well-studied kernel [104, 119, 11].

3.4.4 Video Descriptor Engine

In this engine, the video descriptor is computed via a nearest neighbor clustering

algorithm. Given two vectors x ∈ Rd and y ∈ Rd, their Euclidean distance is given by

ρ(x,y)2 = (x− y)T (x− y) = ||x||2 + ||y||2 − 2xTy (3.13)

Furthermore, distances between vectors can be computed via matrices [38]. Let

R and Q be two matrices size d × m and d × n respectively. R represents m reference

centers and Q represents n block descriptors. Let ρ2(R,Q) be a m × n matrix containing

the distances between the reference centers and the block descriptors. Then ρ2(R,Q) can

be computed as

ρ2(R,Q) = NR + NQ − 2RTQ (3.14)

In this equation, the elements of the jth row of NR are all equal to
∑i=d−1

i=0 (R[i, j])2.

The elements of the jth column of NQ are all equal to
∑i=d−1

i=0 (Q[i, j])2. To save memory,

in this design, I represent NR and NQ as vectors. Further, because the reference centers

are predefined, NR and RT are computed off-line. Figure 3.10 shows the kernels involved

in the computation of the video descriptors.

The norms kernel computes vector NQ. In this design, a CUDA thread is respon-

sible for computing NQ[j]. This assignment makes it possible to optimize off-chip memory

bandwidth. The matrix multiplication kernel executes RTQ by means of the CUBLAS
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Figure 3.10: Video descriptor engine. Kernels used in the process of computing the video
descriptors.

library [104]. The distances kernel calculates the matrix ρ2(R,Q). In this work, a CUDA

thread is responsible for computing the distances between the reference centers and the

block descriptors i.e. ρ2(R,Q)[i, j]. To do so, it reads elements NR[i] and NQ[j] along with

element ρ2(R,Q)[i, j]. Next, it computes the distance, as shown in (3.14), and writes the

values to off-chip memory.

The membership kernel finds the membership of every object in Q. To optimize

the bandwidth, a CUDA thread is responsible for computing the membership of qj by means

of scanning column j in matrix ρ2(R,Q). Results are written to the off-chip membership

vector. Finally, the video descriptor kernel computes vector x in two steps. In the first step,

the privatized step, threads read the elements of the membership vector. As the coalesced

reads are executed, the video descriptor is computed, in shared memory, by means of atomic

adds. In the second step, the global step, threads write atomically to the shared video

descriptor vector in the off-chip memory [121].

3.5 Complexity Analysis

In this section, the complexity of the FPGA and the GPU design per engine is

given. I assume the HOG3D algorithm takes as inputs 97 gray-scaled images having M
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rows and N columns. Also, I assume that each sub-block descriptor contains K elements,

each cell descriptor contains eight sub-block descriptors, and each block descriptor contains

64 cell descriptors. Moreover, the design processes C cell descriptors, n block descriptors,

and m reference centers. Each block descriptor and each reference center vector has 64×K

elements. Moreover, the matrix multiplication RT ×Q operation is blocked, and the size

of the block is p. Without loss of generality, I assume that m/p and n/p are integers.

3.5.1 Pre-processing Engine

Table 3.1 shows the results of the complexity analysis.

Table 3.1: Pre-processing engine complexity analysis

I/O operations FPGA MN(97 + 144)
GPU MN(97 + 144 + 144× 8)

Arithmetic Operations FPGA 144(7MN − 4M − 2N)
GPU 144(9MN − 6M − 2N)

In FPGAs, the pre-processing engine requires the reading of 97 images and the

writing of 144 integral video images, 48 for each dimension. In GPUs, the pre-processing

engine requires 8MN additional I/O operations per integral video image: 2MN writes due

to computation of the gradients, 2MN reads and 2MN writes due to the computation of

the integral of the derivatives, and 2MN reads due to the computation of the integral video

image.

In FPGAs the computation of the integral videos is executed in three steps. (a)

The computation of the derivatives per input image takes M(N − 1) operations. (b) The

integral of the derivatives, takes 2MN −M − N operations. Hence, the computation of
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the integrals of the gradients for two images requires 2(3MN − 2M − N) operations. (c)

The computation of the pairwise integral videos requires MN additions. In GPUs, steps

(a) and (c) are as in the case of FPGAs. Step (b) takes 3MN − 2M − N operations:

the integrals along the columns require (M − 1)N operations and integrals along the rows

require 2M(N − 1) operations. Hence, the computation of the integrals of the gradients for

two images requires 2(4MN − 3M −N) operations.

Taking into consideration the complexity analysis and the proposed design for

FPGAs and GPUs, I observe that this engine is I/O bounded. In the case of FPGAs, the

bound applies despite the larger number of arithmetic operations. This engine computes

three integral videos in parallel. In addition, the computation of the gradients, the integral

of the gradients, and the pairwise integral videos is pipelined.

3.5.2 Cell Descriptor Engine

The complexity analysis is given in Table 3.2.

Table 3.2: Cell descriptor complexity analysis

I/O operations FPGA C(8(12) +K)
GPU C(8(12) + 8K + 9K)

Arithmetic Operations FPGA C(8(11K) + 11K + c)
GPU C(8(11K) + 11K + c)

In FPGAs, the computation of one sub-block descriptor takes twelve reads, see

(3.11), and the computation of the cell descriptor takes K writes. In GPUs, the computation

of each sub-block descriptor takes K additional writes and the computation of the cell

descriptors takes 8K additional reads. In FPGAs, as well as GPUs, the computation of the
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sub-block descriptor qb takes 11K operations2. The computation of the cell descriptor cj

requires 11K operations3.

The computation of the cell descriptors in FPGAs is I/O bounded despite the

larger number of arithmetic operations. While the arithmetic operations are parallelized

and pipelined, at least K operations are executed in parallel per pipeline, the reading of the

integral videos is serial. Moreover, in GPUs, the performance of this engine is bounded by

the number of arithmetic operations as a CUDA thread is responsible for the computation

of each sub-block and cell descriptor.

3.5.3 Block Descriptor Engine

In FPGAs, the computation of each block descriptor involves the reading and

writing of 64 cell descriptors i.e. 2n(64C) = 2n(d) I/O operations. In GPUs, additional

2nd I/O operations due to transpositions must be executed. For both FPGAs and GPUs,

this engine is I/O bounded.

3.5.4 Video Descriptor Engine

Table 3.3 shows the results of the complexity analysis.

In the FPGA, the computation of each sub-matrix Cij size p× p takes 2dp reads.

Moreover, writing the video descriptor vector x takes m writes. Computing each element

c[i, j] takes d subtractions, d multiplications, and d−1 additions. As a result, the total num-

ber of operations per sub-matrix Cij is (3d− 1)(p2). Finding the membership of each block

25K operations due to P × ḡb, K divisions, K comparisons, 3K operations due to squared roots, plus K
multiplications.

37K operations are due to additions and 4K operations are due to normalizations. The constant c
accounts for few additional operations.
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Table 3.3: Video descriptor complexity analysis

I/O operations FPGA 2(dmn/p) +m

I/O operations GPU 2(dmn/p) +mn +
n(d+ 2) + 2mn +
mn+ n

Arithmetic Operations FPGA (3d− 1)(mn) + nm

Arithmetic Operations GPU (2d− 1)mn +
3mn+ n(2d− 1) +
(m− 1)n+ n

descriptor takes (m − 1) comparisons. Moreover, the computation of the video descriptor

vector takes n additions.

The computation of the video descriptor in GPUs is described in three steps. First,

the computation of matrix RTQ takes 2pd∗(mn/p2) reads, mn writes, dmn multiplications,

and (d − 1)mn additions. Second, the computation of ρ2(R,Q) is executed in two parts.

(a) Computing NQ requires dn reads, n writes, dn multiplications and (d− 1)n additions.

(b) Computing ρ2(R,Q) requires n reads and the reading and writing of a matrix size mn.

Moreover mn multiplications and 2mn additions are required. Third, the computation of

the video descriptor x requires mn reads, n writes, (m−1)∗n comparisons, and n additions.

Finally, this engine is computed bounded.

3.6 Experimental Results

In this section, I discuss the throughput and the energy efficiency of the HOG3D

design in FPGAs and GPUs. At the end, I propose a heterogeneous HOG3D (HHAR)

algorithm.
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3.6.1 FPGA Synthesis

In this part, I describe the results of the synthesis, placing, and routing. The

testbed is composed of two Intel Xeon CPUs E5-2640 and two Virtex-7 FPGAs [94]. Each

FPGA has 32 memory channels. To achieve maximum bandwidth per channel, 1.25 GB/s, a

64-byte exclusive request has to be issued. Otherwise, a channel can handle request sizes of

1,2,4, or 8 bytes at the expenses of decreasing the effective bandwidth. While I implemented

all the engines in Verilog HDL, the synthesis is executed in Vivado 16.4. First, simulations

are executed to attest the accuracy of the results. Next, I addressed timing errors until

the design meets the timing requirements (166 MHz). Table 3.4 shows the percentage of

utilization of the resources in the FPGA per module.

Table 3.4: FPGA resource utilization percentages per engine. Image size 320× 240

Available Pre-processing Cell Block Video
Resources (%) Desc (%) Desc (%) Desc (%)

Registers (2443K) 15.49 17.33 14.26 21.22

LUTs (1221K) 20.91 24.79 17.96 25.06

LUTRam (344K) 19.87 16.80 16.41 25.20

Block Rams (1.2K) 40.21 42.52 39.36 87.41

DSPs (2.1K) 0.00 20.00 1.48 59.44

Memory Channels (32) 100.00 100.00 100.00 75.00

To analyze the resource utilization per engine, I split the engines into two groups

taking as the dividing factor the utilization of memory channels. Group one, the pre-

processing, the cell descriptor and block descriptor engine, uses 100% of the memory chan-

nels while the second group, the video descriptor engine, uses 75% only. By inspection of

the resource utilization table, I notice that engines in the first group have high I/O utiliza-

tion and lower on-chip resource utilization whereas engines in the second group have high
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on-chip resource utilization and low I/O utilization. In other words, the number of I/O

operations constrains the performance of the first group of engines, whereas the number of

arithmetic operations constrains the performance of the second group of engines.

3.6.2 FPGA Throughput

In this section, I describe the performance of the FPGA design. The performance

per engine is shown in Table 3.5. In this table, the time to move the data from the host to

the FPGA and back is not reported.

Table 3.5: Virtex-7 FPGA throughput per engine. Image Size 320× 240

Engine Videos Processed Throughput (fps)

Pre-processing 8 11,184

Cell Descriptor 4 3,110

Block Descriptor 4 11,186

Video Descriptor 4 3,036

Overall Throughput (fps) 4 1,088

Table 3.5 shows that the pre-processing and the block descriptor engines have the

highest throughput while the other two engines have the lowest. The high performance

of the pre-processing engine is the result of two factors. First, it contains eight kernels

with each kernel processing three images in parallel. Second, it benefits of the high I/O

performance offered by WX-2000 memory system due to data locality during reads and

writes [94]. The use of pipelining increases the throughput further. The block descriptor

engine has a high performance as well. Notice this engine is fully constrained by the off-

chip bandwidth. In this regard, this engine partially benefits from contiguous memory reads
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since cell descriptors are represented as 16 contiguous bytes. Writes are always issued in

eight-byte chunks.

The cell descriptor engine has the next best performance. The performance of

this engine is limited by the sparsity of the off-chip reads. Although the number of I/O

operations the engine issues is low, memory requests are issued to non-contiguous memory

regions. In addition, because the design uses 100% of the memory channels, further gains

in performance by means of increasing the processing pipelines is not feasible. The video

descriptor engine has the lowest performance. The performance of this engine is limited by

the computational complexity of the matrix multiplication operation, see Table 3.1. Further

gains in performance are not feasible as resources have been nearly exhausted, see Table 3.4.

Overall, when working with images size 320 × 240, the maximum throughput in

steady state is 3,036 fps when four FPGAs are used. In steady state engine one processes

four videos. Moreover, not considering reconfiguration time, the maximum throughput

achieved by one FPGA is 1,088 fps. This calculation accounts for the time it takes for an

image to move across each engine.

3.6.3 GPU Throughput

In this section, I analyze the performance of the GPU design. The first testbed

consists of an Ubuntu workstation equipped with an Intel I7-860 processor, 8GB of RAM,

and a K20 GPU. The second testbed consists of an Ubuntu workstation equipped with an

Intel Xeon E5-520 processor, 24GB of RAM, and a K40 GPU. Finally, the third testbed

consists of a CentOS workstation equipped with an Intel Xeon E5-2680 processor, 32GB

of RAM and a K80 GPU. The code is compiled with the CUDA compiler release 7.5
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and the Basic Linear Algebra Subroutines. In all the experiments, the error correction

capabilities (ECC) are disabled. Table 3.6 shows the throughput per engine for each GPU.

The discussion that follows applies to the K20 GPU. Similar analysis applies to the K40

and K80 GPUs as these devices share the same architecture.

Table 3.6: K20, K40 and K80 throughput per engine when processing eight videos in
parallel. Image size 320× 240

K20 (fps) K40 (fps) K80 (fps)

Pre-processing 3,310 4,044 5,306

Cell Descriptor 13,241 17,143 23,594

Block Descriptor 118,154 128,000 243,810

Video Descriptor 9,458 11,294 16,203

Overall Throughput(fps) 2,033 2,487 3,370

From the table, I notice the K20 is very fast at computing the block descriptors,

engine three, and very slow at pre-processing the videos, engine one. Two elements provide

insight on the performance of engine three. First, the performance of this engine is purely

I/O bounded. Second, the K20 off-chip memory bandwidth is high, i.e. 208 GB/s. The

engine computing the cell descriptors, has the next best performance. Close inspections of

the performance of this engine shows the kernel computing the sub-block(cell) descriptors

taking 66(34) % of the running time. The performance of this engine is limited by the

amount of work the engine must execute and by the uncoalesced nature of the reads during

the computation of the sub-block descriptors. Thread divergences present during vector

normalizations limit the performance as well.

The performance of engine four, namely the computation of the video descriptors,

has the next best performance. Inspecting the performance of this engine reveals that about

60% of the time is spent executing the matrix multiplication. The remaining time is spent
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in nearly equal parts in the kernels responsible for computing QN , ρ(R,Q)2 and x. In

this engine, elements limiting gains in performance include the complexity of the matrix

multiplication (see Table 3.3 in Section VII), the use of block barriers, and the use of atomic

primitives during the computation of the video descriptor vector x.

Notably, the pre-processing engine has the lowest performance. The pre-processing

complexity analysis (see Table 3.1 in Section VII), explains in part this behavior. When

compared with the FPGA complexity, the GPU executes MN(144 × 8) additional I/O

operations. Moreover, while the number of the arithmetic operations per integral video in

FPGAs is proportional to 7MN , this complexity is proportional to 9MN in GPUs. On

closer inspection, the GPU running times show that engine one spends 55.0%, 28.9%, 12.2%,

and 3.8% computing the row integrals, the columns integrals, the image gradients, and the

integral videos respectively. Issues affecting the performance of the row integrals kernel

include the presence of control flow divergences, the presence of synchronization primitives,

and the effective amount of work that a thread executes per step.

Bialas [10] shows that block thread divergences on Kepler GPUs cost as much as

116 clock cycles. Letrendre [79] shows that the extra cost of using block synchronization

primitives in the presence of global memory reads ranges from few hundreds up to a thou-

sand cycles. Likewise, the cost of global memory writes in the presence of synchronization

primitives is comparable, although it tops at about 700 cycles. The extra cost of using

block synchronization primitives in the presence of shared memory reads is near 350 clock

cycles. Similarly, when synchronization primitives are used, the cost of shared memory

writes is near 220 cycles. Furthermore, the row integral kernel executes 2(N − 1) additions
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in 2Log2(N)−1 steps when N/2 threads are used. If N = 512, the number of additions per

step is 61 ≈ 1022/17. In this case, the amount of work per thread per step is 0.24 ≈ 61/256.

In other words, during row integration threads do not execute any useful work 76% of the

time.

In addition, I notice that, although recent GPU architectures include novel soft-

ware and hardware optimizations [23], in my work, those optimizations do not increase

the throughout of the row integral kernel notwithstanding the expected gains in perfor-

mance due to the new architecture. While the single instruction multiple thread (SIMT)

execution model supports independent thread scheduling, this model does not increase the

performance of the kernel under analysis because synchronization between the collaborating

threads during the up-sweep and the down-sweep is still required i.e. in the best scheduling

scenario, the integral row kernel still requires 2Log(N) − 1 steps. Further research reveals

that the low performance displayed by the row integral kernel is part of a broader set of

performance challenges faced by GPUs when processing workloads with irregularities as

shown in [16, 21, 48].

I notice that, although theK20 GPU can process fifteen videos in parallel, the gains

in performance are diminishing as the number of videos increases. The peak performance

is achieved when the number of videos processed is ten. Above ten videos, the performance

remains constant. Below seven videos, the throughput drops by 30 fps and below. In brief,

when working with images size 320 × 240, the throughput of the K20, K40, and K80 is

2,033 fps, 2,487 fps, and 3,370 fps respectively. The K80 speedup is 1.3X(1.6X) when
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compared with the K40(K20). The K80 implementation takes advantage of the dual GPU

design.

3.6.4 Heterogeneous HAR

Based on the throughput results obtained for the K20 GPU and the Virtex-7

FPGA, in this section, I develop a heterogeneous HAR (HHAR) design. In this design, the

pre-processing is executed in the FPGA. The data is then moved from the FPGA to the

host and from the host to the GPU, and finally, the cell, block, and video descriptors are

computed in the GPU. Figure 3.11 shows the steps required by my HHAR design. Table 3.7

Figure 3.11: Heterogeneous HAR desing. (1) The transferring of data from the host to the
FPGA (2) The execution in the FPGA (3) The transferring of data from the FPGA to the
CPU (4) The transferring of data from the CPU to the FPGA (5) The execution in the
GPU (6) The transferring of data from the GPU to the CPU.

shows the execution times of the steps involved in the algorithm for images size 640× 480.

Table 3.7: Heterogeneous HAR design execution times per task. Image size 640× 480

Step Resource Time (ms)

(1) Host to FPGA Data Transfer PCIe G3 ×16 65.24

(2) Pre-processing Virtex 7 274.70

(3) FPGA to Host Data Transfer PCIe G3 ×16 379.16

(4) Host to GPU Data Transfer PCIe G2 ×16 225.84

(5) Cell, Block and Video Desc. K20 591.50
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Table 3.7 shows the times it takes to process eight videos in parallel. In this design,

776 = 97× 8 gray-scale images are transferred from the host to the FPGA. Next, the pre-

processing engine is executed in the FPGA. The resulting 8×144 2-byte integral videos are

then transferred from the FPGA to the host and from the host to the GPU. Finally, the

GPU executes the cell, block, and video descriptor engines. The time to transfer the video

descriptor back to the CPU, step six, is below one millisecond, and as a result, it is not

reported.

By inspection of Table 3.7, I notice that the execution of the block, cell, and video

descriptor engines on the GPU takes the longest time followed by the time it takes to transfer

data from the FPGA to the host. Moreover, it is possible to overlap the movement of data

from the host to the FPGA (and vice versa) with the execution of the kernel in the FPGA;

the call wdm dispatch in the Convey Development Kit is non-blocking [93]. Likewise, it is

possible to overlap the movement of data between the host and the GPU with the execution

of a kernel in the GPU given that several practices are observed [105]. Considering these

overlaps, the communication time between the host and the FPGA dominates the FPGA

execution time. Similarly, the execution time in the GPU dominates the communication

time between the host and the GPU.

Based on these observations, I propose a host controlled four stage pipeline, see

Figure 3.12. In this plot, the notation Bx,Rx and B*x, R*x identifies the set of double

buffers used in the FGPA and the GPU. In steady state, reached at step six, the maximum

latency of the pipeline is 591.50 ms. This is the time it takes the GPU to process eight videos
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Figure 3.12: Heterogeneous HAR pipeline. The pipeline has four steps: (a) the transferring
of data from the host to the FPGA (H-FPGA) and from the FPGA to the host (FPGA-H);
(b) the execution in the FPGA (FPGA); (c) the transferring of data between the host and
the GPU (H-GPU); and (d) the execution in the GPU (GPU).

in parallel. Based on these considerations, the HAR design has a cumulative throughout of

1,311 fps; 163 fps per input video.

3.6.5 Energy Efficiency Comparison

Next, I compare the energy efficiency of each platform. For the GPUs, the power

is measured using the NVIDIA Management Library [105]. Once the power plot is drawn,

corrections have been made to have an accurate power estimation [17]. The FPGA power

consumption is measured using the Convey Development Kit [93]. This API allows the user

to query the power usage of the FPGA as the application is executed. In all platforms,

the computed power accounts for the idle power and the dynamic power consumption. The

energy usage and energy efficiency per platform and per engine are shown in Table 3.8.

Although my heterogeneous HAR design works with any GPU, I report the results with the

K20 GPU.
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Table 3.8: Energy usage (Joules), energy efficiency (Frames/Joule), and throughput (FPS)
per platform. Image size 640× 480

HHAR K20 K40 K80

Pre-processing (J) 17.2 74.0 80.3 125.2

Cell Desc (J) 41.0 14.4 13.8 20.5

Block Desc (J) 4.8 1.7 1.4 2.0

Video Desc (J) 98.9 34.7 35.7 35.6

Total Energy (J) 161.9 124.8 131.2 183.3

Efficiency (F/J) 8.0 3.6 3.9 5.4

Throughput (FPS) 1,304 455 517 998

For the pre-processing stage in the HHAR design, I report the energy measured

via the Convey Development Kit and for all other stages, I report the energy measured via

the NVIDIA Development Kit. To obtain the throughput and energy efficiency of the pre-

processing engine in the FPGA, I have synthesized its design for VGA images (640× 480)

and measured the throughput and power consumption. The resource usage is shown in

Table 3.4. Eight engines processing gray-scale images have a cumulative throughput of

2,796 fps while requiring about 36.8 joules i.e. 13.1 mJ/F.

Moreover, the HHAR energy calculation shown in Table 3.8 does not takes into

account the energy used by the host or the PCIe buses. My HHAR design requires additional

energy to move 707.8MB from the FPGA memory to the host memory and from the

host memory to the GPU memory. My research indicates this additional energy is minor

compared to the energy used by a kernel running in either the FPGA or the GPU. It is

estimated that DDR3 memories dissipate approximately 1.5 W/GBit on average and close

to 2.5 W/GBit at peak usage [56, 89]. In the case of memory reads, the reading of 32

bits requires close to 620 pJ [56]. Using these figures, I estimate the energy required for

reads and writes 707.8MB is below one joule. In addition, my experiments reveal that the

transfer of 5.6 GBits from the host to the GPU requires about a dozen Watts, as reported
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by the sensor in the GPU, although precise measures of the energy required bit the PCIe

links is challenging. More importantly, adding few joules to the energy consumption of my

HHAR design will not alter the overall results.

From this, I notice that the HHAR design has the highest throughout, in frames

per second (fps), and it is the most energy-efficient design, in frames per joules (F/J),

followed by the K80. My HHAR design has a cumulative throughput of 1,311 fps: 163

fps for each incoming video. In addition, it achieves 2.0X(2.2X) higher energy efficiency

when compared with the K40(K20). The K20 and K40 GPUs have comparable comparable

energy efficiency and the K80 is more energy efficient by a factor of 1.5 and 1.4 respectively.

Notice that if my HHAR design uses the K40 or K80, instead of the K20 GPU, the design

will further increase both the energy efficiency and the throughout.

3.6.6 Comparison With Related Works

Prior work on HOG has focused mostly on two dimensions (HOG2D) for object

recognition. Instead, I use histogram of gradients in three dimensions (HOG3D), which is

particularly important for HAR. Working with the temporal dimension adds to the com-

plexity of the algorithm in all its stages.

Previous research of HOG2D for object recognition in GPUs includes the work

presented in [53, 113, 81]. When processing images size 640 × 480, as in this work, these

designs achieve throughputs ranging from 16 fps up to 38 fps. While the focus of the work

in [53] is the identification of vehicles in real time, the work in [113, 81] focuses in the

identification of pedestrians using batch approaches. In addition, these researchers focus
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their attention on achieving high throughput and high energy efficiency using well-establish

algorithms.

Research of HOG2D for object detection in FPGAs includes [63, 98, 95, 47, 101,

87]. When processing images size 640×480, these designs achieve throughputs ranging from

30 fps up to 526 fps although the work in [47] processes higher resolution images at the

expense of lower throughput. As in the case of GPUs, the focus of this work is in achieving

high throughput. In addition, lowering the computational complexity of the design without

sacrificing the recognition accuracy is paramount.

The acceleration of HOG3D has not received the same attention as that of HOG2D.

The work in [57] targets HAR applications in FPGAs although it operates at 600 fps while

using images size 320 × 240. This design has a recognition rate of 93.2% working with a

small set of actions. Its recognition drops to 80.8% when a few more actions are added. In

comparison, my work achieves a throughput of 1,311 fps on 640 × 480 images when eight

videos streams are processed in parallel. Also, while the work in [1] and [57] target datasets

having few classes, my work targets datasets having over 50 classes.

Furthermore, although my work is orthogonal to those focused into improving the

accuracy of HAR applications, I state that my HCF design, with multiple scale support,

has recognition accuracy comparable to state-of-the-art CNNs. In the case of the HMBD-

514 [71], the recognition accuracy of CNNs [132] is 59.4% when two-stream CNNs are used.

When only the temporal or spatial stream is used, the recognition accuracy drops to 54.6%

and 40.5% respectively. When hybrid approaches are used [147], the recognition accuracy

4This benchmark is comparable to the UCF50 benchmark. It has 51 action categories and 7,000 video
clips
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reaches 65.9%. My 16-bits reduced fix-point HHAR design achieves 60.1% recognition

accuracy in the UCF50.

Finally, the higher accuracy demonstrated by CNNs on HAR applications [70, 64,

142] comes at the cost of higher power consumption and lower throughput. The results

in [139] show that feature extraction using HOG is 311X and 13,486X more energy efficient

and has 34.7X and 1,562X higher throughput than AlexNet [70] and VGG-16 [133] respec-

tively. The work in [161] shows that a five-layer CNN has comparable accuracy to those

of HOG designs while consuming 100X more energy. In addition, my experiments show

that my hybrid design is 44.7X more energy efficient and achieves 13.4X higher throughput

than AlexNet on the Titan X GPU [103].

3.7 Conclusions

In this work, I have investigated the throughput and energy efficiency of HOG3D-

based HAR applications acceleration on FPGAs and GPUs for edge computing where high

performance and energy economy are at a premium. I have identified four stages in this

application and have explored the design constraints of each stage on the target platforms.

I have developed a detailed I/O and computational complexity analysis of each of these

stages and used this insight to guide my heterogenous implementation. My results show

that a heterogeneous implementation where the first stage, the video pre-processing, is

implemented on the FPGA and the other three stages are implemented on the GPU achieves

the highest throughput and energy efficiency. Specifically, the heterogeneous HAR algorithm

achieves 1.3X speedup when compared with the K80 GPU, 2.5X when compared with the
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K40 GPU, and 2.8X when compared with the K20 GPU. Similarly, my heterogeneous HAR

design is 1.5X and 2.0X more energy efficient when compared with the K80 and K40 GPUs.

I have shown that HOG3D can be implemented via a reduced fixed-point processing pipeline

without compromising the recognition accuracy. Additionally, my design has comparable

accuracy to those of HAR design using five-layer CNNs while been more energy efficient.
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Chapter 4

Acceleration of Quantum

Simulations

4.1 Introduction

Modern quantum chemistry techniques depend critically on massively parallelized

computational hardware to enable accurate calculations of the many-body electronic Schrödinger

equation. Indeed, over the past two decades, the quantum chemistry community has wit-

nessed tremendous technological advancements in computing that have enabled simula-

tions of chemical/material systems of increasing complexity. These advancements have

become even more prominent as we rapidly approach the dawn of exascale computing,

with machines capable of performing a million trillion floating-point calculations per sec-

ond [126, 91, 77]. However, to enable these massive calculations, recent exascale computing

guidelines [78, 39, 117] have strongly cautioned that this increase in computing power should
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only require a modest increase in power consumption (to offset both operation costs and

deleterious climate change effects). Maintaining this delicate balance between computa-

tional performance vs. energy efficiency is extremely difficult since recent reports [92, 55]

have shown that even small supercomputing centers regularly consume 500-1000 kW of

power over the course of the year, resulting in over $1 million for power costs alone. These

estimates do not even account for cooling costs, which have been reported to make up

25–50% of total power required by large data centers [122]. To partially mitigate these is-

sues, this work is a first attempt to address these emerging parallelization and power-usage

concerns via FPGAs.

While my use of FPGAs bears some resemblance to the techniques used by Shaw

and co-workers to accelerate molecular dynamics calculations with the customized Anton

machine [129, 130, 131], the approach utilized in my work has several distinct differences.

In particular, Anton belongs to a class of computing architectures known as application-

specific integrated circuits (ASICs), which are extremely expensive to design and hard to

modify when new types of calculations are desired. Compared to ASICs, FPGAs can be

re-configured for a variety of applications. In addition, FPGA solutions are significantly

less expensive to manufacture and to power.

In this chapter, I present the first application of FPGAs for use in massively par-

allelized quantum dynamics of large chemical systems (up to 3,338 atoms). My motivation

for implementing RT-TDDFTB with FPGAs is two-fold: (1) the RT-TDDFTB formalism is

highly parallelizable, and (2) the techniques presented in this work can be used as a first step

towards full DFT-based electron dynamics simulations on FPGAs. To assess the advantages
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of the proposed design, I compare its performance with that of the RT-TDDFTB simula-

tions using two highly optimized libraries: (1) the RT-TDDFTB simulations implemented

in the CUBLAS Linear Algebra Library [104] (running on a NVIDIA K40 GPU), and (2)

the RT-TDDFTB simulations implemented in the Intel Math Kernel Library (MKL) [145]

(running on a Intel Xeon processor) in conjunction with OpenMP for multi-threading. The

contributions of my work are three-fold:

• I have implemented a highly optimized engine that focuses on the execution of RT-

TDDFTB simulations on FPGAs. The engine takes advantage of various hardware

optimization techniques such as tiling, deep pipelining, and memory bursting. Multiple

parallel instances of this engine are placed and routed on a Virtex FPGA running at

166 MHz. By exploiting the structure of the input matrices, the engine is able to

execute over 256 complex-value floating point operations per clock cycle.

• For medium and large RT-TDDFTB simulations, the proposed engine outperforms

the competing platforms. In particular, when the RT-TDDFTB simulation has over a

thousand atoms, my engine achieves an 1.4× speedup compared with the competing

libraries. Furthermore, because the performance of the proposed engine increases lin-

early with the number of atoms under simulation, the performance gaps are expected

to increase for larger systems.

• In addition, my experimental results show that the proposed engine is energy-efficient.

On average, CPUs and GPUs consume 3.77 and 4.05 times more energy respectively.

These gains in energy efficiency are due to the presence of highly optimized wide and

deep pipelines. While the wide pipelines allows for the parallel execution of tiled
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matrix multiplication operations, the deep pipelines allows for the serial execution of

dozens of complex-value floating point operations within these blocks.

4.2 Theory and Computational Methodology

Before proceeding with a detailed description of my FPGA parallelization en-

hancements, I first give a brief overview of the RT-TDDFTB formalism. Over the past

few years, the RT-TDDFTB approach has garnered significant attention as an extremely

efficient technique for probing the non-equilibrium electron dynamics of extremely large

chemical systems. Specifically, the RT-TDDFTB approach have been used to understand

photo-injection dynamics in dye-sensitized TiO2 solar cells [110, 99, 100], many-body inter-

actions in solvated nanodroplets [109], and excitation energy transfer dynamics in plasmonic

arrays [59, 60]. These real-time quantum dynamics calculations are carried out by apply-

ing a time-dependent electric field to the initial ground state density matrix, resulting in

an explicitly time-dependent Hamiltonian Ĥ(t)=Ĥ0 − E0(t) · µ̂(t), where E0(t) is the ap-

plied electric field, and µ̂(t) is the dipole moment operator. Since the quantum system

is directly propagated in the time-domain, E0(t) can have any arbitrary time-dependent

form. For example, if E0(t) is a Dirac delta function, E0(t) = δ(t − t0), this yields an

optical absorption spectrum (obtained after a Fourier transform of the time-evolving dipole

moment). However, if E0(t) takes the form of a sinusoidal perturbation, it represents a

continuous interaction of the system with monochromatic light in the time domain. When

either of these time-dependent fields are applied, the density matrix ρ̂ evolves according to
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the Liouville-von Neumann equation of motion which, in the nonorthogonal-DFTB basis,

is given by

∂ρ̂

∂t
=

1

i}
(S−1 · Ĥ[ρ̂] · ρ̂− ρ̂ · Ĥ[ρ̂] · S−1), (4.1)

where Ĥ is the Hamiltonian matrix (which implicitly depends on the density matrix), S−1

is the inverse of the overlap matrix, and } is Planck’s constant. When the applied incident

fields are smaller than the internal fields in a molecule or material, the system is in the

linear response regime [96]. Under these conditions, the time evolution of the dipole moment

operator can be expressed as the convolution between the applied electric field perturbation,

resulting in the following response function of the system

〈µ̂(t)〉 =

∫ ∞
0
α(t− τ)E(τ)dτ, (4.2)

where E(τ) is the electric field that induces a perturbation in the Hamiltonian, and α(t−τ)

is the polarizability tensor. Upon application of the convolution theorem, Equation 4.2

can be expressed in the frequency domain as 〈µ̂(ω)〉 = α(ω)E(ω). The imaginary part

of the average polarizability, ᾱ is an experimentally measurable quantity related to the

photoabsorption cross section by the expression σ(ω) = 4πω/c · Im(ᾱ), where c is the speed

of light, and Im(ᾱ) is the imaginary part of the average polarizability.

In this work, I utilized the DFTB+ code [5] to construct the ground-state Hamil-

tonian, overlap matrix elements, and the initial single-electron density matrix within the

self-consistent DFTB approach. With these ground-state quantities pre-computed, excited-

state electron dynamics calculations were carried out with a customized RT-TDDFTB im-

plementation on both GPU and FPGA hardware architectures. To enhance the efficiency
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of the RT-TDDFTB calculations, the majority (roughly over 75%) of the computation of

Equation 4.1 was offloaded to a co-processor either an FPGA or a GPU as described pre-

viously. To enable this efficiency, Equation 4.1 was computed in multiple steps as follows.

1) In the CPU, the self-consistent charge (SCC) and non-SCC Hamiltonian matrices

are parsed in conjunction with the overlap matrix, orbital-wise electron fillings, and

spatial coordinates of the system. The corresponding data structures for the density,

overlap, and Hamiltonian matrices are subsequently generated.

2) Within the CPU, the matrix product S−1 · Ĥ[ρ̂(t)] is computed.

3) The matrices ρ̂(t), ρ̂(t)T , ρ̂(t −∆t), and the matrix resulting from step 2 are trans-

ferred to the co-processor (i.e., a GPU or an FPGA).

4) ρ̂1(t+∆t) = 1
i} {(S

−1Ĥ[ρ̂(t)])ρ̂(t)}) (2∆t) + ρ̂(t−∆t) is computed in the co-processor.

5) ρ̂2(t+ ∆t) = 1
i} {(S

−1Ĥ[ρ̂(t)])ρ̂(t)T } (2∆t) is computed in the co-processor.

6) The resulting matrices from steps 4 and 5 are transferred to the CPU where the

three-point formula ρ̂(t) = ρ̂1(t) − ρ̂2(t)T is computed (i.e., a simple subtraction of

two pre-computed quantities with little computational overhead).

7) The density ρ̂ and Hamiltonian Ĥ matrices are updated in the CPU.

8) The entire process starting with step 2 is repeated to propagate the electron dynamics

for the desired time duration. The time-dependent charges, dipole moment, and

density matrices are subsequently processed.
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4.3 Chemical Systems and General FPGA Matrix Opera-

tions

Since the main focus of this work is to implement and understand FPGA perfor-

mance gains for computing electron dynamics, I have chosen a representative set of large

chemical structures to assess its efficiency and computational scaling. To this end, I have

constructed a set of hydrogen-terminated carbon nanoribbons [152] ranging from 62 – 3,338

atoms, and Figure 4.1 depicts a subset of these structures as a function of size. It is worth

mentioning that I specifically chose 3,338 atoms as the upper limit since this corresponds

to the maximum matrix size that can be held in the memory of the GPU used in my

performance benchmarks.

Figure 4.1: A representative subset of the carbon nanoribbons with various lengths exam-
ined in this work.

In computing the electron dynamics of these large nanoribbons, it is worth noting

that both the Hamiltonian matrix Ĥ and the inverse of the overlap matrix S−1 in Equa-

tion 4.1 are real-valued, whereas the density matrix ρ̂ is complex-valued. Moreover, while
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the density matrix ρ̂(t) is dense, the matrix product S−1 · Ĥ[ρ̂] is sparse, which increases

as a function of the nanoribbon size as shown in Figure 4.2.
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Figure 4.2: Sparsity of the matrix product S−1 · Ĥ[ρ̂] as a function of nanoribbon size.

To efficiently parallelize the RT-TDDFTB calculations on FPGAs, I designed a

software/hardware kernel that executes steps four and five (which are the most computa-

tionally demanding steps, as described above) and has the capacity for transferring matrices

to and from the co-processor. Moreover, by supporting the matrix operations described in

step four, the implementation for the matrix operations described in step five is already

satisfied since the reading of ρ̂(t − ∆t) can be omitted in the latter step. To this end, I

created a general-purpose hardware kernel to support the operation

Ck = αAB + βCk−1, (4.3)

where the superscript k denotes the kth iteration, A is a real-valued matrix, and the

matrices B and C along with the parameters α and β are complex-valued. As such, the

RT-TDDFTB simulations in the co-processor can be enabled by setting A = S−1 · Ĥ[ρ̂(t)],

B = ρ̂(t) or B = ρ̂(t)T , and Ck−1 = ρ̂(t − ∆t). In addition, the parameter α was set to

1
i}(2∆t) while the parameter β is real and set to one. As described in the next, my kernel
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exploits the sparsity of A and allows us to decrease both the input/output (I/O) and the

computational complexity of the matrix operations to be offloaded to the FPGA.

4.4 Baseline FPGA Design and Architecture

I first present a general (but detailed) hardware design for carrying out parallelized

matrix multiplications. I designate this as the “baseline” FPGA hardware design, with

Section 4.4.1 describing my baseline implementation for real-valued matrix multiplications

and Section 4.4.2 giving my modifications for complex-valued matrix operations. Section 4.5

presents additional acceleration techniques tailored specifically to the efficient propagation

of RT-TDDFTB electron dynamics on FPGAs.

4.4.1 Real-Valued Matrix Multiplications on FPGAs

The multiplication of real-valued matrices on FPGAs continues to be a topic of

interest, [35, 72, 62, 160, 159, 80, 8] and to enable the computations required by the RT-

TDDFTB simulations (Eq. 4.3) I have modified a previous design [72] that was used for real-

valued, dense matrix multiplication. I commence with Figure 4.3, which depicts a general-

purpose schematic for parallelization of real-valued matrix multiplication on FPGAs. To

allow my baseline design to be completely general, the size of the matrices A, B, and C

are n × m, m × l, and n × l, respectively. Moreover, matrices A, B, and C have been

partitioned into sub-blocks of size p×m, m× p, and p× p, respectively (with n/p and l/p

being integer numbers). Within this schematic, the computation of each block Cij can be

obtained via multiplications of the corresponding blocks in A and B (i.e., C11 = A11B11).
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More generally, each block Cij can be calculated as outer products (·) between the columns

of block Ai1 and the rows of block B1j such that Cij = a1 · b1 + a2 · b2 + ... + am · bm,

where the column vector ai is the ith column of block Ai1 and the row vector bi is the ith

row of block B1j . In the terminology of computational linear algebra algorithms, matrices

having the form ak ·bk are rank-one matrices, and the addition of rank one matrices is called

a rank one update [151, 143]. By using these rank one updates, I can improve both I/O

bandwidth and parallelism, since if one element of the column vector ak as well as the row

vector bk are available, I can execute p multiply-and-accumulate operations simultaneously.

Moreover, bk can be reused p times to improve the performance of matrix multiplications

on FPGAs [35, 72].

Figure 4.3: Schematic of parallelized matrix multiplication on FPGAs. The computation
of the block C11 can be obtained via the outer-products between the columns of A11 and
the rows of B11.

The general framework for carrying out these parallelized matrix multiplication

operations on FPGAs is shown as a high-level flowchart in Figure 4.4. This hardware engine

is comprised of six modules designated as the Scheduler, Reader, Read A Controller, Read

B Controller, Multiply-and-Accumulate, and the Write C Controller. All communication

between these modules is executed via first-in first-out blocks (FIFOs) [41]. While the
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design of FPGA Readers, Writes, and Controllers is generally well established, multiple

designs have been proposed for the implementation of the Multiply-and-Accumulate unit.

In this work, I have modified a previous design [72] in which one FIFO (shown in the top

left of Figure 4.5) stores the elements of the columns of matrix Ai1 (i.e., the column vectors

ak). Similarly, at the top of Figure 4.5, the module has p FIFOs to store the rows of the

matrix B1j (i.e., the row vectors bk). In the center of Figure 4.5, p Multiply-and-Accumulate

units execute the multiply-and-accumulate operation. At the bottom of Figure 4.5, p FIFOs

are used for storing the final values of Cij with each FIFO having capacity for p elements.

The right part of Figure 4.5 shows the components of a Multiply-and-accumulate unit. A

block RAMs (BRAM) is used to store the partial values of Cij . Each block RAM have p

addresses with either 32 or 64 bits per address to hold single or double precision numbers.

A multiplexer is used to multiplex one of the inputs of the adder. During most of the

computation, the input to the adder is a numerical value from the BRAM; however, the

multiplexer outputs zero when the calculation of a new block Cij starts.

The computation of Cij commences as follows. First, the Controller signals the

reading of the first row of block B1j and the first column of block Ai1, which are executed

by the Read B and Read A Controller, respectively. These values are stored in the p

FIFOs labeled bk,0, ..., bk,p−1 and the FIFO labeled ai,k respectively. The Controller then

commands the Multiply-and-Accumulate module to carry out p multiplications in parallel;

i.e., a[0, 0] ∗ b[0, j] for j = 0, ..., p− 1. The results of these multiplications are subsequently

added to the zero values coming from the multiplexers and the results are stored in the

BRAM at address zero. After the element a[1, 0] arrives to the top-left FIFO, the Controller
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Figure 4.4: High-level view of the design for parallelizing the RT-TDDFTB simulations in
hardware. In this figure, the Scheduler directs the execution of tasks to the other modules.
The Read (Write) controller reads (writes) one input matrix from (to) the off-chip memory.
Finally, the Multiply-and-Accumulate module executes the matrix multiplication operation.

Figure 4.5: Hardware implementation of the Multiply-and-Accumulate module. This module
executes the real-valued outer-products between the columns of matrix A and the rows of
matrix B. The partial results are stored in block RAMs. The final results are stored in
the FIFOs shown at the bottom. On the right part, the components of the Multiply-and-
Accumulate unit are shown.
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signals the execution of p new multiplications and p new additions. Finally, the results are

stored in RAM at address one, and this process continues until the outer product between

the first column of Ai1 and the first row of B1j is completed.

In addition to the tasks mentioned above, the Controller directs the execution of

the outer product between the second column of Ai1 and the second row of Bj1. The results

of these multiplications are then added to the previous values stored in the BRAM. This

process continues until the outer product between the last column of Ai1 and the last row

of Bj1 is executed. At this point, the operation Cij = Ai1B1j is completed, and the results

are stored in the p BRAM. The content of the BRAM is written to the ci,0, ..., ci,p−1 FIFOs

one row at the time. Finally, the Scheduler signals to the Write C Controller to write the

content of these FIFOs to the off-chip memory, and this process continues until all the Cij

blocks are computed.

It is worth mentioning a few practical notes that can be used to enhance the

efficiency of real-valued matrix multiplication on FPGAs. First, the block Cij does not

have to be square, and its size can be tailored to any specific FPGA hardware platform [35].

For example, if the block Cij has dimensions of p × q, the parameter p can be increased

to yield higher efficiency on FPGA platforms that have more on-chip memory. Second, for

FPGAs with abundant floating point units (FPU), the parameter q can be increased as well.

Third, if the delay in the floating point addition is v cycles, it is desirable to have p ≥ v

to maintain computational efficiency. This constraint arises since the accumulations of the

previous outer product must be finished before the next outer product starts, or the pipeline
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will be stalled. Finally, if one has access to large FPGAs, or multiple FPGAs, several Cij

blocks can be computed in parallel using the computational techniques discussed previously.

4.4.2 Complex-Valued Matrix Multiplications on FPGAs

In this section, I describe my customized baseline design for complex-valued matrix

multiplications on FPGAs. While the FPGA engine described in the previous section

supports the real-valued matrix multiplication in the expression C = AB, I implemented a

new design for computing complex-valued matrix multiplications required for propagating

RT-TDDFTB electron dynamics (cf. Eqs. 4.1 and 4.3). To support this new capability, I

first compute an intermediate matrix Tij given by

Tij = Ai1B1j , (4.4)

where the blocks of the matrix A and B are real- and complex-valued, respectively. Fig-

ure 4.6 depicts my customized complex-valued multiply-and-accumulate module that ex-

ecutes this parallelized operation. Compared to the real-valued multiply-and-accumulate

module shown previously in Figure 4.5, p multiply-and-accumulate units have been added

so as to compute the real (tri,k) and imaginary (tii,k) values of Tij in parallel. In this figure,

the elements of Tij are serialized (on row at the time) into two FIFOs, labeled sr and si

that contain the real and imaginary elements of Tij . With these values in hand, I next

compute the following matrix

Ck
ij = αTij + βCk−1

ij , (4.5)
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which is carried out by the Complex Accumulator module shown in Figure 4.7. The design

depicted in Figure 4.7 has been harnessed with a new Read C Controller module. This

additional FPGA module reads the complex values of matrix Ck−1 from the off-chip memory

into the FIFOs labeled cr and ci (i.e., the real and imaginary parts of Ck−1). The Complex

Accumulator module executes eight multiplications and six additions, with the real and

imaginary values of Ck
ij written into the FIFOs labeled tr and ti, respectively. At the end

of the computation, the Writer C Controller writes the block Ck
ij into the off-chip memory.

Figure 4.6: Hardware implementation of the Complex Multiply-and-Accumulate module.
This module executes the complex outer-products between the real columns of matrix A
and the complex rows of matrix B. The values of the resulting matrix are serialized to the
bottom FIFOs sr and si.
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Figure 4.7: Hardware implementation of the Complex Accumulator module. This module
executes the operation αTij + βCk−1

ij . The values of Tij are in the top-left FIFO while the

values of Ck−1
ij are in the top-right FIFO. The complex results are stored in the bottom

FIFOs.

4.5 Optimized FPGA Design for Efficient Propagation of

RT-TDDFTB Electron Dynamics

Having described my baseline FPGA design, I now present further optimizations

that were added to speed up the RT-TDDFTB simulations. In these simulations, as men-

tioned above, the matrix A = S−1 · Ĥ[ρ̂(t)] is sparse, whereas the matrices B = ρ̂(t) and

Ck−1 = ρ̂(t−∆t) are dense. As a result, my baseline design was modified to take advantage

of the sparsity of A to satisfy the following three constraints:

1) Since the input matrix Ck−1 is dense, all the elements of the matrix Tij are required

to execute the addition shown in Equation 4.5. Thus, a number of operations in the

multiplication of Ai1B1j must be executed to generate all the elements of Tij .
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2) To generate all the values of Tij , one must initialize and output the values of the

BRAM into the corresponding FIFOs within my baseline Complex Multiply-and-

Accumulate module depicted in Figure 4.6. The initialization of the BRAM can be

achieved by executing the outer products between the first column of the block Ai1

and the first row of block B1j . Similarly, the outputs can be generated by executing

the outer products between the last column of block Ai1 and the last row of B1j .

3) One can take advantage of the sparsity of A by utilizing a sparse matrix representation

scheme. For instance, in computations where all the elements in the columns of Ai1

are zero, it is not necessary to read the corresponding row in the matrix B1j since the

results of these multiplications are zero. The only exception to this situation is the

second constraint mentioned previously.

To address the requirements mentioned above, I utilized a compressed sparse blocks

(CSB) representation [15] with additional customized modifications. A schematic of this

representation is shown in Figure 4.8. To enable these parallelized calculations, Ref. [15]

utilizes an integer array that contains the number of nonzero elements per block, where

each block is represented using the compressed sparse row (CSR) representation. In this

work, I also utilized an integer array containing the number of elements per block; however,

I represent each block using a coordinate list format (COO) representation. In the COO

representation, the input matrix can be represented in row- or column-major order; I chose

the latter convention since this representation meets the requirements of my design. For

computational efficiency, my implementation browses the block Ai1 one column at a time;

thus, before matrix A is sent from the CPU to the FPGA, it is first divided into blocks,
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and its CSB representation is generated. The matrices B and C are then sent to the FPGA

as flat two dimensional arrays.

Figure 4.8: Schematic of the compressed sparse blocks (CSB) matrix representation used in
this work. The input matrix is divided into four blocks of size 4×4. While the block pointer
points to an array containing the number of nonzero elements per block, the coordinate list
(COO) pointer points to an array containing the column index, row index, and the value of
the nonzero elements in each block.

To accommodate the CSB representation of matrix A, additional modifications

of my baseline implementation are required. These modifications only alter the Read A

Controller and Read B Controller modules, with minor changes to the Complex Multiply-

and-Accumulate module. Figure 4.9 depicts my enhanced FPGA design where the Read

A Controller now includes two additional input signals: the Block Pointer and the COO

Pointer. My enhanced design operates as follows:

1) To compute Tij , the Read A Controller signals the Reader to read the elements of

block Ai1. This operation makes use of the Block and COO signal.
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Figure 4.9: Hardware implementation of the optimized blocked complex-matrix multipli-
cation module. My implementation harnesses the Block and COO pointer to exploit the
sparsity of Ai1, and, as a result, dramatically decreases the complexity of the computation
Ai1B1j .

2) The Reader places the elements of the COO array (the column index, row index, and

real values of Ai1) into the FIFO labeled fma.

3) The Read A Controller reads the elements in the fma FIFO and signals the Read B

Controller to read the next row (the column index in the COO array indicates the

next row to read in the block B1j). In addition, the Read A Controller places the

elements of the columns of Ai1 into the ari,k FIFO.

4) The Read A Controller notifies the Complex Multiply-and-Accumulate module (via

the fpb FIFO) when a new outer product between the columns of Ai1 and the rows

of B1j has to be executed.

5) The Complex Multiply-and-Accumulate module reads the input FIFOs brk,0, b
i
k,0, ..., b

r
k,p−1, b

i
k,p−1

as indicated in FIFO fpb. In addition, this module reads the input FIFO ari,k. These
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reading operations correspond to the next row in B1j and the next column-element

in Ai1, respectively.

6) Once these 2p+1 FIFOs are populated, the Complex Multiply-and-Accumulate module

executes p complex multiply-and-accumulate operations and stores the results into the

BRAM.

7) As in my baseline design, this process continues until all the outer products between

the columns of Ai1 and the rows of B1j are completed. At the end, Tij is fully

calculated.

8) Finally, the Complex Accumulator, shown in Figure 4.7, takes Tij as input and com-

putes Ck
ij as described in my baseline design.

The FPGA design, as described previously, functions properly and efficiently in

steady state, assuming that the pipelines do not have to be stalled. However, due to the

sparsity of the input block Ai1, I must account for stalls, which occur when a row of Tij

is updated at cycle k, and later, when the same row has to be updated at cycle k + s.

Because the add operation in the FPGA takes v cycles, these updates are allowed if s ≥ v,

otherwise I intentionally stall the pipeline for v − s cycles. The BRAM block shown at the

bottom left of Figure 4.9 is used to track when a row in Tij is updated. When row w of

Tij gets updated, the Complex Multiply-and-Accumulate module writes the wth position

of this BRAM with the value of a counter. If row w requires an update, the Complex

Multiply-and-Accumulate module queries the BRAM at position w and determines whether

the pipeline has to be stalled by comparing the current value of the counter with the value

stored in the BRAM.
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It is worth noting that when the elements in the fma FIFO are processed, the

Read A Controller is able to signal to the Read B Controller which specific rows in block

B1j to read. Each time that a row of B1j is skipped, significant savings in bandwidth, as

well as in the number of floating point multiplications, are achieved. Thus, for every row

skipped, 4(2p) bytes are saved in I/O bandwidth, and p complex-valued multiplications

and additions, are also avoided. As a result, by implementing all the FPGA acceleration

strategies discussed previously, both the I/O as well as the complexity of computing Tij

are significantly lowered.

4.6 Experimental Results and Discussion

4.6.1 Experimental Environment

Figure 4.10 depicts a schematic of the FPGA hardware used in this work, which is

composed of an Intel Xeon CPU E5-2460 interfaced with a Virtex-7 FPGA [94]. This specific

FPGA configuration has 32 memory channels, each of which has a theoretical bandwidth

of 1.25 GB/s. As such, to achieve maximum I/O performance, I configured my FPGA to

execute read/write requests of 64 bytes aligned to 64-byte addresses (the FPGA can carry

out read/write requests of 8, 4, 2, or 1 byte, but these smaller sizes result in a lower I/O

performance). My FPGA implementation was written using Verilog HDL, and my hardware

design was simulated with ModelSim [44] to test its accuracy. My FPGA implementation

was synthesized, placed, and routed with Vivado 17.3 [37]. The target frequency of the
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Figure 4.10: Schematic of the Micron Wolverine FPGA used in this work. This hardware
architecture is comprised of a CPU with one FPGA attached via a PCIExpress Line. The
FPGA is first configured with the specific simulation to be executed, and the CPU sends
commands to the FPGA via the host interface. These commands include operations such as
writing (reading) data to (from) the FPGA external memory, executing the computation,
and querying the status of the computation.

FPGA was set to 167 MHz. All arithmetic operations were implemented on Xilinx cores [52]

by taking advantage of either digital signal processors (DSP) or lookup tables (LUTs).

To assess the performance of my FPGA implementation against other computa-

tional hardware, I also examined computational timings and energy expenditures of both

GPUs and CPUs. For the GPU benchmark tests, I utilized an NVIDIA K40 GPU equipped

with an Intel Xeon E5-520 processor and 24 GB of RAM. To ensure a fair assessment of

computational efficiency, my GPU-based RT-TDDFTB code was compiled with CUDA (re-

lease 9.0) in conjunction with the CUBLAS linear algebra library [104] to achieve optimal

computational performance on the GPU. In all my GPU-based tests/comparisons, error

correction capabilities (ECC) were disabled. For the CPU tests, I utilized an Intel Xeon

E5-2643 processor operating at 3.40 GHz with 256 GB of RAM. Similar to my GPU bench-
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mark tests, the CPU implementation utilized optimized routines within the Intel Math

Kernel Library (MKL) in conjunction with OpenMP for multi-threading.

4.6.2 Single vs. Double Precision

I first present various metrics/benchmarks for calculating absorption spectra as

a function of system size. Figure 4.11 shows the effects of carrying out the RT-TDDFTB

simulations in single/double precision for several of the nanoribbons described above. The

absorption spectrum for each nanoribbon was generated by propagating Eq. 4.1 in the

presence of a Dirac delta electric field impulse applied along three mutually orthogonal

directions to compute the polarizability tensor. The resulting time-varying dipole moment

was then Fourier transformed to give the absorption spectrum. Regardless of the nanoribbon

size, Figure 4.11 shows that the resulting spectra were extremely similar, independent of

whether it was computed in single or double precision.

Table 4.1 gives a more quantitative comparison of numerical accuracy by calcu-

lating the mean squared error (MSE) of the computed spectra according to the following

expression

MSE =
1

n

n∑
i=1

(yi − ŷi)2, (4.6)

where y is the absorption spectrum of the nanoribbon computed in double precision and ŷ

is the corresponding spectrum calculated in single precision. I obtained a maximum MSE

of 4.2 (corresponding to the largest nanoribbon), with many of the smaller nanoribbons

exhibiting much lower errors. These benchmark results are important since RT-TDDFTB

calculations performed in single precision significantly reduce the I/O bandwidth as well
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Figure 4.11: Absorption spectra of various carbon nanoribbons computed in single- and
double-precision comprised of (a) 426, (b) 842, (c) 1,674, and (d) 3,338 atoms. In all cases,
the absorption spectra computed in single precision is nearly indistinguishable from the
double-precision spectra.

88



Table 4.1: System size (number of atoms and Hamiltonian matrix size) and mean squared
errors (MSEs) for the various carbon nanoribbons computed with the FPGA-enabled RT-
TDDFTB approach.

Number of Atoms Matrix Size MSE

62 194 ∼ 0
218 746 0.1
322 1,114 0.1
426 1,482 0.2
530 1,850 0.5
634 2,218 0.8
738 2,586 0.9
842 2,954 1.1

1,674 5,898 2.2
3,338 11,786 4.2

as the DSP resources [112] in FPGAs. Specifically, in FPGAs, the multiplication of two

double or two single precision numbers requires 11 and 3 DSPs, respectively [52, 37]. As

such, notwithstanding other hardware considerations, FPGAs can execute at least three

times more multiplications per clock cycle when single precision arithmetic is used.

4.6.3 Computational Speedup of FPGAs vs. GPUs and CPUs

In this section, I compare the computational efficiency of the RT-TDDFTB FPGA

implementation against execution times obtained with the GPU and CPU. Because FPGAs

are configured at the hardware level, I can take advantage of all the resources available on

the FPGA by including all of the I/O channels and most of the BRAM (nearly 75%). In

particular, my RT-TDDFTB simulations were replicated such that four Cij blocks of size

64 × 64 were computed in parallel, which allows 512 = 4(64 × 2) single-precision floating
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Table 4.2: Virtex-7 FPGA utilization for computing RT-TDDFTB electron dynamics
Resource Available Total Utilization per

Utilization (%) FPGA Engine (%)

Registers 2443K 45.11 11.27

LUTs 1221K 49.42 12.35

LUT RAM 344K 25.25 6.31

Block RAM 1.2K 74.27 18.56

FPUs 2.1K 55.56 13.89

Memory Channels 32 100 25

point operations per clock cycle. Table 4.2 provides a detailed accounting of the resources

utilized by my FPGA implementation.

To ensure a fair comparison of computational efficiency, my GPU-based RT-

TDDFTB code used optimized cuSPARSE libraries to compute the S−1 · Ĥ[ρ̂] matrix in

Compressed Sparse Column (CSC) format. However, I did not observe any gains in ef-

ficiency (GPUs are less efficient for sparse matrix operations, as discussed further in the

paragraphs below); as such, I report GPU performance and energy metrics for calcula-

tions that only utilized the CUBLAS dense routines [104]. For the CPU calculations and

comparisons, my RT-TDDFTB simulations were executed on two and eight threads. Fig-

ure 4.12 compares the computational speedup obtained with the FPGA, GPU, and CPU for

nanoribbon systems containing 62 – 3,338 atoms. As is customary in hardware performance

profiling, the computational speedup of each hardware platform is normalized by dividing

its execution time by the timings of the CPU running two threads.

For small RT-TDDFTB simulations on systems containing 62 – 530 atoms, the 8-

thread CPU outperforms both the FPGA and GPU (with the GPU being slightly faster than

the FPGA). The lower performance of the FPGA can be attributed to the size of the input

matrices: since the FPGA relies on wide and deep pipelines to achieve high throughput,
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these pipelines are not able to reach a steady-state when the input matrices are small.

Moreover, the latency of the off-chip memory (which is on the order of hundreds of cycles

for the hardware used in this work [94]), results in further inefficiencies. These latencies

deepen the pipelines, and as a result, larger inputs are required before the pipelines achieve

a steady-state. Thus, for RT-TDDFTB simulations on chemical/material systems with a

small number of atoms, the pipelines are heavily underutilized. However, when the system

size reaches 634 atoms, my FPGA implementation becomes more efficient than the GPU

and is competitive with the 8-thread CPU. Finally, for large RT-TDDFTB simulations on

systems containing over 842 atoms (where the sparsity is over 90%, as shown in Figure 4.2),

my FPGA implementation outperforms both the GPU and CPU. Most importantly, as

the number of atoms increases, the performance gap between the FPGA and the other

competing hardware platforms increases as well (with the FPGA achieving a 5× speedup

for the largest system).

It is also worth mentioning that the computational performance of the GPU and

CPU starts to saturate/plateau for large systems, whereas the performance of the FPGA

continues to increase. My FPGA implementation outperforms other platforms since it

was specifically designed to take advantage of the sparsity of S−1 · Ĥ[ρ̂], which effectively

decreases the I/O and computational complexity of the problem (even more efficiently than

GPUs). In particular, the performance of my FPGA implementation grows as a function of

system size since the sparsity of S−1 · Ĥ[ρ̂] increases with the number of atoms (cf. Figure

4.2).
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Figure 4.12: Comparison of computational speedup for the CPUs, GPUs (K40 architecture),
and FPGAs (Virtex-7 architecture). For clarity, the speedup of each hardware platform is
normalized by dividing its execution time by the timings of the CPU running two threads..

As demonstrated in my benchmark comparisons, it is important to emphasize

that the multiplication of large, sparse matrices on GPUs is quite inefficient. Specifi-

cally, GPUs are much better suited for dense matrix operations and achieve about 60%

of their theoretical peak performance, as measured in floating point operations per second,

or FLOPS [27, 153]. However, GPU performance significantly degrades as the sparsity of

the input matrices increases (even when a sparse library is used), resulting in about 10%

FLOPS of the theoretical peak performance [27, 157, 48]. GPUs suffer this significant drop

in efficiency since they belong to a hardware classification known as single instruction mul-

tiple data (SIMD) architectures [50] – a class of computational architectures that can only

execute the same instruction over multiple streams of data. In short, GPUs were specifically

designed to only (1) access contiguous chunks of data in off-chip memory via coalesced reads

and writes, (2) provide a high off-chip memory bandwidth, (3) store efficiently small blocks

of data in on-chip memory, and (4) execute a maximum number of floating point opera-

tions [67]. However, when the inputs of the matrices are sparse, GPUs encounter several

92



difficulties that incur immense computational overhead, including: (1) storing the input

matrices in a sparse matrix representation format, (2) accessing the data in an indirect

fashion, since the metadata describing the input matrix has to be accessed before the data

itself is read, (3) not having enough inputs (due to the sparsity of the input data) to fully

saturate the floating point units, and (4) having a non-trivial distribution of equal work

among the stream processors [84]. While FPGAs encounter the first, second, and fourth

difficulties mentioned previously, their pipelines can be customized to take advantage of the

granularity of the input data. Moreover, FPGAs can be adapted to provide fine-grained

access to off-chip memory, flexible on-chip memory storage, and wide/deep pipelines to fully

tackle the problem at hand [134, 48]. As such, the use of FPGAs for these RT-TDDFTB

electron dynamics applications shows significant performance gains (even beyond modern

GPUs), particularly for large chemical/material systems.

4.6.4 Energy Consumption of CPUs, GPUs, and FPGAs

For the RT-TDDFTB electron dynamics performed on the GPU and FPGA, I

measured the raw power by utilizing the NVIDIA management library and the Micron

development kit [94, 2], respectively. For the GPU benchmarks, I utilized the correction

scheme in Ref. [17] to give an accurate power estimation; in the CPU, the power was

measured via the Likwid [144] suite. In my assessment of the FPGA and GPU platforms,

the reported energy consumption does not include the energy consumed by the CPU since

the majority of the computation (over 75%) was carried out on the co-processor (i.e., either
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Figure 4.13: Comparison of energy consumption for FPGAs, GPUs, and CPUs.

the FPGA or GPU), and accounting for the power expenditures consumed by the CPU did

not alter the observed trends.

Figure 4.13 compares the energy consumption in units of Watt-minutes for my

experimental platforms. The total energy was calculated by integrating the power as a

function of time that each hardware platform consumes per calculation. In the GPU, the

power usage was limited to 150 W. As shown in Figure 4.13, the energy gap between the

FPGA and GPU/CPU increases dramatically with the number of atoms in the system (note

the logarithmic scale on the vertical axis). On average, the CPU and GPU consume 3.77

and 4.05 times more energy, respectively, than the FPGA, and this difference in energy

efficiency is expected to further increase with system size. Similar to the computational

speedups already described, these massive calculations can be executed in an energy-efficient

manner since my FPGA implementation was specifically designed for the task at hand. In

general, CPUs and GPUs are relatively expensive to power with an energy efficiency of 10

MOPS/nW, whereas FPGAs are about 5 times more cost effective with an efficiency of 50

MOPS/nW [55].
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4.6.5 Performance on Recent FPGA Hardware Architectures

While my previous simulations were conducted on modern server-grade Virtex-

7 FPGAS, I have migrated (synthesized, placed, and routed) my hardware design to a

Virtex Ultrascale chip to forecast the gains in performance due to these newer hardware

architectures. This migration is straightforward since the components used in my design are

fully compatible with each other [37]. Specifically, (1) the Verilog modules used previously

were directly implemented on this newer hardware, and (2) the Xilinx FPUs and block

RAMs were migrated effortlessly since these units are forward compatible. With these

relatively easy modifications, my RT-TDDFTB electron dynamics could be executed at

266 MHz on the VU9P Virtex UltraScale chip (when my design is routed in this device,

52.5%, 50.8%, and 53.3% of the LUTs, block RAM, and ultra-block RAM resources are

used, respectively). In short, because my design is quite general and can be placed/routed

in a newer FPGA operating at 266 MHz (compared to the 167 MHz of my current FPGA),

my implementation has the capability to run even faster, with additional performance gains

of 62%, even beyond the computational speedup observed in Figure 4.12.

4.7 Conclusion

In this chapter, I have presented the first application of field programmable gate

arrays (FPGAs) for the fast and energy-efficient calculation of real-time electron dynamics

in large chemical/material systems. Because FPGAs have not been used by the quantum

dynamics community, I have provided a detailed description of my approach as a self-

contained reference, followed with additional acceleration techniques tailored specifically
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to the efficient propagation of RT-TDDFTB electron dynamics. To thoroughly test and

understand the performance of the proposed FPGA engine, I have examined a variety

of performance benchmarks that include single vs. double precision tests, computational

speedup comparisons against GPUs/CPUs, detailed energy consumption measurements,

and an assessment of performance gains on competing platforms.

My implementation allows the parallel execution of wide and deep pipelines tai-

lored for the efficient execution of RT-TDDFTB electron dynamics. By offloading the

most intensive and repetitive calculations into the FPGA, I show that the computational

performance of my hardware implementation can surpass that of optimized commercial

mathematical libraries running on high-performance GPUs and CPUs. In addition to this

computational speedup, I show that FPGAs are energy-efficient and consume about four

times less energy than the competing platforms. Moreover, FPGA performance has dou-

bled in the last few years[128], and the implementation techniques and performance metrics

demonstrated in this work indicate that FPGAs could also play a promising role in the accel-

eration (and energy-efficient calculation) of other types of quantum chemistry and materials

science applications in the near future.
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Chapter 5

Acceleration of the QR

Decomposition of Tall-and-Skinny

Matrices in FPGAs

5.1 Introduction

One of the fundamental problems in high performance computing is the fast decom-

position of a matrix A into two or more factors. Notable algorithms include the Cholesky,

LU, QR, SVD, spectral, singular value, and Schur decompositions [136]. In this chapter, I

examine the design of energy-efficient high-throughput cores for the QR decomposition of

tall-and-skinny matrices (TSMs); that is, matrices with a few hundred columns and tens

of thousands of rows. The QR decomposition of TSMs has pervasive applications, with

the most well-known being the solution of least squares problems [42]. In least squares,
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the input matrices have a few hundred columns that correspond to the observed parame-

ters, and thousands of rows, which represent the number of observations. In the field of

video and image processing for stationary background subtraction [18], the input matrices

have a few hundred columns that correspond to the given images and tens of thousands

of rows representing the pixels. In the field of wireless communication [20], the input ma-

trices have dozens of rows that correspond to the number of receiving antennas and a few

columns that represent the number of transmitting antennas. Additional applications in-

clude communication-avoiding algorithms [30], the computation of eigenvalues [137], and

the computation of Krylov subspaces [143].

While multiple studies [6, 97, 111, 108, 73] have addressed the design of efficient

cores for the QR decomposition of matrices using methods such as Gram-Schmidt Orthog-

onalization (GS) (and its modifications), the Cholesky Decomposition (CH), and Givens

Rotations (GR), the QR decomposition via Householder reflectors (HR) has, surprisingly,

received less attention despite the fact the algorithm is numerically stable, parallelizable, and

has a favorable computational complexity [58, 143]. Indeed, the HR decomposition method

has been named as one of the ten most important algorithms of the last century [34].

In this chapter I propose an engine capable of decomposing TSMs in parallel

with resource-aware reduction circuits [40, 158], thereby achieving a higher computational

efficiency. Moreover, I take advantage of additional optimizations including tiling, double

buffering, wide and deep pipelines, and memory burst accesses. I have implemented an HR

decomposition core that targets the factorization of TSMs on a Micron SB-852 board [94].

The performance of the proposed core is compared against two configurations: (1) the QR
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solver within the Intel MKL routines [145] running on an Intel quad-core processor, and (2)

the QR solver in the CUDA basic linear algebra subroutines (CUBLAS) [104] running on a

K40 GPU.

The contributions of my work are three-fold:

• I develop a flexible and scalable QR solver core that targets the decomposition of

TSMs on FPGAs. By taking advantage of the numerical stability of the HR method,

along with resource-aware reduction circuits, my design splits the input matrix into

a series of blocks and executes the QR decomposition in parallel. Multiple parallel

instances of this core are placed and routed on a Virtex UltraScale+ FPGA running

at 266 MHz. This architecture can be easily scaled up or down for implementations

on embedded or server-scale FPGAs. For the task at hand, my design achieves the

highest efficiency (54%) compared to similar FPGA designs (36%) [114].

• The performance of the proposed engine matches and surpasses that of the Intel

MKL QR solver [145], a highly optimized library, running on a quad-core CPU. For

matrices having a few thousands rows, my engine matches the performance of the

MKL QR solver. As the number of rows in the input matrix increases, my design

outperforms the MKL QR solver by a factor of 1.5×. Compared to the performance

of the CUBLAS QR solver [104] running on a GPU, my design achieves a speedup

ranging from 1.5× to 3.0× for matrices having up to 256 columns. When the input

matrix has 512 columns, my design closely follows the performance of the library

running on the GPU; however, it executes more floating point operations (FLOPS)

per Joule.
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• My experimental results show that while CPUs and GPUs execute at most 0.45 and

0.60 GFLOPs/Joule, respectively, my design executes 1.03 GFLOPS/Joule. These

gains in energy efficiency are obtained because the proposed engine uses wide and

deep pipelines: when the input matrix has a few hundred columns, the proposed

engine executes 2.3× (12.4×) more FLOPS per clock cycle than the GPU (CPU).

5.2 QR Decomposition

QR decomposition factors a real valued matrix An×n into two matrices, Qn×n

and Rn×n, such that A = QR with Q an orthogonal matrix (QQT = QTQ = I) and R

an upper triangular matrix (Ri,j = 0 for i > j) [151, 143, 42]. When the input matrix

A is nonsingular, the decomposition is unique, given that the diagonal elements of R are

positive. More generally, when A is m× n, with m ≥ n, the decomposition is still possible

with Q being an m×m matrix and R being an m× n matrix. Specifically,

A = QR = [Q1 Q2]

 R1

0

 = Q1R1, (5.1)

with R1 of size n× n , Q1 of size m× n, Q2 of size m× (m− n), and the matrix 0 having

dimensions of (m− n)× n.

5.2.1 QR Decomposition For TSMs

Although the QR decomposition can be applied to square matrices, my focus is on

decomposing TSMs Am×n such that m� n [30]. As shown in figure 5.1, the input matrix
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Figure 5.1: QR Decomposition for tall-and-skinny matrices (TSMs). This binary tree rep-
resents the QR decomposition of A such that Ai = QiRi and

( Rj

Rj+1

)
= QaRa.

A of size 8n× n is partitioned into four blocks A1, ...,A4, with Ai of size 2n× n. The QR

decomposition is implemented in three steps.

1. Four processors decompose A1, ..,A4 such that A1 = Q1R1, A2 = Q2R2, A3 =

Q3R3, and A4 = Q4R4 are computed in parallel.

2. Two processors decompose R1, ...,R4 such that

 R1

R2

 = Q5R5 and

 R3

R4

 =

Q6R6 are computed in parallel.

3. One processor decomposes R5 and R6 such that

 R5

R6

 = Q7R7.

In this figure, each Qi has a size of 2n× n and Ri is n× n. Notice that stage (b) takes the

factors R1,R2,R3, and R4 from stage (a) as inputs. Likewise, stage (c) uses the factors R5

and R6 from stage (b). As a result, in this approach, one only requires the computation of

matrices Ri. Once R7 is found, finding matrix Q is immediate because Q = AR−1.
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As described, the QR Decomposition of matrices can be achieved using four meth-

ods. The classical GS method is known to be numerically unstable due to rounding errors

in finite precision arithmetic, although its instabilities can be removed via a modified ap-

proach [143]. Likewise, CH is known to be numerically unstable because the condition

number of the matrix AAT is the square of the condition number of A [42]. On the other

hand, GR and HR methods are known to be numerically stable given that certain practices

are observed [42]. In this work, I investigate the performance of HR for decomposing TSMs

in FPGAs. My decision is mainly based on the fact that this decomposition is numeri-

cally stable, and as a result, no additional hardware is dedicated to maintain its stability.

Moreover, it has a lower computational complexity compared to the CH method [151, 42].

5.2.2 QR Decomposition Using Householder Reflections

Let x = (x0, x1, ..., xn−1)
T be a vector. The HR method [151, 143] transforms

x into y = (y0, 0, ..., 0)T by constructing a matrix Qn×n, usually called a Householder

reflector, such that

Q


x0

...

xn−1

 =


y0

...

0

 . (5.2)

The HR decomposition transforms vector x into vector y = (−σ, 0, ..., 0)T with σ = ±||x||2.

The matrix Q that achieves such a transformation is built as follows. Define vector u as

u = x− y = (x0 + σ, x1, ..., xn−1)
T (5.3)
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and the parameter γ as γ = 2
||u||22

. The matrix Q is given by

Q = I− γuuT , (5.4)

where In×n is the identity matrix. In addition to annihilating multiple elements in a vec-

tor, the HR decomposition can be used to calculate the R component in the QR decom-

position A = QR. In this approach, the application of a set of Householder reflectors

Q1,Q2,...,Qn [151, 143] to matrix A leads to the computation of matrix R. Algorithm I

shows the canonical implementation of this decomposition.

Algorithm I - Canonical QR Decomposition of A size m× n.
1 for k = 1 to n− 1 do

// Step One - Generate Householder reflector
2 xk = A(k : m, k)
3 d1 = ddot(xk,xk)
4 d2 =

√
d1

5 uk = xk

6 uk(1) = xk(1) + sign(xk(1))d2
7 d3 = d1uk(1)
8 γk = −2

d3
// Step two - Update trailing columns of A

9 for j = k to n do
10 aj = A(k : m, j)
11 d4 = (γk)ddot(aj ,uk)
12 tj = axpy(aj , d4,uk)
13 A(j : m, j) = tj
14 end for
15 end for

In this routine, the operation ddot(x,y) executes the dot-product between the

arguments. Likewise, the operation axpy(x, d,y) executes the vector subtraction x− (d)y.

As shown in this routine, the canonical QR decomposition has two major steps: (1) the

computation of the HR reflector, see Equation 5.4, and (2) the updating of the trailing
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columns

Qjai = ai − γj(uT
j ai)uj . (5.5)

where ai is a column of A.

5.2.3 Householder Reflectors - Complexity Analysis

Now I analyze the computational complexity of applying the HR method to the

decomposition shown in figure 5.1. Table 5.1 summarizes my analysis. In this analysis, the

Table 5.1: Computational complexity analysis

Task Complexity
Householder Vector (Ai) 3n2 + n
QA Mults + Adds (Ai) 4n((5/6)n2 + n+ 1/6)

Householder Vector (Ri) n2 + 3n
QR Mults + Adds (Ri) 4n(n+ 1)(n/6 + 5/6)

matrices Ai have a size of 2n× n while the matrices Ri are n× n. The computation of the

first vector u1 requires at least 2n multiplications with 2n additions plus the computation

of the square-root operation. Next, the vector u2 has to be computed for a (2n−1)×(n−1)

sub-matrix. Thus, the computation of all the vectors ui requires at least
∑n−1

i=0 (2n − i) =

(3/2)n2 + n/2 multiplications and an equal number of additions. The complexity of the

application of matrices Qn, ..., Q2, Q1 can be computed in a similar fashion. In the second

case, parts (b) and (c) in figure 5.1, the computation of the vectors ui is executed over

columns of size 2 up to n + 1 so as to take advantage of the upper triangular matrices R,

otherwise the calculations are as before.
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5.2.4 QR Decomposition in CPUs and GPUs

The HR decomposition in CPUs and GPUs is typically implemented via blocks. In

this approach, the input matrix Am×n is divided in tiles [65, 12], such that A = [A1A2...Ak]

with Ai of size m× r and k = n/r an integer. The method is shown in Algorithm II.

Algorithm II - QR Decomposition in CPUs and GPUs
1 for j = 1 to r do
2 S1 [u, γ] = house(A1(j : m, j))
3 S2 A1(j : m, j : r) = A1(j : m, j : r)− γu(uTA1(j : m, j : r))
4 S2 V(:, j) = [zeros(j − 1, 1);u] ; B(j) = γ
5 end for
6 S3 Y = V(:, 1) ; W = −B(1) ·V(:, 1)
7 for j = 2 to r do
8 S3 u = V(:, j)
9 S3 z = −B(j) · u−B(j) ·W(YTu)
10 S3 W = [W z] ; Y = [Y u]
11 end for
12 S4 A(:, r + 1 : n) = A(:, r + 1 : n) + YWTA(:, r + 1 : n)
13 S5 execute step one

This algorithm takes five steps. In step one (S1), the reflectors Q1,Q2, ...,Qr for

the tile A1 are computed. In step two (S2), the reflectors are applied to tile A1. In step

three (S3), the reflectors Q1,Q2, ...,Qr are transformed. In step four (S4), the reflectors are

applied to the remaining tiles of A. In the last step (S5), the previous steps repeat starting

from A
(1)
2 , where A

(1)
2 = Q1,Q2, ...,QrA2

As far as the computational complexity of this routine, I notice that S1 has a

complexity proportional to O(mr) since the execution time is dominated by the calcula-

tion of dot-products involving vectors of size m. The complexity of S2 is proportional to

O(r(mr)) since each iteration operates over matrices of size m× r. The complexity of S3 is

proportional to O(r(rm)) due to the presence of the matrix-vector product Y Tu in addition
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to the product W (Y Tu). Finally, the complexity of S4 is proportional to that of matrix

multiplication.

5.3 Proposed Micro-architecture

In this section, I describe the design and implementation of the HR accelerator

engine. The engine makes use of techniques to increase the performance in FPGAs, namely

tiling, deep pipelines, double buffering, replication of pipelines, and memory bursting [25,

22].

5.3.1 Proposed Optimizations

My parallel-blocked approach optimizes the QR decomposition of TSMs via a

set of optimization techniques including (a) parallel blocked decomposition, (b) tile QR

decomposition, (c) efficient processing of the tiles via deep pipelines, (d) efficient processing

of the tiles in the Ri blocks, (e) efficient computation of the dot-products, (f) efficient access

to the off-chip memory, (g) and efficient use of FPGA resources. In the following, I describe

each optimization.

(a) Parallel blocked QR decomposition. As shown in Figure 5.1, the QR decomposi-

tion of TSMs can be executed in parallel by multiple processing engines. In this regard, the

decomposition of multiple blocks Ai in parallel is advantageous due to the large number of

rows in the input matrix. Likewise, once the blocks Ai are decomposed, the decomposition

of the blocks Ri in parallel is highly beneficial as the large number of rows in the input
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matrix implies the presence of multiple levels in the decomposition tree. In my work, I de-

compose multiple blocks in parallel since the limiting factor is the availability of resources

in the target device.

(b) Tiling the QR decomposition. At iteration j, as shown in Figure 5.2(a), the QR

decomposition has to be applied to a (2n− j)× (n− j) block. Due to the iterative nature

of the decomposition, (see Algorithm I), it is useful to store a large potion of this block

in on-chip memory since storing the entire block is not feasible due to the limited memory

resources on the FPGA. Thus, I tile the QR decomposition as shown in Figure 5.2 (b), (c),

and (d).

Figure 5.2: Tiling the QR decomposition. Instead of applying the QR Decomposition on
blocks of size (2n− j)× (n− j) as shown is part (a), I partition the decomposition in tiles
of size (2n− j)× t. Next, I apply the QR decomposition to the left-most tile and save the
reflectors as shown in part (b). Finally, I apply these reflectors to the remaining tiles as
shown in parts (c) and (d).

In this figure, the maximum size of the tile is 2n × t where 2n is the maximum

number of rows in Ai and t is the number of columns in the tile. The QR decomposition

using tiles involves two steps. In the first step, the QR decomposition is applied to the
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most-left tile as shown in Figure 5.2 (b). This step involves the computation of t reflectors

and the application of these reflectors to the t columns in the tile. While the first reflector

Q1 is applied t times, the last reflector Qt is applied once. In addition, these reflectors are

saved into the on-chip memory. In the second step, the saved reflectors are applied to the

remaining tiles as shown in Figure 5.2 (c) and (d). Here, each reflector is applied t times

per tile. Notice that by adjusting t, I can tailor the decomposition in environments with

copious, as well as scarce, on-chip memory resources.

(c) Efficient processing of the tiles via deep pipelines. While the canonical ap-

proach presented in Algorithm I assumes that one reflector Q is applied to each incoming

vector aj per iteration, in my work, I apply multiple reflectors 1 via deep pipelines. Fig-

ure 5.3 illustrates my approach when four reflectors are applied in a pipeline fashion.

Figure 5.3: QR decomposition using Householder reflectors. At the top, the operation

a
(1)
1 = Q1a1 is executed via a shallow pipeline. On the bottom, the operation a

(4)
1 =

Q4Q3Q2Q1a1 is executed via a deep pipeline.

1While technically the word Householder reflector refers to the matrix Q = I − γuuT , in this work I use
the word reflector to refer to the vector u also. The context of the discussion makes it clear if I am talking
about Q or u.
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At the top of this figure, I apply reflector Q1 to all the columns of the current tile,

one column at a time via a shallow pipeline. The result of the operation is A(1) = Q1A. In

the bottom part, I apply the reflectors Q1,..,Q4 to each column of the tile. This operation

is illustrated in Equation 5.6.

A(4) = Q4Q3Q2Q1A = (I− γ4u4u
T
4 )(I− γ3u3u

T
3 )(I− γ2u2u

T
2 )(I− γ1u1u

T
1 )A (5.6)

Notice that by applying multiple reflectors for each incoming vector, I can take advan-

tage of the copious resources available in the FPGA namely BRAMs, DSPs, and LUTs.

Furthermore, I also use this approach in the processing of the Ri blocks.

(d) Efficient processing of the tiles in the Ri blocks. As described in the canonical

QR decomposition (see Algorithm I), the QR decomposition has two main steps: (1) the

generation of the reflectors Q1, and (2) their application. When the inputs to the QR

decomposition are the upper triangular matrices Ri, further optimizations [30] for both

steps are possible as shown in Figure 5.4.

At iteration j (see Figure 5.4(a)), the non-optimized HR decomposition works

over tiles of size ((n − j) + n) × t. Because the elements below the diagonal in matrices

R1 and R2 are zero, the computation of the reflector Qj can be optimized as shown in the

left-most tile in part Figure 5.4(b). The optimized HR decomposition works over tiles of

size (t+ (j + t))× t.
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Figure 5.4: Iteration j of the QR decomposition for upper triangular matrices R1 and R2.
On (a) the non-optimized QR decomposition, and on (b), the optimized QR decomposition.

(e) Efficient computation of dot-products. As shown in Algorithm I, the com-

putation of the reflectors Qi, and their application, requires the efficient computation of

dot-products. As the decomposition of the tiles in Ai advances, the size of these dot-

products decreases. The size of the vectors involved in these dot-products goes from 2n to

t + n. Likewise, as the decomposition of the tiles in Ri advances, the size of the vectors

goes from 2t to t+n. As a result, it is important to implement a flexible circuit that easily

adapts to these requirements. To meet these needs, I have implemented a resource-aware

reduction circuit as described in [40]. This circuit uses two FIFOs, two multiplexers, one

adder, one register, and one controller. In addition to being resource-aware, this circuit has

a latency proportional to the size of the input.

(f) Efficient access to the off-chip memory. By inspection of Algorithm I, I observe

that accessing the matrices Ai, and Ri, is in a column major fashion. Moreover, my

benchmarks indicate that in the FPGA development environment [94], accessing off-chip
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arrays via columns (when the arrays are stored in row major fashion) drastically reduces

the performance of the I/O memory subsystem. Because such a low I/O performance

(about 10% of the nominal peak performance) negatively impacts the performance of the

decomposition, I transpose the input matrix in the host before sending it to the off-chip

memory in the FPGA. In addition, the target coprocessor favors the access of 64-byte

chunks of data aligned to the 64 memory channels addressed. As a result, I align the FPGA

memory arrays to 64-bit addresses and access the off-chip memory using 64-byte chunks of

data whenever possible.

(g) Efficient use of FPGA resources. In addition to having a resource-aware re-

duction circuit, I have taken other steps to minimize resource utilization. For example,

to coordinate the execution of tasks between the modules, I make extensive use of small

FIFOs, including one-bit FIFOs; i.e., signaling FIFOs. Finally, all floating-point operations

are implemented via hard DSP cores to save hardware logic.

5.3.2 RTL Implementation

In this section I describe the RTL engines responsible for executing the QR de-

composition of TSMs via HR. First, I introduce the processing element (PE) responsible for

computing the HR and the PE responsible for applying these reflectors. Then, I introduce

the architecture of my design.

Figure 5.5 shows the PE that computes Householder reflectors. This PE follows

the steps described in Algorithm I regarding the generation of the Householder reflectors.
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Figure 5.5: Processing element (PE) responsible for the computation of the Householder
reflector Qk i.e. the vector uk along with the parameter γk.

The input to this PE is the vector xk, the top-left FIFO, and the output is the reflector Qk

(the vector uk along with the parameter γk). In this figure, notice that the computation

of
∑i=n−1

i=0 (xi)
2 is via the resource-aware reduction circuit as described in section 5.3.1.

Moreover, to facilitate the flow of data during the computations, this PE makes use of three

FIFOs.

The PE responsible for applying the HR is shown in Figure 5.6. This PE follows

Figure 5.6: Processing element (PE) responsible for applying the Householder reflectors Qk

to an incoming vector aj such that tj = Qkaj .

112



the steps described in Algorithm I regarding the updating of the trailing columns. The

inputs to this PE are the reflector Qk (the pair uk and γk) and the target vector aj ; the

output is the transformed vector tj . As in the case of the previous PE, this PE makes

use of a resource-aware reduction circuit as well as FIFOs. In this figure, notice that by

setting the output of the multiplexer to zero, this PE can execute the identified operation

i.e. aj = Qkaj .

The engine responsible for executing the QR decomposition is shown in Figure 5.7.

This engine is made of four modules: Scheduler, Reader, Cache, and the Writer along with

Figure 5.7: HR Decomposition engine, which computes the reflectors Qk and applies these
reflectors to the incoming vectors aj .

five PEs. To exchange messages between components, I use FIFOs [41], and the tile and

reflector BRAMs store the data and the reflectors of the tile under decomposition. The

Scheduler controls the execution of the aforementioned modules and PEs. At the beginning,

the BRAM blocks and the caches are initialized with zero values.
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As shown in Figure 5.2, the tile QR decomposition involves two steps. The com-

putation of the reflectors for the current tile, and the application of these reflectors to the

remaining tiles. To simplify the description, I assume that each tile has 2n × 8-sized ele-

ments such that each tile contains eight columns. In what follows, I explain the operation

of this engine when it executes step one, and then, its operation when it executes step two.

Regarding the first step, the computation of the reflector Q1 is as follows.

1. The Scheduler begins the execution by signaling to the Reader to read the first column

of the current tile. The off-chip memory responses arrive in an orderly fashion to a

FIFO within the Reader module.

2. The Reader makes two copies of the incoming vector: one copy goes to the PE

Compute-Reflector, and the other goes to the PE Apply-Reflector I as shown in Fig-

ure 5.7.

3. The PE Compute-Reflector computes the reflector Q1 as shown in Figure 5.5. More-

over, this PE writes Q1 to the reflector BRAM. This BRAM unit has two dual-port

blocks: one to store the vectors uk and the other to store the parameters γk.

4. The Cache module is responsible for storing four reflectors. As explained above, I take

advantage of these reflectors to build deep pipelines. When the reflector u1 arrives,

this module writes it into a dual-port BRAM. Likewise, the parameter γ1 is written

into a register.

5. The PE Apply-Reflector I applies the reflector Q1, arriving from the Cache, to the

incoming vector a1, arriving from the Reader, as depicted in Figure 5.6.
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6. The PEs Apply-Reflector II, III, and IV execute the identity operation to the incoming

vector. The output of the PE Apply-Reflector IV is vector Q1a1. Moreover, this

module writes its output to the tile BRAM and to a FIFO within the Writer.

7. The Writer writes Q1a1 to the off-chip memory.

At this point, the reflector Q1 is on cache. Moreover, once the reflector Q1 is

computed, the engine proceeds to compute the vector Q1a2.

1. This step is similar to step one described above, but this time, the engine reads the

second column of the current tile.

2. The Reader copies the incoming vector to a FIFO within the PE Apply-Reflector I.

3. The PE Apply-Reflector I computes the vector Q1a2 by using, in addition, the reflec-

tor Q1 in the Cache module.

4. The PEs Apply-reflector II, III, and IV apply the identity operation over the incoming

vector. Next, the output of the PEs Apply-reflector IV (i.e., the vector Q1a2), is

written to the tile BRAM as well as the off-chip memory.

The computation of the reflector Q2 is as follows.

1. The Reader reads Q1a2 from the tile BRAM and copies this vector in a FIFO inside

PE Compute-Reflector and to a FIFO inside the PE Apply-Reflector I.

2. The PE Compute-Reflector computes the reflector Q2. Furthermore, it stores this

reflector into the respective BRAM and into the Cache module.
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3. In parallel, the PE Apply-Reflector I outputs the vector Q1a2 by executing the identity

operation.

4. The PE Apply-Reflector II applies reflector Q2 to the incoming vector Q1a2. After-

wards, the modules Apply-Reflector III and Apply-Reflector IV execute the identity

operation over the incoming vector.

5. Finally, the resulting vector Q2Q1a2 is written into the tile BRAM and into the

off-chip memory.

At this point, the reflectors Q1 and Q2 are available in the Cache module as well

as the reflector BRAM. The computation of the reflectors Q3 and Q4 is executed similarly.

Once the reflectors Q1, Q2, Q3, and Q4 are computed, the engine applies these reflectors

to the remaining four columns in the current tile. In this process, it reads one column

at a time, and subsequently applies these four reflectors via a deep pipeline as shown in

Figure 5.7.

Since the current tile has eight columns, one requires the computation of another

set of reflectors. This process is as described above with the difference that the computation

of reflectors starts at column five in the tile. Once these reflectors are computed, the

decomposition of the current tile finishes. At this point, the reflector BRAM contains eight

reflectors, and all results of the decomposition of the first tile are written to the off-chip

memory. At this point, the first step finishes.

In the second step, the engine makes use of the eight reflectors stored in the BRAM

and then applies them to the columns in the next tile, four reflectors at a time. In this
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step, the PE Compute-Reflector does not computes reflectors, it only reads reflectors from

the BRAM.

5.4 Experimental Results

My experimental work was carried out on the Wolverine II [94] co-processor series.

All of my experimental work (placement, routing, and execution) utilized the SB-852VU7P

version of the Wolverine II board. I have also placed and routed my design for execution

on the SB-852VU9P version of that board. Table 5.2 compares these co-processors.

Table 5.2: Micron Wolverine II comparison

Feature SB-852VU7P SB-852VU9P

FPGA VU7P VU9P
- Registers 1576K 2364K
- Lookup Tables (LUT) 788K 1182K
- Block RAMs 1440 2160
- Block Ultra RAMs 640 960
- DSPs 4560 6840
Memory Channels 32 32
Off-chip Memory (DDR4) 64 GB 64 GB
Bandwidth 68 GB/s 68 GB/s
Frequency 266 MHz 266 MHz

As shown in the table above, these co-processors are very similar, and the main

difference is the amount of FPGA resources per board. The first board uses a Xilinx VU7P

FPGA, and the second board uses a Xilinx VU9P FPGA. As stated above, my experimental

testbed consists of an Intel CPU E5-2460 with a SB-852VU7P board [94] . All the engines

are implemented in Verilog, and were synthesized, placed, and routed Vivado 17.3 [37]. I

address all timing errors until the design meets the timing requirements of 266 MHz, which

is imposed by the Micron Wolverine II board design. My engines take double precision
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floating point (DPFP) matrices as input, and all arithmetic operations are implemented on

Xilinx DSP cores [52].

5.4.1 Area Utilization

The decomposition engines are replicated on the FPGA to process as many blocks

in parallel as possible. Table 5.3 shows the resources required by these engines when they

are placed and routed in each of the two co-processors. The SB-852VU7P and SB-852VU9P

Table 5.3: Area utilization per co-processor

Resource SB-852VU7P (%) Utilization SB-852VU9P (%) Utilization
(Total) (10 Engines ) (Total) (16 Engines)

Registers 1576K 61.11 2364K 54.4
Lookup Tables (LUT) 788K 71.09 1182K 63.0
LUT RAMs 394K 29.0 591K 24.7
Block RAMs 1.4K 65.4 2.2K 55.9
Ultra RAMs 640 18.75 960 20.0
DSPs 4.6K 21.8 6.8K 23.1
Memory Channels 32 62.5 32 100

co-processors can accommodate 10 and 16 engines respectively. In both cases, I place the

on-chip tile blocks and reflector blocks in URAM memories (see Figure 5.7) due to their

large capacity, and all other memory blocks are placed in conventional BRAMs. Each

engine uses one channels for reads and another for writes. By doing so, I prevent stalls in

the pipeline due to starvation of data (pending reads), or stalls due to the saturation of the

output FIFOs (pending writes). The usage of LUT RAMs is mostly due to the presence of

distributed FIFOs to coordinate the execution of operations.
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5.4.2 Execution Times and Efficiency

I generate an Am×n TSM with m � n as shown in Figure 5.1. Each Ai of size

2n× n (with m/2n being an integer) is a non-singular uniformly distributed matrix.

Figure 5.8: Execution times Vs. number of engines

Figure 5.8 shows the execution times for the QR decomposition of matrices having

256 columns and 4096 – 65536 rows, as computed on 4 to 16 engines. In this figure, the

execution times for 4 and 8 engines are measured on the SB-852VU7P board. The execution

times for 16 engines are an estimation based on the specifications of the SB-852VU9P board

after placing and routing [94]. As shown in this figure, the execution times are inversely

proportional to the number of engines. This result is expected because the engines are able

to execute decomposed individual blocks independently and the amount of work per block

is the same as shown in table 5.1. Because the performance of the proposed design is a

linear function of the number of engines, for this point on, I only report the performance

of the design for 16 engines.
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Figure 5.9: (a) Execution times and (b) efficiency of the QR decomposition via Householder
reflectors for 16 engines.

Figure 5.9(a) shows the execution times when the number of engines is set to 16

while the number of columns increases from 64 to 512 and the number of rows from 4096

to 65536. In this figure, when the number of rows is fixed and the number of columns

is increased, the execution time increases quadratically. Conversely, when the number of

columns is fixed and the number of rows is increased, the execution time increases approxi-

mately linearly. In Figure 5.9(b), I show the efficiency of the engine (the ratio of the executed

FLOPS and the nominal peak performance per clock cycle). Notice that in steady-state,

each reflector executes four floating point operations simultaneously as shown in Figure 5.6.

As a result, the 16 engines are able to execute a maximum of 256 = 16(4× 4) FLOPS per

clock cycle. As shown in Figure 5.9(b), the efficiency of my design is a function of the size

of the input matrices. My engine has a maximum efficiency of 54.2% when the matrices Ai

have a size of 1024× 512 and a minimum efficiency of 28.6% when the matrices have a size

of 128×64. In these cases, the matrices Ri have sizes of 512×512 and 64×64, respectively.
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5.4.3 Comparison with CPUs and GPUs

The CPU testbed consists of a workstation equipped with an Intel i7-3370 proces-

sor and 8 GB of RAM running the Intel MKL double precision QR solver [145]. The code

is compiled with the gcc compiler version 7.4.0. In all CPU experiments, I use four threads,

as the use of additional threads does not improve performance. The GPU testbed consists

of a workstation with with an Intel E5-520 processor, 24 GB of RAM, and an NVIDIA K40

GPU 2. The code is compiled with the CUDA compiler release 9.0 and the double-precision

QR solver from the CUBLAS linear algebra library [104]. The frequency of the GPU is set

to 562 MHz and the auto-boost feature as well as the error correction capabilities (ECC)

are disabled. Table 5.4 compares the features of the accelerators.

Table 5.4: Comparison of the parameters of the three accelerators

Accelerator Frequency Peak GFLOPS/s Cores

Intel i7-3370 CPU 3.4 GHz 108.8 4
NVIDIA K40 GPU 562 MHz 935.0 2,496
Micron SB-852VU9P 266 MHz 68.0 16

For the FGPA and the GPU, the data is first copied from the host to the accelerator

local memory. Next, the QR solver is invoked, either in hardware or software. Finally, the

resulting matrix is moved from the accelerator to the host for verification. The time to

move the data to and from the accelerator local memory is not included in the execution

time.

Figure 5.10 shows the execution times for the target platforms for matrices with

4096 - 65536 rows and 64 - 512 columns. From this figure, I notice that the FPGA and

2I use one of the K40 devices available within the K80 GPU.
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Figure 5.10: Execution times as a function of the number of rows for QR decomposition on
FPGAs, GPUs, and CPUs.

the library running on the CPU are very fast when the input matrix has 256 columns and

less, although the CPU library loses its edge for matrices having 256 columns and over 64K

columns. For the cases of 64, 128, and 256 columns, the FPGA engine has a speedup of

2.0×, 3.0×, and 1.3× compared with the library running on the GPU. For the case of 512

columns, the routine running on the GPU edges the performance of the proposed FPGA

engine. Moreover, the proposed engine and the CPU library have an equivalent performance

for most of the cases, although for very tall matrices with 64K rows and more, the FPGA

is faster by a factor of up to 1.5×.

The performance of the accelerators can be elucidated by analyzing the pipelines

running in the FPGA as well as the QR solver running on the CPU and the GPU. In the

FPGA, the QR decomposition of the tiles is divided into two steps as shown in Algorithm I.

Because the computation of reflectors is serial; i.e., reflector Qi+1 has to be computed after

reflector Qi is available, the performance of the first step is limited by its sequential nature.
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In addition, the computation of the reflectors does not favor high performance because the

cost of this calculation is dominated by the dot-products as shown in Equation 5.3. Second,

the application of the reflectors favors deep (the number of reflectors applied) and wide

pipelines (the number of running engines); and as a result, higher performance is possible.

In short, when the input matrix has a low number of columns, the loss in performance of

the first step limits the overall performance of my design. Otherwise, as the number of

columns increases, the performance of my design increases as well.

In the CPU and the GPU, the QR decomposition can also be divided roughly

in two major steps, namely the computation of the reflectors (S1, S2, and S3) and their

application (S4) as shown in Algorithm II. Because the computation of the reflectors

(S1), the application of the reflectors to the current tile (S2), and their transformation

(S3) are serial in nature, the first step has limited performance. Moreover, the second step

is dominated by the matrix products of the form (I + YW T )A(i) and, as a result, greater

performance is achieved due to the highly optimized matrix multiplication routines available

on the CPU and the GPU [28, 149].

In addition, for TSMs, I attribute the rather low performance of the QR solver on

the CPUs and GPUs to the existence of trade-offs in the implementation of Algorithm II.

Regarding this routine, setting the parameter r has broad consequences. If r is small, the

algorithm does little progress per iteration because the resulting number of tiles is large.

The large number of tiles implies that steps S1, S2, and S3 have to be executed multiple

times. Moreover, step S4 suffers because the multiplication of matrices has to be executed

over small matrices [68, 28], namely W and Y . If r is larger, it enhances the performance
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of step S4 at the cost of increasing the execution times of the other steps. Moreover, my

experiments indicate that typical values of r are 8, 16, and 32. In GPUs, larger values of r

are not practical due to the limited capacity of shared memories [68].

5.4.4 Operations per Clock Cycle and Efficiency

I measure the number of FLOPs executed per clock cycle as well as the efficiency

of the platforms as shown in Figure 5.11. In this figure, I only report the FLOPS per

Figure 5.11: Double-precision floating point operations (FLOPS) per clock cycle for CPUs,
GPUs, and FPGAs and their efficiency.

clock cycle and efficiency for 65536 rows; these metrics are nearly the same for 32768 rows

and lower. I observe that in my design, and the GPU, there is a sustained increase in the

number of FLOPS per clock cycle as the number of columns in the input matrix increases

from 64 to 512. In short, for 512, 256, 128, and 64 columns, the proposed engine executes

1.4×, 2.3×, 5.0×, and 4.4× more FLOPS per cycle compared to the other platforms. In

addition, in terms of efficiency (i.e., the achieved performance divided by the nominal peak

performance), my engine comes out first as it is able to achieve 54.2% of the nominal peak
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performance. The libraries running on the CPU (GPU) achieve 32.1% (5.8%) of the peak

performance of the hosting platform.

I note that the proposed design is placed and routed at 266 MHz since the interface

to the off-chip memory in the development board is hardened at this frequency. Because I

use standard Xilinx cores, namely floating point cores, FIFOS, and BRAMs, I rationalize

that my design can be placed and routed at higher frequencies with minimum effort. In

particular, memory interfaces running at higher frequencies have been available on the

market for a while [134, 45].

5.4.5 Energy Efficiency

Lastly, I compare the energy efficiency in (FLOPS/Joule) for each platform. For

the CPU, GPU, and FPGA, I measure the raw power by taking advantage of the LIKWID

monitoring tools [144], the NVIDIA management library [106], and the Convey development

kit [94] respectively 3. In the CPU and GPU, I measure the FLOPS per each task by taking

advantage of hardware counters [107, 105]. In the FPGA, I analytically derive the operations

executed by the engine. On the GPU, once the power data is obtained, corrections are made

so as to have an accurate power estimation [17]. Figure 5.12 shows the energy efficiency per

platform. I only report the energy efficiency when the number of rows is fixed at 65536. In all

cases, the energy efficiency of the FPGA is higher compared to other platforms. Compared

to the GPU, the engine running on the FPGA is 5.4×, 7.7×, 2.8×, and 2.3× more energy

efficient when the matrices have 64, 128, 256, and 512 columns respectively. Compared

3In the case of the FPGA, I measure the power consumption of 10 engines (the SB-852VU7P), and then,
I extrapolate the power consumption to 16 engines (the SB-852VU9P).
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Figure 5.12: Energy efficiency for CPUs, GPUs, and FPGAs.

to the CPU, the proposed engine is 2.0×, 3.0×, 3.0×, and 2.3× more energy efficient

for the same task. It should be noted that FPGA technological capabilities continue to

increase [128] in both clock frequency and available on-chip resources (memory, DSP, etc.).

As such, the expected performance of FPGA-based accelerators is expected to increase even

further with the added benefit of energy efficiency [55].

5.4.6 Conclusions

In this work I propose a high-throughput FPGA engine capable of executing the

QR decomposition of tall-and-skinny matrices (TSMs). My design is based on the highly

stable, parallelizable, and low complexity Householder (HR) decomposition method. The

HR engine takes advantage of a series of performance optimizations including tiling, wide

and deep pipelines, resource-aware reductions circuits, as well as fast access to off-chip mem-

ory. Due to these optimizations, my engine achieves the highest computational efficiency

compared to previous studies: while previous approaches achieve up to 36% efficiency, my

design achieves an efficiency of 54%. Because my design uses resource-aware circuits, it can
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be used to tackle the QR decomposition of the full spectrum of tall-and-skinny matrices,

including those with hundreds of columns and matrices with tens of thousands of rows.

Moreover, by tailoring the number of engines in execution, as well as the number of House-

holder reflectors applied, the proposed engine can be implemented in embedded as well as

server-grade FGPAs.

My experimental evaluation shows that the proposed engine outperforms the MKL

solver on an Intel Quad-Core processor by a factor of 1.5× when the input matrices have over

50K rows. For matrices having up to 256 columns, my engine outperforms the QR solver

running on the K40 GPU by a factor of 3.0×. An evaluation of the energy efficiency of these

three platforms shows that CPUs and GPUs execute up to 0.45 and 0.60 GFLOPS/Joule

respectively, while my design executes up to 1.03 GFLOPS / Joule. This energy efficiency

is due to the use of highly efficient deep and wide pipelines executing over a hundred of

FLOPS per clock cycle.
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Chapter 6

Conclusions

In the new century, the field of high performance computing has witnessed the

birth of computational devices (CPUs and GPUs) executing billions of arithmetic opera-

tions per second. To achieve such impressive performance, the high performance community

has depended on very high operating frequencies in conjunction with power-hungry solu-

tions such as large cache units, colossal branch predictors, and complex datapaths. High

frequencies and power-hungry units are the leading factors towards the massive increase of

the operational cost in data-centers due to the extensive use of energy.

Simultaneously, the field has also observed the birth, expansion, and consolidation

of computing applications based on field programmable gate arrays (FPGA). While early

FPGAs did not have enough resources and speed to compete with traditional computing

platforms (CPUs and GPUs), today these devices can execute billions of operations per

second and operate at high frequencies. In addition, due to the custom designs of the

reconfigurable pipelines, FPGAs have been shown to be energy-efficient.
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This dissertation has shown how to build high-throughput, energy-efficient, compute-

intensive applications on FPGAs to partially offset the massive operational cost due to

energy consumption in traditional computing platforms. I have shown that wide and deep

pipelines running in FGPAs can achieve comparable performance to those of traditional

computing platforms, and that these designs are capable of executing more operations per

unit of energy.

In chapter three, I proposed a heterogeneous approach based on an extensive

algorithmic and experimental analysis of the human action recognition (HAR) application.

My results showed that my heterogeneous implementation where the video pre-processing

is implemented on the FPGA and the remaining stages are implemented on the GPU,

achieves the highest throughput and energy efficiency. The heterogeneous design combines

the strengths of both FPGA and GPU platforms, and achieves a 1.3× speedup compared

with competing homogeneous platforms while being 1.5× more energy-efficient.

In chapter four, I presented the first application of FPGAs to the field of quan-

tum dynamics simulations. By taking advantage of the structure of the input matrices and

offloading the most intensive calculations onto an FPGA, I showed that the computational

performance of my design for real-time electron dynamics calculations exceeds that of highly

optimized commercial libraries running on recent CPUs and GPUs. For quantum simula-

tions having over a thousands of atoms, my engine is 1.5× faster while consuming 4.0× less

energy. As a result, the proposed engine demonstrates that high-throughput energy-efficient

designs based on FPGAs can play an important role in the acceleration of applications in

the upcoming field of quantum dynamics.

129



In chapter five, I presented a high-throughput engine that targets the decompo-

sition of tall-and-skinny matrices (TSM) on FPGAs. While comparable QR solvers based

on FPGAs achieve an efficiency of 36%, my design has an efficiency of 54%. In addition,

my experimental work showed that the proposed design outperforms highly optimized QR

solvers running on CPUs and GPUs. For TSM having over 50K rows, my design outper-

forms a highly optimized QR solver running in an quad-core processor by a factor of 1.5.

In addition, for TSMs having 256 columns and less, my design outperforms a commercial

QR solver library running in a high-performance GPU by a factor of 3.0. On top of being

high performance, my design is energy-efficient; it executes twice as many floating point

operations per unit of energy.
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