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This dissertation contains three papers that together shed light on how and why the 
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Chapter 1 investigates how the consideration of negative information about a scholar—

unrelated to their work—affects other scholars’ citing behavior. Academics use citations to 

acknowledge the contribution of past work and promote scientific advancement. However, 

analyzing citation data of 32,025 publications spanning 18 academic fields, we find evidence 

suggesting citations may also serve as a currency to reward and punish scientists’ morality. We 

find that, relative to controls, the citation rates of scholars accused of sexual misconduct decrease 

after the accusations become public. Interestingly, this citation penalty is larger than the one 

incurred by scientists accused of scientific fraud. Our findings suggest that, in addition to serving 

the purpose of maintaining intellectual integrity and promoting scientific advancement, citation 

decisions are also driven by scholars’ attitudes toward the publications’ authors. 

Chapter 2 demonstrates how and why the consideration of negative outcomes impacts 

people’s attributional preferences. There are two streams of literature that address attributional 

preferences: self-determination and self-serving preferences. While these two theories make the 

same prediction for individuals’ attributional preferences over positive outcomes, they make 

competing predictions for attributional preferences over negative outcomes. Self-determination 

maintains that people prefer to have agency over negative outcomes. Self-serving preferences, in 

contrast, stipulate that people prefer to concede agency over negative outcomes. In eight 

preregistered experiments (N = 3,946), we reconcile these seemingly inconsistent attributional 

preferences over negative outcomes. First, we test these competing predictions and find that—

consistent with self-determination—people would rather “own” their negative outcomes than 

externally attribute them. Overplacement (people’s belief that they perform better than others) 

and the impact bias (the belief that “owned” negative outcomes hurt less than when they are 

caused by oneself) cannot explain this preference. Instead, we find that reducing the saliency of 
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agency moderates the preference for agency over negative outcomes. More interestingly, we find 

that sharing agency reverses attributional preferences: while people prefer assuming agency over 

negative outcomes when these are exclusively caused by a sole agent (either themselves or 

somebody else), they prefer attributing agency to others when negative outcomes are jointly 

caused by multiple agents (both themselves and somebody else).   

Finally, chapter 3 examines how different cognitive processes elicited by negative 

language affect a message’s efficacy. Across five preregistered field and lab experiments (N = 

22,024), we demonstrate when and how using an easily reversible (i.e., bi-polar) word in a 

statement, rather than a non-reversible one with the same meaning, engages different cognitive 

processes and leads to different outcomes. In particular, when a statement containing a bi-polar 

word is processed as a negation (i.e., opposing a claim rather than affirming it), a slower more 

elaborate cognitive process occurs. We show that this results in lower judgment confidence, and 

a lower likelihood to act on the message. In addition, we find that this more elaborative process 

also leads to weaker attitudes towards the message source. Our findings advance consumer 

theories by shedding light on the ways in which linguistic elements of communication impact 

judgments and real-world behaviors. They additionally offer practical persuasive messaging 

strategies for those engaged in a range of marketing and policy communications. 
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ABSTRACT 

Academics use citations to acknowledge the contribution of past work and promote 

scientific advancement. However, analyzing citation data of 32,025 publications spanning 18 

academic fields, we find evidence suggesting citations may also serve as a currency to reward 

and punish scientists’ morality. We find that, relative to controls, the citation rates of scholars 

accused of sexual misconduct decrease after the accusations become public. Interestingly, this 

citation penalty is larger than the one incurred by scientists accused of scientific fraud. Our 

findings suggest that, in addition to serving the purpose of maintaining intellectual integrity and 

promoting scientific advancement, citation decisions are also driven by scholars’ attitudes toward 

the publications’ authors. 
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Powerful social movements such as #MeToo have increased the public’s awareness of the 

pervasiveness of sexual transgression across industries (1) and demanded that perpetrators be 

held accountable (2, 3). Academia has not been spared (4, 5). For example, a 2021 report 

estimates 20% of female and 6%–8% of male undergraduates were victims of sexual misconduct 

during their college life (6). For the victims, the consequences of sexual violence are devastating 

and may include emotional, physical, and professional outcomes (7). Academic institutions abide 

by Title IX of the Education Amendments Act of 1972—prohibiting sex-based discrimination 

under any education program—to regulate processes and sanctions for dealing with transgressors 

and deterring such behaviors. In addition, individuals may express disapproval or punish 

deviants in informal ways, such as sharing information on social media (8). 

In this article, we consider another potential course of action available for academics 

wishing to express their disapproval of a peer’s misconduct. In particular, we investigate the 

effect of sexual-misconduct allegations on the citation rates of the alleged perpetrators’ work. 

The purpose of citations is to promote scientific advancement and acknowledge the contribution 

of past research (9, 10). Consequently, across disciplines, the number of citations a scholar has 

provides a measure of the quality and impact of their work (11–14). Interestingly, evidence 

suggests scientists’ decision to cite an article is sometimes driven by non-scientific reasons. For 

example, researchers are more likely to cite their friends’ articles, in part to help their friends and 

in part to help themselves, because they are more likely to be cited in return (15, 16). Whether 

scholars might also choose not to cite research in order to hurt their peers is unclear.  

If scholars use citations exclusively for scientific purposes, allegations of sexual 

misconduct should not influence the citation rate of the accused’s research, because their 

transgression does not implicate the relevance or quality of their work. At the same time, if 
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researchers’ citation decisions were also sensitive to non-scientific factors, the citation rate of the 

accused might be negatively affected. Specifically, scholars might avoid citing the research of a 

colleague accused of sexual misconduct to signal disapproval, distance themselves from the 

alleged perpetrator, or punish them, producing a negative effect of sexual-misconduct allegations 

on the accused’s citation rates.  

To determine whether citations of scholars accused of sexual misconduct decrease, we 

compare their citation rates with those of control scholars (see Methods). A slower increase (or 

faster decrease) in citation rates after the allegations became public for scholars accused of 

sexual misconduct would suggest a citation penalty. To further contextualize the size of any 

observed citation penalty for scholars accused of sexual misconduct, we compare these scholars’ 

citation rates with those of researchers accused of scientific fraud (e.g., data fabrication, 

falsification, and plagiarism; 17, 18). Unlike sexual misconduct, scientific fraud necessarily 

implicates the concerned research, invalidating its claims (19), and may generate concerns about 

the integrity of the entire portfolio of the accused researcher. From this perspective, a reasonable 

expectation is a smaller citation penalty for scholars accused of sexual misconduct than for those 

accused of scientific fraud.  

Consistent with the hypothesis that scholars may use citations to hurt their peers, our 

analyses (N = 32,025 publications) reveal a significant citation penalty for scholars accused of 

sexual misconduct. Importantly, although scientific fraud implicates the accused’s scientific 

contribution whereas sexual misconduct doesn’t, we also find the citation penalty for research 

published by scholars accused of sexual misconduct is substantially larger than that observed for 

research published by scholars accused of scientific fraud. 
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Our data consist of academic citations for 32,025 publications (peer-reviewed articles and 

scholarly books; collected from the Web of Science platform) across 18 disciplines. Of these, 

6,012 publications are authored by thirty scholars accused of sexual or scientific misconduct 

(split evenly), and 26,087 publications are authored by closely matched controls (see 

Supplementary Information for details). All accused scholars included in our sample were active 

researchers in the natural or social sciences, having a minimum of 200 citations overall, and were 

accused of misconduct in 2017 or earlier.  

To ensure that our findings are not biased by differential awareness of the two misconduct 

types, we restrict our sample to accused scholars whose accusations received similar media 

attention. First, we searched for online news reports on sexual and scientific misconduct in 

academia to identify relevant cases for our analyses. Next, to validate the integrity of our 

selection process, we checked each case against the following databases: the Academic Sexual 

Misconduct Database, which lists sexual-misconduct allegations involving faculty and other 

university employees (22), Retraction Watch—a blog that reports on retractions of scientific 

papers (23), and Wikipedia’s List of Scientific Misconduct Incidents (24). Although this 

requirement limits the number of misconduct cases accounted for, the total number of 

publications in our data (N = 32,025) provides sufficient power to detect significant and reliable 

results. 

For every accused scholar, we matched five researchers not accused of any misconduct. 

Control researchers were matched to their respective accused scholar by their similarity along the 

following dimensions: (a) research discipline, (b) research topics, (c) seniority, (d) a comparable 

university, and (e) a comparable number of total citations. Following the collection process, we 

excluded eight control researchers (4 sexual and 4 scientific) for having at least one retracted 
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paper.1 Spanning a maximum of 13 years,2,3 our data account for citations of 6,012 publications 

authored by 30 accused scholars and 26,087 publications authored by 142 closely matched 

control scholars, totaling 294,026 observations. All analyses control for publication year, total 

citations per paper, number of authors, the scholar’s academic discipline, rank, gender, and the 

year the accusations became public (see Supplementary Material for robustness checks). 

First, we compare citation rates of researchers accused of sexual misconduct, researchers 

accused of scientific misconduct, and their respective controls. A difference-in-difference-in-

differences analysis comparing citation rates of these four groups before and after news of the 

allegations broke shows the average yearly citations per publication of the two control groups 

increased (bScientific = 0.67, t(293,993) = 6.89, p < .001; bSexual = 0.95, t(293,993) = 10.28, p < 

.001). Citation rates of scholars accused of scientific fraud remained unchanged (b = -0.13, 

t(293,993) = -0.70, p = .483), and those of scholars accused of sexual misconduct decreased (b = 

-0.74, t(293,993) = -3.87, p < .001).4 Next, we ran the same regression controlling for the natural 

increasing trend in citations over time (25, 26)—depicted in Figure 1.1.5 Thus, to the extent that 

a line is flat, citations increased normally—that is, with no penalty. The results show the citation 

rates of both control groups are flat (bScientific = -0.07, t(293,992) = -0.59, p = .556; bSexual = 0.21, 

t(293,992) = 1.72, p = .086), indicating no penalty. In contrast, citations rates of scholars accused 

of either misconduct type decreased (bScientific = -0.86, t(293,992) = -4.18, p < .001; bSexual = -1.49, 

t(293,993) = -7.16, p < .001), indicating a citation penalty. Importantly, our analysis reveals a 

 
1 Results are robust to including all 150 controls; see Supplementary Material. 
2 We account for 10 years before (pre-accusation) and 3 years after (post-accusation) the accusations became public. 
Later publications might have fewer observations (i.e., years), depending on when they were published. 
3 Results are robust to different specifications of the number of years (i.e., 5, 8, 12, and 15) in the pre-accusation 
period (see Supplementary Material). 
4 See Supplementary Material (Figure 6). 
5 Regression estimates and p-values of interaction terms are similar regardless of whether we control for trend; see 
Supplementary Material. 
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greater citation penalty for scholars accused of sexual misconduct than for scholars accused of 

scientific misconduct, qualified by a significant three-way interaction (b = -0.92, t(293,992) = -

3.06, p = .002)6 of misconduct type (sexual vs. scientific), accusation (accused vs. control), and 

time (pre- vs. post-accusation). This indicates that the difference between the citation rates of 

scholars accused of sexual misconduct and their own controls is larger than the difference in 

citations between scholars accused of scientific fraud and their controls. Finally, consistent with 

a larger citation penalty for scholars accused of sexual misconduct, a direct comparison of 

citation rates of the two accused groups before and after the allegations became public reveals a 

significant interaction. Specifically, the citations of scholars accused of sexual misconduct 

decreased more than those of scholars accused of scientific fraud (b = -0.63, t(293,992) = -2.35, 

p = .019). 

We consider two unobserved factors that could explain why research by scholars accused 

of scientific misconduct incurs a relatively small citation penalty. Non-retracted publications of 

scholars accused of scientific fraud could receive a boost if, for example, individuals interpret 

the absence of retraction as suggesting a publication has been cleared. Alternatively, retracted 

publications might receive a boost if researchers cite a retracted article when referring to its 

shortcomings. To test these possibilities, we regressed average yearly citations of researchers 

accused of scientific misconduct on retraction status (yes vs. no), time (pre- vs. post-

accusation), and their interaction. Ruling out both alternative explanations, our analysis reveals 

scientific-fraud accusations hurt the citations of both retracted (b = -3.20, t(28,568) = -4.38, p < 

.001) and non-retracted (b = -1.80, t(28,568) = -8.24, p < .001) publications. Citation rates of 

 
6 We replicate this result using a variety of robustness checks; see Supplementary Material.  



8 
 

retracted publications decreased marginally more than those of the non-retracted publications (b 

= -1.40, t(28,568) = -1.93, p = .054; see Figure 1.2).  

Finally, researchers may simply be more likely to know about scholars involved in 

sexual—versus scientific—misconduct, for example, if sexual misconduct gain more traction in 

the media and informal platforms. Although we cannot rule out this possibility, we selected both 

the sexual- and the scientific-misconduct cases based on information available online, 

minimizing such concern in our data. In addition, while sexual-misconduct allegations are 

sometimes protected by privacy tools (e.g., non-disclosure agreements), scientific-fraud 

allegations are not. In fact, Google Scholar, Web of Science, and journal websites all clearly 

mark retracted articles. 

Despite the direct relationship between scientific fraud (vs. sexual misconduct), the integrity 

of the alleged offender’s research, and citations, our analysis shows scholars accused of sexual 

misconduct incur a larger citation penalty than scholars accused of scientific fraud. These 

findings complement other research showing non-replicable papers are cited more than 

replicable ones (27) and that false positives in science tend to persist rather than self-correct (28–

32), despite the availability of tools designed to address these challenges (33–35).  

The pattern observed in our data could be driven by insufficient sensitivity to scientific 

misconduct, oversensitivity to sexual misconduct, or both. To test whether differential sensitivity 

is at play, we presented individuals (N = 231)7 with definitions and examples of both scientific 

and sexual misconduct in academia. Participants indicated which of the two types of misconduct 

they thought was (a) more deserving of punishment, (b) more disgusting, and (c) worse than the 

 
7 Two hundred fifty-one Amazon Mechanical Turk workers were recruited; we excluded twenty for failing our 
attention check. 
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other.8 The overwhelming majority of participants deemed sexual misconduct in academia as 

more deserving of punishment (76.2%, χ2(1) = 63.38, p < .001), more disgusting (90.5%, χ2(1) = 

151.40, p < .001), and worse (75.8%, χ2(1) = 61.30, p < .001) than scientific misconduct. 

Participants’ gender had no effect on any of our measures (ps > .40). Researchers might similarly 

have greater negative affective reactions to sexual misconduct and be less likely to cite work 

published by an alleged sexual offender in order to punish them (36, 37), to signal they condemn 

their actions (38), or simply because they exhibit avoidance behavior toward a stigmatized 

misconduct type (39). Note our investigation focuses on the effect of sexual misconduct on 

citation rates of the accused. In referring to the decision not to cite an alleged perpetrator’s work 

as punishing or hurting them, we are merely describing the outcome of that decision, not the 

citing scholar’s intent. Another factor that might contribute to our findings could be people’s 

need to take action in light of the evident inadequacy of various policies (e.g., Title IX) and of 

the justice system to keep sexual offenders accountable and deter future transgressions (8, 40).  

To the best of our knowledge, our paper is the first to offer a systematic comparison of the 

ramifications of sexual misconduct and scientific misconduct on the citations of alleged 

perpetrators. Our finding that the citation penalty for sexual-misconduct allegations is larger than 

the citation penalty for scientific misconduct provides additional evidence that citation decisions 

are sensitive to factors unrelated to a publication’s scientific merit (see 15). Specifically, it 

suggests that, in addition to serving the purpose of maintaining intellectual honesty and 

promoting scientific advancement, citations also serve as a currency to benefit and hurt other 

scientists. These finding contribute to recent discussions concerning research practices (33), 

editorial decisions (10), and the integrity of scientific research (21, 38). 

 
8 See Supplementary Material and https://osf.io/ycazs/?view_only=bfb1080d756146ba89d21a7ed3daeacf for details. 
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FIGURES 

 

 

Figure 1.1. Average yearly citations per publication by accusation, misconduct type, and time  

 

 

Figure 1.2. Average yearly citations (of scholars accused of scientific fraud) per publication 
by retraction status and time 
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APPENDIX 

CONTROLS’ SELECTION 
 
We collected 5 controls for every accused scholar. We matched control and accused scholars according to 
the following criteria: 
1. Same field as the accused scholar 
2. Similar research topic as the accused scholar 
3. Similar rank as accused scholar 
4. Similar overall number of citations as the accused scholar 
5. Comparable university (given field) 
6. No public accusations 
 

DATA EXCLUSIONS 
 
In addition to excluding 8 controls who had at least one retracted paper, we excluded the following 
publications: 
1. Publications coauthored by multiple accused scholars in our sample 
2. Publications coauthored by an accused scholars in our sample and one of their own controls 
3. Publications that are retraction reports (i.e., articles that announce a certain publication will be 

retracted) 
 

 
MAIN ANALYSIS (CONTROLLING FOR TIME TREND) ADDITIONAL MODEL: COLLAPSING 

ACCUSED SCHOLARS IN A SINGLE GROUP 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time 
(Pre- vs. Post-Accusations), and their interaction, controlling for publication year, total citations per 
paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and 
time trend. While the citation rates of the controls scholars remained unchanged before and after their 
respective accused scholar’s allegations became public (b = 0.08, t(293,996) = 0.72, p = .470), those of 
the accused scholars decreased substantially more after the accusations became public (b = -1.25, 
t(293,996) = -8.30, p < .001). 

 
Fig. 1. Change in average yearly citations per publication by accusation status from before to 
after the misconduct accusations became public. 
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REGRESSION ROBUSTNESS CHECKS 

 
In this section we test our findings from Model 1, Model 2, and Model 3 across different regression 
specifications. Specifically, we ran each of our models in four different ways: 
• Not controlling for the natural trend of citations (i.e., No time trend) 
• Not controlling for any covariate (i.e., No covariates) 
• Having the 172 scholars as random effects (i.e., Scholars RE) 
• Having the disciplines our scholars work in as random effects (i.e., Field RE) 

 
Covariates’ description 

• Publication Year = Year in which the publication was published: number 
• Publication’s Citations = Total number of citations of the publication: number 
• Publication’s # of Authors = Number of authors of the publication: number 
• Scholar’s Field = Scholar’s discipline: Astronomy, Astrophysics, Biochemistry, 

Bioinformatics, Cellular Biology, Chemistry, Economics, Electrical Engineering, 
Geology, Marketing, Medicine, Microbiology, Molecular biology, Neuroscience, Political 
Science, Psychology, Psychology/Neuro9, Statistics 

• Scholar’s Rank = Scholar’s rank at the time of data collection or last position held in 
academia: Associate Professor, Full Professor, Emeritus Professor 

• Scholar’s Gender = Scholar’s gender: Male, Female 
• Accusations Year = Year in which the accusations to the accused scholar of reference 

became public: number 
• Time Trend = the considered year and the year in which the accusations became public: -

10, -9, -8, -7, -6, -5, -4, -3, -2, -1, 1, 2, 3 
• Scholar = Author of the publication we are considering either as accused of sexual 

misconduct, accused of scientific misconduct, or as a control 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
9 Scholar publishes in Neuroscience but is/was hired in a Psychology department. 
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Regression Tables 
 
 
Model 1: 2(Accusation Status: Control vs. Accused) x 2(Timing: Pre- vs. Post-Accusation) 
 

 
 
Fig. 2. Regression table for Model 1 – Regression robustness checks10. 
 
 
 
 
 
 
 

 
10 Location of models’ descriptions – No time trend (1): Fig. 5; No covariates (2): Fig. 8; Scholas RE (3): Fig. 11; 
Field RE (4): Fig. 14. 



15 
 

 
 
Model 2: 2(Accusation Status: Control vs. Accused) x 2(Timing: Pre- vs. Post-Accusation) x  
2(Misconduct Type: Scientific vs. Sexual) 
 

 
 
Fig. 3. Regression table for Model 2 – Regression robustness checks11. 
 
 
 
 
 
 
 

 
11 Location of models’ descriptions – No time trend (1): Fig. 6; No covariates (2): Fig. 9;  
Scholas RE (3): Fig. 12; Field RE (4): Fig. 15. 
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Model 3: 2(Retraction Status: No vs. Yes) x 2(Timing: Pre- vs. Post-Accusation) 
 

 
 
Fig. 4. Regression table for Model 3 – Regression robustness checks12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
12 Location of models’ descriptions – No time trend (1): Fig. 7; No covariates (2): Fig. 10; Scholas RE (3): Fig. 13; 
Field RE (4): Fig. 16. 
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Not controlling for time trend  
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, and the year the accusations became public. While 
the citation rates of the controls scholars significantly increased after their respective accused scholar’s 
allegations became public (b = 0.81, t(293,997) = 11.99, p < .001), those of the accused scholars decreased 
substantially more after the accusations became public (b = -1.25, t(293,997) = -8.32, p < .001). 

 
Fig. 5. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, not controlling for citations’ trend. 

 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend as fixed effects, and Scholar as random 
effect. Our analysis revealed that the citations of scholars accused of sexual misconduct (b = -1.69, 
t(293,993) = -7.96, p < .001) and those accused of scientific fraud (b = -0.80, t(293,993) = -3.77, p < .001) 
decreased, relative to their controls. Also, a significant three-way interaction (b = -0.89, t(293,993)= -2.97, 
p = .003) reveals that the difference in citations between the scholars accused of sexual misconduct and 
their own controls was greater than that between scholars accused of scientific fraud and their own controls.   

 
Fig. 6. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), not 
controlling for citations’ trend. 
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- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, and the year the accusations 
became public. The citations of both retracted (b = -2.37, t(28,569) = -3.30, p < .001), and non-retracted 
publications (b = -0.80, t(28,569) = -5.94, p < .001) decreased after the accusations became public. The 
citations of the retracted publications decreased more than those of the non-retracted ones (b = -1.57, 
t(28,569) = -2.16, p = .031). 

 
Fig. 7. Average yearly citations per publication by retraction status (scientific misconduct only), not 
controlling for citations’ trend. 
 
 
 
 
 
 
No covariates 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction. While the citation rates of the controls scholars significantly 
increased after their respective accused scholar’s allegations became public (b = 1.11, t(294,022) = 8.56, p 
< .001), those of the accused scholars increased substantially less after the accusations became public (b = 
-1.53, t(294,022) = -5.19, p < .001). 

 
Fig. 8. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, not controlling for any covariate. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions. Our 
analysis revealed that the citations of scholars accused of sexual misconduct (b = -1.28, t(294,018) = -3.06, 
p = .002) and those accused of scientific fraud (b = -1.85, t(294,018) = -4.43, p < .001) decreased, relative 
to their controls. The three-way interaction is not significant (b = 0.57, t(294,018)= 0.96, p = .335).   

 
Fig. 9. Average yearly citations per publication by accusation status (accused vs. control), misconduct 
type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), not controlling for any 
covariate. 
 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction. The citations of the retracted 
publications marginally decreased after the accusations became public (b = -2.55, t(28,583) = -1.77, p = 
.077), and those of the non-retracted publications remained constant (b = -0.40, t(28,583) = -1.52, p = .13). 
The interaction did not reach significance (b = -2.15, t(28,583) = -1.47, p = .14). 

 
Fig. 10. Average yearly citations per publication by retraction status (scientific misconduct only), not 
controlling for any covariate. 
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With random effects for Scholar 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend as fixed effects, and Scholar as random effect. While the citation rates of scholars not accused of any 
misconduct remained unchanged before and after their respective accused scholar’s allegations became 
public (b = 0.07, t(293,936.99) = 0.71, p = .477), those of the accused scholars decreased substantially more 
after the accusations became public (b = -1.17, t(293,778.06) = -7.80, p < .001). 

 
Fig. 11. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, with random effects for Scholar. 
 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend as fixed effects, and Scholar as random 
effect. Our analysis revealed that the citations of scholars accused of sexual misconduct (b = -1.62, 
t(293,859.63) = -7.65, p < .001) and those accused of scientific fraud (b = -0.71, t(293,656.45) = -3.34, p < 
.001) decreased, relative to their controls. Also, a significant three-way interaction (b = -0.91, 
t(293,769.56)= -3.05, p = .002) reveals that the difference in citations between the scholars accused of 
sexual misconduct and their own controls was greater than that between scholars accused of scientific fraud 
and their own controls.   

 
Fig. 12. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), with random 
effects for Scholar. 
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- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend as fixed effects, and Scholar as random effect. The citations of both retracted (b = -
3.10, t(28,554.45) = -4.24, p < .001) and non-retracted publications (b = -1.81, t(28,567.56) = -8.31, p = 
.051) decreased. The citations of the retracted publications decreased marginally more than those of the 
non-retracted ones (b = -1.29, t(28,543.10) = -1.76, p = .078). 

 
Fig. 13. Average yearly citations per publication by retraction status (scientific misconduct only), 
with random effects for Scholar. 
 
 
 
With random effects for Field 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, rank, gender, the year the accusations became public, and time trend as fixed effects, 
and the scholar’s discipline as random effect. While citations of controls remained unchanged (b = 0.08, 
t(293,998.65) = 0.73, p = .468), those of the accused scholars decreased substantially more after the 
accusations became public (b = -1.25, t(294,008.80) = -8.31, p < .001). 

 
Fig. 14. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, with random effects for Field. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, rank, gender, the year the 
accusations became public, and time trend as fixed effects, and the scholar’s discipline as random effect. 
Our analysis revealed that the citations of scholars accused of sexual misconduct (b = -1.70, t(293,997.28) 
= -8.02, p < .001) and those accused of scientific fraud (b = -0.78, t(294,005.96) = -3.68, p < .001) decreased, 
relative to their controls. Also, a significant three-way interaction (b = -0.92, t(294,003.00)= -3.06, p = 
.002) reveals that the difference in citations between the scholars accused of sexual misconduct and their 
own controls was greater than that between scholars accused of scientific fraud and their own controls.   

 
Fig. 15. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), with random 
effects for Field. 
 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, rank, gender, the year the accusations became public, and time trend 
as fixed effects, and the scholar’s discipline as random effect. The citations of both retracted (b = -3.20, 
t(28,567.11) = -4.38, p < .001) and non-retracted publications (b = -1.80, t(28,568.98) = -8.24, p < .001) 
decreased. The citations of the retracted publications decreased marginally more than those of the non-
retracted ones (b = -1.40, t(28,565.61) = -1.93, p = .054). 

 
Fig. 16. Average yearly citations per publication by retraction status (scientific misconduct only), 
with random effects for Field. 
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SAMPLE ROBUSTNESS CHECKS 

 
In this section we test our findings from Model 1, Model 2, and Model 3 across different sample’s 
specifications. Specifically, we ran each of our models on five different samples: 
• Including all 150 controls we initially selected without knowing 8 of them had at least one 

retracted publication (i.e., 150 controls) 
• Excluding all publications that were published after the year the accused scholars were 

accused of misconduct (i.e., No publ. after accusation) 
• Excluding all retracted publications (i.e., No retractions) 
• Excluding the only scholar (and their controls) accused of scientific misconduct without any 

retracted publication—as they were accused of self-plagiarism (i.e., No self-plagiarism) 
 
 
 
 
 
Regression Tables13 
 
 
Model 1: 2(Accusation Status: Control vs. Accused) x 2(Timing: Pre- vs. Post-Accusation) 
 

 
 
Fig. 17. Regression table for Model 1 – Sample robustness checks14. 
 
 
 

 
13 All regressions control for the same covariates as the main analysis (i.e., controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became public, 
and time trend). 
14 Location of models’ descriptions – 150 controls (1): Fig. 20; No publ. after accusations (2): Fig. 23; No 
retractions (3): Fig. 26; No self-plagiarism (4): Fig. 28. 
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Model 2: 2(Accusation Status: Control vs. Accused) x 2(Misconduct Type: Scientific vs. Sexual) x  
2(Timing: Pre- vs. Post-Accusation) 
 

 
 
Fig. 18. Regression table for Model 2 – Sample robustness checks11. 
 
 
 
 
 
 
 
 

 
11 Location of models’ descriptions – 150 controls (1): Fig. 21; No publ. after accusations (2): Fig. 24; No 
retractions (3): Fig. 27; No self-plagiarism (4): Fig. 29. 



25 
 

 
 
 
 
 
 
 
 
 
 
Model 3: 2(Retraction Status: No vs. Yes) x 2(Timing: Pre- vs. Post-Accusation) 
 
 

 
 
Fig. 19. Regression table for Model 3 – Sample robustness checks12. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
12 Location of models’ descriptions – 150 controls (1): Fig. 22; No publ. after accusations (2): Fig. 25; No self-
plagiarism (4): Fig. 30. 
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Including all 150 controls 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = 0.14, t(308,255) = 1.29, p = .197), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.40, t(308,255) = -8.52, p 
< .001). 

 
Fig. 20. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, including all 150 controls. 
 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.78, t(308,251) = -7.63, p < .001) and those accused of 
scientific fraud (b = -1.03, t(308,251) = -4.45, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -0.74, t(308,251)= -2.27, p = .023) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.   

 
Fig. 21. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), including all 
150 controls. 
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- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -3.20, t(28,568) = -4.38, p < .001) and non-
retracted publications (b = -1.80, t(28,568) = -8.24, p < .001) decreased. The citations of the retracted 
publications decreased marginally more than those of the non-retracted ones (b = -1.40, t(28,568) = -1.93, 
p = .054). 

 
Fig. 22. Average yearly citations per publication by retraction status (scientific misconduct only), 
including all 150 controls. 
 
 
 
Excluding publications published after the accusations became public 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars significantly increased after their respective accused 
scholar’s allegations became public (b = 0.39, t(285,221) = 3.69, p < .001), those of the accused scholars 
decreased substantially more after the accusations became public (b = -1.39, t(285,221) = -9.13, p < .001). 

 
Fig. 23. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, excluding publications published after the 
accusations became public. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.85, t(285,217) = -8.58, p < .001) and those accused of 
scientific fraud (b = -0.92, t(285,217) = -4.25, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -0.94, t(285,217)= -3.06, p = .002) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.   

 
Fig. 24. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), excluding 
publications published after the accusations became public. 
 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -3.19, t(28,158) = -4.34, p < .001) and non-
retracted publications (b = -1.62, t(28,158) = -7.35, p < .001) decreased. The citations of the retracted 
publications decreased more than those of the non-retracted ones (b = -1.57, t(28,158) = -2.14, p = .033). 

 
Fig. 25. Average yearly citations per publication by retraction status (scientific misconduct only), 
excluding publications published after the accusations became public. 
 



29 
 

 
Excluding retracted publications 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = 0.08, t(293,181) = 0.72, p = .471), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.23, t(293,181) = -8.16, p 
< .001). 

 
Fig. 26. Change in average yearly citations per publication by accusation status from before to after 
the news of the misconduct accusations became public, excluding retracted publications. 
 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.70, t(293,177) = -8.01, p < .001) and those accused of 
scientific fraud (b = -0.76, t(293,177) = -3.52, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -0.94, t(293,177) = -3.11, p = .002) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.   

 
Fig. 27. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), excluding 
retracted publications. 
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- Model 3 - 
In this robustness test we exclude all the retracted papers, consequently, we cannot run this analysis as it 
contrasts retracted vs. not retracted papers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Excluding the only scholar in our sample accused of scientific misconduct who had no retractions—
since they were accused of self-plagiarism 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = 0.08, t(288,630) = 0.76, p = .446), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.27, t(288,630) = -8.31, p 
< .001). 

 
Fig. 28. Change in citations by accusation status from before to after the misconduct accusations 
became public, excluding the only scholar accused of scientific misconduct without retractions. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.69, t(288,626) = -7.88, p < .001) and those accused of 
scientific fraud (b = -0.83, t(288,626) = -3.83, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -0.85, t(288,626) = -2.79, p = .005) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.   

 
Fig. 29. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), excluding the 
only scholar in our sample accused of scientific misconduct who had no retractions. 
 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -3.22, t(27,743) = -4.36, p < .001) and non-
retracted publications (b = -1.86, t(27,743) = -8.32, p < .001) decreased. The citations of the retracted 
publications decreased marginally more than those of the non-retracted ones (b = -1.36, t(27,743) = -1.84, 
p = .065). 

 
Fig. 30. Average yearly citations per publication by retraction status (scientific misconduct only), 
excluding the only scholar in our sample accused of scientific misconduct who had no retractions. 
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TIMING ROBUSTNESS CHECKS 

 
In this section we test our findings from Model 1, Model 2, and Model 3 including different numbers of 
years in the ‘Pre-accusation’ period.  
Specifically, we ran each of our models on four different time specifications: 
• Including 5 years before the year the accusations became public, and 3 years after (i.e., 5 

before – 3 after) 
• Including 8 years before the year the accusations became public, and 3 years after (i.e., 8 

before – 3 after) 
• Including 12 years before the year the accusations became public, and 3 years after (i.e., 12 

before – 3 after) 
• Including 15 years before the year the accusations became public, and 3 years after (i.e., 15 

before – 3 after) 
 

 
 
 
Regression Tables13 
 
 
MODEL 1: 2(Accusation Status: Control vs. Accused) x 2(Timing: Pre- vs. Post-accusation) 
 

 
 
Fig. 31. Regression table for Model 1 – Timing robustness checks14. 

 
13 All regressions control for the same covariates as the main analysis (i.e., controlling for publication year, total 
citations per paper (as of June 2021), number of authors, scholar’s discipline, rank (as of June 2021), gender, the 
year the accusations became public, and time trend). 
14 Location of models’ descriptions – 5 before – 3 after (1): Fig. 34; 8 before – 3 after (2): Fig. 37; 12 before – 3 
after (3): Fig. 40; 15 before – 3 after (4): Fig. 43. 
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MODEL 2: 2(Accusation Status: Control vs. Accused) x 2(Misconduct Type: Scientific vs. Sexual) x 
2(Timing: Pre- vs. Post-accusation) 
 

 
 
Fig. 32. Regression table for Model 2 – Timing robustness checks17. 
 
 
 
 
 
 
 

 
17 Location of models’ descriptions – 5 before – 3 after (1): Fig. 35; 8 before – 3 after (2): Fig. 38; 12 before – 3 
after (3): Fig. 41; 15 before – 3 after (4): Fig. 44. 
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MODEL 3: 2(Retraction Status: No vs. Yes) x 2(Timing: Pre- vs. Post-accusation) 
 

 
 
Fig. 33. Regression table for Model 3 – Timing robustness checks18. 
 
 
 
 
 
 
 
 
 
 
 
 

 
18 Location of models’ descriptions – 5 before – 3 after (1): Fig. 36; 8 before – 3 after (2): Fig. 39; 12 before – 3 
after (3): Fig. 42; 15 before – 3 after (4): Fig. 45. 
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5 years before – 3 years after 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = 0.17, t(213,228) = 1.09, p = .275), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.43, t(213,228) = -8.64, p 
< .001). 

 
Fig. 34. Change in average yearly citations per publication by accusation status from before to after 
the accusations became public, including 5 years before and 3 years after the year the accusations 
broke. 
 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.55, t(213,224) = -6.62, p < .001) and those accused of 
scientific fraud (b = -1.31, t(213,224) = -5.63, p < .001) decreased, relative to their controls. The three-way 
interaction does not reach significance (b = -0.24, t(213,224) = -0.71, p = .477). 

 
Fig. 35. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), including 5 
years before and 3 years after the year the accusations became public. 
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- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -1.69, t(21,225) = -2.35, p = .019) and non-
retracted publications (b = -0.99, t(21,225) = -3.48, p < .001) decreased. The citations of the retracted 
publications decreased as much as those of the non-retracted ones (b = -0.70, t(21,225) = -1.01, p = .312). 

 
Fig. 36. Average yearly citations per publication by retraction status (scientific misconduct only), 
including 5 years before and 3 years after the year the accusations became public. 
 
 
 
8 years before – 3 years after 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = -0.004, t(265,784) = -0.04, p = .972), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.33, t(265,784) = -8.71, p 
< .001). 

 
Fig. 37. Change in average yearly citations per publication by accusation status from before to after 
the misconduct accusations became public, including 8 years before and 3 years after the year the 
accusations became public. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.66, t(265,780) = -7.66, p < .001) and those accused of 
scientific fraud (b = -1.00, t(265,780) = -4.65, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -0.65, t(265,780) = -2.14, p = .033) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.  

 
Fig. 38. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), including 8 
years before and 3 years after the year the accusations became public. 

 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -3.20, t(26,130) = -4.53, p < .001) and non-
retracted publications (b = -1.70, t(26,130) = -7.35, p < .001) decreased. The citations of the retracted 
publications decreased more than those of the non-retracted ones (b = -1.50, t(26,130) = -2.15, p = .032). 

 
Fig. 39. Average yearly citations per publication by retraction status (scientific misconduct only), 
including 8 years before and 3 years after the year the accusations became public. 
 



38 
 

12 years before – 3 years after 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars remained unchanged before and after their respective 
accused scholar’s allegations became public (b = 0.14, t(317,518) = 1.43, p = .153), those of the accused 
scholars decreased substantially more after the accusations became public (b = -1.24, t(317,518) = -8.32, p 
< .001). 

 
Fig. 40. Change in average yearly citations per publication by accusation status from before to after 
the misconduct accusations became public, including 12 years before and 3 years after the year the 
accusations became public. 
 
- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis reveals that the citations of 
scholars accused of sexual misconduct (b = -1.77, t(317,514) = -8.37, p < .001) and those accused of 
scientific fraud (b = -0.70, t(317,514) = -3.31, p < .001) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -1.07, t(317,514) = -3.57, p < .001) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.  

 
Fig. 41. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), including 12 
years before and 3 years after the year the accusations became public. 
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- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -2.84, t(30,503) = -3.93, p < .001) and non-
retracted publications (b = -1.45, t(30,503) = -7.20, p < .001) decreased. The citations of the retracted 
publications decreased marginally more than those of the non-retracted ones (b = -1.39, t(30,503) = -1.92, 
p = .055). 

 
Fig. 42. Average yearly citations per publication by retraction status (scientific misconduct only), 
including 12 years before and 3 years after the year the accusations became public. 
 
 
 
15 years before – 3 years after 
 
- Model 1 - 
We regress average yearly citations per publication on Accusation Status (Control vs. Accused), Time (Pre- 
vs. Post-Accusations), and their interaction, controlling for publication year, total citations per paper, 
number of authors, scholar’s discipline, rank, gender, the year the accusations became public, and time 
trend. While the citation rates of the controls scholars significantly increased after their respective accused 
scholar’s allegations became public (b = 0.25, t(345,607) = 2.73, p = .006), those of the accused scholars 
decreased substantially more after the accusations became public (b = -1.19, t(345,607) = -7.95, p < .001). 

 
Fig. 43. Change in average yearly citations per publication by accusation status from before to after 
the accusations became public, including 15 years before and 3 years after the year the accusations 
broke. 
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- Model 2 - 
We regress the average yearly citations per publication on Accusation Status (Control vs. Accused), 
Misconduct Type (Scientific vs. Sexual), Timing (Pre- vs. Post-Accusations), and their interactions, 
controlling for publication year, total citations per paper, number of authors, scholar’s discipline, rank, 
gender, the year the accusations became public, and time trend. Our analysis revealed that the citations of 
scholars accused of sexual misconduct (b = -1.77, t(345,603) = -8.34, p < .001) and those accused of 
scientific fraud (b = -0.59, t(345,603) = -2.76, p = .006) decreased, relative to their controls. Also, a 
significant three-way interaction (b = -1.18, t(345,603) = -3.94, p < .001) reveals that the difference in 
citations between the scholars accused of sexual misconduct and their own controls was greater than that 
between scholars accused of scientific fraud and their own controls.  

 
Fig. 44. Average yearly citations per publication by accusation status (accused vs. control), 
misconduct type (sexual vs. scientific), and timing (pre-accusation vs. post-accusation), including 15 
years before and 3 years after the year the accusations became public. 
 
- Model 3 - 
We regress average yearly citations of researchers accused of scientific misconduct on Retraction Status 
(Yes vs. No), Timing (Pre- vs. Post-accusation), and their interaction, controlling for publication year, total 
citations per paper, number of authors, scholar’s discipline, rank, gender, the year the accusations became 
public, and time trend. The citations of both retracted (b = -2.42, t(32,616) = -3.38, p < .001) and non-
retracted publications (b = -0.98, t(32,616) = -5.30, p < .001) decreased. The citations of the retracted 
publications decreased more than those of the non-retracted ones (b = -1.43, t(32,616) = -1.99, p = .047). 

 
Fig. 45. Average yearly citations per publication by retraction status (scientific misconduct only), 
including 15 years before and 3 years after the year the accusations became public. 
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SURVEY19 
 
Material 
 
In the survey we first defined scientific and sexual misconduct in academia. 

 
Fig. 46. Definition of scientific and sexual misconduct in academia given in the survey. 
 
On a separate page, we asked participants to indicate what types of misconduct they just read about 

 
Fig. 47. Attention check question in the survey. 

 
19 Data, Material (qsf file), and R code for the analysis can be found on 
https://osf.io/ycazs/?view_only=bfb1080d756146ba89d21a7ed3daeacf . 
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Then, we asked participants to indicate which of the two types of misconduct is (a) more deserving of 
punishment, (b) more disgusting, and (c) worse than the other. 
 

 
Fig. 48. Punishment question in the survey. 
 

 
Fig. 49. Disgust question in the survey. 
 

 
Fig. 50. Which misconduct type is worse question in the survey. 
 
 
 
Note that, while the responses’ order within each question was randomized, these three questions’ order 
was not randomized. In the first and third questions (deserving punishment and being worse) sexual 
misconduct got almost the identical share of responses—suggesting people were consistent in indicating 
they would punish more the transgressor they thought was accused of the worse misconduct type. Also, 
roughly 13% of our participants indicated that even though they thought scientific misconduct was worse 
(question 3) and more deserving of punishment (question 1), sexual misconduct was still more disgusting 
(question 2), suggesting the disgust question did not solely influence participants’ answers in the last 
question. 
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Results’ Graphs 
 
Analysis on overall sample (N=231) 
 

 
Fig. 51. Results on overall survey sample. 
 
 
Analysis by Gender 
 

 
 
Fig. 52. Results by gender from the survey. 
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ABSTRACT 

There are two streams of literature that address attributional preferences: self-determination and 

self-serving preferences. While these two theories make the same prediction for individuals’ 

attributional preferences over positive outcomes, they make competing predictions for 

attributional preferences over negative outcomes. Self-determination maintains that people prefer 

to have agency over negative outcomes. Self-serving preferences, in contrast, stipulate that 

people prefer to concede agency over negative outcomes. In eight preregistered experiments (N = 

3,946), we reconcile these seemingly inconsistent attributional preferences over negative 

outcomes. First, we test these competing predictions and find that—consistent with self-

determination—people would rather “own” their negative outcomes than externally attribute 

them. Overplacement (people’s belief that they perform better than others) and the impact bias 

(the belief that “owned” negative outcomes hurt less than when they are caused by oneself) 

cannot explain this preference. Instead, we find that reducing the saliency of agency moderates 

the preference for agency over negative outcomes. More interestingly, we find that sharing 

agency reverses attributional preferences: while people prefer assuming agency over negative 

outcomes when these are exclusively caused by a sole agent (either themselves or somebody 

else), they prefer attributing agency to others when negative outcomes are jointly caused by 

multiple agents (both themselves and somebody else).  
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During the fall of 2021, America was anxiously awaiting the verdict of a divisive high-

profile court case—the case of Kyle Rittenhouse, a teenager who shot three men, killing two, 

during a protest against police brutality in Wisconsin. The defendant argued he fired in self-

defense after the men attacked him. During the jury selection process, Bruce Schroeder, the 

judge in charge of the case, made a highly unusual decision, allowing Rittenhouse to draw 

numbers from a lottery tumbler to determine the alternate jurors. Explaining why he made this 

decision, Schroeder stated that, regardless of what the outcome would be, “people feel better 

when they have control.”15 

There are two theories on attributional preferences that can inform us about the 

correctness of Judge Schroeder’s intuition. One stream of literature—self-determination 

preferences—argues that people generally prefer self-determination, autonomy (e.g., Deci & 

Ryan, 2000; 2013) and personal agency (Crisp & Barber, 1995; Gneezy, Imas, & Jaroszewicz, 

2020) over their environment, irrespective of outcomes. According to theories on the perceived 

locus of causality (PLOC; Heider, 1958), however, people prefer agency over positive but not 

over negative outcomes. PLOC is the psychological place to which people assign causes of 

events, which can be internal or external. Under an internal PLOC, individuals attribute 

outcomes to their own choices and behaviors. Under an external PLOC, individuals attribute 

outcomes to external forces (e.g., situational factors, fate, or other individuals). Self-serving 

preferences occur as people are motivated to protect their self-esteem and maintain a positive 

self-image by attributing desirable outcomes internally and undesirable ones externally (cf., 

DeCharms, 1968; Heider, 1958; Kelley, 1967; Kelley, 1973; Larson, 1977; Miller & Ross, 

 
15 https://www.cnn.com/us/live-news/kyle-rittenhouse-trial-verdict-watch-11-17-
21/h_04578c066a37ca5cacf3fa99b3ab1e2d; Judge Schroeder presumably referred to a subjective experience of 
illusionary control (Langer, 1975; Wortman, 1975). 
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1975). If Rittenhouse were acquitted (i.e., in case of positive outcome) both theories would 

predict that Judge Schroeder was right in assuming that Rittenhouse would prefer (illusory) 

agency over that outcome. If Rittenhouse were convicted (i.e., in case of negative outcome), 

however, the two theories would make opposing predictions. According to self-determination 

preferences, Judge Schroeder was correct in predicting Rittenhouse’s preference. According to 

self-serving preferences, Judge Schroeder was not correct in predicting Rittenhouse’s preference, 

as he would have preferred to not being responsible for such negative outcome. 

In this paper, we investigate whether Judge Schroeder’s intuition that people prefer 

owning an outcome—even if it turns out to be negative—was correct. Specifically, we test 

whether people prefer assuming agency over a negative outcome (i.e., an outcome that bears 

direct negative consequences for them), even when doing so reflects negatively on their skills 

and/or knowledge. 

We find consistent support for such a preference for agency over negative outcomes, and 

test two alternative explanations besides a general preference for agency that may explain these 

preferences. The first, overplacement (Moore & Healy, 2008; Moore & Schatz, 2017), is a form 

of overconfidence that represents individuals’ beliefs that they have more skills, knowledge, or 

luck than others. If overplacement were causing people to prefer agency over negative outcomes, 

they would do so because by acting themselves—regardless of how things turn out—they would 

minimize the probability of the negative outcome materializing. As an affective consequence, 

owning the negative outcome would minimize post-outcome counterfactual thinking (Frith, 

2014). The second alternative explanation is the impact bias. When forecasting the affective 

impact of future events and experiences, individuals tend to overestimate their intensity (e.g., 

Gilbert et al., 1998; Gilbert et al., 2004a; Wilson & Gilbert, 2003), especially when considering 
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atypical instances. For example, people predict an accident to be more painful when it happened 

on an unusual, rather than on the usual, way to work (Gilbert et al., 2004b; Kahneman & Miller, 

1986). If emotional responses to negative outcomes caused by others—which are arguably less 

common and therefore more atypical—result in more intense affective reactions than responses 

to negative outcomes caused by oneself, individuals may prefer agency over the negative 

outcome.   

We find no evidence for these two alternative mechanisms. Instead, we hypothesize 

that—consistent with isolation effect in the “elimination by aspects” theory of choice (Tversky, 

1972)—when making choices, people have a hierarchy of motives, and that the two most 

important motives for people expressing their attributional preferences are self-determination and 

self-enhancement concerns. We predict and find that self-determination—as a basic human need 

(Deci & Ryan, 2000)—is the first and most important aspect/attribute individuals consider when 

outcomes are caused exclusively by a sole agent. If people are asked to choose between 

attributing a negative outcome either to themselves or to somebody else, they prefer having 

agency and assuming responsibility for the outcome. However, when outcomes are caused 

jointly by multiple agents (i.e., themselves and someone else), people can satisfy their desire for 

self-determination and at the same time protect their self-esteem by assuming some agency over 

the outcome but attributing a larger share of it to others. Consistent with this account, we find 

that the preference for sole agency over negative outcomes is moderated when the decision-

maker’s attention is shifted away from the agent of that outcome, and that it reverses when 

agency is not exclusive but shared with others, resulting in self-serving attributions.  
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EMPIRICAL APPROACH 

Across eight preregistered studies, we test a) whether a preference for agency over 

negative outcomes exists, b) two alternative psychological mechanisms besides a general 

preference for self-determination and autonomy that may underlie such preferences, and c) the 

boundary conditions under which attributions of negative outcomes are driven by a general 

desire for autonomy and self-determination or by a desire to protect one’s self-esteem and 

maintain a positive self-image.  

Attributional preferences can be measured by asking respondents to a) rate the amount of 

responsibility or effort exerted in producing an outcome that they ascribe to themselves and to 

others, b) choose among agency-outcome scenarios, and c) rate their satisfaction/dissatisfaction 

with agency-outcome scenarios. A disadvantage of the first method—rated 

responsibility/effort—is that it works only for outcomes caused by multiple agents, since in the 

case of a sole agent responsibility/effort can only be attributed to that one agent. A disadvantage 

of the second method—choosing among agency scenarios—is that it requires the direct 

comparison of agency scenarios from which respondents can choose. The third method—

satisfaction/dissatisfaction ratings with agency scenarios—solves all these issues as it can be 

applied to both sole and multiple agency scenarios, as well as to scenarios that are evaluated 

jointly and separately. In our studies, we assess attributional preferences with choice shares and 

rated satisfaction/dissatisfaction levels for agency-outcome scenarios. 

In study 1, we measure agency preferences for three affective-rich negative outcomes that 

people may encounter in their everyday lives and demonstrate a preference for personal agency 

over these outcomes. In study 2, we ask participants to choose among agency-scenarios and 

show that participants not only prefer receiving a negative outcome when it is caused by 
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themselves than when it is caused by someone else, but also when it is caused by chance—

highlighting that such agency preference is not simply a distaste for blaming others, but more 

generally it is a preference for internal versus external attributions. Study 2 also rules out 

overplacement as the underlying mechanism for the observed preferences. In study 3, we test 

whether the impact bias can account for the findings of studies 1 and 2. We conclude that it 

cannot. According to our hypothesis that, motivated by a desire for self-determination, people 

exhibit a general preference for agency when outcomes are exclusively caused by a sole agent, in 

studies 4A, 4B and 5 we test and show that the preference for agency is attenuated when saliency 

is drawn away from the agent (e.g., towards the outcome). Specifically, in studies 4A and 4B we 

show that the preference for agency over negative outcomes is stronger in joint (where agent 

scenarios can be directly compared) than in separate evaluations (where agent scenarios cannot 

be directly compared). In study 5 we demonstrate an order effect whereby the preference for 

agency is diminished when respondents rate their satisfaction with a positive outcome before 

they rate their dissatisfaction with a negative outcome. Finally, in studies 6A and 6B we test 

whether a preference for self-determination occurs when outcomes are construed as being caused 

exclusively by a sole agent, but a preference for self-serving attributions occurs when outcomes 

are construed as being caused jointly by multiple agents. 

All studies are preregistered; preregistrations16, data, analyses, and experimental 

materials can be accessed here: 

https://researchbox.org/532&PEER_REVIEW_passcode=EZYJTY. 

 

 

 
16 In some preregistrations, we refer to a preference for agency over negative outcomes as “Die By My Own Hand” 
(DBMOH) preference.  
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STUDY 1 

Study 1 was designed to test whether participants would prefer agency over 3 affective-

rich negative outcomes that they may encounter in their everyday lives. 

 

Method 

Participants. Four hundred forty-nine CloudResearch approved Amazon Mechanical 

Turk workers from the US (47.2% female, 0% other, MAge = 39.6 years, SDAge = 11.4 years) 

completed the experiment in exchange for monetary compensation ($0.30 for 2 minutes expected 

completion time), one short of the 450 that we had preregistered. Participants who failed to 

correctly answer an attention-check question were not allowed to start the study.   

Procedure. Study 1 employed a 3 (scenario: car accident vs. ski accident vs. law school 

dropout; between-subject) x 2 (agent: self vs. other; within-subject) design. Participants read one 

of three scenarios in which they were told to imagine experiencing a negative outcome, and were 

asked what they would prefer, experiencing the negative outcome because of a choice/action that 

they had carried out or because of a choice/action that someone else had carried out. Specifically, 

in the car scenario, participants imagined that they got into a car accident with their own car and 

indicated whether they preferred having gotten into the accident while they were driving or while 

a friend of theirs was driving. In the ski accident scenario, participants imagined having lost 

control of their skies and badly broken their right leg, and then indicated whether they preferred 

having lost control of their skis because they had accidentally slipped on an ice sheet or because 

another skier had accidentally hit them. In the law school scenario, participants were told that 

during her studies at law school, Emily had realized that she would never want to practice law 

and decided to drop out. Participants then indicated whether they thought Emily would prefer 
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having enrolled in law school of her own choice or because she had followed her family’s 

advice.  

 

Results 

As preregistered, we tested the proportion of participants exhibiting a preference for 

agency over the negative outcomes against 50% with chi-square tests. In all three scenarios, the 

majority of participants preferred being the agent of the negative outcome over having somebody 

else causing it. Specifically, in the car scenario (N = 149), more participants (75.2%) preferred 

having gotten into a car accident while they rather than a friend were driving (χ2 (1) = 37.75, p < 

.001; see Fig. 1). In the ski accident scenario (N = 150), 71.3% preferred having lost control of 

their skis and broken their leg because they had accidentally slipped on an ice sheet rather than 

somebody else had accidentally hit them (χ2 (1) = 27.31, p < .001). Finally, in the law school 

scenario (N = 150), 78.7% thought Emily would prefer dropping out of law school after having 

chosen to study law herself rather than having followed her family’s advice (χ2 (1) = 49.31, p < 

.001).17 

 

Discussion 

The results of study 1 provide initial evidence that people can prefer owning a negative 

outcome rather than holding others responsible for their misfortune. One may argue that the 

preference for being responsible for one’s own misfortune is not driven by a general desire to 

own negative outcomes but rather by disliking to blame others for it, especially when these 

 
17  The aggregate analysis of the three scenarios found that overall our participants (N = 449) indicated an 
unambiguous preference for receiving a negative outcome when they themselves caused it (75.1%) than when 
someone else did (χ2 (1) = 112.75, p < .001). 
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others are close friends as in the car accident (i.e., blaming one’s friend) and the law school 

dropout scenario (Emily blaming her family). However, this explanation could not account for 

the observed preferences in the ski accident scenario in which participants preferred being 

responsible for breaking their own leg rather than blaming an unknown stranger for that 

outcome.  

The ski accident outcome—one may further argue—was not so much due to a lack of 

skill but more a matter of bad luck; even very seasoned skiers accidentally hit ice shields and 

fall. So maybe it is not so much that people prefer owning negative outcomes but rather that they 

are reluctant to blame others for their bad luck. 

To test this possibility, in study 2 we chose a scenario in which the outcome is 

unambiguously determined by skill and knowledge—one’s own skill or knowledge or that of a 

stranger. Furthermore, we added a third option in which the negative outcome was caused by 

pure chance (i.e., bad luck). According to self-determination preferences, participants should 

prefer agency over the negative outcome. According to the self-serving preferences, people 

should prefer not being responsible for negative outcomes because they want to maintain a 

positive self-image. They should hence be happy to attribute the negative outcome to a stranger 

or to bad luck rather than to themselves.  

 

STUDY 2 

Participants in study 2 were asked to answer a difficult probability question by choosing 

the correct answer out of 10 answer options. They were further told to imagine that, if the 

selected answer was correct, they would receive a reward of $50. Participants then indicated 

what they would prefer in case their selected answer was wrong: to have selected the wrong 
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answer themselves, to have a stranger select the wrong answer on their behalf, or to have a 

random device select the wrong answer on their behalf (the probability of that random device 

choosing the wrong answer was hence 90%). Apart from assessing participants’ agency 

preferences, we also asked them who would be more likely to get the probability question right, 

they themselves or the stranger. This measure allowed us to test whether overplacement may be 

driving agency preferences.  

 

Method 

Participants. Three hundred three Amazon Mechanical Turk workers from the US with a 

minimum approval rating of 95% completed the experiment in exchange for monetary 

compensation ($0.20 for 2 minutes expected completion time). As preregistered, we excluded the 

responses of 71 participants who failed to correctly answer an attention-check question, our final 

sample hence consisted of 232 responses (50% female, MAge = 36.6 years, SDAge = 10.1 years).  

Procedure. Study 2 employed a 3 (agent: self vs. other vs. chance) within-subject design. 

Participants were asked the following probability question (adapted from Vosgerau, 2010): 

“When rolling a fair 6-sided die four times, what is the probability of tossing a “3” at least 

once?” Without knowledge of probability theory, this question is difficult to answer, so we 

expected most participants would not be able to answer it correctly, or at least would be 

uncertain about their ability to do so. Participants were told that one of the following 10 answer 

options was correct: 

(1) 4/625 

(2) 1/625 

(3) 54/346 
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(4) 4/6 

(5) 16/36 

(6) 817/3014 

(7) 671/1296 

(8) 425/863 

(9) 3/16  

(10) 625/1296  

The correct answer is (7) which was chosen by 3.9% of participants. Next—without 

receiving feedback about the correctness of their chosen answer—participants were asked to 

imagine facing the same question with one difference: this time, the reward for answering 

correctly would be $50. Participants indicated which of the following would be their preferred 

way of not winning the $50: (1) choosing a wrong answer themselves, (2) having someone else 

choose a wrong answer on their behalf, or (3) having a computer randomly pick a wrong answer 

on their behalf. Finally, participants indicated whom they thought was more likely to answer the 

question correctly—they or someone else—using a 9-point unnumbered scale (definitely that 

other person-definitely myself). 

 

Results 

As preregistered, we first tested whether all three preference options were chosen equally 

often and found they were not (χ2 (2) = 49.56, p < .001). More participants (50.9%) preferred 

answering the question incorrectly themselves over someone else (13.4%; χ2 (1) = 50.80, p < 

.001) or a computer (35.8%; χ2 (1) = 6.09, p = .014; see Fig. 2) answering it incorrectly on their 

behalf.  
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To test whether overplacement—participants’ belief that they are more 

skilled/knowledgeable than others—is driving these results, we analyzed participants’ responses 

to the question asking who—they or someone else—was more likely to answer the probability 

question correctly (-4 = definitely that other person, 0 = same probability, 4 = definitely myself ). 

A one-sample t-test showed the mean (M = 0.66, SD = 2.03) to be significantly greater than 0 

(t(231) = 4.96, p < .001; cf., Fig. 3), suggesting that, overall, participants thought they had a 

slightly better chance of picking the right answer than someone else picking it on their behalf. 

Since the subsequent overplacement-related analyses were not preregistered, we analyzed 

the data in three different ways to probe the robustness of the results. All three analyses show the 

same result. 

First, a logistic regression of participants’ counterfactual preferences on their rated 

perceived likelihood of answering the probability question correctly did not yield a significant 

effect (b = 0.02, z = 0.32, p = .748), suggesting overplacement is not underlying the observed 

preference for agency over the prospect of not winning the $50 reward. 

Second, we divided the sample (N = 232) into two subsamples representing those who 

believed they were more likely to solve the question correctly (ratings greater than 0 on the 

confidence scale; N = 96) and those who did not (ratings of 0 or less on the confidence scale; N 

= 136), and ran the main analysis on choice (i.e., chi-squared tests) for each group. If 

overplacement was at play, we should replicate our findings with responses from the 

overplacement subsample but not with responses from the no-overplacement subsample. As 

shown in Figure 4, we replicated our findings for both groups. In the overplacement group, the 

proportion of participants who preferred not winning $50 by answering themselves (50%) was 

larger than the proportion of those who preferred having someone else reach the same outcome 
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on their behalf (15.6%; χ2(1) = 17.29, p < .001), and marginally larger than the proportion of 

those who preferred having a computer do so on their behalf (34.4%; χ2(1) = 2.78, p = .096). 

Responses from the no-overplacement subsample revealed the same pattern: the proportion of 

participants who preferred to answer the question incorrectly by themselves (51.5%) was larger 

than the proportion of those who preferred having someone else reach the same outcome on their 

behalf (11.8 %; χ2(1) = 33.91, p < .001), and marginally larger than the proportion of those who 

preferred having a computer do so on their behalf (36.8%; χ2(1) = 3.33, p = .068). 

Lastly, we repeated the same analyses dividing our sample into three subsamples: 

participants who believed they were more likely (ratings > 0; N = 96), as likely (ratings = 0; N = 

95), and less likely (ratings < 0; N = 41) than others to answer the question correctly. As shown 

in Figure 5, this approach generated a similar pattern across groups. In the overplacement group, 

the proportion of participants who preferred not winning $50 by answering themselves (50%) 

was larger than the proportion of those who preferred having someone else reaching the same 

outcome on their behalf (15.6%; χ2(1) = 17.29, p < .001), and marginally larger than the 

proportion of those who preferred having a computer do so on their behalf (34.4%; χ2(1) = 2.78, 

p = .096). In the “same probability” group the proportion of participants who preferred not 

winning $50 by answering themselves (49.5%) was larger than the proportion of those who 

preferred having someone else reaching the same outcome on their behalf (12.6%; χ2(1) = 21, p 

< .001), but not significantly larger than the proportion of those who preferred having a computer 

do so on their behalf (37.9%; χ2 (1) = 1.5, p = .227). Finally, in the underplacement group, the 

proportion of participants who preferred not winning $50 by answering themselves (56.1%) was 

larger than the proportion of those who preferred having someone else reaching the same 

outcome on their behalf (9.8%; χ2 (1) = 13, p < .001), but not significantly larger than the 
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proportion of those who preferred having a computer do so on their behalf (34.2%; χ2 (1) = 2.2, p 

= .139). 

 

Discussion 

The results of study 2 provide further evidence of people’s preference for personal 

agency over negative outcomes. Participants preferred owning a negative outcome not only over 

somebody else causing it, but also over pure chance (i.e., bad luck) causing it, suggesting that 

this preference constitutes a general preference for internal over external attribution of negative 

outcomes. Also, this was true even if the outcome was clearly the result of one’s 

skill/knowledge, ruling out the possibility that people simply dislike blaming others for their 

misfortune. Finally, this preference cannot be explained by overplacement—peoples’ belief that 

they are more skilled/knowledgeable than others—since it was observed in all groups, those who 

overplaced themselves, those who did not, and those who underplaced themselves.  

 

STUDY 3 

Study 3 was designed to test whether the preference for agency over negative outcomes 

observed in studies 1 and 2 can be explained by the impact bias. Research on affective 

forecasting shows people tend to overestimate affective intensity when forecasting the impact of 

future events and experiences (e.g., Gilbert et al., 1998; Gilbert et al., 2004a; Wilson & Gilbert, 

2003), especially when considering atypical events (Gilbert et al., 2004b), arguably because 

atypical experiences of the past are more memorable than typical ones (Morewedge, Gilbert, & 

Wilson, 2005). For the impact bias to qualify as driving our effect, instances of negative 

outcomes caused by others and chance would need to be perceived as more atypical than those 
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caused by oneself, and therefore should be easier to recall and induce stronger negative affect. In 

this case, people may be motivated to attribute negative outcomes to themselves to minimize 

negative affect. 

To test this hypothesis, in study 3 we asked participants to recall instances of 

experiencing a negative outcome that was caused either by themselves, by somebody else, or by 

chance. They then rated the recalled instances for ease of retrieval and affective intensity, so we 

could test whether negative outcomes caused by oneself are less affectively intense than negative 

outcomes caused by others and chance. 

 

Method 

Participants. One hundred and one Amazon Mechanical Turk workers from the US with 

a minimum approval rating of 95% completed the experiment in exchange for monetary 

compensation ($0.30 + $0.50 bonus for 5 minutes expected completion time). We incentivized 

participants to provide detailed accounts of past events by offering a $0.50 bonus for thoughtful, 

detailed responses.18 We preregistered to exclude data from participants who failed to follow the 

instructions (i.e., did not recall all three events as instructed). Two research assistants blind to the 

experimental hypotheses independently coded responses to ensure the events they recalled fit the 

relevant experimental conditions (i.e., negative outcome caused by oneself, someone else, and 

chance). The two research assistants agreed that 69 participants (46.4% female, 0% other, MAge = 

38.4 years, SDAge = 12.4 years) had provided suitable descriptions for all three recalled events.  

Procedure. Participants were told the experimenters were interested in learning about 

experiences from their past that involved behaviors resulting in negative outcomes. They were 

 
18 Thirteen of 101 participants did not receive the bonus, because their answers were either meaningless or not at all 
detailed. 
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then asked to provide a detailed description of three events: one in which they experienced a 

negative outcome caused by their own actions, one in which they experienced a negative 

outcome caused by someone else, and one in which they experienced a negative outcome caused 

by chance. After recalling each event, participants indicated how long ago the event happened by 

choosing one of five options ranging from 1 (in the last month) to 5 (more than 5 years ago), and 

how difficult retrieving the details of the event was (1 = not at all difficult, 10 = very difficult). 

Participants were then asked to come up with a short title for each event. At the end of the study, 

we showed participants the three titles they had assigned to their events and asked them to 

indicate how negative each recalled event was (1 = not at all negative, 7 = very negative). The 

study concluded with demographic questions. 

 

Results 

Recalled negative outcomes caused by oneself occurred marginally more recently (MSelf 

= 3.54, SDSelf = 1.36) than those caused by someone else (MOther = 3.87, SDOther = 1.15; t(68) = -

1.98, p = .052), but were experienced at about the same time as negative outcomes caused by 

chance (MChance = 3.32, SDChance = 1.36; t(68) = 1.18, p = .243). 

Pair-wise comparisons show that the recalled outcomes caused by participants themselves 

were more negative (MSelf = 6.09, SDSelf = 1.20) than outcomes caused by others (MOther = 5.16, 

SDOther = 1.43; t(68) = 5.18, p < .001) and by chance (MChance = 5.10, SDChance = 1.59; t(68) = 

4.24, p < .001). Participants further indicated that recalling outcomes they had caused themselves 

was easier (MSelf = 2.93, SDSelf = 2.61) than recalling outcomes that others had caused (MOther = 

3.72, SDOther = 2.89; t(68) = -2.80, p = .007), but as difficult to retrieve as outcomes that were 

caused by chance (MChance = 3.38, SDChance = 2.58; t(68) = -1.57, p = .121; see Fig. 6).  
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In two separate regressions, we regressed outcome negativity and recall difficulty on 

outcome cause and the time the outcomes had occurred (we used 4 dummies for the five time 

categories). Replicating our previous results, outcomes caused by participants were rated more 

negatively than those caused by others (b = 1.05, t(200) = 4.60, p < .001) and by chance (b = 

0.91, t(200) = 3.92, p < .001). However, recall difficulty of outcomes caused by oneself was not 

different from recall difficulty of outcomes caused by others (b = -0.79, t(200) = -1.68, p = .094) 

and by chance (b = -0.39, t(200) = -0.82, p = .414; see Table 2.1). 

 

Discussion 

The results of study 3 are inconsistent with the impact bias driving a preference for 

agency over negative outcomes. If the impact bias were underlying this preference, negative 

outcomes caused by others or chance should be less common than those caused by participants 

and should be easier to retrieve and induce greater negative affect. The results of study 3 show 

the opposite—negative outcomes caused by others were generally more difficult to retrieve and 

induced less negative affect than negative outcomes caused by oneself.  

Having found no evidence for overplacement and the impact bias driving the preference 

for agency over negative outcomes, in the remaining studies we focus on testing our own account 

for why and when such preference occurs. We hypothesize that, motivated by a desire for self-

determination, people exhibit a general preference for agency when outcomes are exclusively 

attributable to a sole agent. In other words, if people are asked to choose between attributing a 

negative outcome either to themselves or to somebody else, they prefer having agency and 

assuming responsibility for the outcome. However, when outcomes are jointly caused by 
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multiple agents, people’s desire for agency is already satisfied, so they can attend to their second 

motive to protect their self-esteem by assuming some agency over the outcome but attributing a 

larger share of it to others. In studies 4A, 4B, and 5 we test our hypothesis by manipulating the 

relative saliency of agents and outcomes. Specifically, we test whether the preference for agency 

over negative outcomes becomes weaker when participants’ attention is drawn away from agents 

towards outcomes.  

Because we did not observe differences between the self–other and self–chance 

comparisons in studies 2 and 3, the following studies include only negative outcomes caused by 

participants and by others.  

 

STUDY 4A 

According to the isolation effect in the elimination by aspects theory (Tversky, 1972), 

individuals facing a choice task tend to isolate (i.e., focus on) the choice aspect/characteristic that 

is most important to them, according to a hierarchy of motives. In the context of our 

investigation, in which participants compared agent scenarios caused exclusively by a sole agent 

(either themselves or somebody else), we predict that the most important aspect participants 

isolate is self-determination. Since the two choice options (i.e., receiving a negative outcome 

because of oneself or because of someone else) vary by self-determination, people are able to 

choose the option that grants them agency over their outcome. For the isolation effect to occur, 

individuals need to directly compare choice options—in other words, they need to evaluate 

choice options jointly (e.g., Hsee, 1996). When agent scenarios are evaluated separately, in fact, 

all aspects of the scenarios are distinct, and they are harder—or impossible—to isolate. Hence, 

the preference for agency over negative outcomes should be attenuated. Studies 4A and 4B test 
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these predictions using different negative outcomes. 

In study 4A, we tested preferences for agency in separate and joint evaluations with the 

same outcome used in study 2. 

 

Method 

Participants. Four hundred fifty-one Amazon Mechanical Turk workers from the US 

with a minimum approval rating of 95% completed the experiment in exchange for monetary 

compensation ($0.30 for 2.5 minutes expected completion time). We preregistered to exclude 

responses from participants who failed to correctly answer an attention-check question, resulting 

in seven exclusions. Our final sample consisted of 444 participants (44.4% female, 1.6% other, 

MAge = 38.9 years, SDAge = 11.8 years).  

Procedure. Participants were randomly assigned to one of three experimental conditions 

(evaluation mode: joint vs. self vs. other). After answering the probability question, with no 

feedback given about the correctness of their answers, participants imagined facing the same 

question but with a $5 bonus for answering correctly. Participants in the “self” condition 

predicted how dissatisfied19 they would be if they had answered the question incorrectly; 

participants in the “other” condition predicted how dissatisfied they would be if someone else 

answered incorrectly on their behalf. Participants assigned to the joint evaluation condition 

predicted their dissatisfaction for both cases, having incorrectly answered the question 

themselves and somebody else having incorrectly answered on their behalf. Dissatisfaction in all 

conditions was expressed on a 7-points scale (1 = not at all dissatisfied, 7 = very dissatisfied). 

 
19 We used predicted dissatisfaction (instead of preference) as a dependent variable because in separate evaluation 
participants can not express a preference. 
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Finally, participants answered an attention-check question and provided demographic 

information. 

 

Results  

First, we tested whether the exclusions caused differences in age and gender across the 

two experimental conditions. Before exclusions, participants did not differ in age (F(2, 448) = 

0.08, p = .927) or gender (χ2(4) = 4.33, p = .363) across conditions. This finding held after 

exclusions: participants did not differ in age (F(2, 441) = 0.10, p = .909) or gender (χ2(4) = 4.13, 

p = .389) across conditions.  

Second, we ran the preregistered analyses, comparing dissatisfaction ratings in the joint 

evaluation condition with a paired t-test and dissatisfaction ratings in the separate evaluation 

conditions with an independent samples t-test. As hypothesized, in joint evaluation we replicated 

the preference for agency over negative outcomes, as participants predicted being less 

dissatisfied when they answered incorrectly on their own (MJoint-Self = 4.30, SDJoint-Self = 2.14) 

than when someone else answered incorrectly on their behalf (MJoint-Other = 4.82, SDJoint-Other = 

2.21; t(146) = -2.91, p = .004). In separate evaluations, in contrast, dissatisfaction ratings were 

not statistically different from one another (MSeparate-Self = 4.57, SDSeparate-Self = 1.76, MSeparate-Other 

= 4.68, SDSeparate-Other = 1.95; t(295) = -0.52, p = .604; see Fig. 7).  

Finally—even though not preregistered20—we ran a linear mixed-effect model regressing 

dissatisfaction level on agent, evaluation mode, and their interaction, with participants as random 

effect. Specifying participants as random effect took care of the fact that ratings in joint 

evaluations were provided by the same participant whereas ratings in separate evaluations were 

 
20 This analysis was not preregistered because we realized only after collecting the data how to estimate the 
interaction effect in this experimental design. 
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provided by different participants. Even though in the predicted direction, the interaction did not 

reach significance (b = 0.41, t = 1.42, p = .157; see Table 2.2).  

 

Discussion 

The results of study 4A suggest that the preference for agency over negative outcomes is 

muted when saliency is drawn away from the agents. When participants could directly compare 

negative outcomes caused by themselves and by somebody else, the agent (isolated, distinctive 

aspect) was the most salient choice aspect, elimination by agent was possible, and participants 

preferred agency. In contrast, when participants evaluated the two agency-scenarios separately, 

no comparison based on agents was possible, and participants no longer showed a preference for 

one over the other. 

While we found empirical support for these predictions with the preregistered analysis, 

the interaction was not significant. We suspected that our study was underpowered to detect said 

interaction. To address this point, we ran study 4B with a larger sample size. As negative 

outcome, we used the ski-accident scenario from study 1 that resembles an affective-rich 

situation that participants may encounter in their everyday lives. 

 

STUDY 4B 

Method 

Participants. One thousand forty-nine CloudResearch approved Amazon Mechanical 

Turk workers from the US completed the experiment in exchange for monetary compensation 

($0.25 for 2 minutes expected completion time). We preregistered that participants who failed to 

correctly answer an attention-check question would not be allowed to start the study. Thus, we 



69 
 

had no exclusions and our final sample consisted of 1,049 participants (56.3% female, 1.1% 

other, MAge = 39.8 years, SDAge = 12.5 years).  

Procedure. As study 4A, study 4B employed a 3 (evaluation mode: joint vs. self vs. 

other) between-participants design, using the ski accident scenario from study 1. Participants 

imagined having their right leg badly broken after having lost control of their skis. Participants in 

the “self” condition predicted how dissatisfied they would be if they had lost control of their skis 

and broken their leg because they had accidentally slipped on an ice sheet; participants in the 

“other” condition predicted how dissatisfied they would be if they had lost control of their skis 

and broken their leg because another skier had accidentally hit them. Participants assigned to the 

joint evaluation condition predicted their dissatisfaction for both scenarios. Finally, participants 

provided demographic information. 

 

Results  

As preregistered, we ran a linear mixed-effect model regressing dissatisfaction level on 

agent, evaluation mode, and their interaction, with participants as random effect. That analysis 

revealed no main effect of evaluation mode (b = 0.04, t = 0.38, p = .700), and a significant main 

effect of agent (b = 0.73, t = 8.13, p < .001) such that participants reported higher dissatisfaction 

when someone else caused the negative outcome. Importantly, it yielded a significant interaction 

showing that—as predicted—the difference in dissatisfaction ratings was larger in joint than in 

separate evaluations (b = 0.51, t = 3.68, p < .001; see Fig. 8 and Table 2.3). When participants 

evaluated the two scenarios jointly, they predicted being less dissatisfied breaking their leg when 

they had accidentally slipped on an ice sheet (MJoint-Self =5.50, SDJoint-Self = 1.58) than when 

another skier had accidentally hit them (MJoint-Other = 6.23, SDJoint-Other = 1.26; t(349) = -7.90, p < 
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.001). When participants evaluated the two scenarios separately, the same pattern was observed 

but differences in dissatisfaction were attenuated (MSeparate-Self = 6.05, SDSeparate-Self = 1.43, 

MSeparate-Other = 6.27, SDSeparate-Other = 1.20; t(697) = -2.26, p = .024).  

 

Discussion 

Replicating the pattern observed in study 4A, the findings of study 4B show that people 

prefer agency over negative outcomes when scenarios are directly compared to each other in 

joint evaluations, but that preference is attenuated when scenarios are evaluated separately.  

 

STUDY 5 

In study 5, we used a different manipulation than joint versus separate evaluations to 

make the agency aspect more or less salient. We manipulated the salience of the agent by 

varying the salience of the negative outcome. All participants evaluated two outcomes, a positive 

and a negative one. We varied the order in which the two outcomes were presented. Our 

hypothesis was that valuating the negative outcome after the positive one should evoke contrast 

and increase the salience of the negative outcome at the expense of salience of agency (de Bruin 

& Keren, 2003). We hence expected the preference for agency over the negative outcome to be 

attenuated compared to when participants valuated the negative outcome first. 

 

Method 

Participants. One thousand seven CloudResearch approved Amazon Mechanical Turk 

workers from the US and Canada with a minimum approval rating of 95% completed the 

experiment in exchange for monetary compensation ($0.35 for 3 minutes expected completion 



71 
 

time). We preregistered to exclude responses from participants who failed to correctly answer an 

attention-check question. After 102 exclusions, our final sample consisted of 905 participants 

(46.6% female, 0.7% other, MAge = 38.3 years, SDAge = 11.8 years).  

Procedure. The study used a 2 (outcome salience: low vs. high; between-participants) x 2 

(agent: self vs. other; within-participants) design. As in studies 2 and 4A, participants first 

answered the probability question “When rolling a fair 6-sided die four times, what is the 

probability of tossing a “3” at least once?” without being given feedback whether their answer 

was correct or not. Next, participants imagined facing the same question but with a $5 bonus for 

answering it correctly. Using the same dependent variable as studies 4A and 4B, we asked half of 

the participants how satisfied they would be if they answered the question correctly and how 

satisfied they would be if someone else answered it correctly on their behalf (1 = not at all 

satisfied, 7 = very satisfied). Next, they considered a negative outcome and rated how dissatisfied 

they would be if they answered the question incorrectly and how dissatisfied they would be if 

someone else answered it incorrectly on their behalf (1 = not at all dissatisfied, 7 = very 

dissatisfied). The other half of our sample was asked the same questions in reverse order (i.e., 

starting with the negative outcome). Finally, participants answered an attention-check question 

and provided some demographic information. 

 

Results 

Before proceeding with the main analysis, we tested whether the exclusions had caused 

differences in age or gender across the two experimental conditions. Before exclusions, 

participants did not differ in age (t(1,004.8) = 0.10, p = .918) or gender (χ2(2) = 1.46, p = .482) 
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across conditions. This finding held after exclusions: participants did not differ in age (t(902.94) 

= 0.02, p = .987) or gender (χ2(2) = 2.93, p = .231) across conditions. 

Replicating the results of studies 1, 2, 4A and 4B, participants in the “low outcome 

salience” condition (negative outcome evaluated first) indicated they would be less dissatisfied if 

they themselves were responsible for the incorrect answer (MSelf = 4.69, SDSelf = 1.89) than if 

someone else had answered incorrectly on their behalf (MOther = 4.97, SDOther = 1.87; t(457) = -

3.06, p = .002). By contrast, participants in the “high outcome salience” condition (negative 

outcome evaluated after the positive outcome) expected to be equally dissatisfied with the 

incorrect answer in both scenarios (MSelf = 4.72, SDSelf = 2.00, MOther = 4.71, SDOther = 2.12; 

t(446) = 0.12, p = .907; see Fig. 9). A 2x2 mixed ANOVA21 on participants’ responses to the 

negative-outcome-scenario ratings revealed no main effect of outcome order (F(1, 903) = 1.15, p 

= .285), a significant main effect of agent (F(1, 903) = 4.22, p = .040) such that participants 

reported being more dissatisfied when someone else caused the negative outcome, and a 

significant interaction (F(1, 903) = 4.93, p = .027) showing that this effect was attenuated in the 

“high outcome salience” condition.  

 

Discussion 

Collectively, the results of studies 4A, 4B and 5 support the proposition that focusing 

participants’ attention away from the agent attenuates the preference for agency over negative 

outcomes. Studies 4A and 4B showed this by manipulating whether agency-outcome scenarios 

were evaluated jointly or separately, while study 5 demonstrated this by varying the order in 

which participants rated agency-outcome scenarios.  

 
21 To test the interaction, we had preregistered a t-test on the difference in dissatisfaction ratings between the self 
and the other conditions: t(1,805.6) = -3.14, p = .002. 
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In the last two studies, we test our hypothesis that a general preference for agency and 

self-determination occurs only when outcomes are caused exclusively by a sole agent (oneself or 

someone else). When outcomes are caused jointly by multiple agents (oneself and someone 

else), we predict that people’s desire for autonomy is already satisfied and they can protect their 

self-esteem by assuming some agency over the outcome but attributing a larger share of it to 

others. This would be the case because when multiple agents jointly cause a negative outcome, 

the decision-maker has agency anyways. Isolation effect in elimination by aspect theory states 

that, when the choice options do not vary by the isolated aspect, option elimination is not 

possible, and the second most important aspect (according to the individual’s hierarchy of 

motives—in our case self-enhancement) is isolated. When asked to evaluate one’s own portion 

of responsibility versus someone else’s portion of responsibility for a negative outcome, these 

two options do vary by self-enhancement. Therefore, elimination by aspect is possible, and the 

most flattering option (someone else’s portion of responsibility) is chosen. 

 

STUDY 6A 

In study 6A, we test whether the preference for agency over negative outcomes occurs 

when outcomes are construed as being exclusively caused by a sole agent but reverses to a 

preference for self-serving attributions when outcomes are construed as being caused jointly by 

multiple agents. As a negative outcome, we used again the probability scenario from studies 2, 

4A, and 5. 

 

Method 

Participants. Four hundred CloudResearch approved Amazon Mechanical Turk workers 
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from the US completed the experiment in exchange for monetary compensation ($0.25 for 2 

minutes expected completion time). We preregistered that participants who failed to correctly 

answer an attention-check question would not be allowed to start the study. Thus, we had no 

exclusions and our final sample consisted of 400 participants (54.3% female, 0.3% other, MAge = 

40.3 years, SDAge = 12.3 years).  

Procedure. Study 6A employed a 2 (negative outcome cause: single agents vs. multiple 

agents; between-participants) x 2 (agent: self vs other; within-participants) design. Participants 

were randomly assigned to one of the two between-participants experimental conditions. After 

answering the probability question, with no feedback, participants imagined facing the same 

question, but with a $5 bonus for answering correctly. Participants in the “single agent” 

condition were told that they would have one of two alternative ways to win the bonus: either (1) 

they would answer the question themselves, and—if their answer was correct—win the $5 

bonus, or (2) they would be paired with another participant and—if this participant’s answer was 

correct—win the $5 bonus. Participants then predicted how dissatisfied they would be if they had 

chosen the wrong answer themselves, and how dissatisfied they would be if someone else had 

chosen the wrong answer on their behalf. Participants in the “multiple agents” condition were 

told they would have two attempts to win the bonus: (1) first, they would answer the question 

themselves, and—if their answer was correct—win the $5 bonus, and (2) then they would be 

paired with another participant and—if that participant’s answer was also correct—win an 

additional $5 bonus. Participants predicted how dissatisfied they would be if they had chosen the 

wrong answer themselves, and how dissatisfied they would be if someone else had chosen the 

wrong answer on their behalf.  Finally, participants provided demographic information. 
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Results  

As preregistered, we ran a mixed ANOVA on dissatisfaction ratings that yielded no main 

effect of either negative-outcome-cause condition (F(1, 398) = 0.03, p = .857) nor agent (F(1, 

398) = 0.01, p = .930). However, it revealed a significant interaction between negative-outcome-

cause condition and agent (F(1, 398) = 11.84, p < .001; see Fig. 10). As predicted—and 

replicating our previous results—in the “single agent” condition participants predicted being less 

dissatisfied for not winning the $5 bonus if they had chosen the wrong answer themselves 

(MSingle-Self = 4.41, SDSingle-Self = 1.86) than when someone else had chosen the wrong answer on 

their behalf (MSingle-Other = 4.78, SDSingle-Other = 1.86; t(198) = -2.40, p = .017). In contrast, in the 

“multiple agents” condition the opposite pattern was observed: participants predicted being more 

dissatisfied for not winning the $5 bonus if they had chosen the wrong answer themselves 

(MMultiple-Self = 4.75, SDMultiple-Self = 1.93) than when someone else had chosen the wrong answer 

on their behalf (MMultiple-Other = 4.39, SDMultiple-Other = 1.93; t(200) = 2.50, p = .015).  

 

Discussion 

Attributional preferences were reversed in study 6A, demonstrating a preference for both 

internal and external attribution for the same negative outcome depending on whether the 

outcome was construed as being caused by a sole agent exclusively or by multiple agents jointly. 

When a negative outcome was caused by a sole agent, participants preferred assuming agency as 

a means to satisfy their desire for self-determination. However, when a negative outcome was 

caused jointly by multiple agents, participants preferred self-serving attributions.  

While study 6A provides empirical support for a reversal of attributional preferences 
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using the probability question paradigm, in study 6B we chose a classical paradigm from the 

self-serving attribution literature, Larson’s (1977) two students working together on a 30-minutes 

problem-solving task. 

 

STUDY 6B 

Larson (1977) asked 112 male students to work together in pairs on a 30-minutes task 

consisting of solving cryptograms, word puzzles featuring encrypted text that participants are 

asked to decrypt to reveal a message of some sort. One third of the student pairs was assigned to 

the success condition in which they had to solve 6 cryptograms and were given feedback that 

their performance was above average. Another third of student pairs was assigned to the failure 

condition, these students had to solve 6 cryptograms and were told that they performance was 

below average. The remaining third of student pairs was assigned to the control condition and 

could solve cryptograms ad libitum without feedback. The results showed self-serving 

attributions in the negative domain. Specifically, students in the failure condition attributed more 

responsibility to their partners than to themselves. They also attributed less responsibility to 

themselves in the failure condition than in the control and success conditions.  

In study 6B, we created a scenario based on this paradigm in which two students, Jamie 

and Logan, worked on a problem-solving task. We asked participants to predict how dissatisfied 

Jamie would be if the group project failed, either because Jamie, Logan, or both jointly had made 

a fatal mistake. 

 

Method 

Participants. Three hundred ninety-eight CloudResearch approved Amazon Mechanical 
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Turk workers from the US completed the experiment in exchange for monetary compensation 

($0.25 for 2 minutes expected completion time). We preregistered that participants who failed to 

correctly answer an attention-check question would not be allowed to start the study. Thus, we 

had no exclusions and our final sample consisted of 398 participants (58.0% female, 1.0% other, 

MAge = 39.2 years, SDAge = 12.0 years).  

Procedure. As study 6A, study 6B employed a 2 (negative outcome cause: single agent 

vs. multiple agents; between-participants) x 2 (agent: self vs other; within-participants) design. 

Participants imagined two college students, Jamie and Logan, being assigned to solve a 30-

minutes problem-solving task and were told that this task meant a lot to Jamie as their 

scholarship in the next year depended on it. Participants were further informed that Jamie and 

Logan’s performance on the task turned out to be below average because they had committed a 

fatal mistake. As a consequence, Jamie did not qualify for the scholarship. At this point, 

participants were randomly assigned to one of the two between-participants conditions. Those in 

the “single agent” condition were told that Jamie and Logan had been required to split up the 

work (i.e., each had been working individually on half of the task). Hence, only one of them had 

caused the fatal mistake. Participants were asked to put themselves in the shoes of Jamie and 

predict how dissatisfied they would be with: (1) having lost the scholarship because they had 

caused the fatal mistake themselves, and (2) having lost the scholarship because Logan had 

caused the fatal mistake. Participants in the “multiple agents” condition were told that Jamie and 

Logan had been required to work together on the task, so both had contributed to the fatal 

mistake. Participants then predicted how dissatisfied they would be if they were Jamie with: (1) 

their own contribution to the fatal mistake that led to the scholarship loss, and (2) Logan’s 
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contribution to the fatal mistake that led to the scholarship loss. Finally, participants provided 

demographic information. 

 

Results  

As preregistered and as in study 6A, we ran a mixed ANOVA on dissatisfaction ratings 

which revealed a main effect of outcome cause condition (F(1, 396) = 5.42, p = .020) indicating 

that participants predicted higher dissatisfaction levels in the “single agent” than “multiple 

agents” condition, and a main effect of agent (F(1, 396) = 6.81, p = .009) showing that 

participants reported more dissatisfaction when Jamie (rather than Logan) was the agent. More 

importantly, the predicted interaction of negative-outcome-cause condition and agent was 

observed (F(1, 396) = 35.10, p < .001; see Fig. 11). In the “multiple agents” condition, we 

replicated the results of study 6A and Larson’s (1977) self-serving attribution result, as 

participants predicted being more dissatisfied with their own (Jamie’s) contribution to the fatal 

mistake (MMultiple-Self = 6.04, SDMultiple-Self = 1.36) than with Logan’s contribution to the fatal 

mistake (MMultiple-Other = 5.32, SDMultiple-Other = 1.55; t(199) = 6.1, p < .001). In the “single agent” 

condition, attributional preferences reversed and we observed again a preference for agency over 

negative outcomes as participants predicted to be more dissatisfied with Logan exclusively 

causing the fatal mistake (MSingle-Other = 6.10, SDSingle-Other = 1.41) than with themselves (Jamie) 

exclusively causing the mistake (MSingle-Self = 5.82, SDSingle-Self = 1.58; t(197) = -2.30, p = .021).  

 

Discussion 

Using a similar paradigm—albeit hypothetical—as Larson (1977) did for demonstrating 

self-serving attributions, study 6B shows that attributional preferences reverse when negative 
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outcomes are exclusively attributable to a single agent. When a negative outcome is attributable 

only to a single agent, people prefer assuming agency due to their desire for self-determination 

and autonomy. However, when negative outcomes are caused jointly by multiple agents, people 

can satisfy their desire for self-determination and at the same time protect their self-esteem and 

positive self-image by attributing a larger share of responsibility to others.  

 

GENERAL DISCUSSION 

Judge Schroeder was right. Had Rittenhouse been convicted, he would have felt better 

having picked the lottery numbers for alternate jurors himself. This would be the case, because 

the alternate jurors could have been picked either by the defendant or by someone else 

exclusively. 

Seemingly contrary to the prediction of a self-serving bias in attribution (e.g., Heider, 

1958; Larson, 1977), we show people prefer agency over negative outcomes when the outcome 

can be attributed exclusively to a single agent. Such agency preferences over negative outcomes 

cannot be explained by overplacement (e.g., Moore & Healy, 2008), because most participants 

exhibit them regardless of whether they overplace themselves. Furthermore, the impact bias 

(Morewedge, Gilbert & Wilson, 2005) cannot account for these preferences, because negative 

outcomes that one causes are more memorable and more emotionally aversive than negative 

outcomes that others cause. Instead, studies 4A, 4B and 5 suggest the agency preference is 

attenuated when people’s focus is drawn away from the agents, as isolation and elimination by 

agency is harder to achieve. Finally, studies 6A and 6B reconcile these findings with the 

literature on self-serving attributions, showing that self-determination versus self-serving 

preferences are driven by whether the outcome is construed as caused exclusively by a single 



80 
 

agent or jointly by multiple agents.  

The fact that agency preference over negative outcomes mostly occurs in joint 

evaluations suggests the preference may be prediction error. Real-world outcomes are usually 

experienced in separate evaluation mode—facing one outcome, typically caused by one 

individual, at a time. Moreover, experiencing an outcome is an affect-rich experience, causing 

individuals to allocate a larger share of their attention toward the outcome (Buechel, Zhang, 

Morewedge & Vosgerau, 2014), and we find the agency preference over negative outcomes is 

attenuated when saliency is drawn away from the agency aspect. This further suggests such 

preference might constitute a prediction error. Whether the preference is based on a prediction 

error seems to be an interesting avenue for future research. 

Note that all of our studies are hypothetical. This is because, as mentioned above, 

outcomes exclusively caused by sole agents only happen in one way in real life. For example, 

people have a car accident either because they were driving or because someone else was 

driving. They can never have the same accident in two ways. Our results are still significant for 

real-life decision making because preferences are typically formed hypothetically in joint 

evaluation (i.e., through the generation of counterfactuals). These preferences subsequently 

influence the choices individuals make. For example, Judge Schroeder made a real, very 

consequential choice—as it could have served as a precedent for future trials—based on this type 

of counterfactual thinking. 

 

In conclusion, this paper provides three main contributions. First, it shows that—

seemingly contradicting self-serving preferences—a preference for personal agency over 

negative outcomes exists. Second, it shows it is due to people’s desire for self-determination and 
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autonomy. Third, it reconciles self-determination and self-serving preferences. Specifically, a 

preference for personal agency over negative outcomes occurs when negative outcomes are 

attributable exclusively to a sole agent (i.e., oneself or someone else), and a preference for self-

serving attributions occurs when negative outcomes are caused jointly by multiple agents (i.e., 

oneself and someone else). Also, our results are relevant for real-life decision-making because 

preferences are typically construed in joint evaluation through hypothetical counterfactual 

thinking. These preferences then influence people’s choices, like Judge Schroeder’s choice to let 

Rittenhouse randomly pick the alternate jurors himself. 
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FIGURES 

 

Figure 2.1. Preference for agency (self vs. other) over negative outcomes in the three scenarios 
in study 1. 

 

 

Figure 2.2. Preference for causes (self vs. other vs. chance) of a negative outcome in study 2. 
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Figure 2.3. Histogram of perceived likelihood of answering the probability question correctly 
(black line indicates the mean) in study 2. 

 

 

Figure 2.4. Preference for causes (self vs. other vs. chance) of a negative outcome by 
overplacement (yes vs. not) in study 2. 
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Figure 2.5. Preference for causes (self vs. other vs. chance) of negative outcome by 

overplacement (overplacement vs. neither vs. underplacement) in study 2. 
 

 

 

Figure 2.6. Negativity scores (left panel) and recall difficulty (right panel) of negative 
outcomes by cause (oneself, by someone else, or chance) in study 3. Error bars 
reflect 95% CIs. 
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Figure 2.7. Predicted dissatisfaction by evaluation mode and cause of outcome in study 4A. 
Error bars reflect 95% CIs. 

 

 

Figure 2.8. Predicted dissatisfaction by evaluation mode and cause of outcome in study 4B. 
Error bars reflect 95% CIs. 
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Figure 2.9. Predicted dissatisfaction by outcome salience (low vs. high) and cause (self vs. 
other) of the negative outcome in study 4. Error bars reflect 95% CIs. 

 

 

Figure 2.10. Predicted dissatisfaction as a function of agency and number of agents in study 6A. 
Error bars reflect 95% CIs. 
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Figure 2.11. Predicted dissatisfaction as a function of agency and number of agents in study 6B. 
Error bars reflect 95% CIs. 
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TABLES 

 

Table 2.1. Models regressing negativity scores and recall difficulty on outcome cause (self vs. 
other vs. chance) and time of the outcome’s occurrence (in the last month, in the last 
6 months, in the last year, in the last 5 years, more than 5 years ago) in study 3. 
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Table 2.2. Model regressing predicted dissatisfaction scores on evaluation mode (joint vs. 
separate), outcome cause (self vs. other), their interaction, and subjects as random 
effects in study 4A. 

 

 

Table 2.3. Model regressing predicted dissatisfaction scores on evaluation mode (joint vs. 
separate), outcome cause (self vs. other), their interaction, and subjects as random 
effects in study 4B.  
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ABSTRACT 

Marketers have known for years that each word in a message can make a world of a 

difference, but less is known about the how and the why. Across five preregistered field and lab 

experiments (N = 22,024), we demonstrate when and how using an easily reversible (i.e., bi-

polar) word in a statement, rather than a non-reversible one with the same meaning, engages 

different cognitive processes and leads to different outcomes. In particular, when a statement 

containing a bi-polar word is processed as a negation (i.e., opposing a claim rather than affirming 

it), a slower more elaborate cognitive process occurs. We show that this results in lower 

judgment confidence, and a lower likelihood to act on the message. In addition, we find that this 

more elaborative process also leads to weaker attitudes towards the message source. Our findings 

advance consumer theories by shedding light on the ways in which linguistic elements of 

communication impact judgments and real-world behaviors. They additionally offer practical 

persuasive messaging strategies for those engaged in a range of marketing and policy 

communications. 
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The consumer media experience is filled with persuasive messaging, from advertising 

products to political communications. As a consequence, when consumers encounter an assertion 

from a firm or individual, they immediately evaluate whether they find that statement to be true 

or false. However, these veracity judgments are not strictly binary. Instead, they are held with 

varying degrees of confidence, which in turn affects how likely people are to be persuaded and to 

act on the information in the future (e.g., Fazio and Zanna, 1978). These judgments can also 

relate to consumers’ opinion of the message source, which has additional implications for future 

interactions with that entity. Past research has shown how message content and source 

characteristics can be central elements in shaping attitudes and persuasion (e.g., Karmarkar and 

Tormala, 2010; Petty and Cacioppo, 1986; Petty and Wegener, 1998; Priester and Petty, 1995; 

Tormala and Petty, 2004a). In this paper, we focus on the role of lexical choices made in crafting 

a message. Specifically, we show how the types of words used in a statement interact with 

consumers’ judgment about the truthfulness of that statement, activating one of two distinct 

cognitive processes, and impacting downstream judgments, attitudes, and behaviors.  

Imagine, for example, a brand communicating with the people of a town impacted by a 

hurricane using one of the two following statements:  

Statement 1: “We will not overlook you.” 

Statement 2: “We will not forget you.”  

While these statements express the same sentiment, we argue they may lead to differential 

impacts, as “overlook” and “forget” are qualitatively different in terms of word polarity.  

“Forget” is bi-polar, meaning that it is easy to find a word that expresses its opposite (i.e., 

“remember”). In contrast, “overlook” is uni-polar, as finding a word that expresses its opposite is 

hard, and people tend to negate it by adding the tag “not” to the original concept (i.e., “not 
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overlook”). We find that, if consumers believe these statements to be true, the uni-polar 

statement (i.e., “We will not overlook you”) engages a less elaborate and faster cognitive process 

that leads the message recipients to engage more with the message, experience higher levels of 

judgment confidence, hold stronger attitudes toward the brand and ultimately be more likely to 

take action.  

 

THEORETICAL BACKGROUND 

 

Given the importance of crafting effective consumer messaging in a crowded communication 

landscape, it is perhaps not surprising that several streams of research have used linguistics as a 

lens with which to study a variety of marketing relevant outcomes. For example, linguistic cues 

have been found to affect the efficacy of word-of-mouth communication as well as purchase 

intent (Packard and Berger, 2017). In designing a message, calibrating the choice of pronouns to 

the context improves customer satisfaction and product success (McFerran, Moore and Packard, 

2019; Packard and Berger, 2020a; Packard, Moore and McFerran, 2018), while semantic 

concreteness boosts satisfaction with customer service, purchase intentions, and actual 

expenditures (Packard and Berger, 2020b). In addition, recent work has illustrated how linguistic 

and paralinguistic cues affect our perceptions of the message source. For example, using 

politically incorrect language was found to increase perception of source authenticity 

(Rosenblum, Schroeder and Gino, 2019). Building on these approaches, the current research 

helps understand and predict how and why certain linguistic elements can affect marketing-

relevant judgments. 
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JUDGMENT CONFIDENCE AND ATTITUDE CERTAINTY 

Confidence has been defined as the subjective sense of conviction about one’s attitude or opinion 

(Festinger, 1950, 1954). Similarly, judgment confidence refers to a sense of conviction about 

one’s judgments. Notably, high confidence in one’s own judgments and thoughts about a 

message can increase the extent to which that message is persuasive (Petty, Briñol and Tormala, 

2002). As a conceptually similar construct to judgment confidence, confidence in an attitude—or 

attitude certainty—is the metacognitive counterpart of attitude strength. High levels of attitude 

certainty increase an attitude’s impact on a number of dimensions, from resistance to attitude 

change (e.g., Bassili, 1996; Tormala and Petty, 2002, 2004a), to the likelihood to translate 

attitudes into behavior (e.g., Fazio and Zanna, 1978; Fishbein and Ajzen, 1975; Gross, Holtz and 

Miller, 1995; Tormala and Rucker, 2007). For these reasons, these two constructs are particularly 

relevant in marketing contexts, where highly confident judgments and strong attitudes might 

make the difference between selling a product or not. 

 

WORD POLARITY AND COGNITIVE PROCESSING 

The reversibility of a concept expressed in a statement is captured by the term “word polarity” 

(Mayo et al., 2004). As previously described, a concept is bi-polar if it is relatively easy for 

people to retrieve its antonym. A concept is uni-polar if people find it challenging to retrieve its 

antonym (even if it exists) and describe its opposite via negating the original concept instead. 

Negations of uni-polar concepts engage a cognitive process described as Schema-Plus-Tag (SPT; 

Mayo et al. 2004; consistent with Gilbert, 1991; Grant, Malaviya and Sternthal, 2004). For 

example, when reading “We will not overlook you” in our earlier example, people process the 

affirmative uni-polar concept “We will overlook you” first (Schema), and then process its 
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negation by adding ‘not’ (Tag). In contrast, negations of bi-polar concepts engage a Fusion 

process. Thus, reading “We will not forget you” triggers antonym retrieval, which is directly 

substituted in, causing the statement to be processed cohesively as “We will remember you”.22  

In this paper, we predict that Fusion (i.e., this retrieval-and-replacement process) is more 

effortful than Schema-Plus-Tag, and that this has important downstream consequences for 

consumer judgments.  

 

THEORETICAL FRAMEWORK 

 

In this work, we propose a framework that relates word polarity to several judgment and 

behavioral outcomes through distinguishable cognitive processes. To do so, we first consider the 

claim type of a statement, meaning whether it is an affirmation (e.g., “We will overlook”) or a 

negation (e.g., “We will not overlook”). We then introduce a novel factor, distinct from the 

cognitive linguistics literature, based on the fact that in real life people are not merely passive 

listeners. Consumers often have relevant priors and beliefs and use them to judge whether these 

messages are truthful (e.g., whether they think the brand will, or not, overlook the impacted 

community). Our research explores how the inclusion of these judgments can change the way a 

statement is encoded (i.e., framed in the consumer’s mind). We thus define statement encoding 

as the interaction of a statement’s claim type, and people’s judgment of the truthfulness of that 

statement (i.e., affirmation vs. negation x true vs. false; Figure 3.1). This allows us to identify 

three conceptual classes illustrated in Figure 3.1: 1) Affirmation encoding: judging an affirmation 

 
22 Note that affirmations are processed as SPT regardless of their polarity, because, in absence of the tag ‘not’, 

people process only the Schema. Similarly, double negations are also processed as SPT regardless of their polarity, 
because, by definition, in all double negations the tag ‘not’ is eliminated, leaving only the Schema to be processed.   
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claim type as ‘true’, 2) Negation encoding: judging a negation claim type as ‘true’ or judging an 

affirmation claim type as ‘false’, and 3) Double Negation encoding: judging a negation claim 

type as ‘false’. So, if a consumer believes the brand’s statement “We will not overlook you” to 

be true, that combines a negation claim type with a ‘true’ judgment, leading to a Negation 

encoding. If, a consumer believes that statement to be false, we have a negation claim type and a 

‘false’ judgment, leading to a Double Negation encoding. 

Using this novel approach, we propose that only Negation encodings of statements 

employing bi-polar words engage the Fusion process, while all the other combinations of 

statement encoding and word polarity engage Schema-Plus-Tag (see Figure 3.2). Thus, we can 

predict that the bi-polar negation statement “We will not forget you” would engage different 

cognitive processes dependent on whether a listener judged it to be true or false.  

 

HYPOTHESES 

The primary distinction between the Fusion and Schema-Plus-Tag processes is that Fusion 

requires the additional cognitive function of actively retrieving a word’s antonym. Thus, Fusion 

involves more elaborate—and likely more effortful—processing than SPT. This leads us to three 

hypotheses. We predict that the more effortful Fusion process will lead to lower message 

efficacy (H1). In addition, we hypothesize that this would be the case because the Fusion process 

will lead listeners to have lower confidence in their judgments about the truthfulness of a 

statement (H2). Finally, given the conceptual similarity between judgment confidence and 

attitude certainty, we predict that the statements engaging the Fusion process will result in 

weaker post-message attitudes (H3).  

To better understand the implications of these hypotheses, consider again the seemingly 
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equivalent Statement 1 (“We will not overlook you”) and Statement 2 (“We will not forget you”) 

from the brand messaging example. Assuming a consumer believes the brand’s intent, both of 

these statements are Negation encodings. However, as mentioned, “overlook” in Statement 1 is 

uni-polar, leading to the SPT process, while “forget” in Statement 2 is bi-polar, engaging the 

Fusion process (see Figure 3.2). As a result, we predict that Statement 2 (forget) would generate 

lower engagement with the message, will make consumers feel less confident in their judgments 

of truthfulness of the statement, and will result in weaker attitudes than Statement 1(overlook). 

 

LINGUISTIC PROCESSING INFLUENCE ON ATTITUDE STRENGTH: MESSAGE OR 

MESSENGER? 

Numerous prior studies have investigated the impact of characteristics of a message’s source on 

message interpretation and persuasion, both in positive and negative directions (e.g., Priester and 

Petty, 1995; Petty and Wegener, 1998; Tormala and Petty, 2004b). Substantially less attention 

has been devoted to a potential opposite causal pattern, i.e., the impact that the characteristics of 

a persuasive communication can have on attitudes toward the messenger. 

While we predict stronger attitudes arising from SPT, differences arising from how the message 

is cognitively processed could relate to perceptions of the message subject, the message source, 

or both. Statement encoding is intimately related to the content of the message, but the message 

itself also represents the voice of the speaker. In our example, the brand is sending a message 

about itself, therefore the listener’s judgments and attitudes relate to both the message subject 

and the message source. However, a single firm might communicate about multiple brands. 

Similarly, an independent influencer or reviewer might choose to discuss more than one product. 

As a result, it is useful to understand whether the predicted effects of message wording are 
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influencing attitudes towards the message subject, the message source or both, and this is 

investigated in Study 4.  

 

STUDIES OVERVIEW 

 

We test our hypotheses in five preregistered experiments. Study 1 examines whether marketers 

can use word polarity in a message to maximize the efficacy of their communications. Partnering 

with a non-profit organization, we provide field evidence supporting H1, showing that the choice 

of one word (uni- vs. bi-polar) generates different Facebook click through rates. Given this 

demonstration of meaningful and consequential impact, the subsequent experiments offer 

detailed support of the underlying theoretical framework. Study 2 confirms how the interaction 

of statement encoding and word polarity causes, indeed, two different cognitive processes via the 

use of response time measures and how these processes influence judgment confidence. As 

predicted by H2, we find that statements engaging the Fusion process generate lower judgment 

confidence.  

Building on this, Study 3A employs a persuasive political message context and finds that 

language engaging the Fusion process leads to less extreme attitudes than the same content using 

language engaging SPT, in line with H3. Study 3B replicates these results with additional 

controls for potential differences in perceived meaning between the uni-polar and bi-polar 

statements. Study 4 extends H3 by disentangling whether our observed effects are impacting the 

recipient’s attitude toward the message subject, the message source, or both, in a consumer 

context involving a product review. This experiment demonstrates that encoding differences 

arising from lexical choice have more impact on perceptions of the message source (i.e., the 
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reviewer) than the message subject (i.e., the product). Collectively, our findings show that the 

reversibility of a statement has a significant impact on a number of dimensions ranging from 

judgment confidence to attitude extremity to marketplace behavior. 

 

STUDY 1 

 

We predict that a message engaging the Fusion process will be less effective at eliciting behavior 

than one engaging SPT (H1). To demonstrate the consequential importance of this effect, Study 

1 tests this hypothesis in a field experiment using the crowded attention marketplace of Facebook 

ads.   

We partnered with the non-profit organization Project Kesher. During the 2022 military 

conflict in Ukraine, Project Kesher has been working to support women in that region with 

emergency cash grants, by establishing a charitable fund, and by overseeing the creation of 

emergency kits for feminine care. In this study, we compared click through rates on Project 

Kesher Facebook advertisements that used messages designed to engage either Fusion or SPT 

processing.  

 

METHODS 

The stimuli for this study were defined by a pre-test used to identify uni-polar/bi-polar pairs of 

messages with similar meanings. Based on the results, the pair of statements “Do not overlook 

them” (uni-polar) and “Do not forget them” (bi-polar) were chosen. See Web Appendix for the 

pre-test details. 
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Material and procedure. This study is preregistered on AsPredicted 

(https://aspredicted.org/56K_38F). As a field experiment, the study is designed to compare the 

performance of two advertisements using Facebook’s split testing platform, which offers an A/B 

test function that employs random assignment (Orazi and Johnston, 2020). Project Kesher ran the 

A/B test from their Facebook manager account, specifying the campaign objective as “traffic” 

(i.e., clicks to visit the Project Kesher Facebook page linked to the advertisement). The target 

audience was defined as users who live in the United States, older than 18 years old, and with 

similar characteristics to those who liked Project Kesher’s page.23 As preregistered, the sample 

size was determined by a daily budget limit of $100 for five days. At the end of this time period, 

we reached a total of 20,118 unique Facebook users, and generated 26,379 impressions (i.e., total 

advertisements visualizations).  

Both advertisements featured an image depicting a group of women and children holding 

hand-written signs and a Ukrainian flag, with the headline “Support Ukrainian women and girls”. 

Above the image was either the text “Do not forget them” (Bi-polar statement), or “Do not 

overlook them” (Uni-polar statement; see Figure 3.3). Because the messages are both negation 

claim types and, as imperatives, they can only elicit a “true” judgment, they are both Negation 

encodings. According to our framework, the bi-polar message would engage the Fusion process, 

and the uni-polar one the SPT process. For this reason, we will refer to the bi-polar message “Do 

not forget them” as the ‘Fusion condition’, and to the uni-polar message “Do not overlook them” 

as the ‘SPT condition’. 

 

 

 
23 More specific parameters or the algorithm to define “similar to users who liked Project Kesher’s page” were not 
disclosed. 
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RESULTS 

As preregistered, the dependent variable of interest was the ratio between the total 

number of clicks the advertisements received, or “total link clicks”,24 and the impressions 

generated in each condition.25 The advertisement with the message “Do not overlook them” (i.e., 

the SPT condition) generated 11,084 impressions, and was clicked 525 times, meaning it 

obtained a 4.74% click through rate. The advertisement with the message “Do not forget them” 

(i.e., the Fusion condition) generated 15,295 impressions, and was clicked 623 times, yielding a 

4.07% click through rate. A logistic model regressing total link clicks on cognitive process 

conditions, using total impressions as the sample (N = 26,379), found that these click through 

rates were significantly different from each other (b = 0.16, z = 2.60, p = .009).  

This finding supports our hypothesis that the advertisement with the message engaging 

the Schema-Plus-Tag process would be more effective than the one with the message engaging 

the Fusion process. Finally, the difference in click through rates between the two advertisements 

has financial implications. Facebook uses the total amount of money spent on each advertisement 

and the total link click metric to define the cost-per-click of each advertisement. Based on this, 

the cost-per-click of the advertisement engaging the SPT process (“overlook”; $0.20) was 

significantly lower than that of the advertisement engaging the Fusion process (“forget”; $0.23). 

Despite social media being a notoriously difficult channel for attracting consumer 

attention in general, these results still show a significant impact of word polarity, demonstrating 

that these lexical choices can be used strategically to improve advertising strategies and increase 

 
24 Note that for this metric, if a single user clicked on the link twice, this would be counted as two separate clicks. 
25 This analysis is preregistered as the secondary analysis. We could not perform the primary analysis, as Facebook 
did not provide Project Kesher with the Unique Link Clicks metric (i.e., the number of unique Facebook users who 
clicked on the advertisement). We have no theoretical reason to suspect such analysis would have generated a 
different result. 
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social media engagement. Taking a step back from these outcomes, our framework predicts that 

the mechanisms driving these effects arise from word polarity engaging different cognitive 

processes and impacting judgment confidence and attitudes. In the following studies, we provide 

evidence defining the building blocks of those mechanisms. 

 

STUDY 2 

 

As discussed, Study 1 showed the behavioral and market impact of word polarity in 

advertising in the field. Study 2 tests our underlying theoretical process framework providing 

evidence that word polarity interacts with statement encoding to elicit two distinct cognitive 

processes with different effects. Specifically, it tests our prediction that the Fusion process will 

lead to lower judgment confidence (H2). As illustrated across Figures 1 and 2, there are three 

factors contributing to the proposed effect. The first two are word polarity (uni-polar vs. bi-

polar) and claim type (affirmation vs. negation). In this work we introduce the consumers’ 

veracity judgment of the statement (true vs. false) as a third factor. Nominally, this would 

suggest a 2x2x2 design. However, since our focus is on comparing Fusion and SPT, we can 

combine these factors into two conditions defined by the two processes (see Figures 1 and 2).  

 

METHODS 

We ran two pre-tests to accurately select the stimuli for Study 2. In Pre-test 1, to define an 

appropriate list of bi-polar and uni-polar words, participants were asked to generate antonyms for 

a range of words and rate the difficulty of doing so (see Table 3.1). Pre-test 2 was designed to 

identify stimuli for which participants were likely to hold a pre-existing true-or-false belief. 
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Using these results, we created two types of stimuli: those for Statement-type trials (S) and those 

for Question-type trials (Q; Table 3.2). The Question-type trials (e.g., “Do you have very basic 

knowledge in American history?”) were used to define exclusions, they were chosen to have 

answers that were likely to predict whether participants had pre-existing beliefs about the related 

Statements-type trials (e.g., “John F. Kennedy was elected before Ronald Regan”). Details 

regarding both pre-tests are available in the Web Appendix. 

 

Material and procedure. This study is preregistered on AsPredicted 

(https://aspredicted.org/KGA_LOL). Participants were recruited through a behavioral laboratory 

at a large west coast university. While demographic information was not collected, the subject 

pool is drawn from the university’s undergraduate population, and participation in the lab is not 

restricted by any demographic variables. Sample size was pre-set as one week of data collection 

in the lab. Two hundred and seventy undergraduates participated and were compensated with 

course credit. To incentivize their performance on both accuracy and speed, participants learned 

that an algorithm would identify the five participants who correctly judged the veracity of the 

greatest number of statements with the best-calibrated confidence ratings in the shortest time (as 

measured by fastest response times). These five people were awarded a $10 Amazon.com gift 

certificate.  

Each participant made multiple judgments, resulting in a repeated-measures design. The 

experiment was conducted using DirectRT software (Empirisoft), allowing for measurement of 

behavioral responses and response time (RT) in milliseconds. The full design, including 

participant instructions, is available in the Web Appendix. All participants viewed instructions 

explaining that they were going to see some Question-type trials, and that they had to answer 
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each one by either pressing the key “Y”—for ‘yes’—or the key “N”—for ‘no’. During these 

ratings, each Question-type trial was shown on a different screen.  

After answering the 11 Question-type trials defined via Pre-test 2 (see Table 3.2), participants 

were instructed that the following screens would show different Statement-type trials, presented 

one at a time. They were asked to judge each of them by either pressing the key “T”—if they 

thought the Statement-type trial was true—or the key “F”—if they thought the Statement-type 

trial was false. Response time was measured based on the time from the appearance of the 

Statement-type trial on the screen to when the participant pressed an answer key. Participants 

were also asked to rate their confidence in their judgment on a scale from 1 [completely 

uncertain about my answer] to 9 [completely certain about my answer] using the keyboard. All 

participants judged two practice Statement-type trials (not included in the analysis), and then the 

12 pre-tested Statement-type trials (see Table 3.2), presented in randomized order. 

 

RESULTS 

As mentioned above, our stimuli reflected Question-type trials chosen to be predictive of 

whether or not participants had pre-existing beliefs about the related Statement-type trials. Thus, 

as preregistered, if participants answered “no” to a Question-type trial, we dropped judgment and 

confidence observations for any related Statement-type trial. These exclusions left 2,093 

observations total across 268 participants (i.e., 2 participants answered “no” to all Question-type 

trials) with an average of 4.25 observations (SD = 2.56) excluded per participant. 

As described, the Fusion process is more complex and effortful than SPT, so we expected 

statements engaging Fusion would take longer for participants to process. Thus, as a 

manipulation check, we ran a linear mixed effects model regressing judgment RT (i.e., response 
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time) on process type, with random effects for subjects and Statement-type trials. This model 

confirmed that Statement-type trials leading to Fusion resulted in longer RTs than statements 

leading to SPT (b = 655.56, t(1,619.36) = 2.63, p = .009). This finding supports our theoretical 

framework proposing that claim type, judgment of veracity, and word polarity interact to elicit 

different cognitive processes, and, more importantly, confirmed that our manipulations tapped 

such different cognitive processes. 

The main question we intended to test in this study was whether statements engaging the 

Fusion process would lead to lower judgment confidence than those engaging SPT (H2). We ran 

a linear mixed effects model regressing judgment confidence on process type, with random 

effects for subjects and Statement-type trials.26 As predicted by H2, the effect of process type on 

confidence was significant such that Statement-type trials engaging the Fusion process generated 

lower confidence in one’s own judgment than those engaging SPT (b = -0.49, t(1,715.02) = -

3.54, p < .001). When consumers encounter claims in the marketplace, they are likely to hold 

opinions about whether these claims are true or false. These results provide strong evidence 

linking the cognitive processes evoked by negations with perceptions of statement truth to 

judgment confidence.  

It is unlikely that the confidence effect was driven by specific stimuli (i.e., Statement-type 

trials) used, as opposed to the cognitive processes they engaged. Since SPT/Fusion conditions 

are partially determined by participants’ true/false judgments of each Statement-type trial (Figure 

3.1), some Statement-type trials in this experiment appeared in both conditions, depending on 

 
26 The random effects model used here is slightly different from the pre-registered one. The model design specified 

in the pre-registration yields the same qualitative effect at a higher level of significance (b = 1,066.0, t(1,435.30) = 
4.63, p < .001). We judged the model in the main text as more appropriate, because the Statement-type trials’ order 
was already randomized by design.  
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whether a particular participant judged them to be true. Moreover, the confidence effect observed 

appears to be independent from other word characteristics like length. For example, the bi-polar 

words identified in Pre-test 1 happen to be shorter, and more common than the uni-polar words. 

This makes our experiment a conservative test of our hypothesis, because the statements 

engaging Fusion took longer to process and led to lower judgment confidence, despite Fusion 

only being engaged by the shorter and more common bi-polar words.  

 

STUDY 3A 

 

Study 2 offered a rigorous test of our psychological framework. It showed evidence 

supporting our proposition that word polarity interacts with statement encoding engaging two 

types of processes (e.g., RT differences) and showed systematic differences in judgment 

confidence arising from those distinct cognitive processes. In the following studies, we expand 

the scope of the implications of this difference across multiple forms of persuasive messaging 

consumers might encounter. Given the conceptual similarity between judgment confidence and 

attitude certainty, in Studies 3A and 3B, we hypothesize that the lower judgment confidence 

level generated by the Fusion (vs. Schema-Plus-Tag) process will also translate to less extreme 

attitudes toward the message (H3).  

 

METHODS: MATERIAL AND PROCEDURE 

This study is preregistered on AsPredicted (https://aspredicted.org/WLY_ZQP). 

Participants were recruited on Amazon Mechanical Turk and engaged in the study for monetary 

compensation. 
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Participants were randomly assigned to one of two conditions. They read a scenario describing a 

political candidate running for office at the city level who had answered a question from the 

public by saying either “During my term in office, I will not accept any forms of bribery” (bi-

polar/reversible statement), or “During my term in office, I will not tolerate any forms of 

bribery” (uni-polar/non-reversible statement). They then indicated whether they believed the 

candidate’s statement to be true or false. Based on their answer, participants were asked a 

valenced-matched question designed to elicit their attitude towards the candidate. Those who 

rated the candidate’s statement about refusing bribes as true were asked “To what extent do you 

agree with the following statement: ‘This candidate is an ethical person’”. Those who rated the 

candidate’s statement as false were asked “To what extent do you agree with the following 

statement: ‘This candidate is an unethical person’”. Ratings took place on a scale from 0 (Neither 

disagree nor agree) to 6 (Strongly agree). Note that we operationalize attitude strength in terms 

of the specific marker of attitude extremity (Abelson, 1995; Tormala and Rucker, 2022). As a 

manipulation check, depending on condition, participants were then asked to write an antonym 

for the word ‘accept’ or ‘tolerate,’ and completed the experiment by answering an attention 

check and demographic questions. 

As discussed in the introduction, our theoretical framework allows us to combine the three 

different statement elements (claim type, word polarity and judgment of veracity) into one 

comparison (SPT vs. Fusion; see Figures 1 and 2). Both statements (i.e., “I will not 

accept[tolerate] any forms of bribery”) are negation claim types. As per our theory, only 

recipients who believe the bi-polar statement is true (bi-polar Negation encoding) will engage the 

Fusion process. Participants will engage the SPT process if they believe a) the bi-polar statement 

is false (bi-polar Double Negation encoding), b) the uni-polar statement is false (uni-polar 
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Double Negation encoding), or c) the uni-polar statement is true (uni-polar Negation encoding). 

Expressions of attitude extremity could differ between positive and negative attitudes. Thus, the 

most appropriate comparisons would be between true judgments or between false judgments. 

However, since false judgments of the uni-polar and bi-polar statements both lead to SPT, we 

focused—as preregistered—on the comparison between participants who believed the uni-polar 

statement was true (Schema-Plus-Tag condition), versus those who believed the bi-polar 

statement was true (Fusion condition). This necessitated exclusion of all participants who 

indicated that they believed the statements to be false.  

Given the potential scope of the preregistered exclusions, the sample size was pre-set to 400 

participants.27 Participants who failed an open-ended attention check question were also 

excluded. Four hundred and one participants completed the experiment and 29 failed the 

attention check. Before excluding participants who judged the statements to be false, we ran two 

manipulation checks. One to test whether the words ‘accept’ and ‘tolerate’ were perceived as bi-

polar (reversible via an antonym) and uni-polar (non-reversible), respectively. As predicted, 

more participants could find an antonym for ‘accept’ (82.26%) than for ‘tolerate’ (3.23%; χ2 (1) 

= 135.91, p < .001, N = 372), classifying them as intended. The second manipulation check was 

used to confirm whether the two statements were judged similarly in terms of veracity. As 

expected, the same proportion of participants judged the candidate’s statements as true in the 

uni-polar (75.8%) and bi-polar conditions (73.7%; χ2 (1) = 0.13, p = .720, N = 372). 

Following these tests, we excluded 94 participants who believed the candidate’s statement to be 

false. Our sample for the main analysis therefore consisted of 278 observations (44.96% female, 

 
27 We preregistered collection of an additional sample of 200 participants if the number of individuals surviving 
exclusion per condition was lower than 50 in the primary data collection. However, this was not needed, and no 
additional recruitment or data collection took place. 
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MAge = 37.69, SDAge = 12.28). Additional details, including participant instructions, are available 

in the Web Appendix. 

 

RESULTS 

As preregistered, we tested whether the Fusion condition (“I will not accept”) led to 

weaker attitudes towards the message than the SPT condition (“I will not tolerate”; H3). We 

regressed attitude extremity on process type. As predicted, we found a main effect of process 

type such that engaging the Fusion process generates a less extreme (less positive in this case) 

attitude toward the candidate’s ethical stance compared to engaging the SPT process (b = -0.39, 

t(276) = -2.94, p = .004). In line with H3, this experiment demonstrates that our framework can 

predict how differences in word choice change attitude extremity in persuasive messages. 

 

STUDY 3B 

 

One challenge with using different words between the SPT and Fusion conditions is whether 

the attitude extremity effect might have arisen from any semantic differences. To provide 

additional evidence that our findings in Study 3A are caused by differences in cognitive 

processing rather than such differences in semantic interpretation, Study 3B replicates the effect 

while controlling for the inferred meanings of the words.  

 

METHODS: MATERIAL AND PROCEDURE 

This study is preregistered on AsPredicted (https://aspredicted.org/XFZ_YJQ). 

Participants were recruited on Amazon Mechanical Turk and engaged in the study for monetary 
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compensation.  

Materials and procedures were the same as in Study 3A, except for the addition of the following 

open-ended question: “What do you think ‘During my term in office, I will not tolerate[accept] 

any form of bribery’ means?” As preregistered, these “meaning” responses were coded into the 

following pre-set categories: 1 = “I will not take bribes”, 2 = “I will not take bribes and will 

punish those who do”, 3 = “other”, 4 = general negative comment (e.g., “politicians are all 

liars”), or 5 = irrelevant (e.g., “I like ice-cream”). Coding was done blind to experimental 

conditions. 

As in Study 3A, and as specified in the preregistration, participants who failed an 

attention-check question and those who judged the candidate’s words to be false were excluded 

from analysis. In addition, we pre-committed to exclude participants whose “meaning” answer 

was coded as either 4 (general negative statement) or 5 (irrelevant). Given that these parameters 

had the potential to exclude a significant number of the participants, and we intended to match 

the sample size of Study 3A (i.e., N = 278), the desired sample size was set to 600.28 Five 

hundred and ninety-eight participants completed the experiment, with 26 failing the attention 

check, and 178 being excluded based on their “meaning” responses. Replicating the 

manipulation checks of Study 3A, regardless of whether participants had judged the statement as 

true or false, they were significantly more able to generate an antonym for ‘accept’ (86.50%) 

than for ‘tolerate’ (0.52%; χ2 (1) = 170.02, p < .001; N = 394), indicating that they were 

perceived as more bi-polar and uni-polar, respectively. Additionally, the same proportion of 

 
28 We pre-registered collection of an additional sample of 300 participants if the number of individuals surviving 
exclusion per condition was lower than 100 in the primary data collection. However, this was not needed, and no 
additional recruitment or data collection took place.  
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participants judged the candidate’s statements as true in the uni-polar (79.4%) and the bi-polar 

conditions (79.0%; χ2 (1) < 0.001, p = 1; N = 394).   

Finally, 82 participants in the remaining pool were excluded based on believing the 

candidate’s statement to be false. Our sample for the main analysis therefore consisted of 312 

observations (50.64% female, 0.96% other, MAge = 39.53, SDAge = 12.08). Additional details, 

including participant instructions, are available in the Web Appendix.  

 

RESULTS 

As in Study 3A we regressed attitude extremity on process type for participants who 

judged the political candidate’s statements as true. As predicted, we replicated the main effect of 

process types on attitude extremity, such that engaging the Fusion process generates a less 

extreme attitude toward the candidate compared to engaging the SPT process (b = -0.32, t(310) = 

-2.50, p = .013).  

As preregistered, we conducted a second version of this analysis controlling for potential 

variation in interpreted meaning. Comparing the relative coded meaning perceptions (categories 

1, 2 and 3), we found differences between conditions (χ2 (2) = 37.22, p < .001). Specifically, “I 

will not take bribes” (category 1) was reported more often for the statement including the word 

“accept” (81.01%) than it was for the statement with “tolerate” (55.84%; χ2 (1) = 8.24, p = .004). 

In contrast, “I will not take bribes and I will punish those who do” (category 2) was reported 

more often for “tolerate” (22.08%) than for “accept” (1.27%; χ2 (1) = 28.44, p < .001). Responses 

falling in the “other meanings” (category 3) were similar across conditions (χ2 (1) = 0.58, p = 

.446). Regressing attitude extremity on process type together with the ‘Coded Meaning’ variable 

(answer variable: “1” = 0, “2” = 1, and “3” = 2) still replicated the significant effect of lexical 
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choice. The Fusion condition generated less extreme attitudes toward the candidate than the SPT 

condition (b = -0.31, t(308) = -2.29, p = .023). This provides convergent evidence that the impact 

of lexical choice arose from the predicted differences in cognitive processing above and beyond 

semantic distinctions. Collectively, Studies 3A and 3B find that the polarity of word choice can 

affect consumer judgments in ways that impact attitude extremity in the domain of persuasion.  

 

STUDY 4 

 

Study 4 examines how word polarity can influence attitudes in the context of product 

reviews. In Studies 3A and 3B we found that engaging the Fusion process leads to less extreme 

attitudes in a scenario where a politician was making an assertion about themselves. An 

additional question arising from this is whether the effect of differing cognitive processes was 

impacting message recipients’ attitudes toward the message subject, the message source, or both. 

To explore this, we examined source and subject perceptions separately. 

 

METHODS 

The stimuli for this study were defined by two pre-tests.  Pre-test 1 was used to identify 

bi-polar/uni-polar pairs of words with similar meanings. Two pairs of words emerged from Pre-

test 1 (i.e., uninteresting and monotonous, and unsatisfactory and lame). Pre-test 2 tested the 

‘reversibility’ of four statements containing these words and demonstrated that the statements 

containing the “uninteresting-monotonous” pair had the most clearly defined polarities (see Web 

Appendix for details). 
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Material and procedure. This study is preregistered on AsPredicted 

(https://aspredicted.org/EPM_ANY). Participants were recruited on Amazon Mechanical Turk 

and engaged in the study for monetary compensation.  

Participants read a scenario describing a reviewer writing about the first novel from an up-and-

coming writer. The reviewer seemed to like the book, and during the review they noted either 

“This book is not uninteresting” (Bi-polar statement; Fusion condition), or “This book is not 

monotonous” (Uni-polar statement; SPT condition). We employed this design on a sample 

separated into two pools with distinct dependent variables. For the first pool, we randomly 

assigned participants to either the Fusion or the SPT conditions and asked them to indicate their 

attitude towards the message source. For the second pool, we randomly assigned participants to 

either the Fusion or SPT conditions (using the same stimuli), and asked them to indicate their 

attitudes towards the message subject.  

As in Studies 3A and 3B, both statements about the book are negation claim types, and we 

preregistered to exclude all participants who judged the statements as false. Using Studies 3A 

and 3B as a reference, we estimated a false judgment rate of about 15% and committed to collect 

1,200 observations.29 As pre-registered, participants who failed the open-ended attention check 

question were also excluded. One thousand two hundred and five participants completed the 

experiment, 25 failed the attention check, and 132 believed the candidate’s statement to be false. 

Our final sample included 1,048 participants (50.86% female, 1.05% other, MAge = 38.19, SDAge 

= 12.18). 

 
29 Our pre-registration plan included the intent to collect an additional 400 observations in case we had less than 200 
qualifying participants per condition after the false judgments exclusion. However, this was not necessary, and no 
additional data was collected.  



118 
 

All participants indicated whether they believed the reviewer’s statement to be true or 

false. As noted, one pool of participants expressed their attitude toward the reviewer (message 

source) in the Fusion and SPT conditions, and the second expressed their attitude toward the 

book (message subject) in the Fusion and SPT conditions. Those in the message source group 

were asked “To what extent do you agree with the following statement: ‘This reviewer is 

competent’”. Those in the message subject group were asked “To what extent do you agree with 

the following statement: ‘This is a good book’”. Both questions were answered on a scale from 0 

(Neither disagree nor agree) to 6 (Completely agree). Participants were then asked to answer the 

attention check and demographic questions. 

 

RESULTS 

Regressing attitude towards the message source on cognitive process type we find that 

participants in the Fusion (versus SPT) condition had less positive perceptions of the reviewer (b 

= -0.50, t(518) = -4.14, p < .001). This effect replicates the findings of Studies 3A and 3B by 

showing that the differing cognitive processes evoked can influence attitude extremity. However, 

regressing attitude towards the message subject on process type showed no effect of Fusion on 

attitudes toward the book (b = -0.08, t(526) = -0.83, p = .409; see Figure 3.4).  

Attitudes toward the message subject and the message source were measured on the same 

scale (0-6) and were collected on distinct samples. This creates four groups defined by two levels 

associated with the two factors. Thus—as preregistered—we are able to conduct a two-way type 

3 ANOVA to examine whether there is a difference-in-difference between the impact on 

attitudes towards the message source and message subject. Again, replicating Studies 3A and 3B, 

there was a significant main effect of Process Type (F(1, 1,044) = 14.14, p < .001, hp2 = .013) 
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such that engaging the Fusion process led to less extreme (less positive; M = 3.85, SD = 1.30) 

attitudes than SPT (M = 4.14, SD = 1.23). Attitude Type also showed a main effect (F(1, 1,044) 

= 14.69, p < .001, hp2 = .014) such that the attitude toward the message subject (the book; M = 

4.14, SD = 1.11) was more extreme than the attitude toward the message source (reviewer; M = 

3.86, SD = 1.40). Beyond this, we observe a significant interaction (F(1, 1,044) = 7.44, p = .006, 

hp2 = .007) such that the effect of Process Type was stronger on attitude toward the reviewer 

(message source) than on attitude toward the book (message subject; see Figure 3.4). Thus, we 

demonstrate that encoding differences arising from lexical choices have more impact on 

perceptions of the message source than the message subject.  

 

GENERAL DISCUSSION 

 

We demonstrate how the type of words used in a message can interact with consumers’ 

veracity judgments to engage different types of cognitive processes that affect the message’s 

efficacy, consumers’ judgment confidence in the validity of the message, and their attitude 

extremity toward the message source. Building on cognitive linguistic theory, we created a 

conceptual framework that considers the integration of word polarity, linguistic claim type, and 

consumers’ judgment of statement truthfulness. This allows us to predict judgment-relevant 

outcomes via a parsimonious categorization metric (see also Figure 3.2).  

The present studies explore predictions of our framework for consumer behavior in the 

field (response to advertisements), as well as attitude formation in settings like political speech 

and product reviews. We find that different process-dependent encodings can influence a 

message recipient’s resultant likelihood to act on the message and attitude extremity. Generally 
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speaking, the purpose of persuasive messages is to influence behaviors and attitudes about the 

message topic. That is, a book review or other form of product advertisement is aimed at 

influencing the recipient’s perception of the product. Interestingly, we find that our effect 

influences attitudes towards the message source, subsequently impacting consumers’ likelihood 

to engage with the product (as observed in Study 1). Also, since these elements align during self-

promotion (Studies 3A/B), our effect has potential benefits for firms in which the product and 

company brand are unified, such as Tesla or AirBnB.  

Our findings offer consumers, marketers, politicians, and policy-makers practical guidelines 

for increasing the persuasiveness of their communications, and positive attitude strength towards 

themselves and/or their brand. Studies 3A and 3B showed how powerful such guidelines could 

be for policy and political messaging—certainly relevant during elections, when the public turns 

a critical eye to the onslaught of campaign claims, often drawing from prior judgments about the 

candidates or parties. Additional interesting domains of applications for these findings may 

include health care messaging, where compliance with health care recommendations are not only 

beneficials to individuals, but also to the communities. Finally, our results from the field and our 

findings about writing product reviews illustrate the usefulness of this insight related to 

designing advertising campaigns and corporate messaging more broadly.  

From a theory perspective, we show how consumers’ judgments of message veracity actively 

relate to findings in the negation processing literature in psychology (Gilbert, 1991; Gilbert et al., 

1990; Mayo et al., 2004) thereby strengthening the conceptual link between cognition and 

feelings of confidence. Overall, it offers a novel cross-disciplinary framework built on cognitive 

linguistics that can be used to better understand attitudes, behavior and persuasion in policy and 

marketing domains.  
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Figure 3.1. Statement Encoding Matrix 

 

 

 

Figure 3.2. Theoretical framework 
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Figure 3.3. Facebook advertisements in the SPT (left panel) and in the Fusion (right panel) 
conditions in Study 1. 
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Figure 3.4. Effect of process type on attitudes toward the message source in Study 4. Error bars 
reflect 95% CIs. 
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TABLES 

 

Table 3.1. Bi- and uni-polar words selected based on Pre-test 1 of Study 2 

Bi-polar Uni-polar 

Before Caloric 

More Deaf 

Heavy Precious 

Negative Territorial 

Short Charismatic 

Northern Insulating 

Noisy Eccentric 

 Genetic 
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Table 3.2. Study 2 stimuli arising from Pre-test 2 
 

 Affirmations Negations 

Bi-polar 

S: John F. Kennedy was elected before 
Ronald Regan 

Q: Do you have very basic knowledge in 
American history? 

S: Turtles can not live more than 100 years 
 

Q: Do you have very basic general 
knowledge? 

S: The charge of electrons is negative 
 

Q: Do you have very basic knowledge in 
chemistry? 

S: Italy is not in the Northern hemisphere 
 

Q: Do you have very basic knowledge in 
geography? 

S: One liter of oil is heavier than one liter of 
water 

Q: Do you have very basic knowledge in 
natural sciences? 

S: Explosions in outer space are not noisy 
 

Q: Do you have very basic knowledge in 
acoustics? 

Uni-polar 

S: Dogs are deaf when they are born 
 

Q: Do you have very basic knowledge about 
animal development? 

S: Avocado is not a caloric fruit 
 

Q: Do you have very basic knowledge about 
food properties? 

S: Vincent Van Gogh had an eccentric 
personality 

Q: Do you have very basic knowledge in art 
history? 

S: Glass is not an insulating material 
 

Q: Do you have very basic knowledge in 
material science? 

S: Down Syndrome is a genetic disorder 
 

Q: Do you have very basic knowledge in 
genetics? 

S: Traumas are not genetic conditions 
 

Q: Do you have very basic knowledge in 
genetics? 
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DESCRIPTION OF THE PRE-TEST OF STUDY 1 

We identified three potential messages for the advertisement, and created a uni-polar and a 

bi-polar version of each. Each message was approved by Project Kesher’s marketing team. The 

current pre-test was used to select a pair of stimuli (i.e., statements with different polarity but 

same meaning) for Study 1. We tested the following six statements (all negation claim types):  

• We must not accept this injustice. 

• We must not tolerate this injustice. 

• Do not forget them. 

• Do not overlook them. 

• War is not acceptable. 

• War is not OK. 

We asked participants to rephrase them (i.e., rewrite the statement using different words) in a 

way that conveyed the same meaning, and how difficult it was to come up with such statement. 

Six hundred and three participants were recruited on Amazon Mechanical Turk, in exchange for 

monetary compensation. One hundred sixty-five participants performed the experimental task 

incorrectly (e.g., rephrased the statement conveying a different meaning from the one of the 

given statement) and were excluded from the analysis. Four hundred and thirty-eight participants 

(46.58% female, 0% other, MAge = 39.28, SDAge = 11.51) completed the task correctly. 

Participants saw only one of the six statements, randomly assigned. 

We categorized statements rephrased as negations (i.e., including a ‘not’) and with a synonym of 

the given word as “Uni-polar”, and statements rephrased as affirmations (i.e., not including a 

‘not’) and with an antonym of the given word as “Bi-polar”. A chi-square test revealed that 
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participants rephrased ‘We must not accept this injustice’ in a bi-polar fashion as often as they 

did for ‘We must not accept this injustice’ (χ2(1) = 2.10, p = .144). A second chi-square test 

revealed that participants rephrased ‘War is not acceptable’ in a bi-polar fashion as often as they 

did for ‘War is not OK’ (χ2(1) = 1.50, p = .216). A third chi-square test, instead, revealed that 

participants rephrased ‘Do not forget them’ in a bi-polar fashion more often (74.2%) than they 

did for ‘Do not overlook them’ (24.1%; χ2(1) = 43, p < .001). For this reason, we selected the 

statements ‘Do not forget them’ and ‘Do not overlook them’ as the stimuli to use in Study 1. 

 

 

EXAMPLE OF REPHRASING QUESTION IN THE PRE-TEST OF STUDY 1 

 

 

EXAMPLE OF DIFFICULTY QUESTION IN THE PRE-TEST OF STUDY 1 
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STIMULI FOR STUDY 1 
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APPENDIX 

DESCRIPTION PRE-TEST 1 OF STUDY 2 

Participants were recruited at the behavioral laboratory of a large west coast university. We pre-set 
the sample size as two days of data collection in the lab. One hundred and thirty undergraduates 
participated and were compensated with course credit. Four participants did not perform the experimental 
task correctly and were therefore excluded from the analysis leaving a sample of one hundred and twenty-
six participants (54.76% female, MAge = 21.39, SDAge = 2.99).  

All participants were shown twenty-nine single-word concepts (see section 2. of Web Appendix). 
For each one, they were asked to write down an antonym (if possible) and to rate the difficulty of finding 
an antonym on a scale from 1 (not at all) to 7 (extremely).  

We z-scored each individual’s difficulty ratings and used these normalized scores to compute the 
mean difficulty per concept across participants. Antonyms were defined as “correct” if they aligned with 
those listed in the Merriam-Webster online dictionary. As anticipated, across concepts there was a 
significant negative correlation (r = -0.89, t(27) = -9.88, p < .001) between the percentage of correctly 
identified antonyms and the mean perceived difficulty of retrieving those antonyms (Figure 1).  

Based on these findings, we selected fifteen concepts, seven bi-polar and eight uni-polar (Figure 1; 
Table 1) to use in Study 1. We selected the bi-polar concepts based on the following criteria: more than 
80% of respondents could find a correct antonym, and the mean z-scored difficulty of doing so was lower 
than -0.25.  We selected the uni-polar concepts according to whether less than 20% of respondents could 
find a correct antonym, and the mean z-scored difficulty of doing so was greater than 0.25 (see Figure 1). 

 
FIGURE 1. CORRELATION OF PERCENTAGE OF CORRECT ANTONYMS FOUND AND MEAN 
Z-SCORED DIFFICULTY PER CONCEPT IN PRE-TEST 1 OF STUDY 2 
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Bi-polar Uni-polar 

Before Caloric 

More Deaf 

Heavy Precious 

Negative Territorial 

Short Charismatic 

Northern Insulating 

Noisy Eccentric 

 Genetic 

 
TABLE 1. CONCEPTS SELECTED FROM PRE-TEST 1 OF STUDY 2 
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CONCEPTS TESTED AND SELECTED IN PRE-TEST 1 OF STUDY 2 
 

 
 

INSTRUCTIONS AND QUESTIONS PRE-TEST 1 OF STUDY 2 
 

 
 

STATEMENTS TESTED IN PRE-TEST 2 OF STUDY 2 
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DESCRIPTION OF PRE-TEST 2 OF STUDY 2 

Our framework relates to situations in which consumers compare the statements they read—or 
hear—to their pre-existing beliefs. Holding a pre-existing belief about a statement leads to meaningful 
true-or-false judgments, thereby defining how that statement fits into the statement encoding matrix 
(Figure 1 in the paper). This will further allow us to classify the statement as either engaging SPT or 
Fusion. Thus it is important to select stimuli that are likely to relate to an existing belief (regardless of 
whether the individual’s belief is accurate and/or correct).  

Participants were recruited at the behavioral laboratory of a large west coast university. We pre-
set the sample size as one week of data collection in the lab. Three hundred and nineteen undergraduates 
(40.44% female, MAge = 21.15, SDAge = 2.43) participated and were compensated with course credit.  
For each of the fifteen concepts selected in Pre-test 1, we created 4 Statement-type trials, reflecting two 
affirmation claim types and two negation claim types. This resulted in 60 Statement-type trials total. We 
also created 16 Question-type trials that were chosen to have answers that were likely to predict whether 
participants had pre-existing beliefs about the related Statements-type trials. For example, the answer (yes 
vs. no) to the Question-type trial “Do you have very basic knowledge in geography?” was meant to assess 
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the likely presence of a pre-existing belief about the truthfulness of the Statement-type trial “Italy is not in 
the Northern hemisphere”. One Question-type trial served roughly four Statement-type trials. We aimed 
to select Question-type trials for which a ‘yes’ answer was predictive of whether participants hold pre-
existing beliefs about any related Statements-type trials. 

Participants first were asked to answer the 16 Question-type trials, and then were asked to judge 
the veracity of the Statement-type trials. One possible methodological concern is that answering 16 
Question-type trials and judging 60 Statement-type trials is overly effortful and/or fatiguing. Thus, we 
divided the 60 Statement-type trials into four groups—each covering all the words identified in Pre-test 1. 
So, each participant was presented with the 16 Question-type trials and 15 of the 60 Statement-type trials 
(i.e., one of these four groups of Statement-type trials, randomly assigned). Specifically, participants 
answered ‘yes’ or ‘no’ to the 16 Question-type trials, judged 15 Statement-type trials as ‘true’ or ‘false’, 
and rated their confidence in those judgments on a scale from 50 (completely uncertain) to 100 
(completely certain). 

For each of the 60 Statement-type trials, we regressed the judgment confidence ratings on 
participants’ answer to the related knowledge Question-type trial (answer variable: yes=1, no=0). Based 
on these regressions, we selected the Statement-type trials for which confidence was related to reported 
existing knowledge (i.e., had a significant positive coefficient on the “answer variable”). This yielded 22 
Statement-type trials.  

For each of these 22 Statement-type trials, we only considered the observations of those who 
answered ‘yes’ to the related Question-type trial. Within these observations, we counted the number of 
participants who gave the lowest judgment confidence rating of 50 (“completely uncertain”). Finally, we 
selected the 12 Statement-type trials that spanned all types of polarity and claim types (i.e., 3 bi-polar 
affirmations, 3 bi-polar negations, 3 uni-polar affirmations, and 3 uni-polar negations) with the fewest 
“completely uncertain” judgments. The resulting 12 Statement-type trials (and related 11 Question-type 
trials) are reported in Table 2 in the paper. 
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KNOWLEDGE QUESTION IN PRE-TEST 2 OF STUDY 2 
 

 
 

EXAMPLE OF TRUE/FALSE QUESTION IN PRE-TEST 2 OF STUDY 2 
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CONFIDENCE QUESTION IN PRE-TEST 2 OF STUDY 2 
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CONFIDENCE FOR EACH OF THE 60 STATEMENTS IN PRE-TEST 2 OF STUDY 2, GIVEN 
YES/NO ANSWER TO RELATIVE KNOWLEDGE QUESTION: 22 YIELDED SIGNIFICANT 

DIFFERENCE IN CONFIDENCE 
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CONFIDENCE DISTRIBUTION OF THE 22 SELECTED STATEMENTS IN PRE-TEST 2 OF STUDY 
2, GIVEN A YES/NO ANSWER TO THE RELATIVE KNOWLEDGE QUESTION 

 
We selected the 12 statements (3 uni-polar affirmations, 3 bi-polar affirmations, 3 uni-polar 

negations, and 3 bi-polar negations) with the fewest observation at “50 – completely uncertain” (circled). 
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STIMULI SELECTED FOR STUDY 2 
 
Stimuli arising from Pre-test 2 of Study 2. Note we have two types of stimuli: the Statement-type 

trials (S; stimuli for the analysis) and the Question-type trials (Q; stimuli to define exclusions). 
 

 Affirmations Negations 

Bi-polar 

S: John F. Kennedy was elected before 
Ronald Regan 

Q: Do you have very basic knowledge in 
American history? 

S: Turtles can not live more than 100 
years 

 

Q: Do you have very basic general 
knowledge? 

S: The charge of electrons is negative 

 

Q: Do you have very basic knowledge in 
chemistry? 

S: Italy is not in the Northern hemisphere 

 

Q: Do you have very basic knowledge in 
geography? 

S: One liter of oil is heavier than one liter 
of water 

Q: Do you have very basic knowledge in 
natural sciences? 

S: Explosions in outer space are not noisy 

 

Q: Do you have very basic knowledge in 
acoustics? 

Uni-polar 

S: Dogs are deaf when they are born 

 

Q: Do you have very basic knowledge 
about animal development? 

S: Avocado is not a caloric fruit 

 

Q: Do you have very basic knowledge 
about food properties? 

S: Vincent Van Gogh had an eccentric 
personality 

Q: Do you have very basic knowledge in 
art history? 

S: Glass is not an insulating material 

 

Q: Do you have very basic knowledge in 
material science? 

S: Down Syndrome is a genetic disorder 

 

Q: Do you have very basic knowledge in 
genetics? 

S: Traumas are not genetic conditions 

 

Q: Do you have very basic knowledge in 
genetics? 
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INSTRUCTIONS FOR STUDY 2 
 

 
First instructions screen 

 
 

 
Second instructions screen (after having answered the 11 questions) 

 
 

 
Third instructions screen (right after the second instructions screen) 
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THIRD PRE-REGISTERED MODEL IN STUDY 2 
 

We ran a linear fixed effects model regressing judgment confidence on judgment RT, with random 
effects for subjects and Statement-type trials. We found that increases in RT (i.e., using one additional 
millisecond to judge a Statement-type trial) corresponds to lower confidence ratings (b = -0.000064, 
t(2083) = -5.32, p < .001). 

 

 
 
 

EXPLORATORY MODEL PRE-REGISTERED IN STUDY 2 
 

We tested participant calibration, i.e., whether confidence relates meaningfully to performance. 
Across Statement-type trials, we considered judgment accuracy as whether participants correctly 
identified a Statement-type trial as true or false in the study. Using a mixed effects logistic model we 
regressed judgment accuracy on process type, with subjects and Statement-type trials as random effects. 
We find that Fusion has a less positive impact on accuracy compared to SPT (b = -1.51, z = -9.19, p < 
.001). 

 
MEDIATION ANALYSIS IN STUDY 2 

Our findings demonstrate that judging a statement encoded via a Fusion process leads to both lower 
judgment confidence, and slower response times (RTs) than via SPT. While we measured RT as a 
manipulation check (i.e., an indication of whether participants engaged in the more effortful Fusion 
process), in research related to problem solving, RT is actually related to judgment confidence 
(Thompson et al., 2011). Furthermore, this relationship between RT and judgment confidence appears to 
exist independently of judgment accuracy (Ackerman and Zalmanov, 2012). Interestingly, past research 
has also found RT to be correlated with processing fluency. Processing fluency can be defined as ‘the 
experience of processing ease’, and it has been found to influence a variety of judgments, including 
perceptions of beauty (Reber, Schwarz and Winkielman, 2004), as well as judgments of truth (Reber and 
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Schwarz, 1999). These lines of research raise the question of whether our measure of RT is also capturing 
differences in fluency, and whether RT might mediate the effect of process type on judgment confidence. 
We conducted a mediation analysis to test this possibility, but it failed to show a relationship between 
process type, RT and confidence (see below). Thus, in this context, RT may indeed reflect other cognitive 
elements besides fluency, such as the additional semantic retrieval required for Fusion processes. 

 
 
 

 
STIMULI FOR STUDIES 3A AND 3B 

 
Suppose that your city has upcoming city-level General Elections. Imagine that you are attending a 

town hall meeting for voters to get to know a particular candidate, George Smith.  
In many of these elections, it is common for companies to lobby candidates for preferential treatment 

or support for their industry. Recently, there have been rumors of stronger influences like direct payments 
in exchange for political favors. Despite the fact that Smith has worked in some of the industries implicated, 
he comes from a highly respected non-profit that operates transparently.   

In response to a voter's question about outside influences, Smith talks about his motivations for running 
for office, and the goals he has for the city going forward. Smith concludes his answer by saying: "During 
my term in office, I will not accept [tolerate] any forms of bribery." 

 
 

JUDGMENT QUESTION IN STUDIES 3A AND 3B 
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ATTITUDE QUESTION FOLLOWING A TRUTH JUDGMENT IN STUDIES 3A AND 3B 
 

 
 

 
ATTITUDE QUESTION FOLLOWING A FALSE JUDGMENT IN STUDIES 3A AND 3B 

 

 
 
 

MEANING QUESTION (BI-POLAR STATEMENT) IN STUDY 3B 
 

 
MEANING QUESTION (UNI-POLAR STATEMENT) IN STUDY 3B 
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MANIPULATION CHECK BI-POLAR STATEMENT IN STUDIES 3A AND 3B 
 

 
 

MANIPULATION CHECK UNI-POLAR STATEMENT IN STUDY 3A AND 3B 
 

 
 
 

DESCRIPTION PRE-TEST 1 OF STUDY 4 
 

To identify pairs of words with the same meaning and opposite polarity, the experimenters selected 3 
synonyms for 8 “meanings”, some we predicted would be bi-polar and some others uni-polar (for a total 
of 24 concepts). The aim was to determine the concept polarity of the 24 words by collecting data on 
people’s ability to retrieve their antonyms and on the difficulty of doing so. In order to avoid antonym 
retrieval spillovers from a bi-polar word to its uni-polar synonym in a within-subjects design, we divided 
the 24 concepts into three separate groups with only one concept per meaning in each group. 
Three hundred participants were recruited on Amazon Mechanical Turk and engaged in the study for 
monetary compensation. Thirty-two participants performed the experimental task incorrectly (e.g., 
reporting synonyms instead of antonyms) and were excluded from the analysis, leaving a sample of 268 
participants (43.66% female, 0.37% other, MAge = 37.72, SDAge = 11.53). Participants were randomly 
assigned to judge one of the three pre-defined groups of concepts. For each of the eight words (concepts) 
that participants saw, they were asked to write down an antonym (if possible), to rate the difficulty of 
finding said antonym on a scale from 1 (not at all) to 7 (extremely), and to indicate whether they knew the 
meaning of each word (Yes, No, Not sure).  
Out of the 8 “meanings”, we identified 3 for which we had at least a bi-polar and a uni-polar word: 

• Uninteresting (bi-polar) and Monotonous (uni-polar) 
• Unsatisfactory (bi-polar) and Lame (uni-polar) 
• Stale and Unoriginal (bi-polar) and Banal (uni-polar) 

We excluded Banal (and its bi-polar counterparts) because less than half of the sample reported knowing 
its meaning. We were left with: 

• Uninteresting (bi-polar) and Monotonous (uni-polar) 
• Unsatisfactory (bi-polar) and Lame (uni-polar). 
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CONCEPTS TESTED AND SELECTED IN PRE-TEST 1 OF STUDY 4 
 

 
NOTE—Concepts in the same color were presented to the same group of participants. 
 
 
Thresholds:  

• Bi-polar: %CorrAntonym > 70%, Z.Difficulty < - 0.23 
• Uni-polar: %CorrAntonym < 30%, Z.Difficulty > + 0.11 

 
 
 

DESCRIPTION OF PRE-TEST 2 OF STUDY 4 
 

The second pre-test was used to select a specific pair of stimuli (i.e., statements) for Study 4 that 
offered the strongest polarity of our central concepts. We tested four negation claim types containing the 
four concepts identified in Pre-test 1:  

• This book is not uninteresting. 
• This book is not monotonous. 
• The experience was not unsatisfactory. 
• The experience was not lame. 

We asked participants to rephrase them (i.e., rewrite the statement using different words) in a way that 
conveyed the same meaning, and how difficult it was to come up with such statement. 
Three hundred and twenty-one participants were recruited on Amazon Mechanical Turk, in exchange for 
monetary compensation. Sixty-six participants performed the experimental task incorrectly (e.g., 
rephrased the statement conveying a different meaning from the one of the given statement) and were 
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excluded from the analysis. Two hundred and fifty-five participants (47.45% female, 0.78% other, MAge = 
38.23, SDAge = 11.81) completed the task correctly. Participants saw only one of the four statements, 
randomly assigned. 

We categorized statements rephrased as negations (i.e., including a ‘not’) with a synonym of the 
given word as Uni-polar, and statements rephrased as affirmations (i.e., not including a ‘not’) with an 
antonym of the given word as Bi-polar. A chi-square test revealed that participants rephrased the 
statement with ‘uninteresting’ in a bi-polar fashion more often than they did for the statement with 
‘monotonous’ (χ2(1) = 24.90, p < .001). A second chi-square test, instead, revealed that participants 
rephrased the statements with ‘unsatisfactory’ and ‘lame’ in a bi-polar fashion equally often (χ2(1) = 1.25, 
p = .263). For this reason, we selected the statements ‘This book is not uninteresting’ and ‘This book is 
not monotonous’ as the stimuli to use in Study 4. 
 
 
 

EXAMPLE OF REPHRASING QUESTION IN PRE-TEST 2 OF STUDY 4 
 

 
 
 
 

EXAMPLE OF DIFFICULTY QUESTION IN PRE-TEST 2 OF STUDY 4 
 

 
 

 
 

STIMULI FOR STUDY 4 
 

Imagine you want to get yourself a good book to read in the coming weeks. 
To buy one, you start scrolling through the options at an online bookstore. All of a sudden you see a 

cover that draws your attention. It’s a novel with a catchy title, and it’s exactly the genre you like. You 
take a closer look at the book description, and you learn it is the first novel from an up-and-coming writer. 

Under the cover picture, there is a review. The reviewer seems to like the book. They gave it a 
positive rating (4 out of 5 stars) and discussed their impression on the plot and the writing style. During 
the review, they note: “This book is not uninteresting [monotonous]”. 
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JUDGMENT QUESTION IN STUDY 4 
 

 
 

 
 
 

ATTITUDE TOWARD THE MESSAGE SUBJECT QUESTION IN STUDY 4 
 

 
 

 
ATTITUDE TOWARD THE MESSAGE SOURCE QUESTION IN STUDY 4 
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PARAMETERS TABLE FROM THE 2x2 ANOVA IN STUDY 4 
 

 
 
 
 

PARTIAL ETA SQUARED TABLE FROM THE 2x2 ANOVA IN STUDY 4 
 

 
 
 
 

PARTIAL COHEN’S F TABLE FROM THE 2x2 ANOVA IN STUDY 4 
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