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ABSTRACT OF THE DISSERTATION 

 

Three Essays on Norms 

 

by 

 

Jonathan Elliot Bogard 

Doctor of Philosophy in Management 

University of California, Los Angeles, 2022 

Professor Craig R. Fox, Co-Chair 

Professor Noah J. Goldstein, Co-Chair 

 

The human desire for belonging and group membership has long been recognized as a 

fundamental psychological need. From this need comes a tendency for people to look to others’ 

behavior as a clue for how they themselves should act. As a result, learning about the descriptive 

social norms for behavior can often cause people to assimilate their own behavior in the direction 

of the social norm. In this research, I explore factors influencing people’s perceptions of norms 

as well as people’s reactions to normative information and normative violations. In Chapter 1, 

we decompose normative comparisons into three separate components, each with their own 

causal contribution to people’s response to such comparisons: Target (the reference group to 
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whom an individual is compared), Distance (how far the individual is from the Target), and 

Valence (whether the individual has over- or under-performed relative to this benchmark). In 

establishing these three distinct factors, we are better able to predict how people will respond to 

receiving normative comparison feedback. In Chapter 2 we use Norm Theory to explain what 

otherwise appears to be an aversion to utilizing algorithmic recommendations, even when such 

algorithms obviously outperform human judges. This research endeavor represents but one 

example of how otherwise puzzling human behavior can be better understood by considering the 

broader normative context. Finally, in Chapter 3 we document an ironic effect of behavioral 

interventions on people’s perceptions of descriptive social norms. We show that awareness of the 

presence of a nudge can be enough to lower people’s perceived descriptive social norm. Taken 

together, this body of research seeks to contribute to the theory and understanding of the causes 

and consequences of perceived descriptive social norms. 
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INTRODUCTION 
 

The Need to Belong and the Power of Norms 

In 2016, an international team of developmental psychologists brought five-year-old children 

into their lab for an experiment (Misch et al., 2016). The researchers would sit each child in a 

circle with four puppets (controlled by the researchers), then start a conversation between the 

child and the puppets in order to relax the young participants. After a few minutes of 

conversation, the researchers would open a box containing several scarves and give two of the 

puppets a green scarf to wear and the other two puppets a yellow scarf. The researchers then 

gave the child either a green or yellow scarf, thereby creating a pair of in-group puppets and a 

pair of out-group puppets with the child. After a decoy task and a cover story, each child would 

overhear a secret that was exchanged between either the pair of in-group or out-group puppets. 

Then a fifth puppet would enter the scene and bribe the child to reveal the secret in exchange for 

a sparkly sticker. The researchers were interested in whether or not the child would divulge the 

secret in exchange for a sticker, depending on whether the secret was told between the in-group 

or out-group puppets. In other words, the researchers wanted to know if children would be more 

willing to make a personal sacrifice to protect a member of their in-group. They found that the 

children were over 50% more likely to keep the secret, at the personal cost of a coveted sticker,1 

if the puppets were part of the child’s in-group rather than out-group. 

 So great and so innate is the human desire to belong to and fit in with a group. In fact, 

psychologists have identified the desire to belong as a fundamental psychological need 

 
1 The author, from recent field observation, can attest to the extraordinary intensity with which children value 
stickers! 
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(Baumeister & Leary, 1995; Maslow, 1943; Schachter, 1959). It is from this need, perhaps, that 

people derive a tendency to use others’ actions to guide their own decisions. Applying a “popular 

= good” heuristic (Cialdini et al., 1991), people often rely on the behavior of others as a heuristic 

for figuring out what is best for themselves (Cialdini & Goldstein, 2004). As Cialdini puts it, 

“We view a behavior as more correct in a given situation to the degree that we see others 

performing it” (Cialdini, 2021). Decades of research have documented that, as a consequence of 

this tendency, providing people with normative information can lead them to assimilate into the 

common behavior, from drinking alcohol (Lewis & Neighbors, 2006) to conserving water (Brent 

et al., 2015), from donating to charity (Shang & Croson, 2009) to paying taxes (Behavioural 

Insights Team, 2012). So called “norms nudges”2 owe much of their potency, perhaps, to this 

fundamental need to fit in and belong. 

This dissertation contains three essays, which all fundamentally consider the components 

and consequences of people’s perceptions of descriptive social norms. Descriptive social norms 

are the behaviors and opinions common for a group of people. They are the “rules and standards 

that are understood by members of a group, and that guide and/or constrain social behavior 

without the force of laws”(Cialdini & Trost, 1998). People seem to have a nearly automatic 

ability to apprehend social norms by briefly observing group behavior (Nolan et al., 2008), but 

they also learn about norms from summary information and institutional signals (Tankard & 

Paluck, 2016). Throughout, I will distinguish between behavior that is common (the descriptive 

social norm) and behavior that individuals believe is common (the perceived descriptive social 

norm). Often, but not always, these two concepts are overlapping. 

 
2 This term originates, to my knowledge, with Bicchieri, C., & Dimant, E. (2019). Nudging with care: The risks and 
benefits of social information. Public choice, 1-22. 
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Chapter 1, published in Organizational Behavior and Human Decision Processes, begins 

from the observation that, while many studies have documented the expected effects of norms 

nudges, many others find null or even negative effects of norms nudges. Contemporary 

theorizing about social proof cannot accommodate these conflicting results. In trying to explain 

the variable response to normative information, we identify the independent causal effect of three 

distinct components of normative comparisons: the target (to whom a person is compared), the 

distance (how far a person is from that target), and the valence (whether a person has under- or 

over-performed relative to that benchmark). In so doing, we hope to add greater nuance to 

discussions of social proof, construing it not as a monolith but instead as a rich, multi-faceted 

packet of information leading to complex behavioral responses. 

In Chapter 2, currently under peer review, we take on a question that has puzzled 

behavioral scientists since at least the 1980s: Why do humans often ignore the judgment of 

demonstrably better algorithms in favor of human judgments (Arkes et al., 1986)? Igniting a 

firestorm of recent research in a similar vein, Dietvorst and colleagues suggest that humans have 

a fundamental aversion to using algorithms (Dietvorst et al., 2015). At odds with this impressive 

preponderance of scientific evidence, however, is the obvious extent to which algorithms have 

been fully integrated into daily living, influencing everything from the news articles we read 

each morning, to the traffic lights we encounter on our way home from work. Nevertheless, it is 

not hard to get an intuitive feeling for what Dietvorst was onto—reflect for a moment about 

whether you would rather have a life-or-death medical decision made by the world’s best 

physician or the world’s best algorithm. So what explains both an apparent aversion to 

algorithms as well as a proliferation of algorithms in our daily lives? We use Kahneman and 

Miller’s (1986) Norm Theory to argue that what often seems to be an aversion to algorithms is 



4 
 

actually an aversion to algorithms that are unconventional (i.e., against the norm). It is the fact 

that they are unconventional, we show, that creates most of the apparent aversion to algorithms. 

Once an algorithm becomes the norm, much of the aversion melts away (and even reverses). 

This endeavor represents just one way in which otherwise puzzling human behavior may be 

better understood by considering the broader normative context. 

Finally, in Chapter 3, we document a novel factor influencing people’s perceptions of the 

descriptive social norm: the presence of a behavioral intervention (i.e., a nudge). We show that 

people engage in social sensemaking, inferring that a nudge was implemented by a choice 

architect in response to a specific problem. This inference in turn leads people to presume that 

there must be a descriptive social norm opposed to the desired behavior. In fact, this inference is 

so strong that it even affects norms nudges themselves. That is, even nudges that operate by 

providing favorable information about the descriptive social norm are subject to this backfiring 

effect. This creates a “negative social proof” element of any nudge for which this is true. We 

speculate that this may help explain why nudges with a strong scientific evidence base 

sometimes fail to have the expected results when implemented in the field. 

 The cross-cutting theme of this dissertation is the power of norms, both in shaping and 

explaining human behavior. Altogether, the goal of the present research is to advance our theory 

and understanding of the causes (Chapter 3) and consequences (Chapter 1 and Chapter 2) of 

perceived descriptive social norms. I turn now to Chapter 1, decomposing normative 

comparisons. 
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CHAPTER 1 
 

 

 

TARGET, DISTANCE, and VALENCE: 
UNPACKING THE EFFECTS OF NORMATIVE FEEDBACK 
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TARGET, DISTANCE, and VALENCE: 
UNPACKING THE EFFECTS OF NORMATIVE FEEDBACK  

 
 
ABSTRACT—People constantly receive information about their performance relative to others. 
Estimating these effects is complicated because, as we show, normative feedback includes 
several dimensions: Target (e.g., a reference group of average versus exemplary performers), 
Distance (e.g., being near versus far from a benchmark), and Valence (e.g., being better or worse 
than the benchmark). In Study 1, we randomly assign households to receive no feedback or 
feedback comparing their energy consumption to either their average or most efficient neighbors. 
Households compared to average neighbors decreased electricity usage by 6%, but those 
compared to efficient neighbors increased consumption by 4%. We decompose these effects into 
the separate influences of Target, Distance, and Valence. In Studies 2 and 3a-c, we randomly 
assign normative feedback to isolate the independent effects of Distance and Valence. 
Additionally, we find evidence for the mediating effect of motivation: The more dispiriting the 
feedback, the worse the subsequent performance.  
 
Keywords: normative influences; social comparison feedback; residential energy use; energy 
conservation; healthy behaviors. 
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1. Introduction 

Suppose you are a manager wanting to motivate your employees to work harder. You 

have heard from your colleagues at other firms that they use a quarterly leaderboard to motivate 

their staff through peer comparisons, so you decide to do the same. Along with providing 

individual performance feedback in a report to each employee, the report also compares the 

employee’s performance relative to their peers. But which peers should you choose for this 

report? For example, should you compare each employee to the median team performance? Or 

should you compare each employee to a group of high performers from the team, such as the top 

20%? If you provided the median comparison, someone in the 52nd percentile would be two 

points ahead of the reference group. But if you provided the top-performer comparison, that very 

same person would be 28 percentile points behind the reference group. How will your selection 

influence how employees regard the feedback, and how will it influence their motivation and 

subsequent performance? Which target is going to be most effective at increasing performance 

next quarter? 

In this paper, we take up the question of how normative feedback influences subsequent 

motivation and performance. We study this across multiple domains. Our first experiment was a 

field study that utilized appliance-level household energy consumption feedback wherein 

participants were randomly assigned to receive no normative feedback or true normative 

feedback comparing them to either their average or their most efficient neighbors. The second 

field experiment provided false feedback to participants who had downloaded a pedometer 

application on their cell phones, randomly assigning participants to receive feedback that they 

were either very close to or very far behind the top performers in their demographic cohort. In 

the final set of three experiments, using the same pedometer domain as well as a word-search 
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task and a typing test, we randomly assigned participants to receive feedback that they had 

performed either better or worse than a reference group, and measured subsequent motivation 

and performance. The purpose of the current investigation is to demonstrate the independent 

effects of the previously-hard-to-disentangle distinct elements of normative feedback: the choice 

of reference group (e.g., average versus exemplary performers; “Target”), the impact of being 

near versus far from a reference group (“Distance”), and being better or worse than the reference 

group (“Valence”). 

2. Social Norms Feedback 

People are generally poor at estimating their relative standing in a variety of performance 

domains (e.g., Burson, 2007). Perhaps for this reason, social norms feedback—information about 

one’s attitudes or behaviors relative to those of a relevant social group—has gained particular 

interest (e.g., Bollinger & Gillingham, 2012; Cialdini & Goldstein, 2004; Cialdini & Trost, 1998; 

Schultz, 1999; Schultz et al., 2007). Normative information has been shown to powerfully shape 

behavior (Berkowitz, 1972; Goldstein et al., 2008; Sherif, 1936), even when people believe these 

comparisons have little impact on their personal choices (Cialdini et al., 1991; Nolan et al., 

2008). Social comparison theory suggests that norms are powerful because comparing oneself to 

the norm establishes the appropriate level of that behavior (Festinger, 1954).  

Large-scale field studies of thousands of households demonstrate the effectiveness of 

normative feedback in reducing household energy consumption (Allcott, 2011; Allcott & Rogers, 

2014). In these studies, residents receive feedback about their consumption relative to both the 

average and the most efficient 20% of consumers. This combination provides residents both a 

benchmark of how their neighbors are doing overall with the average reference group, and a 

more high-performing goal to strive toward with the efficient reference group. Their findings 
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show that this combined approach is effective, but they do not allow us to isolate the individual 

impact of each reference group. That is, we do not know how results might differ if residents 

only see feedback relative to their average neighbors or their highest-performing neighbors. 

Further, previous studies are limited in testing the independent ways that the valence of the 

feedback and the distance from the reference group separately impact behavior. Thus, we set out 

to investigate the independent effects of Target, Distance, and Valence in contributing to the 

overall influence of normative feedback.  

2.1. Target  

Based on past findings, highlighting a high-performing reference group (e.g., efficient 

neighbors) could have clear advantages. Much of the goal-setting literature suggests that setting 

harder to reach (“stretch”) goals results in greater and more sustained behavior change toward 

that goal (Kerr & Landauer, 2004; Locke & Latham, 2006). Notably, stretch goals have been 

recommended specifically in the domain of sustainability (Manning et al., 2006), although they 

have not yet been tested empirically. If being compared to the most efficient neighbors is 

similarly aspirational, we would expect that a higher-performing Target should be more 

effective. However, the opposite relationship between Target and subsequent performance is also 

plausible. For instance, response to normative feedback is shown to depend on people’s attitudes 

toward (Göckeritz et al., 2010; Neighbors et al., 2010) and beliefs about (Jachimowicz et al., 

2018) the reference group. If people do not admire or identify with the higher-performing 

reference group, or if they believe the high-performing group is exceptional and therefore less 

relevant to themselves (Alicke et al., 1997), a social comparison against a high-performing 

reference group may have little influence on them, and thus they may not increase subsequent 

effort. On the contrary, if people are motivated to match (or even exceed) the average group, we 
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would expect those compared to an average reference group to improve subsequent performance 

more than those compared to top performers. Thus, we might expect that the effect of Target 

group will depend critically on people’s attitudes toward the specific high-performing group to 

which they are being compared. For these reasons, we expected the selection of a Target group to 

exert an independent influence on performance but, depending on individual differences, it was 

less clear which of the following two competing hypotheses was more likely:  

H1a: People who receive normative feedback compared to average-performing peers 

will improve subsequent performance more than those compared to high-

performing peers. 

H1b: People who receive normative feedback compared to average-performing peers 

will improve subsequent performance less than those compared to high-performing 

peers. 

We test these hypotheses specifically in our study of household energy consumption in Study1.  

2.2. Distance  

In a natural experiment involving students in a Massive Open Online Class, Rogers and 

Feller (2016) find that the further behind a person’s essay score is from the score of a high-

performing peer whose essay they graded, the lower that person’s course performance. This 

suggests that being further behind a benchmark will result in worse subsequent performance. 

Other work has shown that comparisons to reference groups that are seen as unattainable are 

demoralizing and thwart effort (Lockwood & Kunda, 1997). Lockwood and Kunda elsewhere 

found that superior role models can be demotivating when individuals are reminded that even 

their personal best falls short of the role model’s achievement; in such cases there is little 

incentive to exert effort toward those achievements (Lockwood & Kunda, 1999). Additionally, 
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research has demonstrated that motivation increases as one advances close to goal attainment 

(Heath et al., 1999; Kivetz et al., 2006; Liberman & Förster, 2008). Thus, a reference group that 

lies closer to one’s current performance may be more motivating than a reference group that is 

farther away. Given this, in the present experiment we hypothesize that:  

H2: People who receive normative feedback that they are closer behind a high-

performing reference group will improve subsequent performance more than those 

who receive normative feedback that they are further behind a high-performing 

reference group. 

We test this hypothesis both in the context of true feedback of household energy consumption 

(Study 1) and with false feedback regarding the number of steps taken in a week (Study 2).  

2.3. Valence  

It is an open question whether being told that one overperformed or underperformed 

relative to a reference group would lead to greater subsequent performance. On the one hand, 

there is reason to think that positively valenced normative feedback will lead to considerable 

performance improvement. For instance, labelling people as top performers relative to peers has 

been demonstrated to increase doctors’ adherence to medical guidelines (Meeker et al., 2016) 

and the chances that someone votes in an upcoming election (Tybout & Yalch, 1980). In the 

current research, we pair descriptive feedback with an injunctive norm, which has been shown to 

also improve performance among those who perform comparatively well (Schultz et al., 2007). 

This leads us to the following hypothesis: 

H3: People who receive positively valenced normative feedback will improve 

subsequent performance more than those who receive no normative feedback. 
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It is noteworthy that Schultz et al. (2007) found an overall backfiring effect of positively 

valenced normative feedback in the absence of an injunctive norm, but no such backfiring when 

an injunctive norm was included. In each study of the current investigation, there is either an 

explicit (Study 1) or more implicit (Study 2 and Study 3a-c) injunctive norm present to mitigate 

such a backfiring (Asensio & Delmas, 2015). Coupling injunctive and descriptive norms 

messaging has been shown (e.g., Cialdini et al., 1991b) to be more effective than either in 

isolation. 

The outcome of negative feedback for underperformers may be harder to predict. For 

instance, Schultz et al. (2007) found that underperformers receiving negatively valenced 

feedback had an overall improvement in their energy conservation. However, there is other 

research suggesting that the opposite pattern may emerge: Receiving negatively valenced peer 

comparison feedback can be demoralizing and hence lead to diminished performance. For 

example, the Self-Evaluation Maintenance model posits that when people find out that others are 

performing better than they are on a given task, they start to view the task as less important to 

their self-definition, which in turn causes them to exert less effort in that domain (Tesser, 1988, 

1991; Tesser & Campbell, 1983). Moreover, just as internalizing a positive identity as an 

overperformer can lead to increased effort in that domain (as in Meeker et al., 2016), 

internalizing an identity as an underperformer could similarly lead to lower subsequent effort and 

thus worse performance. Given these conflicted findings, it is an open question how those who 

receive negatively valenced normative feedback will perform in response to that feedback, 

setting up two competing hypotheses:  
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H4a: People who receive negatively valenced normative feedback will improve 

subsequent performance more than those who receive no normative feedback. 

H4b: People who receive negatively valenced normative feedback will improve 

subsequent performance less than those who receive no normative feedback. 

We test the effects of Valence both in the context of household energy consumption (Study 1) 

and in several other domains (Studies 3a-c).  

3. Contribution of the Present Investigation 

Using normative feedback that is true (Study 1) and false (Study 2 and Studies 3a-c), we 

begin to establish three distinct factors often confounded when considering the effects of social 

comparison feedback: Target reference group (average versus top performers), Distance (how far 

one is from the Target), and Valence (whether one has over- or under-performed relative to the 

Target). In Study 1, we provide true feedback compared against randomly assigned Targets in a 

field study of household energy consumption. Additional analyses show associations with 

Distance and Valence of feedback. Then in Study 2 and Studies 3a-c, respectively, we randomly 

assign Distance and Valence feedback to establish their independent effects. We consider the 

effects of normative feedback in light of explicit (Study 1) and implicit (Study 2 and Studies 3a-

c) injunctive norm messages. Altogether, the purpose of the current investigation is to establish 

the existence of three separate dimensions of normative feedback. In drawing out the 

independent effects of each of these factors, we move toward helping managers, organizations, 

and policymakers optimize their use of normative feedback by understanding how the impact of 

these comparisons varies depending on the recipients’ placement within the distribution as well 

as their individual characteristics.   
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4. Study 1: Main Effects of Comparison Target on Household Energy Consumption 

 Recent studies suggest that providing people with better information about their energy 

consumption can induce energy conservation (Delmas et al., 2013; Delmas & Lessem, 2014; 

Gillingham & Palmery, 2014; Karlin et al., 2015). In Study 1, we randomly assigned households 

to receive normative feedback relative to either their average or their most efficient neighbors. 

This allows us to measure how the choice of Target reference group for social comparison 

affects subsequent performance. However, in selecting different Targets, we also created natural 

variation in both the Valence of the feedback and the Distance from the benchmark. For instance, 

two households both compared to their average neighbors were technically in the same 

experimental condition but, depending on performance, one might have been slightly below the 

average whereas the other might have been considerably above the average. Put differently, 

consider two households, both in the 75th percentile of all homes, that were assigned to different 

experimental arms in our study. Beyond being compared to different Targets, they also received 

very different Valence and Distance feedback, one household being considerably ahead of the 

(average) benchmark and the other being slightly behind the (top-performing) benchmark. This 

natural variation enabled us to measure the associations with Valence and Distance in 

randomizing participants to different Target comparisons.  

4.1. Methods 

We built an intelligent wireless sensor network to provide households with real-time 

access to detailed, appliance-level information about their home electricity consumption (Chen et 

al., 2015). We experimentally manipulated normative messages that different households saw, 

comparing them to different reference groups (average vs. efficient) or a no-feedback control. 
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 Our sample consisted of 101 households in a 1,102-household graduate-student family 

housing community in Los Angeles, California. The occupancy of each household ranged from 1 

to 6, with the number of children per household ranging from 0 to 4. Household size ranged from 

1 to 3 bedrooms. Descriptive statistics are listed in Table 1-1.  

Table 1-1: Descriptive statistics 

 Experiment Participants  Population 

 Mean Std. Dev. Min Max  Mean Std. Dev. p-diff 
Hourly kWh 8.75 5.55 3.66 47.23  8.28 3.62 0.24 

Square feet 859.24 109.88 595 1035  868.72 98.40 0.36 

Floor 2.14 0.78 1 3  2.08 0.79 0.46 

# children  0.57 0.89 0 4  0.51 0.76 0.43 

Environmental 
Organization 

0.07 0.26 0 1  NA NA NA 

Observations 101 households  1102 households 

 

Participating households did not differ significantly from other households in the housing 

community in terms of average daily electricity consumption, square footage, what floor they 

lived on, or number of children (all ps greater than .2) as described in Table 1-1. The housing 

characteristics of our sample were also generally typical of the broader population. For a more 

thorough treatment of the generalizability of our sample, see the Appendix note N1. Despite the 

similarities on observed characteristics, we cannot rule out that there are differences on 

unobserved dimensions with those who did not volunteer to participate, raising the possibility of 

selection-into-sample bias.  

4.2. Procedure and Timeline 

Average daily temperature over the course of the field experiment, which ran from 

September to April, was 60.5 degrees Fahrenheit (SD = 6.8). For approximately two months 

prior to the start of the experiment, as a baseline, we observed households’ 15-minute kilowatt-

hour (kWh) electricity consumption but did not provide energy use information or any 
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messaging. Households were then randomly assigned to a condition of (a) no-treatment control, 

(b) Average Reference Group treatment, or (c) Efficient Reference Group treatment.  

The treatment started on September 30 and lasted until April 16. During the treatment 

period, the control households continued to have their consumption tracked every 15 minutes but 

did not receive any messaging, as before. In contrast, the Average Reference Group treatment 

and Efficient Reference Group treatment households continued to have consumption tracked 

every 15 minutes but also gained access to a personal web dashboard and received weekly email 

reminders to visit the dashboard. In both treatment conditions, residents received feedback on 

their electricity consumption by month, day, and hour. Feedback could be shown on the 

dashboard at both the aggregate and the appliance level. Residents could view a pie chart 

demonstrating the proportion of total energy used by each appliance category (heating and 

cooling, lighting, plug load, dishwasher, refrigerator, and other kitchen electricity use; see 

Appendix Figure A1-1 for a screenshot of the weekly email and the website dashboard). This 

appliance-level information, which was available to both treatment groups but not the control, 

may represent a considerable improvement upon an aggregate monthly bill; such highly granular 

feedback may enhance the efficacy of normative feedback, offering clear priorities to those who 

are motivated to improve their conservation. 

 Finally, residents in both treatment conditions received feedback about their energy 

consumption over the past week relative to their neighbors; this is where the manipulation took 

place. This feedback was sent by email and was also available on each participant’s personal 

dashboard. In both treatments, residents were told that they consumed a certain percentage more 

than or less than the neighbors in their reference group. This feedback was accompanied by an 

environmental and children’s health message: Residents were told how many pounds of 
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pollutants they contributed to or avoided over the past week (depending on Valence of feedback) 

relative to the neighbors in their reference group, citing the relationship of these pollutants with 

health impacts such as childhood asthma and cancer. This injunctive message was selected based 

on pre-testing that showed environmental and childhood health messaging, especially among 

parents, to be the most compelling reasons for conservation. Equivalent pounds of air pollutant 

emissions were calculated using emission factors from the Emissions and Generation Resource 

Integrated Database (eGRID), maintained by the United States Environmental Protection 

Agency, based on the Los Angeles Department of Water and Power electricity fuel mix.  

In the Average Reference Group treatment, personal feedback was provided relative to 

the mean total consumption across all neighbors in the sample during the week prior. In the 

Efficient Reference Group treatment, personal feedback was provided relative to the 20th 

percentile of total consumption (i.e., the 80th percentile of conservation) across all neighbors in 

the sample during the week prior. In pre-testing, a focus group of participants indicated that 

comparisons to the 90th percentile felt unattainably efficient. We instead chose the 80th percentile 

to match the cutoff used by OPower, a utility company that reports customers’ energy 

consumption using social comparisons to the 80th percentile. Each week, residents could check 

their performance compared to the reference group to which they were randomly assigned. 

Participants in the Efficient [Average] Reference Group condition read:  

“Last week you used X% more/less electricity than your efficient [average] neighbors.  

Over one year, you are adding/avoiding Y pounds of air pollutants which contribute to 

health impacts such as childhood asthma and cancer.” 

In addition, definitions of the respective reference groups were provided below each of the 

messages. An efficient neighbor was defined as the “20% most energy efficient neighbors in 
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similar-sized apartments,” whereas an average neighbor was defined as the “average usage in 

similar-sized apartments.” Participants in the control condition received no feedback messages at 

all.  

4.3. Results: Main Effect of Target 

We were first interested in investigating the effect of our two messaging treatments on 

15-minute-interval household energy consumption, in τ=E[Yit(1)−Yit(0)], where Yit(1) and Yit(0) 

represent household i's electricity use at time t if the households were treated and were not 

treated, respectively (Rubin, 1974). We chose to use 15-minute consumption because it allows us 

to control for important differences in time-of-day use. We employed a difference-in-difference 

estimator, which models energy use conditional on post-treatment dummy (P), a messaging 

treatment dummy (Teff and Tavg for those in the Efficient and Average Reference Group, 

respectively), and their interaction (P*Tavg, P*Teff). Hence, we estimate the following model: 

𝑦 =  𝛽଴ + 𝛽ଵ𝑃 +  𝛽ଶ𝑇௔௩௚ +  𝛽ଷ𝑇௘௙௙ +  𝛽ସ൫𝑃 ∗ 𝑇௔௩௚൯ +  𝛽ହ൫𝑃 ∗ 𝑇௘௙௙൯ + 𝑣 +  𝜀 

We were chiefly interested in the interaction terms, β4 and β5, estimating the effects of each 

treatment on energy consumption compared to the no-feedback control. Note that we also 

incorporated a standard set of controls (𝜐) to account for cyclical time and weather factors, along 

with demographic factors, gathered through a survey before the start of the experiment, that can 

greatly impact energy consumption (Grønhøj & Thøgersen, 2011). These factors included: 

number of children, apartment square footage, floor within building, membership in an 

environmental organization, hourly temperature, presence of daylight savings time, week in the 

study, day of the week, and hour of the day. With this estimation strategy, we compare the effect 

of messaging on change from baseline for the treatment (Average Reference Group or Efficient 

Reference Group) versus control groups.  
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Because we had substantially more time periods than individual households, rather than 

using an ordinary least squares estimator with standard errors clustered at the household level, 

we used the more efficient feasible generalized least squares (fGLS) estimator (Cameron & 

Trivedi, 2009). This technique is useful for cross-sectional time-series data because it estimates a 

GLS random-effects model with a weighted average of the between-subject (cross-section) and 

within-subject (fixed) effects (Lee, 2003). This is also a more conservative estimate in 

comparison with standard OLS or simple weighted least squares, which may result in downward-

biased standard errors (Delmas et al., 2013). The standard errors are robust to within-panel 

heteroskedasticity as well as autocorrelation across time. Household effects are accounted for 

with fixed effects by unit.  

 The results reported in Table 1-2 (Model 1) show that treated households (i.e., 

households receiving reference group feedback) decreased their electricity usage from baseline 

overall ( = -0.0017, z = -2.58, p = 0.010), corresponding to a 1.5% decrease in consumption 

from baseline compared to control. Decomposing this effect by specific reference group, as 

shown in Model 2, the Average Reference Group treatment performed significantly better than 

control, leading to a greater decrease in 15-minute energy consumption from baseline compared 

to control ( = -0.0076, z = -9.48, p < 0.001). However, the Efficient Reference Group treatment 

performed significantly worse than control with increases in 15-minute energy consumption 

from baseline ( = 0.0039, z = 5.13, p < 0.001).3 To put these findings in perspective, the 

treatment effect for the Average Reference Group corresponds to a 6.4% decrease in 

 
3 Note that some of the participants in this study were also participants in another study related to energy 
consumption the previous year conducted in the same residential facility. A regression that also includes a variable 
coding for participation in the prior study reveals a significant effect of prior participation but no substantive impact 
on the interpretation of the focal variables of this study. For full results, see Table A6 in the Appendix. 
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consumption from baseline compared to control, while the treatment effect for the Efficient 

Reference Group corresponds to a 3.7% increase in consumption from baseline compared to 

control. In practical terms, a 3.7% increase would represent an increase of 11.15 kWh/month, 

which equates to watching television for 110 hours (~4.5 days), working on a laptop for 223 

hours (~9.3 days), or leaving on ten 100-Watt light bulbs for 11 hours. A 6.4% decrease would 

represent a decrease of 19.11 kWh/month, which equates to watching television for 190 hours 

(~8 days), working on a laptop for 382 hours (~16 days), or leaving on ten 100W light bulbs for 

19 hours.  

Table 1-2. Average treatment effects 
 (1) (2) (3) 
VARIABLES 15-minute kWh 15-minute kWh 15-minute kWh  
    
Post treatment*Treated -0.0017***   
 (0.0006)   
Post treatment*Average  -0.0076***  
  (0.0008)  
Post treatment*Efficient  0.0039***  
  (0.0008)  
Post treatment -0.0093*** -0.0094***  
 (0.0013) (0.0013)  
In a treatment group 0.0015***   
 (0.0006)   
Average reference group  0.0047***  
  (0.0007)  
Efficient reference group  -0.0013*  
  (0.0007)  
Children 0.0005** 0.0004* 0.0005*** 
 (0.0002) (0.0002) (0.0002) 
Square feet 0.0001*** 0.0001*** 0.0001*** 
 (0.0000) (0.0000) (0.0000) 
Floor 0.0097*** 0.0094*** 0.0097*** 
 (0.0002) (0.0002) (0.0002) 
Env org member -0.0147*** -0.0151*** -0.0145*** 
 (0.0005) (0.0005) (0.0005) 
Constant -0.0099*** -0.0108*** -0.0110*** 
 (0.0019) (0.0019) (0.0018) 
    
Observations 1,297,780 1,297,780 1,297,780 
Number of households 101 101 101 

Standard errors in parentheses 
* p<0.1, ** p<0.05, *** p<0.01 

Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in day. 

 



21 
 

In order to test whether the average group performed significantly better than the efficient 

group, we estimated an additional model, this time using the Efficient Reference Group 

treatment—not the no-treatment control—as the reference group. This model confirmed that the 

Average Reference Group treatment performed significantly better than the Efficient Reference 

Group treatment (  = -0.0115, z = -13.11, p < 0.001). Thus, we can conclude from Study 1 that 

providing normative feedback lowered energy consumption overall, but that this drop is 

attributable exclusively to those compared to their average neighbors while those compared to 

their most efficient neighbors in fact increased energy consumption.  

4.4. Target Effects: Heterogeneous Treatment Effects Depending on Characteristics 

 We next examine heterogenous responses to the Average and Efficient Reference Group 

treatments for (a) households with children and (b) those belonging to an environment group. We 

sought to assess whether these subgroups responded differently to each intervention compared to 

the rest of the sample. Recall that in Study 1, alongside the descriptive social comparison, 

participants also saw an injunctive social norm message regarding the negative consequences of 

energy consumption on both the environment and childhood asthma and cancer. We selected 

these messages based on pre-testing, finding that these two reasons for conservation were the 

most compelling to the building’s residents. We were interested to see whether our main findings 

about normative feedback (i.e., that Average Reference Group comparisons cause consumption 

decreases while Efficient Reference Group comparisons cause consumption increases) might 

vary across critical individual differences between participants. Specifically, we wanted to see if 

the overall effect of normative comparisons was even stronger among environmentalists who 

were compared to the (more relevant) top-performing Target, and if the injunctive social norm 

regarding children’s health was particularly effective for parents. 
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Given the mention of both children and the environment in the injunctive message, we 

expected this to hold particular meaning to households with children and those with particularly 

strong environmental concerns. We expected that those with relatively strong environmental 

concerns might be especially moved by comparisons to the Efficient Reference Group, and we 

expected that households with children would be especially moved by the injunctive message 

about children’s health. To test these ideas, we looked at the interaction between our prior terms 

of interest (i.e., Post Treatment*Average, Post Treatment*Efficient) and key demographic 

variables: whether each household belonged to an environmental organization and whether each 

household had children. These results are reported in Table 1-3. Controlling for Distance and 

Valence (as we discuss in Sections 5.2 and 5.3; see Table 1-4), we can begin to explore the 

independent effects of different Target comparison groups above and beyond the effects of 

Distance and Valence. 

The first model of Table 1-3 reveals that households with members who belong to an 

environmental organization did not reduce consumption from baseline more than control in 

response to the Average Reference Group treatment ( = -0.0017, z = -0.94, p = .347, NS). In 

contrast, households with members who belong to an environmental organization did reduce 

consumption from baseline in response to the Efficient Reference Group treatment compared to 

control ( = -0.0042, z = -2.72, p = 0.007). It seems as if the Efficient Reference Group may 

actually have been effective for those with a stronger environmental identity—even if it is not 

effective overall—but the Average Reference Group may not have been an effective target for 

environmentally conscious households. This provisional analysis suggests an important boundary 

condition: Normative comparisons may only be meaningful to people if the Target itself is 

personally meaningful. This is in line with previous work showing that group identification can 
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moderate the effect of social comparisons for a given reference group (Göckeritz et al., 2010; 

Neighbors et al., 2010). 

Table 1-3: Interactions with demographics. 
 (1) (2) 
VARIABLES 15-minute kWh 15-minute kWh 
Post treatment*Average*Children (binary)  -0.0105*** 
  (0.0017) 
Post treatment*Efficient* Children (binary)  0.0015 
  (0.0015) 
Post treatment*Average*Env org member -0.0337***  
 (0.0032)  
Post treatment*Efficient* Env org member -0.0785***  
 (0.0029)  
Post treatment* Env org member 0.0198***  
 (0.0015)  
Average* Env org member 0.0335***  
 (0.0026)  
Efficient* Env org member 0.0798***  
 (0.0025)  
Post treatment*Average -0.0045*** -0.0050*** 
 (0.0008) (0.0010) 
Post treatment* Efficient 0.0097*** 0.0029*** 
 (0.0008) (0.0009) 
Post treatment* Children (binary)  -0.0025*** 
  (0.0009) 
Average*Children (binary)  -0.0120*** 
  (0.0014) 
Efficient*Children (binary)  -0.0348*** 
  (0.0013) 
Post treatment -0.0116*** -0.0079*** 
 (0.0013) (0.0013) 
Average reference group 0.0017** 0.0107*** 
 (0.0007) (0.0009) 
Efficient reference group -0.0076*** 0.0107*** 
 (0.0007) (0.0008) 
Environmental organization member -0.0354*** -0.0125*** 
 (0.0013) (0.0005) 
Children (binary)  0.0163*** 
  (0.0008) 
Number of children 0.0003  
 (0.0002)  
Square feet 0.0001*** 0.0001*** 
 (0.0000) (0.0000) 
Floor 0.0091*** 0.0113*** 
 (0.0002) (0.0002) 
Constant -0.0037* -0.0230*** 
 (0.0019) (0.0019) 
Observations 1,297,780 1,297,780 
Number of households 101 101 
Standard errors in parentheses 
* p<0.1, ** p<0.05, *** p<0.01 
Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in day. 
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The second model in Table 1-3 reveals that households with children, in line with our 

main findings, reduced their consumption from baseline in response to the Average Reference 

Group treatment more than control ( = -0.017, z = -21.19, p < 0.001). However, contrary to our 

main findings, households with children also reduced their consumption from baseline in 

response to the Efficient Reference Group treatment compared to control ( = -0.027, z = 35.96, 

p < 0.001). The fact that households with children reduced consumption in response to both 

treatments suggests that the injunctive health message may have been more salient than the 

specific reference group for this segment of residents. Moreover, because this reduction from 

baseline is compared to a no-feedback control, this effect is not likely due simply to regression 

toward the mean.  

While the Average Reference Group treatment in Study 1 was a more effective Target 

overall, these preliminary results suggest that this effect may be moderated by particular features 

of each household such as the presence of children or involvement in environmental 

organizations. Of course, because concern for the environment and having children was not 

randomly assigned, further research is needed to independently establish these findings. More 

generally, though, the significance of these moderators reveals that the particularities of the 

context of normative feedback may play an outsize role in determining its impact. When 

considering the independent impact of Target, one must also consider the values of the recipients 

of the feedback and their relationship to each of those Target groups—a topic for future research 

to address. 

4.5. Discussion 

Overall, we find a 2% decrease in electricity usage from providing normative feedback. 

However, this result is driven wholly by those who are compared to average neighbors—as 
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opposed to the most efficient neighbors—who decreased their electricity usage by 6%. Those 

compared to the most efficient neighbors increased their electricity usage by about 4%. These 

findings are consistent with the claim that, ceteris paribus, people respond very differently to 

comparisons against average versus aspirational benchmarks. However, a second explanation of 

the results could be that the Valence of the feedback that most participants received was different 

between conditions. By definition, approximately 80% of participants in the Efficient Reference 

Group treatment underperformed the benchmark and thus received negatively valenced 

feedback. However, only about 50% of those in the Average Reference Group treatment were 

given negatively valenced feedback. It is possible that the pattern of results described above is at 

least partially driven by this Valence effect. As yet another explanation, perhaps these data 

resulted partially from the fact that, even among underperformers, more people were closer to the 

benchmark in the Average Reference Group treatment than the Efficient Reference Group 

treatment. For instance, someone in the 49th percentile of conservation would receive feedback 

that they were very close to the reference group if in the Average Reference Group treatment, but 

this same person would receive feedback that they were very far from the reference group if they 

were in the Efficient Reference Group treatment. Next, as best as these data will allow, we try to 

disentangle the distinct effects of Target, Valence, and Distance. 

5. Decomposing Target, Valence, and Distance Effects on Household Energy Consumption 

In order to better understand the mechanisms that drive the observed results, we 

estimated the impact of (a) the Valence of the feedback, and (b) the Distance to the reference 

group for each of the two treatments while controlling for Target. Although related to our 

randomly assigned Target treatments, both Valence and Distance may affect energy consumption 

in their own right. To test this possibility, we modeled Valence and Distance separately to isolate 
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their effects from the independent effect of Target. In other words, we estimated the effects of 

Valence and Distance over and above the effect of Target. Then, controlling for these factors, we 

can also begin to further understand the independent contribution of Target. 

It is important to treat the following results with due caution. Given the mechanical 

relationship between the (randomly assigned) Target and the resulting Valence and Distance 

feedback as described above, there are concerns of endogeneity. That is, because Valence and 

Distance were truthfully reported and not randomly assigned, participants’ response to these 

separate factors may be related to their response to the randomly assigned Target. For 

corroborating evidence, we experimentally manipulate these factors in Studies 2 and 3. With that 

caveat, we offer the following analyses.  

5.1. Valence Effects 

 To assess the effect of feedback Valence on energy consumption, we created weekly 

dummy variables for whether each treatment household received favorable (i.e., better than the 

reference group) or unfavorable (i.e., worse than the reference group) feedback. We found that 

56% of weekly observations in the Average Reference Group treatment reflected favorable 

feedback, whereas 16% of weekly observations in the Efficient Reference Group treatment 

reflected favorable feedback. We used these variables to create cumulative feedback measures 

indicating (a) the cumulative proportion of favorable feedback messages that treatment 

households had received to date, and (b) the cumulative proportion of unfavorable feedback 

messages that treatment households had received to date. Finally, we used a negative exponential 

weighting function to weight more recent weeks of feedback more heavily than less recent weeks 

of feedback on the assumption that more recent feedback may be more salient and, thus, may 

have a larger impact on consumption behavior. 
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 Our results, reported in Table 1-4 (Model 1) reveal that receiving favorable feedback is 

associated with significant decreases in consumption above and beyond the effect of assignment 

to Average or Efficient Reference Group treatment ( = -0.00025, z = -34.71, p < 0.001). This 

equates to a predicted 22% reduction from baseline relative to control for a household receiving 

exclusively favorable feedback throughout the entire treatment period. In contrast, receiving 

unfavorable feedback was associated with significant increases in consumption above and 

beyond the effect of assignment to Average or Efficient Reference Group treatment ( = 

0.00017, z = 25.86, p < 0.001). This equates to a predicted 15% increase in consumption from 

baseline relative to control for a household receiving exclusively unfavorable feedback 

throughout the entire treatment period. 
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Table 1-4. Valence and distance effects 
 (1) (2) 
VARIABLES 15-minute kWh 15-minute kWh 
   
Favorable valence -0.0002***  
 (0.0000)  
Unfavorable valence 0.0002***  
 (0.0000)  
Favorable distance  -0.0007*** 
  (0.0000) 
Unfavorable distance  0.0003*** 
  (0.0000) 
Post treatment -0.0106*** -0.0107*** 
 (0.0013) (0.0013) 
Average reference group 0.0051*** 0.0060*** 
 (0.0006) (0.0004) 
Efficient reference group -0.0060*** -0.0139*** 
 (0.0006) (0.0004) 
Children 0.0016*** 0.0016*** 
 (0.0002) (0.0002) 
Square feet 0.0001*** 0.0001*** 
 (0.0000) (0.0000) 
Floor 0.0085*** 0.0068*** 
 (0.0002) (0.0002) 
Environmental organization member -0.0148*** -0.0148*** 
 (0.0005) (0.0005) 
Constant 0.0047** 0.0349*** 
 (0.0019) (0.0020) 
   
Observations 1,146,345 1,146,345 
Number of households 98 98 

Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in 
day. 

 

Overall, we see preliminary evidence that the Valence of feedback—independent of the specific 

Target or the Distance of that feedback—may play a significant role in shaping future behavior. 

The more positive feedback that people receive, the more likely they may be to continue cutting 

energy usage.  
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5.2. Distance Effects 

We were interested not only in whether receiving favorable or unfavorable feedback had 

an impact on consumption but also in whether receiving highly favorable or highly unfavorable 

feedback (e.g., 200% better or worse than the reference group) impacts residents differently than 

receiving slightly favorable or slightly unfavorable feedback (e.g., 2% better or worse than the 

reference group). To this end, we examined the cumulative average feedback percentages that 

residents received (i.e., the cumulative average distance from the reference group of favorable 

and unfavorable feedback), again using a negative exponential weighting function to give more 

weight to more recent feedback. 

 Our estimation, reported in Table 1-4 (Model 2), reveals that energy consumption was 

significantly lower for larger distances of favorable feedback ( = -0.00075, z = -45.10, p < 

0.001). This association corresponds to approximately a 7% reduction in consumption for every 

10% better than the reference group that a household performed. In contrast, consumption was 

significantly higher for a larger distance of unfavorable feedback ( = 0.00033, z = 56.68, p < 

0.001). This corresponds to approximately a 3% increase in consumption for every 10% worse 

than the reference group that a household performed. Thus, Distance may act as an amplifier—

the directional response to favorable and unfavorable feedback is preserved, and the resulting 

change in consumption is magnified with a greater distance from the reference group. Because 

these factors were not randomly assigned, however, the true interaction between Distance and 

Valence is uncertain. For a test of the robustness of these results, see Appendix note N2.  

5.3. Discussion 

 Taken together, our results suggest that peer comparisons may have a favorable impact 

when the feedback itself is favorable but a backfiring effect whenever this feedback is 
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unfavorable. Moreover, this effect may be amplified by the Distance by which a person 

overperforms or underperforms relative to the reference group.  

While Study 1 offered important clues about the effects of normative feedback, there are 

a few crucial limitations of the study. First, while Target was randomly assigned, the resulting 

Valence and Distance feedback was not randomly assigned. Instead, performance during week W 

was endogenous with feedback at the end of week W and thus potentially related to subsequent 

response in week W+1. This leaves open the concern that, for instance, people who are better at 

conservation respond differently to normative feedback regarding their consumption than those 

who are worse. A second limitation is that the selection of Target is not wholly orthogonal to the 

feedback regarding Distance and Valence. This means that we cannot fully disaggregate their 

independent contribution. Rather than being randomly assigned, Distance and Valence were 

mechanically determined by the random assignment to Target for a given level of conservation. 

Finally, we have estimated the cumulative effects of repeated treatment from normative Distance 

and Valence feedback, but not the independent effect of single-shot normative feedback. There 

are at least three concerns with this. First, there might be a difference between repeated versus 

one-off normative feedback. Second, we do not experimentally control—and thus cannot 

causally estimate—the effect of differences in the amount of exposure to treatment. Some 

participants checked their bills only monthly, whereas others voluntarily checked the web 

dashboard daily. Last, using a negative exponential weighting function, we have made 

assumptions about the effect of receiving mixed-valence feedback across many different 

exposures to normative comparisons (i.e., the effect of receiving positively valenced feedback 

some weeks and negatively valenced feedback other weeks), but these assumptions may not turn 

out to be correct. There could be order effects, dosage effects, contrast effects, or other 
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interactions associated with multiple exposures to feedback that we could not observe in our 

analysis. Therefore, we randomly assign Distance and Valence feedback in Study 2 and Studies 

3a-c, respectively, to address some of these limitations in Study 1. 

6. Study 2: Daily Step Count and the Independent Effects of Distance 

 We believe one of the central reasons for the backfire effect associated with the Efficient 

Reference Group condition observed in Study 1 is that, by definition, (a) a far larger percentage 

of households received negatively valenced feedback, and (b) the households receiving negative 

feedback were at a greater Distance behind the reference group compared to those in the Average 

Reference Group condition. Study 2 was designed to further explore the effect of Distance in 

another domain of societal importance: personal health. In Study 2, we encourage people to walk 

more using normative feedback based on step-count data provided by a smartphone pedometer 

application. Study 2 seeks to address some of the limitations of Study 1. First, feedback was 

randomly assigned, which helps resolve some of the endogeneity concerns described above. 

Second, all participants were given feedback relative to the top performers (holding Target fixed) 

and were told that they underperformed compared to this benchmark (holding Valence fixed). 

Because Study 1 revealed backfiring effects of comparing households against top performers, in 

Study 2 we wanted to decompose the extent to which this was driven by the comparison against 

this specific Target group versus the extent to which it was driven by being a greater Distance 

from the benchmark. This design enabled us to cleanly establish the independent effect of 

Distance. Feedback was given only once, with a baseline observation period before the feedback 

was randomly assigned, and a treatment observation period after the feedback. The study 

therefore looks at the effects of a single instance of social comparison feedback, similar to an 

analysis of household energy consumption in the week immediately after the first round of 



32 
 

feedback in Study 1 (see Appendix Table A1-5 for this analysis). Beyond this, our goal for Study 

2 was to understand the mechanism driving the response to normative feedback observed in 

Study 1. Feeling relatively far from some benchmark has been shown to be demotivating (Rogers 

& Feller, 2016), especially when a distant comparison leads people to believe that their best 

effort will not be enough to match the benchmark (Lockwood & Kunda, 1999). We therefore 

hypothesized that informing participants that they were very far from some normative 

benchmark, compared to informing people that they were very close to the benchmark, leads to 

lowered subsequent performance because it lowers self-perceived ability to reach that 

benchmark. Hence, in Study 2 we measured participants’ perceived self-efficacy to match or 

outperform the Target group in the post-feedback observation period.  

6.1. Methods 

 In Study 2, based on power calculations and a pre-test to estimate attrition, we sought a 

final sample of 650 participants but, because of higher-than-expected attrition, we ended up with 

only 434 participants (Mage = 36.2, SDage = 10.8, 60% female) recruited via Amazon’s 

Mechanical Turk platform. Study 2 was conducted in three parts, with each part separated by a 

week in between: (1) initial recruitment, (2) random assignment to treatment, then (3) data 

upload and survey follow-up. Participants were paid at market rate for the platform as 

compensation for their time, and all participants were offered a $2 bonus if they completed all 

three parts. Initially we recruited 967 participants in part 1, but 306 participants (32%) failed to 

log in for part 2. Of the 661 participants who participated in part 2, an additional 227 (31%) 

failed to log in for Wave 3. A chi square test of independence finds that there was no significant 

differential attrition by condition (χ2 (1, 208) = 0.012, p = 0.912).  

 In part 1, participants answered a set of screener questions to determine eligibility for 
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participation in the study. These questions included whether they had an iPhone or Android 

smart phone, if they agreed to download an app and leave it on their phone for the duration of the 

study, and whether they had any physical limitations hindering their ability to walk. Participants 

who qualified were given instructions to download and set up a specific pedometer application, 

tested to ensure that the settings were correct, and verified that they were able to upload the app’s 

data export. Finally, participants were reminded of the timeline and incentives of the study.  

A week later, when participants logged in to participate in part 2, they uploaded their data 

and were briefly shown a “pinwheel” icon suggesting that calculations were being performed. 

Participants were then told, “Your performance was compared to the highest performers (the top 

20%) of [participant’s self-reported gender] aged [participant’s age ± 5 years] who participated 

in a previous version of this study.” Participants were randomly assigned to either the “near” or 

“far” condition and, depending on condition, told, “According to these analyses, you were 4 [39] 

percentage points behind the highest performers.” The specific values for the number of 

percentage points behind the benchmark were decided upon after out-of-sample pre-testing in 

this setting.  

Finally, in part 3, participants logged in once again and immediately uploaded their step-

count data. Participants then answered some survey questions designed to assess the 

hypothesized psychological mechanism: motivation going into the next round (i.e., In Week 2, 

whether participants thought they could match the top performers from Week 1; -3 = definitely 

could not, +3 = definitely could). Finally, participants were debriefed on the false feedback that 

they received using both process and outcome debriefing (Ross et al., 1975). Analyses and 

methods were pre-registered and all materials and data for Study 2 can be found online.  
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6.2. Results and Discussion 

 Given the questions left open by Study 1, Study 2 was designed to isolate the effects of 

Distance by providing randomly assigned normative feedback. Moreover, Study 2 offered the 

chance to test the generalizability of the findings from Study 1 in an entirely new domain. 

Finally, most importantly, Study 2 enabled us to test for a psychological mechanism via survey 

measures that were administered in Study 2 but were not feasible to ask of participants in Study 

1. We predicted that, compared to telling participants that they were close to the top-performers, 

telling participants that they were far from the top-performers would result in worse subsequent 

performance, as measured by the number of steps taken in the following week, mediated by their 

lowered perceived ability to match the Target group.  

As anticipated, telling participants that they were relatively far from the benchmark 

resulted in substantially fewer steps the following week—an average of nearly 1,500 steps 

fewer—compared to those who were told they were relatively close. Analysis reveals that this 

total effect of condition, controlling for prior step-count, was considerable ( = -1497.14, t = -

1.95, p = 0.052).4 Our results further show that the relationship between Distance and subsequent 

performance was significantly mediated by perceived ability to match the Target group. As 

Figure 1-1 illustrates, the regression coefficient between Distance and perceived ability to match 

the reference group was statistically significant ( = -0.79, t =-5.09, p < 0.001), as was the 

regression coefficient relating perceived ability to match the reference group and subsequent 

 
4 Not having technical issues in our pre-test, we did not pre-register that analyses would exclude participants whose 
pedometer app reported them having taken 0 steps in Week 1 or Week 2, presumably the result of a technical glitch. 
Removing all participants whose data reported 0 steps in either wave, as well as one participant whose data reported 
only having taken 15 steps all week, left a sample with no one taking fewer than 100 steps in the week. Estimating 
the effects after dropping these three participants yielded a similar, significant effect of condition on increased step-
count (β = 1514.91, t = -1.96, p = 0.050). 
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performance ( = 824.45, t = 3.37, p < 0.001). The estimate of the indirect effect was -652.98 

steps.  

 

We tested the significance of this indirect effect using bootstrapping procedures. Unstandardized 

indirect effects were computed for each of 10,000 bootstrapped samples, and the 95% confidence 

interval was estimated. The bootstrapped unstandardized indirect effect of -652.98 had a 95% 

confidence interval of [-1190.31, -235.62], thus the indirect effect through the perceived ability 

to match Target was statistically significant. The estimated average treatment effect suggests that 

the indirect effect of being relatively far from the benchmark via its negative impact on 

perceived ability to match the Target is associated with taking about 650 steps fewer the 

following week. Considering these results alongside the findings from Study 1, we conclude that 

receiving negative social comparison information reduces people’s sense of their ability to match 

the Target benchmark, which in turn reduces their post-feedback performance. This finding is 

consistent with the pattern reported by Rogers and Feller (2016), who found that students who 

observed the work of very high-performing peers felt that this level of achievement was not 

personally attainable and thus were more likely to perform worse in an online course.  

  

Fig. 1-1 



36 
 

7. Study 3: Three Experiments Testing the Independent Effects of Valence 

As discussed in Section 2.3, it is an open question how the Valence of feedback might 

affect performance. On the one hand, our provisional decomposition results of Study 1, in line 

with others (e.g., Tybout & Yalch, 1980), showed that positively valenced feedback engenders 

higher subsequent performance than negatively valenced feedback. On the other hand, however, 

past research (e.g., Schultz et al., 2007) has shown that negatively valenced feedback can cause 

performance improvement and, at least in the absence of an injunctive norm, positively valenced 

feedback can cause performance reductions. Relatedly, Berger and Pope (2011) find that 

basketball teams who are losing by one point at halftime are more likely to win than the team 

who is ahead. Together, the experiments in Study 3 sought to determine the impact of the 

Valence of normative feedback while holding constant the effects of Distance and Target. 

Moreover, we sought to investigate this phenomenon in additional domains of task performance. 

Our goal for Study 3a was to investigate how Valence impacts motivation toward future 

performance in a word-search task. Then, in a design similar to Study 2, in Study 3b we tested an 

indirect effect of Valence on step-count through the measures of motivation used in Study 3a. 

Finally, in Study 3c we tested how receiving negatively valenced feedback on a typing test 

impacts performance compared to receiving positively valenced feedback. Analyses and methods 

were all pre-registered, and all materials can be found online.  

7.1 Study 3a: Word Search and the Motivational Impact of Valence 

 After receiving normative feedback, people make meaning of this feedback in ways that 

affect their future performance. We were interested in determining whether negatively valenced 

feedback (compared to positively valenced feedback) is dispiriting, causing people to feel 

demotivated and demoralized, or if it is instead encouraging, inspiring feelings of motivation to 
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strive to match the Target. Thus, in Study 3a we randomly assigned positively or negatively 

valenced feedback, holding Distance and Target constant, and measured participants’ reactions 

to the feedback and plans for subsequent effort toward a similar task.  

7.1.1. Study 3a Methods 

In Study 3a, we recruited a sample of 436 participants from Amazon’s Mechanical Turk 

platform who passed our attention checks. After excluding participants based on our pre-

registered exclusion criteria—those who failed a manipulation check asking them to recall the 

Valence of their feedback and those who reported not believing the feedback in an open-response 

question—we were left with 305 participants (Mage = 38.8, SDage = 12.2, 50% female). There 

was no significant differential attrition by condition for failure on the Valence manipulation 

check (χ2 (1, 436) = 0.659, p = 0.417) nor for failure on the open-response mentions of false 

feedback (χ2 (1, 436) = 0.108, p = 0.742). After an initial attention screener, participants were 

informed that they would participate in two rounds of a word-search task in which their job was 

to find as many words as possible in a 20 x 30 array of letters. They were informed that they 

would receive peer-comparison feedback in between rounds, and then they began the Round 1 

word-search task lasting three minutes. At the end of Round 1, participants were (truthfully) told 

the number of words they found and were randomly assigned to be informed that they performed 

either 59% better or 59% worse than the average of the top 20 participants who had previously 

completed the word-search task. 

After receiving this feedback, participants were asked a series of three questions designed 

to understand how the feedback impacted their motivation going into Round 2. Participants were 

asked, in a random order, how discouraged or encouraged they felt about their word-search 

abilities (-4 = Extremely discouraged, +4 = Extremely encouraged), how motivated or 
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demotivated they were feeling going into Round 2 (-4 = Extremely demotivated, +4 = Extremely 

motivated), and how well they expected to do in Round 2 (1 = Terrible, 5 = Excellent). This final 

question was rescaled in our analysis to match the range of the other two measures.  

Per our pre-registration plan, Cronbach’s alpha was calculated for the three questions that 

participants were asked after receiving the (false) feedback. This test showed an acceptable 

reliability of the three items (α = 0.85), with no improvements to reliability resulting from 

excluding any of the measures. Thus, an index of motivation was constructed by averaging the 

scores on the three items for each participant, forming the key dependent measure of interest in 

Study 3a.  

7.1.2. Study 3a Results and Discussion 

 The central purpose of Study 3a was to explore how the Valence of feedback impacted 

participants’ motivation going into the next round of the task. We wanted to test whether 

negative feedback was discouraging or encouraging of planned effort for subsequent 

performance. Of course, planned effort is a noisy measure of actual effort expended in later 

rounds, and performance on this task is itself only partially related to pure effort (i.e., simply 

trying harder may not be enough to actually find more words in a word-search task just as 

wanting to conserve more energy may not actually result in greater conservation). Nonetheless, 

how feelings, motivation, and planned effort shift in response to positive versus negative 

feedback is an important first insight to understanding the effects of Valence.  

On a 9-point motivation scale centered at zero, the average score for participants who 

were told that they performed better than the Target was 1.83 (SDpositive=1.14). However, as 

predicted, telling participants that they performed worse than the Target resulted in significantly 

lower motivation (Mneg=-0.46, SDneg=1.53;  = -2.29, t = -14.81, p<.001). Because this feedback 
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was randomly assigned, we take this as evidence that receiving negative social comparison 

information—at least when comparing a Distance of 59% ahead of or behind a Target of top 

performers—reduces people’s sense of their abilities and motivation to perform well in later 

rounds. Of note, we do not find evidence that the impact of negatively valenced feedback varies 

systematically with absolute performance during Round 1 (interaction = -0.12, t = -0.39, p=0.700). 

Thus, it seems, ceteris paribus, that positively valenced feedback leads to higher motivation 

compared to negatively valenced feedback. 

7.2 Study 3b: Daily Step Count and the Effect of Valence 

 Study 3a demonstrated that positively valenced feedback engenders greater motivation 

compared to negatively valenced feedback. In Study 3b we wanted to see whether this 

motivating effect of positive Valence would in turn result in more improved performance 

compared to negatively valenced feedback. To study this, we replicated the crucial elements of 

Study 2’s design using a pedometer smartphone application, this time testing the independent 

effect of Valence.  

7.2.1. Study 3b Methods 

 Study 3b was a replication of Study 2 with a few critical changes. First, each wave of 

observation lasted only one day rather than six. Second, the feedback that was randomly assigned 

to participants between Wave 1 and Wave 2 manipulated the Valence of the normative 

comparison, not the Distance. After uploading their Wave 1 data, participants were told that they 

performed either 39% better or 39% worse than the highest performers participating in the study. 

The top-performing group was once again defined as the top 20% of participants, but this time 

we did not indicate that participants were only being compared to members of their age and 

gender bracket.  
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 In Study 3b, based on the assumption that attrition rates and the effect size would be 

similar to those observed in Study 2, we sought to recruit a sample of 1500 participants to the 

initial screener with a goal of a final sample of about 800 participants. Unfortunately, we were 

only able to recruit 1069 participants to the initial screener. Of them, only 195 qualified to 

participate in the study based on possessing either an iPhone or Android-based smartphone, 

willingness to download the pedometer app and share data with us, self-report of having minimal 

to no physical limitations on their ability to walk, and passing our attention checks. Of them, 72 

participants (37%, similar to Study 2) did not log in for the part 2 data upload and experimental 

manipulation of feedback. Of the 123 participants who uploaded their data and received feedback 

at this mid-point (the experimental manipulation), only two did not log in two days later for the 

final data upload. In the end, we had a final sample of 121 participants (Mage = 36.1, SDage = 

10.6, 41% female) of Amazon Mechanical Turk workers. Of them, 61 participants were 

randomly assigned to receive negatively valenced feedback and the other 60 participants 

received positively valenced feedback.  

There were two critical measures of interest in Study 3b. First, we measured Wave 2 

step-count after receiving the randomly assigned Valence feedback. Second, we constructed a 

“Wave 2 Motivation” index similar to the dependent measure used in Study 3a. We wanted to 

see if this Wave 2 Motivation index mediated the effect of feedback Valence on Wave 2 step-

count.  

7.2.2. Study 3b Results and Discussion 

Our results show, as predicted, a significant indirect effect of Valence on subsequent 

step-count through the Wave 2 Motivation index. Receiving positive feedback significantly 

increased Wave 2 motivation (i.e., the a-path) compared to negative feedback (Mnegative=-0.35, 
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Mpositive=2.57;  = 2.92, t = 7. 24, p<.001). The association between motivation and Wave 2 step-

count while controlling for Wave 1 step-count (i.e., the b-path) was nearly statistically significant 

( = 205.4, t = 1.97, p=0.051). Together, the estimated indirect effect was 584.22 steps. We 

tested the significance of this indirect effect again using 10,000 bootstrapped samples to compute 

the 95% confidence interval. The bootstrapped indirect effect had a 95% confidence interval of 

[47.66, 1156.74], thus the effect of feedback Valence on subsequent step-count was significantly 

mediated by the Wave 2 Motivation index. In sum, we find evidence consistent with the 

hypothesis that, compared to negatively valenced feedback, positively valenced feedback 

encourages motivation and results in improved performance. 

We note that we did not observe a statistically significant total (unmediated) effect on 

step-count the day after receiving feedback. The average number of steps during the one-day 

observation period increased from Wave 1 to Wave 2 for both groups, with those receiving 

positively valenced feedback (Mgrowth = 426.3, SDgrowth = 2839.2) improving by over three times 

as many steps as those receiving negatively valenced feedback (Mgrowth = 122.3, SDgrowth = 

2472.3). Nonetheless, this difference of more than 300 steps did not approach statistical 

significance ( = 382.7, t = 0.82, p=0.41), perhaps due to the drastically smaller-than-anticipated 

sample size and extremely large standard errors that resulted.  

7.3 Study 3c: Feedback Valence and Typing Speed 

 The goal of Study 3c was to weave together our findings from Study 3a and Study 3b to 

establish an effect of feedback Valence on subsequent performance. To do this, we moved into 

the domain of typing performance, one that is largely though not wholly influenced by effort. 

That is, while some amount of typing performance is determined by skill and practice, some 

degree of typing performance can be explained simply in terms of in-the-moment effort and care. 
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Moreover, there is an implicit injunctive social norm of “more is better.” For this reason, we 

tested the effect of randomly assigned Valence of normative feedback on typing performance. 

Further, to test the generalizability of the effect of Valence, in Study 3c we randomly assigned 

positively or negatively valenced feedback compared to a Target of average performers (unlike 

Studies 2, 3a, and 3b, in which we used a Target of top performers). 

7.3.1. Study 3c Methods 

In Study 3c, we recruited a sample of 597 participants from Prolific who passed our 

attention checks (Mage = 34.5, SDage = 12.3, 46% female). As pre-registered, we also conducted 

all analyses described below after excluding participants who indicated that they did not believe 

that the feedback they received between Round 1 and Round 2 was an accurate report of their 

performance compared to others. This left a sample of 439 participants (Mage = 33.9, SDage = 

12.0, 46% female). It is noteworthy that, unlike in other studies, there were different rates of 

disbelieving the veracity of the feedback between conditions with this study design (χ2 (1, 597) = 

19.661, p <.001).  

Study 3c took place in three critical phases. In part 1, after an introduction, participants 

were informed that they would have 30 seconds to transcribe as much of a block of text as they 

could. Participants were told to move as quickly as possible but informed that they would be 

judged based only on the number of correctly typed words, so performance was measured as 

accurate typing. Then in part 2, after the first typing test, participants were informed of their 

(true) number of words typed in Round 1, and were randomly assigned to be told that they had 

performed either 39% better or 39% worse than the average participants in the study. They were 

then told, “Remember to type quickly, but your words only count if there are no typos.” Finally, 

in part 3, participants had six minutes to type as much as they could as accurately as they could. 
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We made Round 2 considerably longer than Round 1 because we speculated that any differences 

in motivation caused by the Valence of feedback would be amplified if participants were given a 

longer time in Round 2.  

Our critical dependent measures of interest were captured in Round 2: accuracy and total 

wordcount. First, we counted the total number of words typed during Round 2 of the typing test. 

Then, we used these words that participants typed to construct a measure of typing performance: 

how accurately participants transcribed the text. We wanted to see if those who were given 

positively valenced feedback would be more accurate in the text that they transcribed than those 

who were given negatively valenced feedback. To measure this, we calculated a similarity score 

using the Optimal String Alignment (“OSA”) method, a method similar to the Damerau-

Levenshtein Distance calculation. The OSA compares the text that was inputted with the part of 

the original text that was transcribed, allowing for transposition of adjacent characters. These 

scores, based on the number of changes that would be required to make the inputted text match 

the original, represent the similarity of the inputted text to the original. OSA scores range from 0 

to 1, where a score of 1 means that the inputted text perfectly matches the original text. We chose 

to measure these two dimensions of speed and accuracy separately in order to both have a finer 

resolution for detecting differences on each individual dimension, and also to separately capture 

the effects for these two dimensions on which participants could trade off.  

7.3.2. Study 3c Results and Discussion 

In Study 3c, we were interested in the effect of feedback Valence on typing test 

performance. First, we find no significant effect when using the full sample of participants. 

Including those who rejected the veracity of our feedback—a full 26% of participants—was 
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enough to eliminate any effect of condition.5 Turning toward the pre-registered analysis of those 

participants who did not report disbelieving the accuracy of the feedback, we find the predicted 

positive effect of positively valenced feedback. In the typing test, positively valenced feedback 

caused an improvement in typing performance during Round 2 ( = 0.018, t = 2.20, p<.05). This 

relationship is similar even when controlling for Round 1 performance ( = 0.015, t = 2.14, 

p<.05).  

In addition to examining the effect of positively or negatively valenced feedback on 

typing performance, we also examined whether valence of feedback had an impact on the total 

number of words that participants typed. As with typing performance, the number of total words 

typed during Round 2 increased from receiving positively valenced feedback ( = 29.8, t = 

10.01, p<.004). However, this relationship was no longer statistically significant once controlling 

for the number of words typed during Round 1.6  

  

 
5 As one might expect, participants who did not believe our feedback were less impacted by it. For those receiving 
negative feedback, participants who did not believe the negative feedback were more motivated and performed 
better than those who did believe the negative feedback (Motivation: Mbelieved=0.8 vs. Mdisbelieved=1.1; Performance: 
Mbelieved=0.95 vs. Mdisbelieved=0.97; Wordcount: Mbelieved=237 vs. Mdisbelieved=312). The opposite pattern held for those 
who received positive feedback and did not believe it: Participants who did not believe the positive feedback were 
less motivated and performed worse than those who did believe the positive feedback (Motivation: Mbelieved= 1.8 vs. 
Mdisbelieved=1.1; Performance: Mbelieved=0.97 vs. Mdisbelieved=0.95; Wordcount: Mbelieved=267 vs. Mdisbelieved=247). 
6 Perhaps explaining this, a model predicting Round 2 wordcount just from Round 1 wordcount alone shows that 
73% of variation in Round 2 wordcount can be explained simply from Round 1 wordcount (β = 9.87, t = 34.4, 
p<.001). However, this relationship is much weaker for overall typing performance, with Round 1 accuracy 
explaining just 10% of variation in Round 2 accuracy (β = 0.45, t = 7.15, p<.001).  We did not anticipate Round 1 
wordcount impacting Round 2 wordcount so much. In an analysis that was not pre-registered, we calculated a 
different dependent measure by subtracting Round 1 wordcount from Round 2 wordcount. This “difference score” 
effectively takes Round 1 performance into account while constraining the amount of variation it is able to explain 
in the model. On this specification, Valence is once again statistically significant, with positively valenced feedback 
leading to more improvement (β = 27.21, t = 2.91, p<.004). 
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Table 1-5a. Study 3c Results: Accuracy 

 Dependent variable: 

 Round 2 Accuracy 

positive valence 0.018* 0.015* 
 (0.008) (0.007) 

r1 accuracy  0.457*** 
  (0.063) 

intercept 0.950*** 0.521*** 
 (0.006) (0.060) 

Observations 439 435 

R2 0.011 0.115 

Adjusted R2 0.009 0.111 

F Statistic 
4.829*  

(df = 1; 437) 
28.062***  

(df = 2; 432) 

Note: *p<0.05  **p<0.01  ***p<0.001 
 The 'positive valence' condition variable is dummy-coded 

 

Table 1-5b. Study 3c Results: Wordcount 
 

 Dependent variable: 
  
 Round 2 Wordcount Growth Score 

 

positive valence 29.803** 4.297  27.210** 
 (10.077) (5.339)  (9.345) 
     

r1 wordcount  9.836*** 9.869***  

  (0.290) (0.287)  
     

intercept 237.144*** 17.908* 19.527** 214.856*** 
 (7.528) (7.571) (7.296) (6.981) 
     

 

Observations 439 439 439 439 

R2 0.020 0.731 0.730 0.019 

Adjusted R2 0.017 0.730 0.730 0.017 

F Statistic 
8.747**  

(df = 1; 437) 
591.848***  

(df = 2; 436) 
1,184.003***  
(df = 1; 437) 

8.478**  
(df = 1; 437) 

 

Note: *p<0.05  **p<0.01  ***p<0.001 
 The 'positive valence' condition variable is dummy-coded 
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These results, when joined with Study 3a, Study 3b, and the decomposition analyses of Study 1, 

demonstrate the independent effect of the Valence of normative comparisons. While normative 

comparison feedback may in aggregate improve performance, we show that this effect is not 

uniform across those receiving favorable versus unfavorable comparisons.  

8. General Discussion 

Taken together, the results of Studies 1 - 3 begin to paint a picture of the independent 

contribution of Target, Distance, and Valence in explaining people’s response to normative 

feedback. Overall, we find in Study 1 that receiving peer comparison feedback resulted in 

decreases in household energy consumption (-2%). However, while our Average Reference 

Group treatment resulted in large energy consumption decreases (-6%), our Efficient Reference 

Group treatment resulted in energy consumption increases (+4%). As a first step to investigating 

why this might be the case, we found that receiving more negatively valenced feedback was 

associated with an increase in consumption (+15%), while receiving more positively valenced 

feedback was associated with decreased consumption (-22%). However, we found that the effect 

of different Targets depended on household-specific characteristics. Moreover, decomposition 

analyses showed that the Distance was correlated with the size of the response. Then, using 

randomized (false) feedback to establish the independent effect of Distance, in Study 2 we found 

that being further from a benchmark decreases subsequent performance through a lowered belief 

in ability to match that Target. Finally, in Studies 3a-c, using randomized feedback to identify 

the independent effect of feedback Valence, we find that negatively valenced feedback lowers 

motivation and subsequent effort, which in turn is associated with worse subsequent 

performance. Our chief purpose in this project was to establish these three dimensions as critical 
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elements of peer comparison feedback. 

8.1. Target, Distance, and Valence: The Three Elements of Peer Comparison Feedback 

When considering the effects of peer comparison feedback, it is important to account for 

how the individuals receiving the feedback perform relative to the reference group. In the current 

investigation, we find that peer comparison feedback is not uniformly helpful but depends on the 

specific Target, Distance, and Valence for each feedback recipient. Moreover, we find that 

individual demographic and attitudinal factors—in this case, whether a person has children or 

strong pro-environmental beliefs—may moderate the effect of Target. This suggests that 

whenever choice architects intent on providing normative feedback have the option to select a 

reference group, they should do so carefully. In choosing a reference group, the choice architect 

is also choosing to selectively motivate some and demotivate others based on the proportion of 

people who will receive negatively valenced feedback and how far from the Target people will 

be on average. 

8.2. Future Directions 

Having the framework of three separate dimensions of Target, Distance, and Valence 

allows for a deeper, more nuanced future study of normative feedback. Using these independent 

elements of peer comparison, we now turn toward insights and questions raised from our 

investigation to motivate future research.  

One avenue for further exploration relates to how different labels for a given reference 

group (i.e., Target) can influence behavior. Whereas Meeker and colleagues (2016) find an 

overall positive effect on lowering inappropriate antibiotic prescribing rates by comparing 

doctors against “top-performers,” we find an overall negative impact of comparing neighbors 

against their “most efficient” peers. One factor that could be driving this divergent pattern of 
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results is a different attitude toward the labels themselves among the different populations. For 

instance, how doctors feel about being compared to top performers may differ from how 

homeowners feel about being compared to their most efficient neighbors.  

Additionally, when people have an internal reference point (Bell & Bucklin, 1999) of the 

level of performance that is judged to be acceptable (e.g., walking 10,000 steps or consuming 

2,000 calories per day as a meaningful benchmark), this may moderate the effect of normative 

feedback. When performance standards are more uncertain or harder to evaluate, people may 

look to peers’ performance more when evaluating personal performance. Additionally, it is 

possible that there are individual differences (e.g., growth mindset) that may explain why some 

people respond positively to positive feedback and others are more motivated by negative 

feedback. 

Further, more work is needed to identify differences and similarities in the effects of 

Target, Distance, and Valence of single-shot versus repeated normative messaging, as well as the 

effect of varying frequency of messages. For instance, consider someone who receives 

negatively valenced feedback after Wave 1 who then, in response, increases effort. Whether that 

person receives no more feedback, negative feedback, or positive feedback after Wave 2 would 

likely have a sizeable impact on continued motivation, effort, and performance. This sort of 

experimentation and learning from feedback often, though not always, occurs when people 

receive normative comparisons. Moreover, if feedback is repeated, the frequency and timing of 

feedback could exert substantial influence on performance and whether an identity as a top- or 

low-performer begins to set in. Someone who constantly receives similar feedback may quickly 

develop a stable identity as an under- or top-performer, leading to long-run behavior change. If, 

however, frequent feedback typically vacillates between positively and negatively valenced 



49 
 

messaging, this could have an overall backfiring effect if it undermines a person’s feelings of 

self-efficacy and control (Major et al., 1991). 

Last, future work should consider a fully crossed design of randomized Target, Distance, 

and Valence social comparisons in order to explore the possibility of various two- or three-way 

interactions. We expect that the three independent effects of Target, Distance, and Valence do in 

fact interact to shape people’s responses. It is conceivable that the effect that Valence has on 

Distance may change if people are compared to an average versus a top-performing Target. 

Perhaps, for instance, being a small distance behind a top-performing target is more motivating 

than being a medium distance ahead of a low-performing target. It is important, therefore, to 

separate and interact all three of these dimensions independently in a controlled way, accounting 

for the moderators discussed throughout. If Target, Distance, and Valence all interact in their 

combined effect on people, disentangling these forces may help to explain sometimes differing 

results observed in the literature (e.g., Meeker et al., 2016 versus Schultz et al., 2007). 

9. Conclusion 

Any time a teacher posts the results of a class test or a manager posts a quarterly 

performance report, they are giving people the chance to compare their performance against 

others. This feedback can cause sizeable changes in subsequent behavior depending on who the 

Target group is, how far one is from that benchmark, and whether one overperformed or 

underperformed against that benchmark. Moreover, each of these factors can have a very 

different effect on motivation and performance depending on a host of other moderating 

variables. Choosing to compare people against some normative benchmark necessarily means 

choosing a Target, Distance, and Valence of feedback. The would-be choice architect must 

therefore make these decisions wisely. Absent careful thinking, social comparison feedback can 
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backfire significantly. Thus, choice architects might instead consider implementing individually 

tailored social comparisons whereby different people, depending on what they care about and 

what their baseline performance is, are compared against different benchmarks. Harnessed 

wisely, normative feedback can improve health, wellbeing, performance, and behavior toward 

the common good. 
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Appendix 
 
Fig. A1-1. Messages shown to participants in the treatment conditions. 
A 

 
B 

 
Figure A1-1. (A) Example weekly email that a participant in the Efficient Reference Group 
treatment might have received. (B) Example dashboard that a participant in the Average 
Reference Group treatment might have seen on the website. 
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Table A1-1. Per capita residential energy consumption 

Region 
2010 Population 
(in thousands) 

Annualized kWh kWh per capita 

United States* 308,746 3,749,985 x 106 12,146 
California* 37,254 250,384 x 106 6,721 
LADWP* 1400 8017.65 x 106 5,726 

Graduate Housing 0.518 2910.782 5,619 
*Source: California Energy Commission data, 2010 
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Table A1-2. Emails opened 
 (1) (2) 
VARIABLES Controlling for whether saw 

email/dashboard 
Excluding households that 
didn’t see email/dashboard 

   
Post treatment*Average -0.0070*** -0.0035*** 
 (0.0008) (0.0008) 
Post treatment*Efficient 0.0046*** 0.0049*** 
 (0.0008) (0.0008) 
Post treatment -0.0097*** -0.0095*** 
 (0.0013) (0.0013) 
Average reference group 0.0466*** -0.0027*** 
 (0.0011) (0.0007) 
Efficient reference group 0.0410*** -0.0020*** 
 (0.0011) (0.0007) 
Saw dashboard/email -0.0452***  
 (0.0009)  
Children 0.0014*** 0.0011*** 
 (0.0002) (0.0002) 
Square feet 0.0001*** 0.0001*** 
 (0.0000) (0.0000) 
Floor 0.0089*** 0.0081*** 
 (0.0002) (0.0002) 
Environmental org member -0.0138*** -0.0143*** 
 (0.0005) (0.0005) 
Constant -0.0086*** -0.0112*** 
 (0.0019) (0.0019) 
   
Observations 1,297,780 1,247,964 
Number of households 101 96 

Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A1-3. Robustness checks for distance and valence 
effects 

 (1) (2) 
VARIABLES Hourly kWh Hourly kWh 
   
Favorable valence -0.0009***  
 (0.0002)  
Unfavorable valence 0.0005**  
 (0.0002)  
Favorable distance  -0.0012* 
  (0.0005) 
Unfavorable distance  0.0011*** 
  (0.0001) 
Post treatment -0.1845*** -0.1839*** 
 (0.0298) (0.0293) 
Avg reference group -0.1122 -0.0711 
 (0.0577) (0.0566) 
Efficient reference 
group 

0.0607 0.0864 

 (0.0611) (0.0603) 
Children -0.1726*** -0.1872*** 
 (0.0319) (0.0321) 
Square feet 0.0037*** 0.0039*** 
 (0.0003) (0.0003) 
Floor 0.1250*** 0.1326*** 
 (0.0325) (0.0324) 
Env org member -0.1586 -0.1989 
 (.01021) (0.1031) 
Constant -2.9900*** -3.1570*** 
 (0.2761) (0.2775) 
   
Observations 286,276 286,276 
Number of households 97 97 

Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
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Table A1-4. Impact of environmental factors 
 (1) (2) (3) (4) (5) (6) 
VARIABLES Hot 

weather  
Cold 

weather 
Daytime Nighttime Weekdays Weekends 

       
Post treat*Avg -0.0009 -0.0091*** -

0.0145*** 
-0.0002 -

0.0063*** 
-

0.0092*** 
 (0.0020) (0.0012) (0.0012) (0.0010) (0.0009) (0.0016) 
Post treat*Eff 0.0164*** 0.0006 0.0080*** -0.0008 0.0040*** 0.0031** 
 (0.0020) (0.0012) (0.0010) (0.0010) (0.0008) (0.0015) 
Post treat -0.0081** -0.0052*** -

0.0080*** 
-

0.0110*** 
-

0.0087*** 
-

0.0159*** 
 (0.0040) (0.0014) (0.0017) (0.0016) (0.0013) (0.0019) 
Avg ref group 0.0018* 0.0052*** 0.0140*** -

0.0042*** 
0.0038*** 0.0060*** 

 (0.0010) (0.0012) (0.0010) (0.0008) (0.0008) (0.0014) 
Eff ref group -0.0017 -0.0024** -

0.0055*** 
0.0012 -

0.0020*** 
0.0006 

 (0.0011) (0.0011) (0.0009) (0.0009) (0.0008) (0.0013) 
Children -0.0020*** 0.0020*** -0.0000 -0.0005** 0.0001 0.0008** 
 (0.0005) (0.0002) (0.0003) (0.0002) (0.0002) (0.0004) 
Square feet 0.0002*** 0.0001*** 0.0001*** 0.0001*** 0.0001*** 0.0001*** 
 (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) 
Floor 0.0173*** 0.0074*** 0.0090*** 0.0103*** 0.0089*** 0.0104*** 
 (0.0005) (0.0002) (0.0003) (0.0002) (0.0002) (0.0004) 
Env org member -0.0087*** -0.0164*** -

0.0181*** 
-

0.0112*** 
-

0.0150*** 
-

0.0126*** 
 (0.0015) (0.0005) (0.0006) (0.0008) (0.0006) (0.0011) 
Constant -0.1077*** 0.0141*** -

0.0110*** 
-

0.0064*** 
-

0.0116*** 
-

0.0170*** 
 (0.0052) (0.0019) (0.0026) (0.0024) (0.0020) (0.0033) 
       
Observations 336,121 913,605 648,914 648,866 918,415 379,365 
Number of 
households 

99 101 101 99 100 100 

Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 

Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in 
day. 
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Table A1-5. Effects across time 

  (1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) 

Var 1 wk 2 wks 3 wks  4 wks  5 wks 6 wks 7 wks 8 wks 9 wks 10 wks 11 wks 12 wks 

                          

Post treat*Avg 0.0033 
-

0.0038** 

-
0.0058**

* 

-
0.0071**

* 

-
0.0067**

* 

-
0.0079**

* 

-
0.0092**

* 

-
0.0108**

* 

-
0.0110**

* 

-
0.0109**

* 

-
0.0093**

* 

-
0.0093**

* 

 (0.0025) (0.0018) (0.0015) (0.0014) (0.0012) (0.0012) (0.0011) (0.0011) (0.0010) (0.0010) (0.0010) (0.0010) 

Post treat*Eff 
0.0072**

* 
0.0090**

* 
0.0082**

* 
0.0075**

* 
0.0074**

* 
0.0064**

* 
0.0044**

* 0.0026** 0.0016 0.0015 0.0020** 0.0020** 

 (0.0023) (0.0017) (0.0015) (0.0013) (0.0012) (0.0011) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) (0.0010) 

Post treat 

-
0.0088**

* 

-
0.0093**

* 

-
0.0088**

* 

-
0.0089**

* 

-
0.0091**

* 

-
0.0086**

* 

-
0.0085**

* 

-
0.0075**

* 

-
0.0074**

* 

-
0.0073**

* 

-
0.0085**

* 

-
0.0088**

* 

 (0.0018) (0.0016) (0.0015) (0.0014) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0013) (0.0012) 

Avg ref group 
0.0059**

* 
0.0064**

* 
0.0068**

* 
0.0071**

* 
0.0071**

* 
0.0075**

* 
0.0069**

* 
0.0066**

* 
0.0054**

* 
0.0049**

* 
0.0036**

* 
0.0038**

* 

 (0.0009) (0.0009) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Eff ref grp 

-
0.0043**

* 

-
0.0036**

* 

-
0.0033**

* 

-
0.0036**

* 

-
0.0034**

* 

-
0.0023**

* 
-

0.0018** 
-

0.0019** 

-
0.0032**

* 

-
0.0028**

* 

-
0.0035**

* 

-
0.0036**

* 

 (0.0009) (0.0009) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Children 
0.0034**

* 
0.0022**

* 0.0008** 0.0006* -0.0003 

-
0.0010**

* 

-
0.0009**

* 
-

0.0006** 0.0007** 
0.0013**

* 
0.0015**

* 
0.0015**

* 

 (0.0005) (0.0004) (0.0004) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) 

Square feet 
0.0002**

* 
0.0002**

* 
0.0002**

* 
0.0002**

* 
0.0002**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 

 (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) 

Floor 
0.0186**

* 
0.0172**

* 
0.0162**

* 
0.0160**

* 
0.0152**

* 
0.0142**

* 
0.0141**

* 
0.0146**

* 
0.0153**

* 
0.0154**

* 
0.0155**

* 
0.0151**

* 

 (0.0004) (0.0004) (0.0004) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) (0.0003) 

Env org member 

-
0.0047**

* 

-
0.0099**

* 

-
0.0122**

* 

-
0.0135**

* 

-
0.0133**

* 

-
0.0135**

* 

-
0.0149**

* 

-
0.0164**

* 

-
0.0157**

* 

-
0.0158**

* 

-
0.0142**

* 

-
0.0143**

* 

 (0.0015) (0.0013) (0.0011) (0.0010) (0.0009) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Constant 

-
0.1204**

* 

-
0.0991**

* 

-
0.0899**

* 

-
0.0819**

* 

-
0.0723**

* 

-
0.0648**

* 

-
0.0576**

* 

-
0.0566**

* 

-
0.0526**

* 

-
0.0504**

* 

-
0.0466**

* 

-
0.0432**

* 

 (0.0036) (0.0031) (0.0029) (0.0027) (0.0026) (0.0024) (0.0023) (0.0023) (0.0023) (0.0022) (0.0022) (0.0022) 

             

Observations 404,304 447,220 490,566 535,451 578,854 622,130 666,563 708,237 744,778 755,349 773,620 806,223 
Number of 
households 95 97 97 98 99 100 100 100 100 100 100 100 

Dates 
10/30-
11/6 11/6-13 11/13-20 11/20-27 

11/27-
12/4 12/4-11 12/11-18 12/18-25 12/25-1/1 1/1-8 1/8-15 1/15-22 
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Effects across time cont’d 

  (13) (14) (15) (16) (17) (18) (19) (20) (21) (22) (23) (24) 

VARIABLES 13 wks 14 wks 15 wks 16 wks 17 wks 18 wks 19 wks 20 wks 21 wks 22 wks 23 wks 24 wks 

                          

Post treat*Avg 

-
0.0090**

* 

-
0.0090**

* 

-
0.0081**

* 

-
0.0086**

* 

-
0.0081**

* 

-
0.0080**

* 

-
0.0080**

* 

-
0.0079**

* 

-
0.0078**

* 

-
0.0080**

* 

-
0.0078**

* 

-
0.0075**

* 

 (0.0010) (0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0009) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Post treat*Eff 
0.0025**

* 
0.0027**

* 
0.0029**

* 
0.0025**

* 
0.0027**

* 
0.0030**

* 
0.0030**

* 
0.0032**

* 
0.0037**

* 
0.0038**

* 
0.0039**

* 
0.0039**

* 

 (0.0009) (0.0009) (0.0009) (0.0009) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) (0.0008) 

Post treat 

-
0.0088**

* 

-
0.0089**

* 

-
0.0097**

* 

-
0.0097**

* 

-
0.0099**

* 

-
0.0103**

* 

-
0.0133**

* 

-
0.0154**

* 

-
0.0170**

* 

-
0.0179**

* 

-
0.0187**

* 

-
0.0187**

* 

 (0.0012) (0.0012) (0.0012) (0.0012) (0.0012) (0.0012) (0.0009) (0.0008) (0.0007) (0.0007) (0.0006) (0.0006) 

Avg ref group 
0.0040**

* 
0.0040**

* 
0.0041**

* 
0.0044**

* 
0.0041**

* 
0.0041**

* 
0.0043**

* 
0.0045**

* 
0.0046**

* 
0.0046**

* 
0.0045**

* 
0.0045**

* 

 (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) 

Eff ref grp 

-
0.0033**

* 

-
0.0027**

* 

-
0.0022**

* 

-
0.0022**

* 

-
0.0021**

* 

-
0.0022**

* 

-
0.0020**

* 

-
0.0018**

* 
-

0.0017** 
-

0.0015** 
-

0.0014** -0.0013* 

 (0.0008) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) (0.0007) 

Children 
0.0014**

* 
0.0010**

* 
0.0015**

* 
0.0013**

* 
0.0015**

* 
0.0011**

* 
0.0010**

* 
0.0007**

* 
0.0006**

* 0.0005** 0.0003 0.0002 

 (0.0003) (0.0003) (0.0003) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) 

Square feet 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 
0.0001**

* 

 (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) (0.0000) 

Floor 
0.0143**

* 
0.0134**

* 
0.0127**

* 
0.0122**

* 
0.0116**

* 
0.0112**

* 
0.0107**

* 
0.0104**

* 
0.0101**

* 
0.0098**

* 
0.0096**

* 
0.0094**

* 

 (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) (0.0002) 

Env org member 

-
0.0145**

* 

-
0.0149**

* 

-
0.0144**

* 

-
0.0148**

* 

-
0.0150**

* 

-
0.0152**

* 

-
0.0155**

* 

-
0.0153**

* 

-
0.0154**

* 

-
0.0153**

* 

-
0.0153**

* 

-
0.0151**

* 

 (0.0007) (0.0007) (0.0007) (0.0007) (0.0006) (0.0006) (0.0006) (0.0006) (0.0005) (0.0005) (0.0005) (0.0005) 

Constant 

-
0.0395**

* 

-
0.0346**

* 

-
0.0276**

* 

-
0.0242**

* 

-
0.0216**

* 

-
0.0193**

* 

-
0.0142**

* 

-
0.0112**

* 

-
0.0087**

* 

-
0.0069**

* 

-
0.0049**

* 

-
0.0040**

* 

 (0.0021) (0.0020) (0.0020) (0.0019) (0.0019) (0.0019) (0.0017) (0.0016) (0.0015) (0.0014) (0.0014) (0.0014) 

             

Observations 844,317 886,570 928,053 969,412 
1,011,87

1 
1,054,15

6 
1,098,13

1 
1,141,44

4 
1,183,94

3 
1,225,60

0 
1,266,26

9 
1,297,78

0 
Number of 
households 100 100 100 100 100 100 101 101 101 101 101 101 

Dates 1/22-29 1/29-2/5 2/5-12 2/12-19 2/19-26 2/26-3/5 3/5-12 3/12-19 3/19-26 3/26-4/2 4/2-9 4/9-16 
Standard errors in parentheses 

*** p<0.01, ** p<0.05, * p<0.1 
Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in day. 
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Table A1-6. Regressions including variable coding for participation in previous year’s study 

  (1) (2) (3) (4) 

VARIABLES total_energy_15min total_energy_15min total_energy_15min total_energy_15min 

     

Post_Treatment_Ave_inFinHealth   0.0306***  

   (0.0011)  

Post_Treatment_Cons_inFinHealth   0.0089***  

   (0.0011)  

Post_Treatment_Ave_inFinHealthF    0.0121*** 

    (0.0010) 

Post_Treatment_Ave_inFinHealthH    0.0287*** 

    (0.0012) 

Post_Treatment_Cons_inFinHealthF    -0.0104*** 

    (0.0010) 

Post_Treatment_Cons_inFinHealthH    0.0043*** 

    (0.0009) 

Post_Treatment*Average -0.0091*** -0.0063*** -0.0318*** -0.0126*** 

 (0.0008) (0.0008) (0.0012) (0.0008) 

Post_Treatment*Efficient 0.0025*** 0.0044*** -0.0058*** 0.0053*** 

 (0.0008) (0.0007) (0.0012) (0.0008) 

Post_treatment -0.0090*** -0.0104*** -0.0086*** -0.0101*** 

 (0.0013) (0.0013) (0.0013) (0.0013) 

Average reference group 0.0022*** -0.0060*** -0.0003 -0.0081*** 

 (0.0007) (0.0007) (0.0007) (0.0008) 

Efficient reference group -0.0034*** -0.0119*** -0.0058*** -0.0134*** 

 (0.0007) (0.0007) (0.0007) (0.0007) 

inFinHealth -0.0121***  -0.0279***  

 (0.0005)  (0.0009)  

inFinHealthFin  -0.0159***  -0.0181*** 

  (0.0004)  (0.0006) 

inFinHealthHealth  -0.0159***  -0.0212*** 

  (0.0004)  (0.0006) 

Children -0.0000 -0.0005** 0.0007*** -0.0008*** 

 (0.0002) (0.0002) (0.0002) (0.0002) 

SquFt 0.0001*** 0.0001*** 0.0001*** 0.0001*** 

 (0.0000) (0.0000) (0.0000) (0.0000) 

Floor 0.0084*** 0.0096*** 0.0085*** 0.0095*** 

 (0.0002) (0.0002) (0.0002) (0.0002) 

Env org member -0.0178*** -0.0163*** -0.0177*** -0.0153*** 

 (0.0005) (0.0005) (0.0005) (0.0005) 

 (0.0004) (0.0004) (0.0004) (0.0004) 

Constant 0.0110*** 0.0157*** 0.0315*** 0.0148*** 

 (0.0021) (0.0020) (0.0022) (0.0020) 

Observations 1,297,780 1,297,780 1,297,780 1,297,780 

Number of l_id 101 101 101 101 
Standard errors in parentheses 
*** p<0.01, ** p<0.05, * p<0.1 
Not reported: Controls for temperature, daylight savings, day of week, week in study, hour in day. 
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N1. Generalizability of the Sample 
In terms of generalizability, our sample consists of Los Angeles Department of Water and 

Power (LADWP) customers who pay their electricity bills and who are generally representative 
of California multi-family renter populations, both in terms of the housing characteristics and 
many common demographic categories (per capita electricity usage, age, income, household 
composition, etc.), but with higher education levels. Table A1-1 in Appendix presents a 
comparison of the per capita electricity consumption of our sample. We show that our sample is 
representative of a general LADWP electric utility consumer, slightly below the general 
California consumer, and below the national average due to the milder climate in California. The 
multi-unit housing characteristic of our sample is also generally representative of a broader 
population. For example, 42.1% of housing units in Los Angeles County and 30.9% of housing 
units in California are multi-unit structures, making the multi-unit setting a meaningful one to 
study (U.S. Census Bureau, 2014). More generally, we note that there are 28.1 million multi-
family housing units in the United States (Residential Energy Consumption Survey 2013, 2009 
data) and 24.3 million of these housing units are renter occupied. These multi-family renter 
populations do represent a large addressable population. We also note that 90% of all multi-
family housing units in the United States are 1, 2 and 3 bedroom units (RECS 2009), with the 
most common type being 2-bedrooms (there are 12.7 million 2-bedroom units in the United 
States). According to the American Community Survey, the plurality of households (30.3%) has 
2 bedrooms, the mode in our sample as well. Renters occupy 52.7% of American households 
(American Community Survey Office, 2013). In those rented households, the average number of 
occupants was 2.84 people, which falls very close to the average occupancy of 2.42 people in our 
sample. In our sample, all multi-family apartments are 1,2 and 3 bedroom units, with 2-bedrooms 
being the most common type (N=84 households, 85% of all units in the study). In terms of 
sample demographics, the median age in our sample of participants (heads of household) is 31 
(ranges from 22 to 47) and slightly lower to the median age in California (35.2), and in the U.S. 
(37.2) (U.S. Census 2010). We note that persons aged 18 to 44, of which our sample participants 
are representative of, make up 38.7% of the entire population in California (14.4M people), and 
36.5% of the U.S. population (112.8M people) based on Census data. In terms of educational 
attainment status, our participants at University Village are more highly educated than the 
general U.S. population, having all received a bachelor’s degree or higher. We note however, 
that this is still a population of interest. Persons with a bachelor’s degree or higher (age 25+) 
represent 29.5% of the population in Los Angeles county and 30.5% of the population in 
California and 31.7% of the population in the U.S. as a whole (U.S. Census 2010). 
 
N2. Robustness Tests 

First, in randomized trials, intention to treat often differs from actual treatment. That is to 
say, some participants might not receive the treatment. In our experiment, we were able to 
observe whether our participants were actually treated by accessing information on how often 
they opened the email messages and visited the dashboard. We sent out 24 emails (1 per week) to 
each participant. On average, these emails were opened 13 times, a little bit more than 50% of 
the time. Interestingly, we did not find significant differences between the average, efficient 
groups (Average 13.037; Efficient 12.727). In addition, our participants could access the 
dashboard any time; the results from Google Analytics indicate that participants visited the 
dashboard an average of 11 times over the course of the study. Again, we did not find significant 
differences by group (Average 11.78, Efficient 11.09). In our sample, 5 participants did not open 
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their email nor visited the website. We ran two analyses to test for the inclusion of these 
participants presented in Table A1-2 in the Appendix. First, we included a dummy that 
represented whether any email was opened (Model 1). This variable proved to be negative and 
significant, indicating that participants who saw the treatment tended to consume less than those 
who didn’t. The treatment effects (average and efficient) were consistent with our main results in 
Table 1-2. Second, we ran the analysis without those participants (Model 2). Again, the results 
are similar to our main results presented in Table 1-2. We preferred to keep the main results, 
which represent an intention to treat analysis, since they avoid various misleading artifacts that 
can arise in intervention research such as non-random attrition of participants from the study 
or crossover. Furthermore, it is still possible that these participants did see the information by 
using the preview function of their email and without actually clicking on the email.  

Second, since some of our participants were involved in a previous energy use feedback 
experiment, we tested whether how the inclusion of these participants impacted our results. We 
found that our treatment effects are robust to controlling for inclusion in the prior study. 
Additionally, households involved in the prior study tended to consume less overall.7  
 Third, while the effects of valence and distance provide an initial first step to 
understanding why the average reference group treatment was more effective than the efficient 
reference group treatment in the present study, the coefficients reported cannot be interpreted too 
stringently because these analyses are subject to a potential identification problem (Manski, 
2003). Specifically, the valence of feedback can change for each household from week to week, 
and a household’s performance in a given week can affect the feedback they receive the 
following week (which in turn can affect their performance and so on).8 Because of this potential 
issue, we also employed a population average approach using the generalized estimating 
equation (GEE), which is robust to unknown correlation between outcomes (Hubbard et al., 
2010; Davidian, 2007). For this test, we had to aggregate up to hourly kWh observations, as the 
15-minute data exceeded Stata/MP matrix size limits. The trend remains similar to our prior 
results (see Table 1-4); receiving favorable feedback was associated with a reduction in 
consumption (z = -4.47, p < .001, CI95: -.0013, -.0005) and receiving unfavorable feedback was 
associated with an increase in consumption (z = 2.99, p = .003, CI95: .0002, .0008). We also 
found that increasingly favorable feedback (i.e., increasing distance) is associated with a 
significant decrease in consumption (z = -2.26, p = .024, CI95: -.0022, -.0002) and increasingly 
unfavorable feedback is associated with a significant increase in consumption (Z = 8.45, p < 
.001, CI95: .0008, .0013). The fact that we had consistent findings using both a GLS and 
population average approach lends additional confidence to the robustness of our results. 
 
 
N3. Other Moderators 
Impact of Environmental Factors 
 We were also interested to see whether our main reference group results might vary by 
environmental factors such as weather, time of day (daytime vs. nighttime), and time of week 
(weekdays vs. weekends); these results are reported in Table A1-4. We first compared 
observations in which the weather was warm or hot (>65 degrees Fahrenheit; Model 1) to 

 
7 Results available upon request from the authors. 
8 Stated another way, the expected value of the product of feedback in one week and the error in the next week is a 
non-zero value because the expected value of the product of error terms in the same two weeks is non-zero. 
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observations in which the weather was colder (<65 degree Fahrenheit; Model 2). We chose this 
cutoff because 65 degrees distinguishes between heating degree days and cooling degree days. 
Our main finding for average reference group households was replicated during colder 
temperatures only, while our main finding for efficient reference group households was 
replicated during warmer temperatures only. Specifically, when the weather was warmer, the 
average reference group treatment did not result in a significant consumption change,  = -
.00086, z = -.43, p = .669, while the efficient reference group treatment resulted in a significant 
increase,  = .016, z = 8.20, p < .001. Conversely, when the weather was colder, the average 
reference group treatment resulted in a significant decrease in consumption,  = -.0091, z = -
7.43, p < .001, while the efficient reference group treatment did not result in a significant change, 
 = .00056, z = .48, p = .634. This suggests that households in the average reference group 
tended to enact the bulk of their conservation behavior during colder temperatures, while 
households in the efficient reference group increased consumption during warmer temperatures. 
We note that an analysis of the temperatures during the treatment period indicated that 
temperatures tended to be on the colder side (for California) during the treatment with 64 days 
falling below 50 degrees.  

We next compared daytime observations (Model 3) to nighttime observations (Model 4). 
We chose to define daytime as 7 am-7 pm based on the fact that consumption tended to increase 
around 7 pm, suggesting that is when residents tended to return home. Our main result was 
replicated during the day only; that is, during the day, the average reference group treatment 
resulted in decreased consumption,  = -.0145, z = -12.57, p < .001, while the efficient reference 
group treatment resulted in increased consumption,  = .0080, z = 7.97, p < .001. However, these 
results did not emerge at night; there was no significant difference in consumption among 
households in the average reference group treatment,  = -.00022, z = -.23, p = .820, or among 
households in the efficient reference group treatment,  = -.00084, z = -.82, p = .414. This 
suggests that the majority of behavior change occurred during the day. Because residents were 
less likely to be home during this interval, it is possible that their consumption changes reflect 
modifications in default settings, such as setting the thermostat higher or lower upon leaving the 
house. Finally, we compared observations during weekdays to observations on weekends to see 
whether consumption changes depended on time of the week. Our main result was replicated 
during both weekdays and weekends. On weekdays, the average reference group treatment 
resulted in a significant decrease in consumption,  = -.0063, z = -7.09, p < .001, while the 
efficient reference group treatment resulted in a significant increase in consumption,  = .0040, z 
= 4.69, p < .001. Similarly, on weekends, the average reference group treatment resulted in a 
significant decrease in consumption,  = -.0092, z = -5.66, p < .001, while the efficient reference 
group treatment resulted in a significant increase in consumption,  = .0031, z = 2.02, p = .044. 
 
Effects Across Time 
 Finally, we wanted to see how the effects of treatment varied over time. Because 
feedback was emailed weekly, we chose to examine effects by cumulative week (i.e., first week 
of treatment, first two weeks of treatment, up to the total 24 weeks of treatment), presented in 
Table A1-5. Cumulative energy savings are usually the performance metric chosen to measure 
the effectiveness of behavioral interventions. Interestingly, effects did not emerge immediately; 
in the first week, those in the average reference group treatment,  = .0033, z = 1.34, p = .181, 
did not show significant changes, although those in the efficient reference group treatment,  = 
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.0072, z = 3.15, p = .002, did. It is possible that in this first week, participants were still unsure 
which behavioral changes would result in significant difference in energy consumption. 
However, we see that the main finding emerges by the second week of treatment; the average 
reference group treatment resulted in a significant decrease in consumption,  = -.0038, z = -
2.06, p = .039, while the efficient reference group treatment resulted in a significant increase in 
consumption,  = .0090, z = 5.18, p < .001. This effect remains consistent throughout the rest of 
the treatment period, except for treatment weeks 9 and 10, in which the efficient reference group 
treatment does not result in significant differences. However, this atypical result may be due to 
higher than usual missing data during that interval; subnetwork configuration changes beyond 
our control triggered failures in the monitoring systems, which took time to resolve and repair. 
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ABSTRACT—According to Norm Theory, decisions that turn out badly result in greater levels 
of regret if they stemmed from a non-normative decision. Algorithm Aversion (AA) holds that 
people penalize errors made by algorithms more than errors made by humans. Often, though, 
studies of AA have explored contexts in which utilizing algorithmic decision-making is 
unconventional, confounding these two psychological forces. Across five studies, we show that 
much of what appears as AA can instead be explained by an aversion to counter-normative 
decision procedures. We find that algorithms are excessively penalized to the extent that using an 
algorithm to make a forecast is uncommon for that particular domain. In fact, when algorithms 
are the common decision procedure, we reverse AA and observe a preference for algorithms. 
Using these insights, we can decompose apparent AA into a combination of an aversion to 
unconventional decision procedures and a residual aversion to algorithms themselves. 
Overwhelmingly, the larger effect seems to be an aversion to uncommon decision procedures. 
This investigation offers insight into the mechanism driving AA, explains why people are 
sometimes averse to algorithms and other times favor them, and suggests a strategy for 
increasing the utilization of algorithms to improve wellbeing.  
 
 
Keywords: algorithm aversion, norms, norm theory  
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1. Introduction and Literature Review 

Imagine two people, Anderson and Burns, each separately running late in a cab ride to the 

airport, each following their respective usual routes. Suppose Anderson decides to deviate from 

the usual route upon the recommendation of the cab driver, and suppose Burns also deviates 

from the usual route but upon the recommendation of Google Maps. Each misses their flight. 

How likely is it that Anderson vows to never follow the advice of a cab driver? How does this 

compare to the chances that Burns never trusts Google Maps again? Here we show evidence that, 

under certain circumstances, contrary to recent findings, people are more likely to penalize an 

erring human than an erring algorithmic forecaster. 

A vast and growing literature has documented that, in many cases, people seem to prefer 

human forecasters over algorithmic ones (Dawes, 1979; Dawes et al., 1989; Dietvorst et al., 

2015). This Algorithm Aversion (“AA”) has been observed even in cases when the algorithmic 

forecaster obviously and considerably outperforms the human forecaster (Dietvorst & Bharti, 

2020). People often seem to unduly penalize imperfect algorithms more than human forecasters 

who make the same or even larger mistakes. This bias, to the extent that it exists, proves an 

obstacle to well-being: Across a variety of domains important to people’s lives, algorithmic 

forecasters have been shown to outperform human decision makers (Dawes et al., 1989; Grove et 

al., 2000), improving well-being whenever implemented (Gates et al., 2002; Kleinberg et al., 

2018). In this way, an AA bias makes people worse off. It is thus important to understand the 

source of an aversion to algorithms to determine how such an aversion might be overcome in 

order to increase utilization and thus well-being. 

How, though, to reconcile the claims of AA with the apparent ever-growing spread and 

acceptance of algorithms (Rainie & Anderson, 2017)? Indeed, it is the case that jobs, forecasts, 
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and decisions that were once held by humans are increasingly being displaced by algorithms 

(Demetis & Lee, 2018). From proofreading to navigation, from cancer screening to romantic 

matchmaking, tasks once exclusively executed by humans are increasingly being performed by 

algorithms. If people were unequivocally averse to algorithms, we might expect that algorithms 

could not gain such prominence. But, as algorithms proliferate and embed further in quotidian 

decision-making, some have even observed a preference for algorithms to human forecasters 

(Logg et al., 2019). What explains this apparent puzzle, both an aversion to algorithms and 

widespread usage of algorithms? 

One clue, we suggest, can be found in the descriptive social norm favoring one forecasting 

method or another for a given decision domain. In this paper, we argue that the extent to which 

people prefer humans to algorithmic decision makers depends on what the normative decision 

procedure is. When the descriptive social norm favors humans making a given decision, we 

expect to observe an aversion to algorithms. However, when the norm instead favors algorithmic 

decisions—as has come to be the case in the domain of navigation, among many others—we 

expect to see this aversion shrink or even reverse. This is why we expect that, in the opening 

thought experiment, people will be quicker to abandon a cab driver than Google Maps: 

Navigation by GPS has become so normalized that for many people it is strange to imagine not 

using an algorithmic decision procedure to navigate.  

People’s decisions often conform to the prevailing social norm (Cialdini et al., 1991; Cialdini 

& Goldstein, 2004; Cialdini & Trost, 1998). Norm Theory suggests that this might occur because 

people have stronger negative reactions when a bad outcome results from a counter-normative 

decision than a norm-adhering decision (Feldman & Albarracín, 2017; Kahneman & Miller, 

1986). For instance, if two people both pick up hitchhikers and both are robbed, most people 
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expect that the person who never picks up hitchhikers will feel greater regret than someone who 

routinely does. Across multiple domains, people expect greater regret to follow from counter-

normative decisions that turn out badly than norm-adhering decisions with the same outcome. 

Explaining this, Kahneman and Miller offer that counterfactual outcomes are more readily 

available—thus easier to vividly imagine—for norm-deviating choices than norm-adhering ones. 

The ease of this “cognitive editing” process, imagining how the decision could have turned out 

differently, facilitates greater expected regret and a more intense negative affective response. 

This pattern is in line with Kahneman and Tversky (1982), who find that abnormal causes give 

rise to stronger affective responses due to the greater availability of a counterfactual. Relatedly, 

Miller and McFarland (1986) find that juries will award larger compensations to victims in an 

unusual circumstance rather than a normal one. Zeelenberg and colleagues find direct evidence 

supporting the claim that expected regret stems from behavior-focused counterfactual thinking 

(Zeelenberg et al., 1998). Taken together this research suggests that, should a decision turn out 

badly, counter-normative decisions are likely to engender greater anticipated regret than norm-

adhering decisions. This implies that algorithms will be expected to elicit greater anticipated 

regret when they are seen as counter-normative. 

Researchers have observed that people often make uncertain decisions using an expected-

regret-minimization strategy (Simonson, 1992; Larrick & Boles, 1995; Ritov, 1996; Zeelenberg, 

1999). People’s choices under uncertainty are especially likely to minimize anticipated post-

outcome regret when feedback about the event’s outcome is expected (Zeelenberg & Pieters, 

2004). Combining this tendency with the findings of Norm Theory, it follows that norms affect 

choice via anticipated regret. Counter-normative options are likely to engender greater 

anticipated regret, and this greater anticipated regret is likely to impel people toward choosing 
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the normative option. In a test of this idea, Bar-Eli and colleagues (2007) find that a prevailing 

norm among elite goalkeepers in favor of diving to either side when defending penalty kicks 

leads to sub-optimal decisions for the sake of regret-minimization. In line with this, we expect 

people to be averse to algorithms to the extent that the norm favors a human decision maker, 

often irrespective of whether or not this is the optimal strategy. 

2. Current Research 

While various attempts have been made to mitigate an apparent psychological aversion to 

algorithms (Dietvorst et al., 2018; Schmidt et al., 2020), relatively little attention has been paid to 

understanding the source of the aversion in the first place. The purpose of the present 

investigation is to better understand the mechanism by which algorithm aversion occurs, and also 

to help explain when people are likely to be averse, indifferent, or attracted to algorithmic 

forecasters.   

Because counter-normative decision procedures cause stronger negative reactions and 

greater levels of anticipated regret than norm-adhering ones, and because people often make 

decisions in ways that minimize anticipated regret, we expect that people will avoid algorithms 

whenever use of algorithms is against the norm. Thus, we hypothesize the following:  

H1: Anticipated regret for algorithmic (versus human) forecasters will be higher when use 

of an algorithm is inconsistent (versus consistent) with the descriptive social norm. 

H2: Willingness to use imperfect algorithmic (versus human) forecasters will increase 

when use of an algorithm is consistent (versus inconsistent) with the descriptive social 

norm.  

H3: Anticipated regret will mediate the effect of norm-adhering (versus norm-deviating) 

decisions on subsequent selection of a forecasting procedure.  
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We test these hypotheses in the domains of health forecasts, navigation, gambling, and forecasts 

of professional performance, using dependent measures of anticipated regret, hypothetical 

personal decisions, and incentive-compatible choice. By measuring or manipulating the 

prevailing norm for which forecasting procedure to use, we are able to replicate traditional 

algorithm aversion, minimize it, and even reverse it. Throughout, we use “norm” to mean 

“descriptive social norm” (i.e., the most common choice) rather than referring to the injunctive 

norm (i.e., what is recommended) or what is rational or best for a person (i.e., what is meant 

when the optimal option in a choice set is described as the “normative” decision). For all studies 

in this paper, all procedures, analyses, and sample decisions were pre-registered and are available 

on Research Box.9 This investigation offers insight into the mechanism driving an aversion to 

algorithms, explains why people are sometimes averse to algorithms and other times favor them, 

and suggests a strategy for increasing people’s usage of algorithms to improve wellbeing. 

3. Experiment 1: Anticipated Regret in Bloodwork Analysis 

Norm Theory research has shown that people expect greater regret from a decision that 

turns out badly if an unconventional option was chosen. If using an algorithm is seen to be 

against the norm then a pattern similar to AA would appear, but it could be driven to some extent 

by an aversion to unconventional decision procedures and not the use of algorithms per se. As 

such, in Experiment 1, we measured the differences in expected regret from using an algorithmic 

or a human decision procedure while experimentally manipulating whether this procedure was 

consistent or inconsistent with the norm.  

  

 
9 https://researchbox.org/580&PEER_REVIEW_passcode=IZGCVR 
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3.1 Method 

3.1.1. Participants. In seeking to power our results at a level similar to Dietvorst et al. 

(2015), we recruited 1200 American residents through Amazon’s Mechanical Turk (MTurk) 

platform who had MTurk user ratings of at least 95%. After removing from analysis any person 

who failed any of the four pre-registered attention checks, we were left with 1168 participants 

(50% female, Mage = 38.8, SDage = 12.3).  

3.1.2. Procedure and Measures. Participants were all introduced to Smith, a person who 

was not feeling well for several weeks so went to the doctor. The doctor worried that Smith 

might have a rare blood condition and drew a blood sample to send to a local hematology lab. 

Participants were then randomized into one of four experimental conditions, corresponding to 

our 2 (Smith’s choice: human or algorithm to perform the analysis) x 2 (Norm: the decision 

procedure that Smith chose was norm-consistent or norm-inconsistent) between-subjects design. 

Subjects read:  

For this particular condition, the bloodwork is nearly always analyzed by a computer 
algorithm [doctor], and the results are 99% accurate, but Smith could choose to have the 
results analyzed by a doctor [computer algorithm] instead.  
In this case, Smith decides to have the computer algorithm [doctor] analyze the blood 
results.  

 

In all cases, participants were told that the test concluded that Smith does not have the blood 

condition and so Smith was sent home. Participants were then informed that Smith fell ill weeks 

later, that the analysis of the bloodwork turned out to be wrong, and that Smith does in fact have 

the blood disorder. Thus, all participants were given information about the norm, were told about 

Smith’s decision to use a human or algorithm to analyze the blood-work—which was either 

consistent or inconsistent with the norm—then told that the chosen procedure had erred.  



71 
 

 Similar to research in Norm Theory, participants were then asked how much regret they 

expected Smith to feel about the decision to choose a human or an algorithmic forecaster (0 = no 

regret at all, 3 = a moderate amount of regret, 6 = a lot of regret). We were interested in 

differences in the amount of expected regret after observing an imperfect human versus 

algorithmic forecast, and tested whether this expected regret depended on whether the decision 

was consistent or inconsistent with the norm for this particular judgment. After the measure of 

expected regret, participants answered the attention check questions and indicated their age and 

sex. 

3.2 Results 

3.2.1. Main Analysis. We were interested in whether the amount of expected regret 

resulting from an imperfect human versus algorithmic forecast depends on whether or not the 

observed forecast was consistent with the norm. To test this, we estimated the following model:  

𝑟𝑒𝑔𝑟𝑒𝑡 ~ 𝛽ଵ ∗  𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑_𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 +  𝛽ଶ ∗  𝑛𝑜𝑟𝑚_𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 

Here, regret is a continuous measure, observed_algorithm corresponds with the experimental 

condition of whether participants read that Smith opted to have the doctor or the algorithm 

analyze the bloodwork, and norm_inconsistent is a binary variable corresponding to whether 

Smith’s decision was said to be consistent with the norm (i.e., when the norm was human 

analysis and Smith chose the human, or when the norm was algorithmic analysis and Smith 

chose the algorithm) or inconsistent with the norm (i.e., when the norm was human analysis and 

Smith chose the algorithm, or when the norm was algorithmic analysis and Smith chose the 

human). As is the case for all experiments presented in the current investigation, higher values 

on the dependent measure represent a greater penalty (here, via higher regret) for the given 

decision procedure. 
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We first examined whether there was a significant main effect of norm inconsistency on 

expected regret. In line with our prediction in H1, we find a highly significant impact of norm 

inconsistency (βnorm_inconsistent = 1.14, t = 12.62, p < .001). Substantively, this means that, on a  

 
Figure 2-1. Expected regret resulting from a norm-consistent versus norm-inconsistent 
selection of forecasting method, whether algorithmic or human. 

 

Seven-point scale of regret, the additional regret expected from a counter-normative decision 

procedure is more than a full point higher on average whether or not this was from a human or 

algorithmic procedure. Further, we take 𝛽ଵ from the model specification above, the main effect 

of using an algorithm, as a cleaner test of AA while controlling for the norm. We find that there 

does appear to be a residual additional penalty imposed on imperfect algorithms while 

controlling for the norm (βobserved_algorithm = 0.58, t = 6.51, p < .001), but that the effect of norms is 

nearly double the effect of algorithm aversion. A linear hypothesis test confirms that this 

difference is highly significant (F(1)=20.43, p< .001). This is a first step toward understanding 

how much of people’s apparent aversion to algorithmic decision procedures is an aversion to 
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algorithms per se and how much is due simply to the fact that these decision procedures are often 

counter-normative.  

3.2.2. Additional Analyses. We were also interested in additional comparisons made 

possible by our experimental design to contextualize these effects. For the additional analyses of 

Experiment 1, we estimated a model similar to the one described above but using slightly 

different planned contrast-coding of variables and thus a slightly different model specification:  

𝑟𝑒𝑔𝑟𝑒𝑡 ~ 𝛽ଵ ∗  𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑_𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 +  𝛽ଶ ∗  𝑛𝑜𝑟𝑚_ℎ𝑢𝑚𝑎𝑛 + 𝛽ଷ ∗  𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑_𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 ∗ 𝑛𝑜𝑟𝑚_ℎ𝑢𝑚𝑎𝑛 

Here, we capture norm_human to test the effect of the norm being a human (rather than, as 

before, the decision procedure being norm-consistent). As described below, we additionally 

estimate an equivalent model as this one, instead using norm_algorithm rather than 

norm_human, reversing the dummy-coding of the norm variable. 

 

 
Figure 2-2. A rearranging of the same data from Figure 2-1, here depicting expected regret 
from observing a human versus algorithmic decision procedure when the norm is for an 
algorithm versus human to forecast. 

 



74 
 

As is evident when comparing Figure 2-1 and Figure 2-2, all we have done is to rearrange the 

comparisons by recoding the variables. We have left the lettering of the conditions consistent for 

easier comparisons. Recoding in this way, however, makes additional comparisons more 

straightforward to interpret. 

 3.2.2.1. Replicating AA. We speculate that much of the AA literature has confounded the 

use of algorithmic forecasters with the use of non-normative forecasters. That is, for many of the 

domains in which AA has been observed, there is a strong norm of humans—not algorithms—to 

make the decision or forecast. This is tantamount, in our study, to Comparing Condition A with 

Condition D from the Figure 2-2: the difference between observing an imperfect human or 

algorithm when the norm is for a human to forecast. Indeed, we replicate the typical pattern 

observed as AA. For decisions in which human forecasters are the norm, we see a considerable 

aversion to algorithms measured as greater expected regret (βobserved_algorithm = 1.72, t = 12.99, p < 

.001), replicating the standard AA finding.  

 3.2.2.2. Moderating AA. The AA hypothesis holds that imperfect algorithms are 

penalized more than imperfect human forecasters. While we indeed find this to be true when 

directly comparing Conditions A and D, we were interested to see whether this effect is 

moderated by changing the norm for the decision. The variable of interest on the model 

specification from section 3.2.2 is the interaction term, 𝛽ଷ, representing the extent to which the 

effect of observing an algorithm on subsequent regret depends on the norm being a human. 

Graphically, considering Figure 2-2, this comes to comparing the difference-in-differences 

between Condition C and Condition B (observing a human versus algorithm when the norm is 

for an algorithm to forecast) versus Condition A and Condition D (observing a human versus 

algorithm when the norm is for a human to forecast). Here, we find a considerable cross-over 
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interaction (βinteraction = -2.27, t = -12.61, p < .001), consistent with our hypothesis that the extent 

to which people are averse to algorithms crucially depends on the norm. 

 3.2.2.3. Reversing AA. As noted above, when the norm is for a human to forecast 

(Condition A and Condition D), significantly more regret is expected from choosing an 

algorithm. However, consider the comparison of Condition C and Condition B in Figure 2-2 

above—a comparison of observing a human versus an algorithm when the norm is for an 

algorithm to forecast. If the predictions of AA are to be taken literally, we would expect greater 

regret associated with a failed algorithm compared to a failed human forecaster. That is, we 

would expect Condition B to be significantly greater than Condition C. However, we instead 

hypothesize that greater regret will be associated with the counter-normative decision procedure, 

the human in this case. This is, in fact, the pattern we observed (βobserved_algorithm = -0.55, t = -4.51, 

p < .001). In other words, when the norm is for algorithms to forecast, instead of observing an 

aversion to algorithms, we instead observe a significant preference for algorithms.  

3.3. Discussion 

 In Experiment 1, we tested whether the amount of expected regret resulting from a 

medical determination made by an incorrect human versus an incorrect algorithm depends on 

whether the norm favors a human or an algorithm. In our first analysis, we find two main effects: 

higher regret from having chosen an algorithm, and higher regret from having used an option 

inconsistent with the norm. Importantly, the latter effect of norm inconsistency is about twice as 

large as the effect of using an algorithm. In further analyses we decompose these effects to 

specifically look at pairwise comparisons of the effect of algorithm aversion for each type of 

norm. While replicating prior findings of AA when the norm favors human decision makers, we 

observe a full reversal when the norm favors algorithmic decision makers such that algorithms 
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are preferred. We therefore conjecture that previous demonstrations of AA were observed largely 

because they were studied in domains where norms favor human forecasters. 

4. Experiment 2 

 In Experiment 1, we find that the normative decision procedure accounts for a large share 

of expected regret, with an aversion to algorithms demonstrated to be considerably less 

important. In fact, the total amount of AA observed is moderated by the normative decision 

procedure. When the norm is for humans to forecast, AA appears. However, when the norm is 

for algorithms to forecast, the reverse pattern was observed. While Experiment 1 measured the 

amount of AA by looking at expected regret—a measure common in the Norm Theory 

literature—we wondered whether a similar finding would obtain when using a dependent 

measure more common to the AA literature: subsequent choice of a decision procedure. Here, we 

measure people’s penalizing a given decision procedures by observing their choice to use the 

same decision procedure or to switch procedures from the one that they observed.  

4.1 Method 

 4.1.1. Participants. After detecting a large effect of the norms manipulation in 

Experiment 1, in Experiment 2 we reduced our target sample size to 600 participants from 

MTurk and, after a similar set of four attention checks, were left with 548 participants (52% 

female, Mage= 40.6, SDage= 12.7).  

 4.1.2. Procedures and Measures. Experiment 2 was nearly an identical replication of 

Experiment 1 with one critical change: we added an additional measure, participants’ desire to 

choose a human or an algorithmic decision procedure if they were to be in a similar position as 

the protagonist, Smith. We were chiefly interested in two main questions. First, we wanted to see 

if a similar pattern of results obtained when using a dependent measure of choice as was 
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observed with the regret-based measure. We wanted to evaluate the extent to which people 

penalized decision procedures—as measured by a decision to switch from the procedure that 

they observed—when those procedures deviated from the norm. Second, we wanted to see if 

expected regret, as measured in Experiment 1, mediated this relationship.  

To answer these questions, after mimicking the manipulation from Study 1, we then 

asked subjects who they would choose for a similar analysis to be done for their own health 

screening (-3 = definitely choose a doctor, 0 = indifferent between an algorithm and a doctor, +3 

= definitely choose an algorithm). For participants who observed the forecast of a human, a more 

positive number on this scale indicates a stronger desire to switch decision procedures (i.e., to 

use an algorithm instead of the procedure they observed, a doctor). For participants who 

observed an algorithm’s forecast, we reverse-code this choice measure so that more positive 

numbers again correspond with a desire to switch from the observed procedure (i.e., a stronger 

personal preference to use a doctor’s forecast instead of an algorithm). Thus, on this constructed 

measure, more positive numbers always indicate a stronger desire to switch from the forecasting 

procedure that participants observed in their assigned condition. In the results reported below, we 

binarize the measure such that positive numbers indicate a desire to switch decision procedures 

(switch=1) and negative numbers indicate a desire to remain with the observed decision 

procedure (switch=0). This makes interpretation of the results more straightforward. However, 

using the continuous measure yields a qualitatively identical finding but with higher power 

because of its finer resolution (see Online Appendix for full analyses). We interpret higher 

values on this dependent measure to represent a greater penalty of the given decision procedure.  

We had two main predictions about people’s decisions to stay or switch from the 

procedure they observed, depending on whether or not this procedure was consistent with the 
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norm. First, per H2, we predicted that whether participants’ choices demonstrated an aversion to 

algorithms would depend on whether participants observed a norm-consistent or norm-

inconsistent decision procedure that erred. We expected people to switch from algorithms much 

more when use of algorithms was against the norm. Second, in line with H3, we predicted that 

the relationship between observed procedure and the decision to switch procedures would be 

mediated by expected regret, per Norm Theory, as measured as in Experiment 1. 

4.2 Results 

 First, we were interested in whether norm-consistency affects the decision to switch from 

the observed forecasting procedure, similar to its effects on regret as in Experiment 1. To test H2, 

we estimated the following model: 

𝑑𝑒𝑐𝑖𝑠𝑖𝑜𝑛 𝑡𝑜 𝑠𝑤𝑖𝑡𝑐ℎ ~ 𝛽ଵ ∗  𝑜𝑏𝑠𝑒𝑟𝑣𝑒𝑑_𝑎𝑙𝑔𝑜𝑟𝑖𝑡ℎ𝑚 +  𝛽ଶ ∗  𝑛𝑜𝑟𝑚_𝑖𝑛𝑐𝑜𝑛𝑠𝑖𝑠𝑡𝑒𝑛𝑡 

We were most interested in β2 from the model above, representing whether the decision to 

penalize the observed procedure depends on norm consistency. 

As hypothesized, we find a similar pattern of findings as in Experiment 1, this time using 

a dependent measure of participants’ stated subsequent personal choice.  
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Figure 2-3. Penalty of algorithmic and human forecasting procedures, as measured by the 
decision to switch from the observed procedure, depending on whether this was consistent or 
inconsistent with the norm for that particular decision domain. 

 

How much participants penalized imperfect forecasting procedures in their subsequent choice, as 

measured by a decision to switch procedures, depends on whether the observed procedure was 

norm-consistent or norm-inconsistent (βnorm_inconsistent = 0.44, t = 11.70, p < .001). As predicted in 

H2, we once again observe a substantial effect of norms on the extent to which AA exists, this 

time affecting subsequent stated choice preference. As in Study 1, this effect is considerably 

larger than the independent impact of observing an imperfect algorithm controlling for norm-

consistency (βobserved_algorithm = 0.24, t = 6.53, p < .001). Once again, the effect of norm-

consistency is nearly double the effect of algorithms per se. 

 4.2.1 Additional analyses. Using a model specification similar to that described in 

Section 3.2.2 but with the choice-based dependent measure of Experiment 2, we once again find 

a considerable apparent aversion to algorithms when the norm favors human forecasters for that 

particular decision (βobserved_algorithm = 0.68, t = 13.18, p < .001). Furthermore, once again, we 

reverse the finding—demonstrating a preference for algorithms—in the case that the norm favors 

algorithms to make the determination (βobserved_algorithm = -0.19, t = -3.61, p < .001). Last, we 
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replicate the findings from Study 1 when expected regret serves as the dependent measure (see 

Online Appendix for full discussion).    

4.3. Mediation 

We hypothesized that expected regret, as measured in Experiment 1, would mediate the 

relationship between norm consistency and subsequent hypothetical choice to use an algorithm. 

Indeed, in line with H3, we do find such a relationship.  

 
Figure 2-4. Expected regret mediates the effect of norm consistency on people’s penalty of the 
forecasting procedure they observe. 

 

As shown in Figure 2-4, the effect of norm consistency on subsequent decision to switch from 

the observed procedure is partially mediated by expected regret. Norm inconsistency 

significantly increased expected regret (βinconsistency = 0.73, t = 4.58, p < .001), which in turn was 

associated with a greater willingness to switch forecasting procedures (βregret = 0.43, t = 10.84, p 

< .001). Unstandardized indirect effects were computed for each of 10,000 bootstrapped samples, 

and the 99.9% confidence interval was computed. A bootstrapped unstandardized indirect effect 

of 0.31 had a 99.9% confidence interval of [0.10, 0.59], thus expected regret significantly 

mediates the effect of norm inconsistency on subsequent choice. 

c’ = 1.56*** 

0.73*** 

norm inconsistent 

expected regret 

choice to switch 

0.43*** 

a*b = 0.31*** 
[0.09, 0.57] 

c = 1.88*** 
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4.4. Discussion 

Altogether, Experiment 2 replicates the finding from Experiment 1 regarding expected 

regret and also shows that, similar to regret, participants’ stated personal choice to use an 

algorithm is greatly influenced by the norm. Whether algorithms are penalized more than 

humans after they each err depends considerably on whether or not the use of an algorithm is 

normative. We find further that the expected regret resulting from norm-inconsistent decisions 

mediates this relationship. 

5. Experiment 3 

 Experiments 1 and 2 demonstrate the essential role of norms in shaping people’s response 

to observing imperfect forecasters. Both of these studies were conducted in the consequential and 

emotionally charged domain of serious health considerations. Further, both scenarios involved a 

mistake made in diagnosing what might be considered a loss of health. The purpose of 

Experiment 3 was twofold. First, we wanted to test the generalizability of our findings in a new 

domain. Second, we wanted to test our hypothesis when a failed forecast leads to a foregone gain 

rather than a realized loss. This, we suggest, is a more conservative test of our hypothesis. Norm 

Theory holds that the affective response (e.g., regret) to a failed decision is greater when a 

counter-normative option is selected. Research has shown that foregone gains will be less affect-

rich than realized losses (Rottenstreich & Hsee, 2001; Rottenstreich & Shu, 2004). To the extent 

that, per Norm Theory, our findings depend on there being a more extremely negative emotional 

response to a failed counter-normative decision procedure, it is a more conservative test of our 

hypothesis to examine it in the context of a less affect-rich environment: foregone gains. For 

these reasons, Experiment 3 conceptually replicates Study 1 but in the domain of sports betting. 
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5.1 Method 

Experiment 3 was set up nearly identically to Experiment 1 except the vignette, rather than being 

about a person who needed bloodwork analyzed, was instead about a person who stood to win 

$1,000 in a football betting pool if their predictions were more accurate than the other 

contestants’. In the vignette, the character turned out to have not won, and once again the 

character either used a norm-consistent or norm-inconsistent decision procedure, which was 

either the algorithm or human forecaster. Note that, unlike in Experiments 1 and 2, the human 

forecaster was not an outside expert (i.e., the doctor) but the decision-maker themselves. Once 

again, we predicted that people’s aversion to a human or algorithmic forecasting method will 

depend to a large extent on what the normative forecasting procedure is. 

 5.1.1. Participants. We recruited a sample of 500 participants from MTurk and, after a 

similar set of attention checks as in Experiment 1 and Experiment 2, were left with 469 

participants (53% female, Mage =39.12, SDage=12.05).  

 5.1.2. Procedures and Measures. Subjects read a vignette about a person, Smith, who 

paid $10 to join a betting pool to win $1,000 based on the accuracy of predicting the outcome of 

a season of football games. Subjects were told that the analysis was almost always done by a 

human [computer algorithm] but that it could instead be forecasted by a computer algorithm 

[human]. They were then told that Smith chose to go with a human [computer algorithm] 

forecaster but, at the end of the season, someone else ended up winning the pool. 

5.2. Results 

 As the figures below illustrate, the pattern of results in Study 4 was nearly identical to the 

pattern observed in Study 1.  
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Figure 2-5a. Expected regret from a norm-consistent versus norm-inconsistent selection of 
forecasting method, whether algorithmic or human, in the domain of foregone gains. 
 

 

Figure 2-5b. Distribution of expected regret scores after observing a norm-inconsistent versus 
norm-consistent forecasting method. 

 

Most importantly as a test of our main hypothesis, there is a considerable effect of norm-

inconsistency on expected regret (βnorm_inconsistent = 0.76, t = 5.65, p < .001), even in the domain of 

foregone gains. Once again, we additionally observe that the extent to which algorithms are 
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penalized more than humans, as measured by higher regret, depends on whether the norm is for 

humans or algorithms to make forecasts in this given situation (βinteraction = 1.51, t = 5.63, p < 

.001). Thus, we see a similar pattern of results as in Experiment 1 but in a different, presumably 

less affect-rich, domain of foregone earnings from gambling.  

Note that in Experiment 1, as an additional analysis, we compared Condition A to 

Condition B as a cleaner test of AA conditional on making a norm-consistent decision. In 

Experiment 1 we found a residual penalty for imperfect algorithms after accounting for norm 

consistency. Here, however, we find no such difference, failing to reject the null hypothesis that 

people expect the same amount of regret when choosing an imperfect algorithmic (versus 

human) forecaster for norm-consistent decision procedures (βchoice_alg = 0.19, t = 1.04, p = .298, 

NS). In other words, in this context, we find no evidence of lingering AA after accounting for 

differences in the norm. 

6. Experiment 4 

Thus far, for the sake of control, we have experimentally manipulated the stated norm 

and then looked for an effect of norm consistency. However, there are at least two limitations of 

this approach. First, people usually infer norms rather than being explicitly told what the norm is, 

as in Experiments 1 – 3. Being explicitly told about the norm may be driving some of the results 

observed. Second, it is possible that people are making inferences about the relative accuracy of 

the human and algorithmic forecaster based on what they were told about the norm. Being told 

that one procedure (and not another) is the norm may signal that the normative procedure is more 

accurate. Research has shown that people will often still prefer a human to a higher-performing 

algorithm (Dietvorst & Bharti, 2020), but we wanted to rule this out as an explanation of our 

results.  
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In Experiment 4 we sought to address these concerns and move into yet another domain 

to further test the generalizability of our findings. In this study, we tested our hypothesis in the 

domain of navigation by algorithms (e.g., Google Maps) versus human experts (e.g., cab 

drivers). Interestingly, Dietvorst et al. (2015) use this domain in a thought experiment to advance 

their conjecture that people penalize imperfect algorithms more than imperfect human 

forecasters. Whether or not that empirically would have been true at the time of their writing, the 

contemporary norm clearly seems to favor algorithm-based navigation (Panko, 2018). Beyond all 

of this, though, we wanted to see if a similar pattern of results would emerge from our 

measuring—not manipulating—beliefs about the norm. We sought to explore all of these issues 

in Experiment 4.  

6.1 Method 

 In Experiment 4, participants read a description of two people, each of whom (separately) 

took a cab to the airport while running late. In both cases, the person agreed to deviate from the 

original route, but this resulted in them being 20 minutes late and missing their flight. The key 

difference between the two characters in the vignette is that one of them was offered the 

alternative route by a cab driver while the other was offered an alternative route by Google 

Maps. After learning that, separately, each of these alternative routes failed, participants 

indicated whose forecast they would choose if they were in a similar situation the next time they 

needed to navigate somewhere while running late (-3 = definitely choose a cab drivers’ 

recommendation, +3 = definitely choose a Google Maps recommendation). Subjects were then 

asked about whether it is normal to navigate by human recommendation (-3) or Google Maps 

(+3) in situations like these. We predicted that, after reading a vignette about both a human and 
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an algorithm failing, people’s personal decision to use a human- or algorithm-given route 

recommendation would depend on their perception of how normal it is to navigate by algorithm. 

 6.1.1. Participants. We recruited a sample of 400 participants from MTurk and, after a 

similar set of four attention checks as before, we were left with 390 participants (48% female, 

Mage=36.50, SDage=10.18).  

 6.1.2. Procedures and Measures. Participants read the description of two people, both 

of whom took a cab to the airport while running late, as described above. Note that there was no 

between-subjects experimental manipulation. Our key dependent measure was participants’ 

stated preference to use Google Maps or a cab driver to navigate to the airport if they were to be 

in a similar situation in the near future. We were most interested in whether participants’ stated 

personal preference to use an algorithm for their future decisions correlated with their perception 

of the norm. To measure this, we asked participants whether they believe the norm in these sorts 

of situations is to navigate by human or Google Maps recommendations. 

6.2. Results 

As predicted, after reading about both a human and an algorithm failing, participants 

were considerably more averse to the Google Maps algorithm to the extent that they saw using 

Google Maps as uncommon (βnorm_alg =0.46, t=4.94, p<.001). As shown in Figure 2-6, 

individuals who perceived use of Google Maps as the norm were more likely to be willing to use 

an algorithm for navigation in a future situation. 
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Figure 2-6. Correlation between decision to use algorithmic navigation and perception that 
this is the normative procedure.  

 

Hence, we find further evidence for our hypothesis that AA depends critically on people’s 

perceptions of the norm, and that this is true even when participants’ perception of the norm is 

measured rather than manipulated.  

It is noteworthy, in further support of the notion that norms matter to AA, that fully 

72.2% of all participants expressed a personal preference for using the algorithm (Google Maps) 

even after seeing both the algorithm and a human fail at the same task. In a separate pre-test in 

which subjects were asked the same dependent measure choice question but not presented with a 

vignette demonstrating an algorithm and a human failing, 71.4% of subjects chose to use the 

algorithm. Given preferences for the algorithm as high as 71.4% without observing failure, prior 

AA findings suggest that this preference should fall after observing the algorithm’s failure. 

Instead, we find no apparent negative impact on willingness to use algorithms. This gives reason 

to doubt—at least in familiar domains in which algorithms are overwhelmingly the norm, as with 
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Google Maps for navigation— that people are unequivocally averse to imperfect algorithms 

relative to imperfect humans.  

7. Experiment 5 

 Across three separate domains, we find evidence supporting the idea that norms of 

decision procedures are an essential moderator of AA, sometimes eliminating or even fully 

reversing the phenomenon. In Experiment 5, we perform a conceptual replication of the 

Dietvorst et al. (2015) Study 4 involving admissions to an MBA program using an algorithm. 

Using available materials (see Dietvorst et al. 2015’s online supplement), we recreated their 

experimental design but with two critical changes. First, rather than using a sample of MBA 

students making decisions about MBA admissions, we decided to replicate using a convenience 

sample in the domain of professional baseball recruiting. We did this because we speculated that 

most people do not believe that it is common for an algorithm, rather than human admissions 

officers, to make admissions and financial aid decisions for MBA programs. Because of the 

centrality of norms to our theory, we wanted a domain in which we could credibly manipulate 

the perceived norm. Baseball recruiting seemed like a natural fit since the use of human talent 

scouts is well known, but the use of algorithm-driven management decisions in baseball has been 

popularized by the book and subsequent movie Moneyball. Thus, Major League Baseball (MLB) 

performance forecasting offered a domain in which we could credibly manipulate beliefs about 

the normative decision procedure. The second major departure from Dietvorst et al. (2015) is that 

in Experiment 5 we provided information about the norm to participants, experimentally 

manipulating whether the norm was said to be humans (i.e., talent scouts) or algorithms (i.e., 

sabermetrics forecasts). As in the original, our study was incentive-compatible, with participants’ 

chance at a bonus being tied to the accuracy of their chosen forecasting method.  
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7.1. Method 

 7.1.1. Participants. We recruited a sample of 1000 participants from MTurk and, after a 

similar set of attention checks, we were left with 911 participants in our 2 (Forecaster: human or 

algorithm) x 2 (Norm: norm-consistent or norm-inconsistent), between-subjects design (45% 

female, Mage= 39.97, SDage= 12.96). Subjects were paid $1.25 for participation in our study but 

could earn additional bonuses according to their forecasting performance. 

 7.1.2. Procedures and Measures. We structurally replicated the experimental design 

from Dietvorst et al. (2015): subjects were first told that they would play the role of recruiter for 

a professional baseball team. Their job was to forecast which players would be most likely to 

have a successful professional career, defined as an equal weighting of Batting Average, 

teammate respect (a proxy for nomination to the All Star team), Slugging Percentage, and total 

runs scored. Each of these terms was defined. Participants were randomized into a human or an 

algorithm forecaster condition. As in Dietvorst et al. (2015), participants reviewed, one at a time, 

the past performance of 10 different players summarized on a table of eight attributes. After each 

player’s performance table was shown, participants saw (a) the human or the algorithm’s 

prediction of the player’s performance, depending on which condition the participant was 

randomized into, and (b) that player’s eventual performance in the MLB. In order to isolate the 

effects of norm-consistency independent of prediction accuracy, the forecasted predictions were 

identical for both conditions; we simply manipulated the stated source of this prediction. We 

note that this is a more conservative test of our hypothesis since in the Dietvorst et al. (2015) 

experiment, the algorithms were higher-performing than the participants. Instead, our relatively 

lower-performing algorithms should, if anything, be expected to engender even less support.  
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After observing the 10 forecasts from either a human or an algorithm, participants were 

then randomized to read a brief vignette manipulating perception of the norm followed by a set 

of manipulation checks. These vignettes were adapted from articles describing the prominence of 

either algorithm-driven management decisions (i.e., sabermetrics) or human-driven management 

decisions (i.e., talent scouts) for professional baseball teams. Additionally, participants were 

explained the incentive scheme: If selected, participants would receive 10 cents for every 

forecast that was within five percentile points of the player’s eventual performance. Participants 

then made the key decision of interest: they chose to yoke their bonus to either the forecasts of 

the professional talent scout or the algorithm.  

7.2. Results 

 Similar to Experiment 2, we measured the percent of participants in each condition who 

decided to switch decision procedures from the one they observed. As before, we treat the 

decision to switch from the observed procedure as a proxy for the extent to which participants 

penalize the human or algorithm for its observed errors. Unlike in Experiment 2, this is an actual, 

incentive-compatible choice rather than a hypothetical selection. As in all previous studies, 

higher values on this dimension corresponds with a greater penalty for a given decision 

procedure.  Based on our hypotheses, we predicted that there will be a main effect of norm 

consistency on people’s desire to switch, such that participants who have observed the norm-

inconsistent option will be more interested in switching to the other decision procedure. 
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Figure 2-7. Participants’ decision to tie their bonus to the procedure they observed or to 
switch, depending on consistency with the stated norm. 

 

Using logistic regression, we find a significant effect of norms when predicting the incentive-

compatible binary choice of an algorithm over a human forecaster (βinconsistent = 1.89, t = 11.62, p 

< .001). Interestingly, for reasons that we do not observe but suspect are related to the specific 

domain of MLB forecasting, conditional on norm-consistency, we here observe a preference for 

algorithms (βobserved_algorithm = -0.63, t = -4.04, p < .001).  

As in Experiment 1, we additionally compare the difference-in-differences between 

Condition A and Condition D (observing human versus algorithmic forecasts when the norm is 

for humans to forecast) versus Condition C and Condition B (observing human versus 

algorithmic forecasts when the norm is for algorithms to forecast). In Figure 2-8, we observe a 

similar crossover effect as in Experiment 1 (Figure 2-2): People excessively penalize algorithms 

compared to human forecasters when the norm is for humans to forecast, but people excessively 

penalize humans compared to algorithmic forecasters when the norm favors algorithmic 

forecasts (βinteraction = 3.80, t = 11.50, p < .001).  



92 
 

 

 
Figure 2-8. Participants’ decision to tie their bonus to the procedure they observed or to 
switch, depending on whether the stated norm is human or algorithmic forecasting. 

 

As in each study prior, we see that the influence of norms overwhelmingly shapes people’s 

response to observing an algorithm. 

7.2 Discussion 

In a conceptual replication of our previous studies using an experimental design closely 

mirroring Dietvorst et al. (2015), we once again find strong evidence in favor of the central role 

of norms in AA. In particular, consistent with our Hypothesis 1, we find that observing a norm-

inconsistent decision procedure—whether human or algorithm—leads to a larger desire to switch 

to an alternate procedure. While we expected to also observe a main effect of AA in addition to 

the main effect of norm-inconsistency aversion, we instead find a preference for algorithms in 

this study once norms are accounted for. Only when the norm favors humans to forecast does the 

traditional AA finding replicate. 
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8. General Discussion 

The AA hypothesis asserts that seeing an algorithm-generated decision turn out badly 

will elicit an increased penalty (relative to humans). Norm Theory holds that seeing a counter-

normative decision turn out badly will elicit an increased penalty (relative to norm-adhering 

decisions). Across five studies and several domains, we have shown that a large share of 

people’s apparent aversion to algorithms can be explained by a more fundamental aversion to 

any decision procedure that is opposed to the norm. Thus, when the norm favors the use of an 

algorithmic forecaster—as is the case for myriad domains of daily living, from navigation to 

matchmaking—people often prefer an algorithm over a human forecaster. 

People’s tendency to penalize counter-normative decisions more harshly than norm-

adhering decisions can easily be mistaken for veritable Algorithm Aversion any time the use of 

an algorithm is counter-normative. That is, what appears to be an aversion to algorithms per se 

might actually be an aversion to the algorithmic procedure being counter-normative. We suspect 

that these two factors have been confounded in much of the AA literature. For many of the 

domains in which Algorithm Aversion has commonly been studied (radiological screening, 

university admissions, selection of mental health providers, candidate resume screening, and 

more), the norm is for humans, not algorithms, to decide. If this is so, our work helps to reconcile 

otherwise incompatible findings of algorithm aversion in some cases (e.g., Dietvorst et al., 2015) 

and algorithm appreciation in others (e.g., Logg et al., 2019). 

Moreover, our work extends AA scholarship by revealing a psychological mechanism 

that could be driving a large share of people’s aversion to algorithms. This understanding can 

thus be used to better understand other moderators of AA. For instance, Castelo and colleagues 

(2019) argue that people prefer humans to algorithms for subjective tasks (e.g., predicting a 
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joke’s funniness, recommending a gift) but instead prefer algorithms to humans for objective 

tasks (e.g., analyzing data, predicting the weather). However, there are apparent counterexamples 

to their theory (e.g., driving a truck is seen as a highly objective task but people trust algorithms 

far less than humans; conversely, recommending a romantic partner is seen as a highly subjective 

task despite the popularity of algorithm-driven dating apps). If, for the tasks they chose to study, 

there happens to be a correspondence between the degree of objectivity and the prevalence of 

algorithms in those task domains, our theory can help make sense of these apparent 

counterexamples.  

 Further, our work opens up new avenues for interventions to help overcome an aversion 

to algorithms that might improve people’s welfare: Informing people when a descriptive (Schultz 

et al., 2007) or trending (Mortensen et al., 2019) norm favors use of an algorithm could increase 

utilization. Additionally, to the extent that decision-makers interpret defaults as suggestive of a 

descriptive or injunctive norm in favor of the defaulted option (Everett et al., 2015; Jachimowicz 

et al., 2019; Mckenzie et al., 2006), setting an algorithmic forecaster as the default might itself be 

enough to overcome many people’s aversion.  

It is possible that a more general omission bias (Ritov & Baron, 1995) helps to explain 

some of the effect of norms in moderating AA. If deviating from a norm is seen as an action 

whereas adhering to a norm is seen as an omission, we would expect to see greater regret 

associated with any decision procedure that deviates from the norm (Kahneman & Tversky, 

1982). This suggestion is similar to a finding observed by Feldman and Albarracín (2017). When 

algorithms are taken to be counter-normative for a particular decision, we would expect that they 

would be avoided since choosing them would be seen as a (more blameworthy) commission if 

the decision turned out poorly, whereas sticking with the norm-consistent (human) decision 
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process would be a less-blameworthy omission. This would also be consistent with our findings 

that reversing the norm often reversed people’s preferences for a human over an algorithm. 

Future work could more deeply investigate the question of when using a human versus 

algorithmic decision maker leads to higher regret and blame for poor outcomes.  

One obvious limitation of the present investigation is that we have not explored how 

algorithms come to be accepted as the norm, simply what happens once they are. As the case of 

online dating offers (Rosenfeld et al., 2019), social conventions can rapidly shift to normalize the 

use of algorithms in a domain that was once exclusively the purview of human decision-makers. 

While there is likely a positive feedback cycle between the normality of an algorithm and its 

accuracy, this cannot be the whole explanation for acceptance since people will sometimes reject 

even obviously better-performing algorithms (Dietvorst & Bharti, 2020). Here, we have not 

explained the sociological process by which an algorithm comes to be normalized, but rather we 

have looked at the downstream effects of this process.  

In the present investigation, in order to better understand AA, we sought to explain a 

critical mechanism by which AA seems to take hold. In exploring part of why AA occurs, we 

also sought to explain when AA can be expected and when its opposite should occur. Finally, we 

sought to offer a pathway for overcoming an aversion to algorithms that could improve people’s 

welfare by highlighting norms favoring the algorithm. We suspect that the overall amount of 

preference or aversion to algorithms can largely be explained by people’s perception of the 

prevailing norm for that particular domain. While algorithmic forecasting offers great promise 

for improving people’s lives, they are useless if people refuse to heed their recommendations. 

Understanding why people are averse to algorithms can reveal new insights from their study and 

new pathways for their adoption.  
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Appendix 

Experiment 2 Additional Analyses 

1. Continuous Versus Binarized Dependent Measure of Choice 

In the manuscript, for the sake of rhetorical fluency, we binarize the dependent measure of 

interest. In fact, participants rated their decision to use a human or algorithm using a seven-point 

scale (-3 = definitely human, +3 = definitely algorithm). In the manuscript, we treat anyone who 

selected a negative number as having chosen a human and anyone who selected a positive 

number as having chosen an algorithm. Instead, we could replicate the analyses from the 

manuscript taking advantage of the full variation of the continuously measured Likert question as 

it was asked. 

The following table documents the results of modeling the choice of an algorithm from 

an interaction between observing an imperfect human with the norm-consistency of this 

procedure using either a binary (Model 1, as reported in the manuscript) or continuous (Model 2, 

as asked) choice measure. 
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Table A2-1 
 Dependent variable: 
 Binarized Likert 
 (1) (2) 

Observed human 0.718*** 3.199*** 
 (0.053) (0.220) 

Norm consistent 0.403*** 1.907*** 
 (0.050) (0.212) 

Obs human X Norm consistent -0.879*** -3.738*** 
 (0.075) (0.310) 

Intercept 0.037 -2.222*** 
 (0.035) (0.151) 

Observations 473 548 

R2 0.291 0.286 

Adjusted R2 0.286 0.282 

Residual Std. Error 0.405 (df = 469) 1.809 (df = 544) 

F Statistic 64.097*** (df = 3; 469) 72.729*** (df = 3; 544) 

Note: *p<.05, **p<.01, ***p<0.001 
 

As can be seen, while the scaling of the variables changes between models—as well as the 

interpretation of the coefficients—the significance testing remains qualitatively identical.  

2. Equivalencies of Dependent Measures and Predictors 

There are two logically equivalent ways that we can think of the dependent measure of interest: 

(1) The share of participants who chose a decision procedure different from the one that they 

observed (i.e., “penalizing the observed procedure”), or (2) The share of participants who chose 

to utilize the algorithmic decision procedure, conditional on whether they observed a human or 

algorithmic decision procedure. For rhetorical fluency, in the manuscript we presented our 

analyses in the former way. As is clear upon reflection, these two measures are the same when 
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the observed procedure is the human and complementary when the observed procedure is the 

algorithm. 

A 

 
 

B  

 
Figure A2-1:  (A) Penalty of the observed procedure, depending on norm (human vs 
algorithm), and (B) An extensionally equivalent representation of the same data, where Bar B 
and Bar D from Figure (B) are complements of the corresponding bars in Figure (A). 

 

Comparing the graphs above makes this point clear. Whenever the observed procedure was a 

human (Bar C and Bar A), the dependent measure is the same using either description (choice of 

algorithm or decision to switch procedures). Whenever the observed procedure was an algorithm 

(Bar B and Bar D), the dependent measures are complementary (i.e., Percent choosing the 

algorithm = 100% - Percent switching from the observed procedure). In this way, the two ways 

of describing the results are fundamentally the same. This is similar to the relationship described 

in the paper between describing the results in terms of a norm of using an algorithm (whether 
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observing a human or algorithm) versus the consistency of the observed procedure with the 

stated norm. While interpretation changes, the results remain logically synonymous. 

3. Additional Analyses 

In the manuscript, we note that the results of Study 2 extend Study 1 by considering a choice-

based DV. As mentioned, we also asked participants about expected regret as a mediator. As 

noted, in addition to finding mediation by expected regret, we also replicate the effects on 

expected regret as in Study 1. The following table summarizes these findings. 

Table A2-2 
 Dependent variable: 
 Expected regret 
 (1) (2) 

Observed algorithm 0.797*** 0.078 
 (0.157) (0.223) 

Norm inconsistent 0.731***  

 (0.157)  

Norm human  -0.546* 
  (0.229) 

Observed Alg X Norm human  1.441*** 
  (0.314) 

Intercept 3.237*** 3.874*** 
 (0.138) (0.163) 

Observations 548 548 

R2 0.080 0.082 

Adjusted R2 0.077 0.077 

Residual Std. Error 1.837 (df = 545) 1.836 (df = 544) 

F Statistic 23.782*** (df = 2; 545) 16.274*** (df = 3; 544) 

Note: *p<.05, **p<.01, ***p<0.001 
 

As can be seen, the results from Study 1 are replicated using the regret-based dependent measure 

in Study 2.  
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ABSTRACT— Behavioral science has achieved notoriety for offering scientifically informed 
low-cost interventions that “nudge” people toward good behavior. When implemented, however, 
many nudges have failed to produce results found in the lab. These failures are often attributed to 
problems related to unobserved moderators, the replicability of the original finding, or errors 
implementing or scaling the intervention. In the present paper, however, we point to a different 
culprit: The mere presence of a nudge can “leak information” about negative antecedent 
circumstances that brought about the decision to implement the nudge. Specifically, across three 
studies and a variety of domains, nudges, and judgments, we show that various behavioral 
interventions can lower people’s perceptions of the descriptive social norm favoring the desired 
behavior. This implicit negative social proof, we conjecture, may contribute to failures of nudge 
implementation. By documenting this ironic effect of nudging, we hope to deepen our theoretical 
understanding of behavioral science in the wild. 

 

 

Keywords: sensemaking, choice architecture, nudging, ironic effects, descriptive social norms 
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In the early 1990s, the government of Switzerland sought to create new repositories for nuclear 

waste containment. The government’s first step was to call for a national referendum to 

determine which cantons would house the repositories. Nuclear waste containment sites pose 

health risks to nearby residents and also lower local property values, so the decision of where to 

locate the facilities was contentious. During this time, Frey and Oberholzer-Gee (1997) surveyed 

Swiss citizens living in cantons being considered for siting the repositories. Perhaps amazingly, 

more than half of all respondents supported allowing the nuclear waste repositories to be built in 

their local community. However, when respondents were additionally offered a considerable 

annual monetary compensation for allowing the sites to be built nearby—approximately 

equivalent to six weeks of the mean Swiss salary—support fell by about 50%. 

 Adding inducements for a desired behavior can often, ironically, lead to less of that 

behavior (Benabou & Tirole, 2003). One critical reason for this may have to do with the negative 

inferences that people make from the mere presence of the inducement. For example, Benabou 

and Tirole show that principalagent incentive schemes can be interpreted as signals of both the 

principal’s distrust of the agent as well as private information about the unpleasantness of the 

task. On either interpretation, agents make negative inferences in response to the simple presence 

of an incentive. In another demonstration of this phenomenon, Cryder and colleagues show that 

people often assume that research studies offering larger compensation come with 

commensurately greater personal risk from participation (Cryder et al., 2010). Relatedly, 

awareness of the incentives that others face has been shown to lower take-up of 

recommendations (Verlegh et al., 2013) and to decrease reciprocation of prosocial behavior 

(Orhun, 2018) due to negative inferences about others’ motives. 
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 Sometimes these negative inferences can lead to unexpected outcomes. For instance, 

when Ugandan health-promoters posted job solicitations offering an unusually high salary, the 

eventual performance and retention of people hired under this regime was worse than when the 

job paid a lower salary (Deserranno, 2019). Explaining this, a survey of applicants revealed that 

when the salary was higher people assumed that the job was less socially beneficial. This 

inference, in turn, dissuaded pro-socially motivated people from applying. In another study of the 

surprising effects of economic inducements, Fehr and List (2004) modified a Trust Game to 

include a condition in which participants who shirk can be punished. They find that the 

possibility for one player to punish another is enough to provoke overall less trusting behavior in 

participant interactions. Apparently, the threat of punishment communicated a negative 

expectation of how trustworthy the other player would act.10 In each of these cases discussed 

above, awareness of an economic inducement caused people to make unfavorable inferences 

about the background circumstances that gave rise to the inducement. In other words, people 

often presume that incentives typically signal the need for an incentive, which itself is a signal of 

negative baseline circumstances. 

 In such situations, the incentives can be said to “leak information” about the background 

context, including the beliefs and intentions of the policymakers (henceforth, “choice architects,” 

people who influence the design of choice environments). The process of interpreting signals 

from the context (above, for example, the economic incentive schemes) is known as “social 

sensemaking” (Weick, 1995). When sensemaking, people look to the features of a situation (the 

incentives, structures, options, hierarchies, characterizations, and so on) as meaningful 

 
10 Of note, however, if players signaled mutual trust by voluntarily eschewing the shirking penalty, this led to an 
increase in trust behavior from their partner. 
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information about the underlying intentions and beliefs of the choice architect as well as the 

prevailing circumstances that gave rise to specific decisions of the choice architect. Similarly, 

people use cues from their social interactions (Gilbert et al., 1988; Grice, 1975; Schwarz, 1994) 

and environment (Kamenica, 2008; Weick et al., 2005; Wernerfelt, 1995) to make meaning of 

the situation. Whenever people use the presence of an economic incentive to infer something 

negative about the background circumstances, they are using the incentive scheme as a 

meaningful input to social sensemaking. 

Economic inducements can be thought of as just one example of a more general class of 

interventions aimed at encouraging a particular behavior. The field of behavioral science has 

studied myriad other, non-economic inducements of behavior, and documented their impact on 

people’s decisions. This invites the intriguing question of whether these other forms of choice 

architectural interventions (“nudges”) also leak information about the background circumstances 

similar to the way that economic inducements do. That question is the subject of the present 

investigation. 

A growing body of literature has shown that social sensemaking is sometimes engaged by 

the presence and design of nudges. For example, people often infer that a particular option is 

being recommended by the choice architect if it is set as the default (Dinner et al., 2011; 

Jachimowicz et al., 2019; Mckenzie et al., 2006). Similarly, listing minimum repayment amounts 

on credit card bills may be interpreted by debt holders as suggested repayment amounts 

(Navarro-Martinez et al., 2011). Even more germane to the present investigation, a working 

paper by Tannenbaum and colleagues argues that another feature of choice architecture, menu 

partitioning, can tacitly suggest to people that the more finely partitioned categories contain the 

most popular options (Tannenbaum et al., 2017). 
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Related work in marketing research has documented similar effects. For instance, Brown 

and Krishna (2004) find that when “marketplace metacognition” (i.e., social sensemaking) is 

triggered, depending on its interpretation, a default policy can actually backfire. Relatedly, 

despite their popularity among marketing consultancies, inspirational and values-based 

persuasion appeals often backfire because targets infer from this tactic that the marketer has 

ulterior motives (Alavi et al., 2018). More generally, when consumers find persuasive appeals or 

sales tactics inappropriate (Campbell & Kirmani, 2000; Friestad & Wright, 1994), thereby 

triggering social sensemaking (Wright, 2002), they may react against the persuasion attempt. In 

this way, if social sensemaking is engaged, people may spontaneously make negative inferences 

about the background circumstances that gave rise to the intervention. 

This work is drawn together in a recent framework proposed by Krijnen et al. (2017), 

known as “Choice Architecture 2.0.” This model construes choice architecture as an implicit 

conversation between the choice architect and the decision maker. The authors suggest that 

features of the choice environment can signal information about the choice architect’s beliefs and 

intentions, and that these signals are then taken as useful information for the decision makers. 

Becoming aware of a choice architectural intervention may cause decisions makers to wonder 

about why the intervention was put in place. They may treat the existence of the intervention as a 

meaningful signal about both (a) the background context that begat the intervention, and (b) the 

beliefs and intentions of the choice architect that led them to implement the intervention. 

Here, we hypothesize that people may reason that one plausible justification for creating 

an intervention is the choice architect’s concern that not enough people are choosing the desired 

behavior. Concretely, we expect that awareness of a nudge can cause people to think, “Someone 

designed it this way to get me to [X]. They were probably worried that not enough people were 
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previously doing [X]” (where “[X]” is any behavior intended by a nudge, such as increased 

retirement savings, vaccine take-up, exercise, and so on). In other words, people may infer from 

the mere presence of a nudge that the promoted behavior is currently unpopular. Put otherwise 

still, a solution may imply a problem.  

 

The Present Paper 

Putting this together, we expect that when people become aware of a nudge11 and social 

sensemaking is triggered, they will often infer that the nudge was intentionally installed in 

response to a problem. Further, we expect that this problem will often be assumed to be a 

descriptive social norm (Cialdini & Trost, 1998) opposed to the behavior intended by the nudge. 

To illustrate this process concretely, consider a person who encounters a novel message on their 

tax form that reads, “Did you know that the majority of people in your zip code file their taxes by 

April 15?” Because this message is unexpected, this citizen may wonder why the message was 

introduced (Maitlis & Christianson, 2014). One plausible inference is that this was the 

government’s attempt at encouraging even more people to file their taxes promptly. Further 

consideration might suggest that the government is seeking greater compliance because they are 

unhappy with the currently low rates of on-time filing. If this is right, the mere presence of the 

nudge would be enough to imply a lower-than-desired descriptive social norm of timely tax 

filing. While we expect this kind of process to unfold for a variety of nudges, we pause to note 

the ironic effect of this particular kind of nudge as it is a “norms nudge,” designed to encourage 

good behavior via social proof (Bicchieri & Dimant, 2019). 

 
11 Defined informally here as any kind of intervention on the choice context, designed to promote a certain desired 
behavior, without changing the underlying option set or financial incentives. For a more rigorous treatment, see 
Thaler, R. H., & Sunstein, C. R. (2021). Nudge: Improving decisions about health, wealth, and happiness. 
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 We test this proposed effect across a range of domains, decisions, and nudges in three 

pre-registered studies. We begin with Study 1 by testing the hypothesis that a nudge can lead to 

negative inferences about the perceived descriptive social norm (“PDSN”) of the desired 

behavior. Study 2 replicates this finding in a new domain and demonstrates a central mechanism: 

perceptions that the choice architect is worried about the situation. In Study 3, we show further 

evidence of this mechanism through moderation: By providing an alternative justification for the 

nudge that does not bear on the level of choice architect concern, we eliminate the effect on 

PDSN. All open-science materials (pre-registrations, study materials, data, and code) can be 

found online at https://researchbox.org/685. 

 

Study 1: Ironic Effect of Norms Nudges 

We hypothesized that there can be a negative effect of nudges on people’s perceptions of the 

antecedent PDSN favoring the desired behavior. If that nudge is a norms nudge (i.e., a social 

proof intervention), this would be especially ironic since this negative effect on the PDSN would 

directly countervail the intended direct effect of the nudge itself. To test this prediction, we 

compared the effects of a norms nudge against both a passive control (i.e., compared to baseline 

beliefs) and against the effect of learning the same information contained by the norms nudge 

through a different channel. 
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Method   

Participants. In Study 1, we recruited a convenience sample of 753 American participants12 from 

Cloud Research’s “approved participant” pool of Amazon’s Mechanical Turk (MTurk) workers 

with a 95% MTurk rating or higher. Subjects were included only if they had participated in fewer 

than 500,000 total surveys and if they had not participated in a related research study from our 

research team. Per our pre-registration plan, we excluded anyone who failed an initial attention-

based screener, a test/retest consistency check on their birth year, or an instructional 

manipulation check resembling the key measure (Oppenheimer et al., 2009). This screening 

procedure was consistent for all studies reported in the present paper. After exclusions, we ended 

with a final sample of 725 participants (44% female, Mage=40.2, SDage=12.4).  

Materials and Procedure. 

Following the initial screener and consent form, participants were asked to imagine that 

they wanted to sign up for a dating site and had begun creating their online profile. Participants 

were then asked to imagine that, after answering several basic background questions, they came 

to a field where they were to input their weight. Participants were then randomized into one of 

three experimental conditions: 

  

 
12 We targeted a sample of 750 participants but there is some imprecision in Cloud Research’s recruitment 
procedure. Hence, as in all studies for this paper, we ended up with a few participants more than our targeted 
number. 
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 Treatment: Participants saw a screenshot of a popup informing them that the majority of 

users honestly report their true weight. 

 Informational Control: Participants were told that they were curious about honest 

reporting on dating websites so they Googled for information. They were asked to 

imagine finding an interview of an employee of the app they were using. The interview 

included the employee’s claim that the majority of users honestly report their true weight. 

 Passive Control: Participants were given no additional information. 

Of note, those in the Treatment and Informational Control conditions saw an identically worded 

claim—“According to our data, the majority of our users are completely honest in reporting their 

actual weight”—only the context of encountering the claim varied (popup versus article). 

 Following this, participants were asked on a seven-point scale how common they think it 

is for users of the website to give false information about their weight (1=Not at all common, 

7=Extremely common), then were asked an estimate of the percent of users who honestly report 

their true weight when filling out their profiles (0-100). The former question can be thought of as 

participants’ general sense of how big of a dishonesty problem the community faces; the latter is 

a direct measure of the PDSN of honesty on the app. We expected that, compared to 

encountering the same information in a different channel, encountering the claim via a norms 

nudge would lead to a significantly lower PDSN of honesty (and thus a greater problem of 

dishonesty). As an exploratory analysis, we were curious to see if this expected backfire from 

nudging the information would lower the PDSN entirely back to baseline (i.e., the Passive 

Control) or if people would still update their beliefs to some extent in the direction of the 

normative information. 
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Results 

The purpose of Study 1 was to test whether a norms nudge can have the ironic effect of 

decreasing the PDSN compared to learning that same information through a different channel. 

Indeed, that is what we find (b=-6.16, t(719)=-2.94, p=.004).13  

 
Figure 3-1. Participants’ judgments of the percentage of dating app users who honestly report 
their weight, depending on whether they received no information, learned from reading a news 
article that the majority of users do honestly report their weight, or learned this same 
information from an onscreen popup (i.e., nudge) while filling in the dating profile. 

 

Relatedly, the norms nudge also led to considerably greater perceptions of the problem 

magnitude using the Likert measure of dishonesty (b=0.52, t(719)=3.51, p<.001). In addition to 

the relative effects, the absolute levels of each condition’s means are interesting to consider 

(Figure 3-1). At baseline, people assume that the majority of all users are dishonest (i.e., a 

negative PDSN). Independently learning that “the majority” of users are honest boosts the PDSN 

of honesty to approximately 55.1% (SD = 24.4). However, learning that the majority are honest 

instead through a norms nudge yields a mean PDSN of honesty hovering right around 50% 

(M=049.2, SD=24.0). This suggests that many who encounter this norms nudge may believe that 

 
13 See the Appendix for full regression tables of all studies in the present paper. 
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the message could be approximately true, but just barely. In sum, we find evidence consistent 

with the hypothesis that, compared to Googling, learning normative information via a norms 

nudge leads to a considerably lower PDSN and considerably higher judgment of the underlying 

problem. 

We were further interested in the question of how large the backfiring effect of the norms 

nudge was relative to baseline beliefs. To test this, we compared the PDSN for those who 

received the norms nudge to those in the passive control condition, whose baseline beliefs were 

estimated absent any normative information. We find that participants estimated a significantly 

greater social norm if they encountered the nudge compared to those who received no normative 

information (b=12.63, t(719)=6.04, p<.001). Results were similar for perceptions of the 

magnitude of the problem (b=-0.79, t(719)=-5.41, p<.001). Put otherwise, while the norms nudge 

backfired with respect to independently learning the normative information, it still had a positive 

effect relative to baseline beliefs. This is consistent with the broader literature on norms 

interventions, which has often demonstrated success in shifting people’s beliefs and actions in 

the desired direction (e.g., Bogard et al., 2020; Goldstein et al., 2008; Schultz et al., 2007). Taken 

together, these results suggest an interesting picture of normative interventions. There seems to 

be two components of norms nudges: the norms part (i.e., social proof), which can positively 

affect beliefs and actions, and the nudge part (i.e., an intervention intentionally installed by some 

individual) which can arouse suspicions about an antecedent normative problem. The relative 

magnitude of these two vectors, we suspect, might explain a critical difference between prior 

studies that have successfully and unsuccessfully attempted to change behavior using normative 

information nudges. 
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Study 2: Mechanism: Inference About Choice Architect Concern 

In Study 1 we found that perceptions of the norm are lowered when normative information is 

conveyed via nudge rather than learned through an independent channel. Relatedly, people 

perceive a greater underlying problem of negative behavior. These are the conditions that might 

plausibly give rise to a choice architect implementing a nudge in order to improve the situation. 

The purpose of Study 2 is to test this claim. Here, we evaluate the hypothesis that 

implementation of a nudge lowers the PDSN in part due to its suggestion that the choice architect 

is worried about the current descriptive social norm. Additionally, another purpose of Study 2 

was to test the generalizability of our findings from Study 1 in a new domain (self-reported 

academic credentials on a job-search website). The social meaning, norms, verifiability of 

information, baseline rates of honesty, and other critical features of this domain differ 

importantly from filling out a dating profile, so we thought this would be another informative, 

familiar domain in which to test our hypotheses. Finally, given a convenience sample of online 

workers, we thought that measuring the effects of interventions to promote honesty in an online 

job-search website would be especially interesting. 

 

Method   

Participants. In Study 2, we recruited 761 participants from MTurk using our standard inclusion 

criteria (see Study 1). We were left with a final sample of 733 participants (51% female, 

Mage=42.9, SDage=12.9). 

Materials and Procedure. 

The structure of Study 2 was quite similar to that of Study 1. Following the initial 

screener and consent form, participants were asked to imagine they were interested in finding a 
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job by joining a (fictional) job-search service online (TalentMatchers). We asked participants to 

imagine that, after joining the website and answering several basic background questions, they 

were then asked to input the GPA from their highest-awarded degree (GED, High School, 

Associates, Bachelors, and so on). Participants were then randomly assigned into Treatment, 

Informational Control, or Passive Control conditions as in Study 1. This time, the information 

received—either as a popup (Treatment) or through independent research (Informational 

Control)—claimed that the majority of TalentMatchers users honestly report their true GPA. 

After that, unlike in Study 1, participants then answered a question about the extent to which 

they thought TalentMatchers was troubled by the level of dishonesty on their website. After this, 

similar to Study 1, participants then indicated their estimate of the level of honest GPA reporting 

on the TalentMatchers site (i.e., the PDSN). 

 

Results 

The central purpose of Study 2 was to replicate the findings from Study 1 and to test 

whether this phenomenon is partially driven by perceptions of choice architect concern. We find 

evidence consistent with both predictions. 
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A. 

  
B. 

 
C. 

 
Figure 3-2. (Fig. 3-2A) A-Path Effects: Ratings of how troubled the choice architect 
(TalentMatchers) likely is about the level of dishonest reporting on their site, by experimental 
condition. (Fig. 3-2B) B-Path Effects: Correlation between perceptions of choice architect 
worry and PDSN of honest reporting. (Fig. 3-2C) Total Effect: PDSN of honest reporting, by 
experimental condition. 
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As before, we find that learning normative information from a nudge, compared to learning the 

same information from an independent information channel, lowers the PDSN (b=-14.02, 

t(729)=-7.30, p<.001; Figure 3-2C). Thus, we replicate the findings from Study 1 documenting 

an ironic backfiring effect of norms nudges on perceptions of the norm.  

We were also interested in testing the proposed mechanism: perception of choice 

architect concern. Here we find that, compared to the Informational Control (i.e., Googled 

condition), the norms nudge led to significantly greater perceptions that the choice architect was 

troubled by the amount of dishonesty on their site (b=1.28, t(729)=9.52, p<.001; Figure 3-2A). 

Further, we find a strong negative correlation between perceptions of choice architect concern 

about dishonesty and the PDSN of honest reporting on the website (b=-7.39, t(731)=17.08, 

p<.001; Figure 3-2B). We used 10,000 simulations14 to bootstrap 95% confidence intervals for a 

statistical mediation model. 

 
Figure 3-3. Mediation model estimating the indirect effect of the presence of a nudge on the 
perceived descriptive social norm (PDSN) via the belief that the choice architect is troubled by 
the current behavior. Note: “CA” stands for “Choice Architect.” 

 

 
14 Seed: 112620 

-5.34** 
Awareness of a 

nudge 

CA troubled by 
current behavior 

Lowered PDSN 

a*b = -8.64*** 
[-11.00, -6.46] 
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We find evidence of a significant indirect effect of the norms nudge on PDSN through 

perceptions of choice architect worry (bmed=-8.64, 95% CI [-11.00, -6.46]). We thus take this as 

support for the idea that part of what drives the backfiring effect of norms nudges on PDSN is 

the information leaked from the mere presence of the intervention regarding the thoughts and 

intentions of the choice architect. 

As before, it is worth commenting not just on relative differences between conditions but 

also on absolute levels of the PDSN of honest reporting in this domain. Unlike in Study 1, the 

baseline (i.e., Passive Control) PDSN of honesty here was greater than 50% (M=60.5, SD=21.6). 

This creates an interesting context for testing our effect since the normative information provided 

to the other two conditions claimed only that a “majority” of users honestly report their GPA. 

While learning the normative information from an independent channel led to a 25% increase in 

the PDSN compared to baseline (M=75.9, SD=18.8), nudging this same information left people 

with a PDSN statistically indistinguishable from those who received no normative information at 

all (M=61.9, SD=23.2; t(729)=0.74, p=.46 NS). To test this relationship, we used Bayesian 

estimation of the probability of the null hypothesis—that there is no difference between a norms 

nudge and the baseline beliefs from the passive control—conditional on the data that we observe. 

Taking pains to not construe this as evidence that the two conditions are in fact equal, we find 

the null hypothesis to be very likely (P(H0|Data)=.954, Bayes Factor=20.64) given the data 

observed (Wagenmakers, 2007). In summary, we once again see that the mere presence of a 

norms nudge, compared to learning the same information independently, lowers the PDSN of the 

desired behavior. In fact, the backfiring effects of the nudge seem approximately as potent as the 

positive effects of the normative information it contained. Further, we find evidence that this 

may result from perceptions that the choice architect is troubled by the baseline levels of 
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negative behavior. This worry, presumably, is what causes the choice architect to implement a 

behavioral intervention (i.e., nudge). In this way, the nudge itself may be communicating a 

certain “negative social proof” that is undermining to its very purpose (Cialdini, 2021; Cialdini et 

al., 2006). 

 

Study 3: Mechanism by Moderation 

There were three distinct goals of Study 3. First, chiefly, we wanted to test for further evidence 

of the proposed mechanism (perception that the choice architect is worried about the current 

behavior). Given the limitations of statistical mediation as a test of causal mechanism, we sought 

to bolster the evidence from Study 2 by testing our proposed model through moderation. Thus, in 

Study 3 we seek to block the pathway from presence of the nudge to the inference of choice 

architect concern (i.e., the a-path; Figure 3-3). Blocking this inference ought to attenuate the 

total effect of nudging on lowered PDSN if our model is correct. In service of this, we added a 

condition in which participants were given an alternative justification for the nudge’s presence, 

one that implies nothing about the level of choice architect concern. We conjectured that this 

would diminish the effect of the nudge on the PDSN.  

The second goal of Study 3 was to further test the generalizability of the phenomenon 

under investigation. While Study 2 varied the domain from Study 1, the particular behavioral 

intervention (a norms nudge) and the norm in question (honest self-reporting of information) 

were nearly identical. In Study 3, we expand into yet a different domain, looking at yet a 

different behavior (speeding). Further, in Study 3 we also implement a different kind of nudge (a 

speed radar sign) and solicit judgments of a different norm (breaking the law). 
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 The third goal of Study 3 was to rule out an alternative explanation of our results. One 

interpretation of our findings so far might go as follows. People in our studies are simply acting 

as good Bayesian updaters—when they receive some information about the norm, they update 

their beliefs in the direction of this new information, to some extent, depending on the credibility 

of the information source. When that source is reliable (as with an independent news outlet), we 

observe considerable belief updating. When there are reasonable concerns about the motives of 

the information source (as when the owners of the app created the popup), there is good reason to 

update less (Study 1) or not at all (Study 2) in light of the new information. Maybe, this 

argument goes, people are doing nothing more than updating their beliefs precisely as we would 

expect Bayesian reasoners to do. 

 On one hand, we are sympathetic to this account of what we have demonstrated. The 

noteworthy finding, we think, is the fact that the simple act of providing this normative 

information as a nudge may be enough to engender disbelief about its veracity. In other words, 

the novel finding is the demonstration of unfavorable social sensemaking from the mere presence 

of a nudge. Beyond the theoretical insight, this also has considerable practical implications for 

would-be choice architects trying to nudge behavior in the field. 

 On the other hand, we do not think that this is the entire story. Our hypothesis holds for a 

wide range of nudges, including those that do not rely on belief updating for their efficacy. In 

such cases where the nudge does not operate by offering information (to be rejected or accepted), 

our findings could not be explained as apt Bayesian reasoning. Thus, in Study 3 we use a 

different kind of nudge—importantly, not a norms nudge—to test our general hypothesis. We 

predicted that, despite the very different kind of behavioral intervention, the mere presence of the 

nudge would be enough to lower perceptions of the descriptive social norm. In so doing, we 
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sought to demonstrate that nudges can have the proposed deflating effect on the PDSN even 

when they do not operate through belief updating.  

 

Method   

Participants. In Study 3, we recruited 758 participants from MTurk using our standard inclusion 

criteria. We were left with a final sample of 730 participants (54% female, Mage=41.8, 

SDage=13.4). 

Materials and Procedure. 

Following the initial screener and consent form, participants were asked to imagine that 

they drive along the same local streets on their commute to work every day. Participants were 

then randomized into one of three experimental arms: 

 Control: No further information was given. 

 Nudged: Participants were asked to imagine that one day, while driving to work along 

the usual route, they saw a speed radar sign for the first time along the route. 

 Random: Participants were told the same thing as those in the Nudged condition. They 

were then told that this did not surprise them since they had heard about this program on 

the local news a few weeks earlier. In the news program, they learned that: (a) the 

neighboring county had extra radar signs and donated the surplus to their county, (b) the 

sheriff’s office used a computer program to randomize the streets where the signs would 

be placed, and (c) the signs would remain in one set of streets for a few days, then the 

program would randomly assign them to another set of streets. 

For clarity, participants in both the Nudged and the Random condition were shown a picture of a 

speed radar sign below the text. As in Study 2, participants were then asked to rate the extent to 
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which they thought local law officials were troubled by the amount of speeding, and then they 

were asked the percent of all people who typically speed along the local streets each day. For 

participants in the Nudged and Random conditions, we clarified that we were asking for 

participants’ judgments about the time before the signs went up to ensure that we were not 

eliciting their judgment of how effective the signs are at reducing speeding but instead asking 

about the background conditions before the signs went up. 

 

Results 

Beyond generalizing our findings, the purpose of Study 3 was to (a) demonstrate that the 

backfiring effects of nudging hold for behavioral interventions besides norms nudges, and (b) 

offer further evidence of our proposed mechanism. We offered an explanation for the presence of 

the radar signs that could not plausibly be suggestive of local officials’ concerns about speeding. 

We expected that doing so would diminish the effect of the nudge on lowering perceptions of the 

norm. In other words, by inhibiting the a-path of our proposed mediation model (Figure 3-3), we 

expected to diminish the central phenomenon we have observed. This is what we find.  
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A. 

 
B. 

 
Figure 3-4. (Fig. 3-4A) Effect of experimental condition on perceptions that local law officials 
are concerned about the level of speeding along local roads. (Fig. 3-4B) Perceived descriptive 
social norm of speeding along local roads, by condition. 
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First, we find that those in the Random condition inferred much less concern from local officials 

compared to those in the Nudged condition (b=-1.21, t(725)=-9.42, p<.001; Figure 3-4A). In 

other words, we successfully blocked the a-path inference of our model. Next, critically, we find 

that the PDSN of speeding is lower for the Random condition than the Nudged condition (b=-

6.76, t(725)=-3.68, p<.001; Figure 3-4B). In fact, the mean PDSN of those in the Random 

condition was statistically indistinguishable from but directionally lower than the mean PDSN of 

people’s baseline (Control) beliefs (b=-1.21, t(725)=-.64, p=.52 NS; Figure 3-4B). A linear 

hypothesis test confirmed that the difference between the Control and the Random conditions’ 

PDSN was significantly smaller than the difference between the Control and Nudged conditions 

(F=13.52, p<.001). Thus, by providing a justification for the signs that did not bear on the degree 

of officials’ worry about speeding, we successfully inhibited the effect on PDSN. 

 We hasten to point out further that when no such alternative justification was provided, as 

in the Nudged condition, we once again observe a more negative PDSN compared to Control 

(b=5.55, t(725)=2.95, p=.004; Figure 3-4B). This is noteworthy because it means that we were 

yet again able to replicate the central hypothesis regarding backfiring inferences about the 

PDSN. Despite using a very different sort of behavioral intervention than the nudges examined 

in Study 1 and Study 2, the mere presence of the nudge was enough to lower perceptions of the 

descriptive social norm. Further, Study 3 gives credence to the notion that providing an 

alternative justification for the presence of a nudge—one unrelated to choice architect concern—

eliminates the backfiring effect. Piecing this all together, we take this to be corroborating 

evidence in support of our proposed mechanism. We also take this to be a repudiation of the 

claim that “all that’s going on” with our findings is proper Bayesian updating in response to 
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relevant information of varying credibility. We see that the negative effects of nudging on the 

PDSN extend beyond norms nudges. 

 

Discussion 

Imagine touring the basement of a house you were considering purchasing and noticing 

patchwork on an exterior wall and discovering a dehumidifier in the corner. From these clues it 

seems natural to assume that there had previously been water problems in the basement. 

Analogously, we have proposed that awareness of an intervention in a decision environment can 

serve as a meaningful clue about the need for the intervention in the first place. In this way, 

introducing a new policy (e.g., increasing fines for non-payment of taxes; only permitting one 

student to use the restroom at a time during an exam; adding security cameras to the employee 

supply closet) may cause people who encounter the policy to suspect that (a) there had 

previously been some problem (e.g., it was common for people to evade taxes; cheat on exams; 

steal office supplies), and (b) a policymaker reflectively decided to implement the given policy 

in order to curb that problem. We show that this holds for various behavioral interventions. 

While our hypotheses are not exclusive to situations in which a new policy is introduced, we 

only expect to observe these effects when there is (a) (conscious) awareness of the nudge, and 

(b) social sensemaking about the situation (conscious or not). The introduction of a new policy 

seems to be one natural trigger of social sensemaking (see Centraal Bureau voor de Statistiek, 

2017, as discussed in Krijnen et al., 2017). Ascertaining other features besides novelty that may 

lead to this response (e.g., surprise, appropriateness, uncertain motives, baseline distrust, and so 

on) is reserved for future work (for related ideas, see Wright, 2002). 
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Across various domains, different kinds of behavioral interventions, and regarding 

judgments of different normative behavior, we have demonstrated that the mere presence of a 

nudge can cause people to infer that the descriptive social norm opposes the behavior intended 

by the nudge. Moreover, we showed that this is because people interpret the presence of a nudge 

as an indication that the choice architect had been troubled by the prevailing norm. This, 

presumably, is taken as the reason for the choice architect’s deliberate decision to implement the 

nudge (in order to increase the positive norm). Figure 3-5 offers a conceptual model of the 

proposed inferential chain, from awareness of the presence of a nudge down to the belief about a 

lowered descriptive social norm. 

 

 
Figure 3-5. Conceptual model of the series of thoughts that occur to people along the 
inferential chain explaining the results observed in the present project. Note: “CA” stands for 
“Choice Architect. 

 

Ironically, even norms nudges, which operate via social proof, can have this dampening effect on 

the perceived descriptive social norm. 

The present paper documents an effect only on judgment, not on behavior. However, its 

findings suggest that whenever a nudge triggers negative inferences about the PDSN, a “negative 

social proof” nudge is thereby also instantiated. The result of this would be to counteract the 

intended effect of the intervention. This raises the possibility that this phenomenon could be a 

contributing factor whenever a nudge fails to have its expected result when implemented in the 

field. Demonstrating this remains the work for future research. Additionally, it is likely that not 

I realize that I 
am being 
nudged 

I think the CA 
wants me to 

choose X 

I wonder why 
the CA is 

nudging people 
to choose X 

I bet the CA is 
worried about the 
current level of 
choosing X & 
trying to fix it 

I suspect that 
not many 
people are 
currently 

choosing X 
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all nudges and not all situations trigger social sensemaking in the first place. As but one obvious 

example: If a decision maker is not aware of a nudge (e.g., a friction having been removed from 

the prior process of choosing the best option), there likely will be no negative effect on the 

PDSN. Future work should explore the features of nudges that trigger social sensemaking and 

the boundary conditions of the present phenomenon.  

As noted, decades of research have documented the potency of social proof—When 

people are unsure of what to do, they often assimilate into what is normal. Despite this, several 

tests of norms nudges have failed or even backfired when implemented in the field (Ashraf et al., 

2014; Barankay, 2012; Beshears et al., 2015; Bursztyn & Jensen, 2015; Hennig-Schmidt et al., 

2010). Perhaps one way to reconcile these two facts is to note the distinction between norms (the 

social information) and norms nudges (the act of providing this information). As we have shown, 

whatever the effect of the information, sometimes using this information as a nudge can strike 

people as the choice architect protesting just a little too much. 
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Appendix 

A1. Regression Results from Studies 1 – 3, per Pre-registration Plans 
Study 1 
Table A3-1: Main Analysis 

 
 
Table A3-2: Secondary Analyses versus Passive Control 
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Study 2 
Table A3-3: Main Analysis 

 
 
Table A3-4: Secondary Analyses versus Passive Control 
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Study 3  
Table A3-5: Compared to Nudging 

 
 
Table A3-6: Compared to Baseline 
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