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Abstract

Probing Atomic-Scale Properties of Magnetic and Optoelectronic Nanostructures

by

Xiaowei Zhang

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Michael F. Crommie, Chair

This dissertation presents scanning tunneling microscopy and spectroscopy studies of
individual molecules and graphene nanoribbons (GNRs) bound to a substrate. Under-
standing the local electronic properties of these systems is importance from a fundamental
physics viewpoint and for advancing potential technological applications in nanoelectronics.
Two molecular systems, tetracyanoethylene (TCNE), and bithiophene naphthalene diimide
(BND), were investigated. The basic questions addressed are (1) how do molecules respond
to a condensed matter environment (i.e. a metal or semiconducting surface), (2) how do
spins behave in molecule-scale structures, and (3) how do the intrinsic electronic properties
of molecules affect their self-assembly behavior. We find that TCNE molecules display vari-
able surface coupling and enable tunable magnetic exchange coupling between covalently
bonded spin centers in Vx(TCNE)y complexes. We also were able to determine the TCNE
adsorption site within a molecular monolayer on Ag(100) through a combination of inelastic
electron tunneling spectroscopy and density functional theory calculations. We find that
BND molecules exhibit type-II heterojunction energy level alignment. The interplay be-
tween the bipolar electronic nature of the molecule and the substrate results in different
self-assembly patterns on a Au(111) surface. In GNRs we have demonstrated the presence
of magnetic edge states for chiral nanoribbons with atomically smooth edges. We have fur-
ther controlled GNR edges via hydrogen plasma etching, and have determined their exact
edge termination.
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Introduction
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1
Why Nanoelectronics?

Constant technological and scientific advances have continually improved the size and per-
formance of silicon microelectronics devices. Following Moore’s law [127], which predicted
that the number of transistors on a chip would double every two years and consequently
exponentially increase computational ability, semiconductor devices have reduced in size on
a yearly basis. This trend has continued for five decades and will eventually lead us to
nanometer-sized circuit components. However, at this length scale traditional semiconduc-
tor technology will encounter tremendous difficulties due to current leakage and high power
consumption [138].

Different approaches and new designs of electronic devices have been proposed to over-
come these difficulties. One promising potential solution is to utilize new nanoscale building
blocks, such as molecules and graphene, to construct electrical circuits. Resulting molecu-
lar and graphene devices have opened new opportunities for both science and technology,
and it is important now to understand their properties in order to successfully implement
new device architecture. This is a motivating factor for my study of single molecules and
graphene nanoribbons in this thesis.

This chapter gives an overview of molecular and graphene devices and introduces the
materials that I have studied. This chapter also presents additional motivation for these
studies and gives an outline of the whole dissertation.

1.1 Molecular Devices

Molecular devices are potentially extraordinarily efficient for performing certain functions.
With advances in physics, chemistry, engineering and other related fields, many nanometer-
size devices can now be realized [5], such as C60 molecular transistors [142], nanotube radios
[89], logic gates via molecular motion [69], and rotational actuators [45]. To further de-
velop new and more useful molecular devices, a thorough understanding of single molecule
properties in condensed matter environments is becoming increasingly important.
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The physics of single molecule structure is fundamentally different from that of macro-
scopic objects. The performance of molecular devices is determined by factors that depend
on the intrinsic properties of the molecule, the influence of the local environment, and our
ability to control and actuate molecular structures. Intrinsic molecular properties, such
as electronic, magnetic, and optical response, will determine the function of any molecu-
lar device. In such devices, molecules will be inevitably in contact with other substances,
for example, electrodes. The influence of the local environment, such as charge transfer,
broadening of molecular states, thus needs to be well understood in order to design de-
vices. Future applications of molecular devices will depend on how these properties can
be controlled. Molecular nanoscience addresses these fundamental molecular physics ques-
tions, and helps point the way towards future device applications, thus creating exciting
opportunities in both science and technology.

1.1.1 Magnetic Molecules for Spintronics Applications

Molecule-based spintronics raises new possibilities for electronic and magnetic devices [20,
82]. However, for this concept to become reality, a more fundamental understanding of the
interaction between the molecule adsorbates and the substrate as well as the interaction
between different spin centers, is necessary, due to the fact that spin coupling and magnetic
anisotropy can change as the local environment is varied [165, 8]. To understand these types
of effects for a model system, I studied the magnetic molecule platform tetracyanoethylene
(TCNE) in this dissertation.

TCNE is a strong π-electron acceptor with a large electron affinity [32] that easily forms
charge-transfer complexes by pulling electrons from neighboring metal atoms or molecules
[47, 120]. Bulk V(TCNE)x with x ∼ 2 is the first known room temperature organic magnet,
and have a Curie temperature of∼ 400K [119, 155, 175, 99]. This motivated us to design spin
networks using TCNE as a molecular linker and vanadium atoms as spin centers, since we
expected good spin coupling through the TCNE molecules. Despite much research done on
the bulk and thin films of V(TCNE) in past years, the origin of TCNE-based ferromagnetism
is still not well understood [155, 67, 175], thus making TCNE an interesting candidate to
explore molecule-based magnetism at microscopic length scales.

Magnetic adsorbates can interact with surfaces in various ways, such as through the
RKKY interaction. With spin sensitive local probes, such as spin polarized STM, one can
obtain local magnetic and spin properties of a system. However, even without a spin sensitive
probe, one may still access certain magnetic properties. One way is through inelastic spin
excitation signals [70]. When a tunneling electron’s energy exceeds the spin excitation
energy, the electron may induce a spin transition. Another way of detecting spins is through
a phenomenon known as the Kondo effect [98]. When a magnetic impurity is placed in
contact with a bulk metal, and the temperature is lowered below a characteristic temperature
scale (the Kondo temperature), then electrical resistance of the sample begins to increase
rather than decrease as is normally expected. In this situation, the interaction between
electrons in the bulk state and the local spin results in a spin singlet state, and a screening
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cloud is formed in the vicinity of the molecule, as schematically shown in figure 1.1. Often

Figure 1.1: Kondo screening cloud around a local spin on the surface.

in STM, the Kondo effect is characterized as a sharp resonance in dI/dV spectra near the
Fermi energy.

1.1.2 Bipolar Molecules for Photovoltaic Applications

Bipolar molecules that incorporate donor and acceptor components within a single covalently
bonded scaffold are the subject of much interest for applications in diodes, LEDs, and
photovoltaic (PV) devices [39, 164]. The suitability of such molecules for future applications
depends on many factors, including the energy and geometry of molecular orbitals and
intramolecular interfaces, the influence of environment, and properties such as electrical
contacts and optical excitation response [132, 122]. For PV applications it is particularly
important for bipolar molecular orbitals to have staggered energy levels with strong orbital
localization between the two halves of the molecule [172, 197, 46]. In macroscopic devices
this situation is referred to as a “type II heterojunction” [93].

The bipolar molecules used in our work incorporate bithiophene as the electron donor,
and naphthalene diimide as the electron acceptor. Since molecular electronic properties are
very inhomogeneous at sub-nanometer length scales, a local probe such as an STM is needed
to resolve spatial variation in electronic structure. The potential for making a nanometer
scale photovoltaic cell makes this molecule an interesting system to study.

For device applications, it is important to understand how these molecules respond to
different environment and how these molecules interact with each other. Many interesting
properties may arise due to collective behavior of these molecules on a metallic surface.

1.2 Graphene Nanoribbon Devices

Since the successful isolation of graphene in 2004 [134], graphene has become the subject
of intense experimental and theoretical scrutiny. Graphene possesses many intriguing elec-
tronic properties. The charge carriers in graphene behave like “massless Dirac fermions”
with remarkably high mobility [53]. They also display an anomalous quantum Hall effect
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[133, 199] and show Klein tunneling phenomena [196]. Furthermore, graphene has proven
itself to be a versatile and chemically stable material that can be patterned with conven-
tional lithography techniques [65, 53]. Thus, there is great interest in using graphene as a
building block for new electronic technologies.

The fact that intrinsic graphene is a zero bandgap semiconductor is a major problem for
mainstream logic applications. Introducing lateral confinement into graphene, i.e., making
graphene nanoribbons (GNRs), is one solution to open up a bandgap in this 2D material.
Such GNRs have been predicted to exhibit a wide range of behaviour, including tunable
energy gaps [169, 43], and the presence of one-dimensional (1D) edge states [129, 1, 186]
with unusual magnetic structure [51, 170]. These properties make GNRs a very interesting
new system to study.

1.3 Outline of Dissertation

This dissertation is divided into four parts. The first part introduces the main instrument
used in our studies: a home-built low-temperature ultra high vacuum scanning tunneling mi-
croscope (STM). Chapter 2 reviews the fundamental tunneling theory and STM operational
modes. Chapter 3 describes the detailed STM instrumentation and related experimental
techniques that are used in our work.

The second part of the dissertation presents experimental studies on magnetic nanos-
tructures, more specifically, TCNE molecules and Vx(TCNE)y complexes. Chapter 4 de-
scribes the interaction between TCNE and Ag(100) substrates, and how we are able to
build Vx(TCNE)y complexes via STM manipulation. Depending on the particular struc-
ture of Vx(TCNE)y complexes and their orientation relative to the Ag(100) substrate, the
strength of the TCNE-mediated spin coupling between V atoms can be tuned. Chapter 5
presents an in-depth study focused on determining TCNE adsorption sites within a molecu-
lar monolayer on Ag(100). Combining inelastic electron tunneling spectroscopy (IETS) and
density functional theory (DFT) calculations, we are able to obtain this precise structural
information.

The third part of the dissertation focuses on bipolar molecules that have potential pho-
tovoltaic applications. Chapter 6 introduces the bithiophene naphthalene diimide (BND)
molecule, and shows how we measure type-II heterojunction energy level alignment within
a single molecule. Chapter 7 describes the self-assembly properties of BND molecules. De-
pending on the environment, they form either anti-parallel or parallel aligned chains.

The fourth part of the dissertation describes our studies of graphene nanoribbons (GNRs).
Chapter 8 demonstrates our measurement of the presence of magnetic edge states in chi-
ral GNRs with atomically smooth edges. Chapter 9 describes our ability to control and
determine the edge termination of hydrogen-plasma-treated GNRs.
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2
Scanning Tunneling Microscopy Principles

Since the invention of the scanning tunneling microscopy (STM) by Binnig and Rohrer in
1982 [13, 14], it has served as one of the premier surface characterization tools. The main
strengths of the STM include its imaging [15, 36], manipulation [38, 9], and spectroscopic
characterization [34, 35, 171, 70] capabilities on nanostructures with sub-angstrom precision.
These properties make the STM an ideal choice for studying atomic and electronic properties
of adsorbates on conducting substrates, as well as for modifying and controlling chemical
properties at the atomic scale [184].

In an STM a sharp metal tip (usually made of W or Pt-Ir) is placed very close (∼ 6 Å) to
a conducting surface. By applying a bias voltage between the tip and the sample, a tunnel-
ing current is generated. Qualitatively, the tunneling current exponentially decays with the
increase of the tip-sample distance, which gives the STM its high spatial resolution. Quanti-
tatively, the basic formalism used to explain electron tunneling between two electrodes was
first given by Bardeen in 1961 [7], and later developed by Tersoff and Hamann [176] for the
specific STM configuration. A detailed derivation of the tunneling current will be given in
this chapter.

2.1 Theory of Operation

The details of the electron tunneling process in an STM have been discussed in several
classic references [7, 176, 27]. Under the condition of elastic tunneling events, the tunneling
current between the STM tip and the sample can be expressed as [27],

I(V ) ∝
∫ ∞

−∞

[f(E − ecV )− f(E)] ρs(E)ρt(E − ecV )|Mt−s(E, V, z0)|2dE (2.1)

where f(E) is the Fermi-Dirac function, ρs(E) and ρt(E) are the sample and tip local
density of states, respectively, |Mt−s(E, V, z0)| is the tunneling matrix element. The bias
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voltage V is defined as the voltage of the sample relative to the tip following the usual STM
convention. z0 is the tunnel barrier width (i.e., tip-sample distance). A schematic drawing
of the tip and sample density of states under the tunneling condition is shown in figure 2.1.

Figure 2.1: Schematic tunneling diagram in STM.

Typical approximations used to simplify equation (2.1) are the following:

1. T = 0K.

2. The tip DOS ρt is a constant with respect to energy.

3. |Mt−s(E, V, z0)|2 ∼ exp(−κz0
√
φ0), where φ0 is the substrate work function, and κ =

2
√

2me/~2 = 1.02 Å
−1
V −1/2.

Under these approximations, equation 2.1 simplifies to

I(V ) ∝ exp(−κz0
√

φ0)

∫ ecV

0

ρ(EF + E)dE (2.2)

2.2 STM Topography

For simplicity we first define the plane of a sample’s surface to be the xy-plane, and the
direction perpendicular to the surface as the z direction (figure 2.2). In typical STM topog-
raphy mode, a constant voltage is applied to the tip or sample (figure 2.2 shows it applied
to the tip, which is equivalent to applying V = −Vtip to the sample), and feedback circuits
are used to keep the tunneling current I(V ) constant (figure 2.2). The position of the tip in
the xy-plane is controlled by piezoelectric crystals. When scanning the tip in the xy-plane,
the plot of the change in the z position of the tip as a function of x and y is referred to as
the constant-current topograph.
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Figure 2.2: Diagram showing the basic setup of an STM. A constant voltage Vtip is applied
to the tip while voltages are applied to piezos to move the tip in the x and y directions. The
tunneling current is measured by a current to voltage converter connected to the sample
and the tunneling current enters feedback electronics which controls the z piezo to maintain
constant tunneling current.

The tunneling current is determined by the electron states in the tunneling window
defined by the bias voltage (equation 2.2). What we plot is a surface where the integral
of the LDOS is constant. Positive and negative biases probe the unoccupied and occupied
states respectively. Topographic images can have strong dependence on the sign and value
of the bias, since the spatial distribution of the molecular states can have large variation in
energy.

For typical metal work functions (φ ∼ 5 eV), the current decreases by one decade for
an increase of 1 Å in the tip-sample-separation. One can exploit such sensitive dependence
to achieve atomic resolution of the surface, as shown in figure 2.3. Another fortunate
consequence of the exponential dependence is that only the atoms closest to the surface will
contribute to the tunneling current, so tip preparation techniques that change the apex of
the tip are widely used under vacuum.
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Figure 2.3: STM topograph showing the measured atomic lattice of a Ag(100) surface.

2.3 Elastic Spectroscopy

The electronic properties responsible for the tunneling current can be measured by examin-
ing how the tunneling current changes with bias voltage. The process for an STM to measure
dI/dV spectroscopy is called scanning tunneling spectroscopy (STS). In STS, the tip is kept
at a fixed position ~r0 and the bias voltage is changed while simultaneously recording the
dI/dV signal. From equation 2.2,

dI

dV
∝ LDOS(~r0, EF + ecV ) (2.3)

Hence, dI/dV measures the sample local density of states. Simulated I − V and dI/dV are
shown in Figure 2.4.

While it is tempting to numerically differentiate I(V ), we instead use a lock-in amplifier
to measure dI/dV since this technique effectively increases the signal-to-noise ratio. In this
setup a small modulation voltage is added to the bias voltage and the resulting modulation
current can be read using a lock-in amplifier. In our experiments, we use typical modulation
voltages of 1 − 10mV rms with frequency of ∼ 451Hz. To compensate for the capacitive
coupling between the tip and sample, the lock-in phase is set 90◦ out of phase with the
capacitive signal.

2.4 dI/dV Maps

As discussed in the previous section, dI/dV spectroscopy measures the local density of
states at the tip apex. Since LDOS(~r, E0) =

∑

m |ψ(~r)|2δ(E − E0), this is approximately
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Figure 2.4: Simulated I − V and dI/dV curves.

the density of states at energy E0 multiplied by the square of all wavefunctions with energy
E0 at position ~r, and so is highly spatially dependent. The spatial variations of the dI/dV
spectroscopic features can be characterized by mapping dI/dV as a function of tip position.

To take such a dI/dV map, we keep the tip voltage constant and scan the surface in the
x and y directions while keeping the feedback on (so that I is constant). We then measure
dI/dV during this process and plot it as a function of (x, y). The resulting plot is called a
dI/dV map.

Such energy-resolved spectroscopic mapping has been used to image the dispersion of
surface states in metals [36]. In Chapter 6, we also use dI/dV maps to map out the spatial
localization of different molecular orbitals.

2.5 Inelastic Electron Tunneling Spectroscopy

In the elastic tunneling process described in the previous sections, we assume electrons
do not lose energy while traveling from the tip to the sample. However, it is possible for
electrons to lose energy via other channels such as molecular vibration, that is, they can
tunnel inelastically.

The effects of inelastic tunneling can be observed in STM spectroscopy data in two
regimes: (1) as side peaks around an electronic resonance, (2) as symmetric steps around
EF . The first regime corresponds to inelastic tunneling into vibronic states near EF , and
leads to the formation of a series of equally spaced peaks in dI/dV . Such inelastic vibrational
side-bands were first observed in single molecule transistor experiments [142, 143, 144], and
then seen in STM for molecules separated from a conducting substrate by a thin insulating
layer [157, 112, 188]. They are rarely seen for molecules directly on conducting surfaces.
In this latter case the larger hybridization reduces the residence time of the electron on
the molecule, thus decreasing the electron-vibration interaction, and thereby making the
vibrational side-band much weaker in amplitude.

The second inelastic tunneling regime corresponds to an electron tunneling to an elec-
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tronic state via a virtual transition from a more energetic state. For example, in the presence
of a molecular vibrational mode that has an excitation energy of Einel = ecVinel (figure 2.5),
under the situation when the bias voltage |V | < Vinel, electrons do not have enough energy
to excite the vibration; i.e., they tunnel elastically through the molecule (blue arrows in
figure 2.5a). Once |V | > Vinel, electrons can lose energy Einel to excite the vibration (red
arrows in figure 2.5a). This inelastic tunneling channel gives rise to a sudden increase of
current at |V | = Vinel, which appears as steps in the dI/dV plot, and a peak and a dip at
positive and negative bias in the d2I/dV 2 plot, as schematically shown in figure 2.5b.

Figure 2.5: Sketch explaining why inelastic tunneling changes dI/dV symmetrically around
V = 0. (a) Energy diagram showing possible elastic (blue arrows) and inelastic (red arrows)
paths that tunneling electrons can take. (b) Elastic and inelastic contributions to I(V ),
dI/dV , and d2I/dV 2.

Inelastic tunneling spectroscopy was first observed in p-n junctions [77], followed by
observations of molecular phonons in metal-oxide-metal tunneling junctions [85]. It was
then widely used for the study of molecular vibrational properties. However, IETS on
single molecules was only achieved decades later using STM and STS [171, 73]. The high
spatial resolution of STM enables precise determination of the identity and arrangement of
functional groups within a single molecule, as well as its adsorption site and orientation. The
utilization of IETS will be discussed in chapter 4 and chapter 5 in the context of studying
tetracyanoethylene (TCNE) molecules.
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2.6 STM Manipulation

In addition to topographic imaging and spectroscopy acquisition, the STM can be used to
manipulate atoms and molecules on the surface [38, 9, 35, 69, 72]. Different manipulation
modes are schematically shown in figure 2.6. Under constant current mode, the STM tip is
brought in close proximity to an adsorbate, a weak chemical bond is formed between the tip
and the sample, depending on the force between the tip and the sample, the adsorbate can
be pulled, slided, or pushed by the tip (figure 2.6a). There are other less common methods
such as constant-height mode (figure 2.6b) and vertical manipulation mode (figure 2.6c)
[10].

Figure 2.6: Diagrams of STM manipulation. (a) Different manipulation schemes under
constant current mode. (b) Constant height mode for moving large molecules. (c) Vertically
manipulating a molecule by picking it up and putting it down at other place.

The STM manipulation capability has been exploited to build patterns that modify the
electronic structure of the underlying surfaces [35], and also carry out chemical reactions at
the ultimate, single molecule scale by forcing atoms and molecules together [107, 71, 191,
159, 184, 126, 111]. In chapter 4, the method of building vanadium-tetracyanoethylene via
STM manipulation will be presented.
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3
Instrumentation

3.1 The Scanning Tunneling Microscope Instrument

Most of the experiments presented in this thesis were conducted using a home-built ultra-
high vacuum (UHV) STM. This STM has a base pressure of ∼ 1 × 10−10 torr and a base
temperature of ∼ 7K. The original STM design and construction was carried out by M. F.
Crommie, W. Chen, and V. Madhavan. Details of the STM design and improvement have
been presented in the theses of Wei Chen [29], Vidya Madhavan [118], Tiberiu Jamneala [87],
Michael Grobis [62], Xinghua Lu [116], and Ryan Yamachika [192]. Only a brief description
will be given here.

Figure 3.1 shows an overview of the STM. The various parts of the system can be broken
down into the following components:

1. UHV chambers and pumping systems

2. cryogenic system

3. vibrational isolation

4. STM scanner

5. electronics and software

A brief description of each component will be given below.

3.1.1 UHV Chambers and Pumping Systems

The system’s chambers consist of four major parts: an analysis chamber, a transfer cham-
ber, a microscope chamber, and a load-lock chamber. Each chamber has different func-
tionality. The analysis chamber is mainly used for sample preparation, such as cleaning
samples (§3.2.1) and depositing insulating layers (§3.2.2). It is equipped with a sputter
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Figure 3.1: Overview of the STM chambers, pumping system, and cryogenic system.

gun, an electron-beam heater, a low energy electron diffraction (LEED) unit, and an Auger
electron spectrometer. The transfer chamber is used for transferring sample between the
analysis chamber, the microscope chamber and the load-lock chamber. It is equipped with
metal electron-beam evaporators and molecule evaporators, so most of the atom/molecule
deposition is performed in the transfer chamber. The STM scanner is located in the micro-
scope chamber. Samples are transferred between ambient and UHV through the load-lock
chamber. Sometimes we carry out molecule deposition in the load-lock chamber for added
flexibility.

The chambers and pumping systems allow for a base pressure of ∼ 1 × 10−10 torr. The
chambers are made from 304 stainless steel to allow for baking above 100 ◦C during initial
pump down and for low outgassing once at UHV. A combination of a 500 l/s turbo pump
and a diaphragm-backed turbo pumping station is used to bring the system from ambient
conditions to high vacuum. The turbo pumping system also pumps the system during bake-
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out, which lasts 3− 5 days. During normal operation, the chambers are pumped by two ion
pumps (a 75 l/s pump in the transfer chamber and a 500 l/s pump in the analysis chamber)
and occasional running of the titanium sublimation pumps (TSPs).

3.1.2 Cryogenic System

The microscope chamber sits inside an 80 liter liquid He dewar. The hold time for this
dewar is 12 days. A He exchange gas can separate the chamber from direct contact with the
liquid He. The use of He exchange gas is important for three reasons, (1) minimize vibrations
from liquid He boil off, (2) avoid the Paschen effect, i.e., avoid pressure ranges (∼ 100mTorr)
where high voltage arcing can occur, and (3) control desired operating temperature. A series
of radiation shields in the exchange can are employed to minimize the thermal radiation
from the transfer chamber, which is at room temperature, from getting to the microscope
chamber. All the wires in the exchange gas can that run from room temperature down to the
microscope chamber are stainless steel coaxial cables to reduce heat loss since stainless steel
has low thermal conductivity. This cryogenic setup allows operation at a base temperature
of 7K when the exchange gas pressure is ∼ 5mTorr of He gas.

3.1.3 Vibration Isolation

Extensive care is taken to minimize vibrational coupling to the STM. The UHV chambers
are mounted on a dual stage optical table with vibrational isolation legs between each stage.
The microscope chamber is suspended by two bellows which allow for acoustic mismatch
between the transfer chamber and microscope chamber. The whole UHV system is enclosed
in a sound proof room to minimize acoustic disturbances. Under normal conditions, ambient
vibrational disturbances do not limit the noise. Though typically 3mÅ rms of “vibrational”
noise can be seen on the tip, this noise is thought to be electronic in origin. Even with this
noise, high quality images can be readily achieved with 0.5 pA stabilization currents.

3.1.4 STM Scanner

The heart of the STM, where most experimental data is taken, is the STM scan stage
(located in the microscope chamber). Figure 3.2 shows the schematics of the STM scanner
and stage. The STM scanner, called “the bug”, consists of a series of carefully machined
macor pieces (body and support), piezoelectric (piezo) ceramics (coarse and fine motion),
and a shielded metallic tip (shield cannot be seen in the figure). Fine (50µm) gold wires
bring electrical contact to the various STM components. The scanner rests on a piece called
the walker plate. The plate consists of a thin glass plate (75µm thick) below which reside
a series of metallic electrodes, and below which lies another glass plate (not shown in figure
3.2). The electrodes are used for (1) clamping the bug electrostatically to the glass plate
and (2) coarse motion of the bug along the glass plate. The STM tip is made from either W
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Figure 3.2: STM stage and scanner. The X piezo lies directly behind the Y piezo in this
view and cannot be seen in the diagram. The sample receiver (the part that holds the
sample holder) is not shown in the diagram.

or PtIr(80:20) wire (10mil thick). Since a sharp tip apex is desired, it is common practice
to chemically etch the tip [162].

3.1.5 STM Electronics and Software

The essential STM functionality is controlled by a combination of home-built electronics
boxes (Z-Box, XY-Box, FE Box, Walker Box, Ground breaking box), commercial elec-
tronics (Ithaco 1211, Electronic Development Corporation 522, Data Precision 8200), and
computer DAQ boards (GPIB, NI PCI-6052E, NI PCI-MIO16XE) all controlled by a central
computer. In addition to the essential electronics, there is additional commercial electronics
to do spectroscopy (HP 33120A function generator, Princeton Applied Research 5210 lock-
in amplifier), an STM temperature controller (LakeShore 340), and a home-built audio box
to aid with atomic/molecular manipulation (built by the UC Berkeley Physics Electronics
Shop, Job #98-05).

All of the electronics for the STM is controlled by home-written software. The original
version of the software was written in LabView, but since around 2002, newer versions
have been written in C++. Nate Jenkins wrote most of this software with help from Mike
Grobis. Yuri Zuev, Ryan Yamachika, Yen-Chia Chen, and I have corrected bugs and added
new features to the software.
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3.1.6 Coarse Approach and Fine Motion

Coarse motion is achieved by a series of electrical pulses on the body piezo and walker plate
electrodes. For example, for the scanner to move forward, a complete cycle involves the
following actions:

1. Apply high voltages (∼ 500V) to the two back electrodes, to clamp the rear of the
body piezo.

2. Remove any high voltage on the body piezo, to expand the body piezo forward since
its back is clamped.

3. Apply high voltages to the front two electrodes, to clamp the front of the body piezo.

4. Remove high voltages on the back electrodes, to release the rear of the body piezo.

5. Apply high voltage on the body piezo, to contract the body piezo.

This entire sequence is called one step. Typical step sizes at T = 7K vary between 0.1µm
to 1µm depends on the performance of the walking. The STM bug can move both perpen-
dicular and parallel to the sample. To move the STM bug to a desired location, one takes
as many steps as necessary in the correct direction.

Coarse Approach – Field Emission

The coarse movement step size (∼ 0.1µm− 1µm) is typically larger than the range of the
Z-piezo (≤ 0.1µm). This means that we can easily crash into the surface with one coarse
step forward if we do not know how close the STM is to the surface. To roughly monitor the
tip-sample distance, a process called “field emission” (FE) is used during coarse approach.
By applying a high voltage to the tip, we may get a small current, we use feedback circuits
to maintain a constant current, then in the FE regime, the tip voltage decreases as the
distance decreases. The magnitude of the current and voltage gives us an idea of how far
away the tip is from the surface. At the initial stage, the voltage applied to the tip is the
maximum voltage ∼−450V when the tip is far (a few mm) from the surface and I = 0nA.
When the tip is ∼ 80µm from the surface, Vtip ∼−450V and I ∼ 1 nA. When Vtip ∼−30V
and I = 1nA, the tip is a few angstroms from the sample, and one may manually use the
Z-piezo to move the tip towards the sample from that point on.

Coarse Approach – Capacitance Approach

Approaching a sample using field emission can destroy a spot due to the large voltages
and electric fields required. This is why a more gentle method of approaching is necessary.
Since the tip and sample form a capacitor, by measuring the tip-sample capacitance, we
get an idea of how close the tip is to the surface. The tip-sample capacitance is measured
by applying an ac voltage (1V, 1 kHz) to the tip and measuring the induced current in the
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sample through the Ithaco 1211 current to voltage converter. Output of the Ithaco 1211
then goes to a lock-in, whose output is proportional to the tip-sample capacitance. When
the tip is several angstroms away from the sample, the typical R output of the lock-in will
be 70− 80mV when the Ithaco 1211 has a 10−10 A/V gain and 1ms time constant.

Fine Motion – Tunneling

Once the tip is within 20 nm of the surface, the electrodes clamping voltages are fixed and the
remaining distance is traversed using the z-piezo. The voltage on the tip is lowered below the
field-emission threshold and into the tunneling regime (within ±3V). The feedback circuit
is switched from controlling the tip voltage to controlling the z-piezo extension to keep the
tunneling current constant. The fine motion of the tip is now controlled by x-, y-, and
z-piezos. These three piezos have mutually orthogonal expansion axes, with the z-piezo’s
axis aligned roughly perpendicular to the surface. The z-piezo expands ∼ 1 Å/V while x-
and y-piezos expand ∼ 10 Å/V. They allow for sub-angstrom positioning of the tip along
the surface. The scan range of the STM tip is about 500 nm×500 nm.

3.2 Sample Preparation

Preparing clean and flat surfaces of substrates is critical for studying the intrinsic properties
of molecules since impurities on the substrates may affect the properties of the molecules
on them. For this reason, we clean and keep the samples under UHV of a base pressure
∼ 2× 10−10 torr.

3.2.1 Sputtering and Annealing

For single crystal noble metal substrates (Ag, Au, Cu), the cleaning procedures include
standard repeated cycles of sputtering and annealing [128]. Argon sputtering bombards
the surface with Ar+ ions of kinetic energy between 0.5 keV and 2 keV, removing impurities
on the surface. The sputtering is followed by annealing the substrate, which is heated to
desorb impurities from the surface and to smooth out the surface. Annealing is done by
electron-beam heating, where high energy (∼ 1 keV) electrons bombard the substrate and
lose their energy in the form of heat. The mechanism of e-beam heating is similar to the
mechanism of e-beam evaporation (§3.3.2).

3.2.2 Thin Insulating Layers

The use of an STM requires a non-insulating substrate in order for electrons to tunnel.
However, the electronic structure of the adsorbates can be perturbed by underlying substrate
electrons. To study the inherent properties of adsorbates, it is desirable to decouple them
from the supporting substrate. We have tried and succeeded to grow epitaxial ultra-thin
NaCl and CuN insulating layers to do this. Their growth methods are described below.
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NaCl Islands

NaCl islands are grown by direct deposition of NaCl molecules. We use Knudsen cell evap-
orators (§3.3.1) to do the deposition. We first degas NaCl molecules to 550 − 555 ◦C for a
few seconds, then deposit at ∼ 540 ◦C. Figure 3.3 shows typical NaCl islands on Ag(100),
depends on the coverage, they form two or three layer islands.

Figure 3.3: NaCl islands on Ag(100).

CuN Islands

CuN islands are grown by impinging N+ ions onto a Cu(100) surface. More specifically,
in our system, we usually sputter with N2 pressure ∼ 1 × 10−5 torr, ion energy of 0.5 keV,
for 20 minutes. This recipe results in ∼ 40% coverage of CuN islands. Figure 3.4 shows a
typical STM image of CuN/Cu(100), CuN form discontinuous islands because of the lattice
mismatch between CuN and underlying Cu(100).

3.3 Deposition Techniques

In our experiments involving the study of different nanostructures via STM, a key step is to
grow those nanostructures on a substrate. Depending on the size, form, and properties of
the materials, we have developed various deposition techniques. This section will introduce
common methods used in our experiments.

3.3.1 Knudsen Cell Evaporator

For molecules that can be sublimated in ultra high vacuum at temperatures above room
temperature, we employ a Knudsen cell evaporator to thermally deposit them. Figure 3.5
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Figure 3.4: CuN islands on Cu(100).

shows the design of a Knudsen cell evaporator, a detailed description of the design can be
found in Mike Grobis’ thesis [62].

Figure 3.5: Schematics of a Knudsen cell evaporator.

To use the evaporator we put molecules into the central quartz tube, and then heat
it by running a current through the tungsten heating coil. The temperature is measured
by the thermalcouple, allowing us to evaporate molecules at any desired temperature. The
temperature determines the molecular vapor pressure, and in this way we are able to control
the amount of the molecules on the surface.



3.3. DEPOSITION TECHNIQUES 21

3.3.2 Electron Beam Evaporator

For depositing metals, which usually have much higher evaporation temperatures than
molecules (higher than the melting point of the quartz crucible in the Knudsen cell), a
Knudsen cell cannot be used. A different evaporator, called an electron beam evaporator, or
e-beam evaporator is then utilized. Figure 3.6 shows the schematics of the e-beam heater
designs. The feedthrough is usually a TSP feedthrough that can handle large currents and
high temperatures. The filament is either thoriated tungsten wire, which begins to glow
when ∼ 2A is passed through it, or a Granville-Phillips ion gauge filament, which requires
∼ 5A to glow. The metal is either directly attached to a Mo rod by wrapping W wire around
it and the Mo rod (figure 3.6a), or one end of a wire (W, Mo, or Ta) is wrapped around
and spot welded to the metal while the other end of the wire is wrapped around and spot
welded to the Mo rod (figure 3.6b). The second method (figure 3.6b) has the advantage that
there is less heat loss to the Mo rod since there is no direct contact between the hot metal
and the Mo rod, which means less current is needed in the filament and the Mo rod will
outgas less. However, this method has the disadvantage that when the metal and the wire
get hot, they can bend and touch the shield, causing a short, that’s why we developed the
first method (figure 3.6a). A shield (drawn transparent in figure 3.6a) is normally placed
around the metal and filament for two reasons, (1) it prevents metal from being evaporated
in all directions, which prevents the metal from contaminating other evaporators or cover-
ing viewports; (2) it also changes the local electric field around the metal, the shield can
significantly alter the number of atoms that fly towards the sample.

To use the evaporator, a high voltage (2 kV) is applied to the metal which we want
to deposit, by running a current through the filament that near the high voltage metal,
thermally emitted electrons are accelerated to the metal because of the high voltage on it.
Those electrons hit the metal and release their energy in the form of heat, rapidly heating
the metal. By controlling the current that flows from the filament to the metal through
vacuum (called the emission current), we are able to control the temperature of the metal.

3.3.3 K Getter Evaporator

The deposition of K atoms is more difficult due to the high reactivity of K when exposed
to moisture in the air. For the deposition of K atoms, K getters were purchased from SAES
getters in Milan, Italy. To use these getters, a current of ∼ 5 − 8A is passed through the
getter, which causes K atoms to be released.

3.3.4 Leak Valve Evaporator

For depositing TCNE, since it sublimates at room temperature, a different method that
employs a leak valve was used. Figure 3.7 shows a basic setup of a leak valve evaporator.
The molecules are placed in a small glass belljar which is attached to a UHV leak valve.
The leak valve is attached to the UHV chamber.
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Figure 3.6: e-beam evaporator setup. (a) Complete schematic of an e-beam evaporator
with the metal directly attached to the Mo rod and the shield is drawn transparent. (b) A
second way of attaching the metal to the Mo rod by using a W, Mo, or Ta wire.

Because of the high vapor pressure of TCNE molecules at room temperature, the air
in the belljar cannot be pumped directly through the UHV chamber’s pumping systems,
another method called “pump and flush” is used to clean the initial air enclosed in the
belljar. A Tee fitting is attached to the belljar, the leak valve, and a pump/flush valve. The
belljar is first pumped to rough vacuum (∼ 10mTorr) and then filled with 1 atm of Ar gas.
Note that since TCNE is toxic, when pump on it, the exhaust of the pump should go into
a fume hood. This process of pumping and flushing with Ar needs to be repeated at least
ten times to achieve the desired cleanness. Finally the belljar is pumped to rough vacuum
and the pump/flush valve is closed. The TCNE at room temperature and in rough vacuum
will sublimate, forming a gas of TCNE in the belljar and the leak valve. Opening the leak
valve can control the molecular gas flow, thus control the molecule coverage on surfaces.

Since the TCNE gas can diffuse everywhere in the chamber, we must turn off ion gauges,
ion pumps, or anything else with hot filaments or high energy electrons since they may break
the molecule. Any broken molecules may end up on the sample surface, contaminating the
surface.

With leak valve evaporators, we want the distance between the leak valve and the sample
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Figure 3.7: Leak valve evaporator setup for depositing TCNE onto a sample at room tem-
perature.

to be small (a few inches) so that most of the molecules will hit the sample surface. If the
distance is large, we would need higher pressure of TCNE gas to get the same amount of
TCNE on the surface. Higher TCNE gas pressure means more TCNE contamination of the
chamber and worse base pressure. For this reason, because of the geometry of our chamber,
we developed two setups for deposition of TCNE at room temperature and low temperature.

RT Leak Valve Evaporator

We perform room temperature deposition of TCNE in the sample-transfer load lock chamber
(figure 3.1). To do the deposition, after pumping and baking the load lock chamber to
achieve UHV, we move the sample into the load lock and turn off ion gauges and ion
pumps. When the leak valve is opened, the TCNE gas then hits the sample. The distance
between the leak valve and sample is ∼ 3 in in this setup (figure 3.7).
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LT Leak Valve Evaporator

TCNEmolecules are mobile on some surfaces at room temperature, for example, NaCl/Ag(100)
(§4.3), in order to keep them isolated, we need to cool the sample to low temperature. We
cannot do it in the sample-transfer load lock chamber, since the sample would rapidly warm
up on the horizontal transfer manipulator. The sample can only be cooled in the transfer
chamber, on the vertical transfer manipulator (figure 3.1). However, the distance between
the sample and leak valve on the main chamber would be relatively large (∼ 12 in) if we
use the RT leak valve evaporator setup, so a different design is needed. To reduce the dis-
tance between the evaporator and sample, we attach a long threaded tube to a modified
double-sided blank flange which is attached to the leak valve (figure 3.8). This modified
double-sided blank flange (with knife edges on both sides) has a hole drilled completely
through it and one side of the hole has 1/8” NPT threads so that we may screw a the
threaded tube or pipe onto the end of it. The tube was made out of stainless steel 304.
This assembly was then attached to a linear motion feedthrough which is attached to the
deposition load lock (figure 3.1) on the main chamber. When the tube is completely moved
toward the sample, the distance between the end of the tube and the sample is ∼ 5 in.

Figure 3.8: Leak valve evaporator for depositing TCNE onto a sample held at low temper-
ature (∼ 40 − 50K). The schematic shows the evaporator when the tube has been moved
toward the sample using the linear motion feedthrough. When the tube is moved sufficiently
far away from the sample, the end of the tube is in the load lock, so we can close the gate
valve.

To deposit TCNE with this setup,

1. Cool the sample in the STM chamber (figure 3.1) for several hours until the sample
reaches 7K.
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2. Pumping and baking the deposition load lock until its base pressure cooled to room
temperature is ∼ 1× 10−8 torr.

3. Cool the vertical manipulator with liquid N2 for 30 minutes, then pick up the sample
and move it into the transfer chamber (figure 3.1).

4. Turn off the ion gauge and ion pump in the transfer chamber.

5. Open the load lock gate valve, move the tube forward using the linear motion feedthrough.

6. Open the leak valve to deposit the molecules onto the surface.

7. After deposition, quickly put the sample back into the STM chamber. Retrieve the
tube, close the load lock gate valve.

3.3.5 Spin Coating

The graphene nanoribbons (GNRs) used in our studies are produced by chemically unzip-
ping carbon nanotubes [90]. The resulting GNRs are suspended in a 1,2-dichloroethane
(DCE) organic solution of poly(m-phenylenevinylene- co-2,5-dioctoxy-p-phenylenevinylene)
(PmPV). To deposit them on surfaces, we use a spin coating method. The sample is then
heat treated in UHV chamber as a cleaning procedure.
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Part II

Magnetic Nanostructures
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4
Spin Coupling Mediated by TCNE

Molecule-based spintronics raises new possibilities for electronic and magnetic devices [20,
82]. However, for this concept to become reality, a more fundamental understanding of
the interaction between the adsorbate and the substrate as well as the interaction between
different spin centers, is necessary. This is due to the fact that spin coupling and magnetic
anisotropy can change when molecules come into contact with each other and with a sub-
strate [165, 8]. STM-based study of bottom-up created spin structures offers a powerful new
technique to reveal local magnetoelectronic structure in these systems [28, 86, 179, 121].

To address the fundamental question of how molecules can tune spin coupling, we chose
tetracyanoethylene (TCNE) as a molecular linker, and vanadium atoms as spin centers. The
structure of TCNE is shown in figure 4.1. Bulk V(TCNE)x with x ∼ 2 is the first known

Figure 4.1: Structure of the TCNE molecule from DFT calculations.

room temperature organic magnet with a Curie temperature of around 400K [119, 155,
175, 99], so is a good choice for spin coupling. Using STM to build and study V(TCNE)
complexes helps to gain new insights into the magnetic coupling of this system.
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Our approach to this issue is to use the molecular manipulation capabilities of an STM
(§2.6). We manipulate TCNE and V(TCNE) and thus can control both the stoichiometry
and structure of Vx(TCNE)y complexes. We then study their electronic and magnetic
properties, and relate these properties with the exact structure of the complexes. We see
evidence for controllable spin coupling through TCNE in Vx(TCNE)y complexes created by
STM manipulation, suggesting that spin coupling can be controlled at atomic length scales.
This result is based on our published paper, ref [184].

4.1 TCNE on Ag(100)

In order to build Vx(TCNE)y structures, we first needed to find a substrate where we
could do manipulation, since there is not much previous work exploring TCNE on different
substrates [41, 42, 139]. After trying various substrates, we found that Ag(100) works well for
manipulating TCNE. The Ag(100) single crystal was cleaned by standard sputter-annealing
proceedures and then exposed at T = 300K to TCNE molecules dosed through a leak valve
(§3.3.4). The sample was then transferred in situ into the cryogenic STM.

For low coverage of TCNE on Ag(100), the molecules saturate step edges, but isolated
monomers can be seen on terraces, as shown in figure 4.2a. Each isolated molecule appears
as an oval protrusion (∼ 6 Å × 7 Å) with a dark ring (∼ 12 Å in diameter) around it. STS
performed on single TCNE/Ag(100) adsorbates reveals a broad HOMO state at −0.6 eV
(figure 4.2b). No other peaks are observed between −1.5 and +2.5 eV relative to EF . dI/dV
mapping of individual TCNE molecules at the HOMO energy reveals many single molecule
features not apparent in STM topography images: whereas the STM topograph (figure 4.2c)
is a broad oval, the HOMO dI/dV map (figure 4.2d) shows a bright, elongated body that
is intersected by a central line node and surrounded by four legs.

To model the observed molecular orbital, DFT calculations were performed on isolated
neutral and negatively charged TCNE molecules (TCNE0, TCNE−, TCNE2−) using the
SIESTA code with a double-ζ basis set and the local density approximation. Figure 4.3
compares the calculated HOMO isosurfaces of TCNE0 and TCNE2− with the experimental
HOMO dI/dV map of TCNE/Ag(100). (The calculated singly occupied molecular orbital
(SOMO) isosurface of TCNE− and the LUMO of TCNE0 were all found to be structurally
identical to the HOMO of TCNE2−.) Although the HOMO of TCNE0 shows an antinode
in the molecule center, the HOMO isosurface of TCNE2− shows pronounced nodes across
the central C=C bond and the four C≡N triple bonds. The overall shape of the theoretical
TCNE2− HOMO isosurface is in very good agreement with the experimental dI/dV map of
the HOMO state of TCNE/Ag(100) imaged at −0.6V (figure 4.3c). Therefore, we conclude
that TCNE is negatively charged (i.e., either TCNE− or TCNE2−) on Ag(100) due to charge
transfer from the substrate, which is likely since TCNE is know to have a high electron
affinity (∼ 3 eV). We can also confirm the orientation of TCNE on Ag(100) as drawn in the
structural model of figure 4.2e.

To manipulate (slide) TCNE/Ag(100) requires a closer tip-surface interaction, with typ-
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Figure 4.2: TCNE on Ag(100). (a) Topography at V = −0.6V, I = 10 pA. (b) dI/dV
spectroscopy of TCNE on Ag(100), showing the HOMO resonance at V = −0.6V. (c)
Topography of four TCNEmolecules, V = −0.6V, I = 30 pA. (d) dI/dV map at V = −0.6V
(the HOMO energy). (e) Structural model of the images in (c) and (d).

ical sliding parameters being V ∼ 5mV, and I ∼ 1 − 2 nA. TCNE molecules follow the tip
trajectory, and can be moved with great precision.

4.2 Vx(TCNE)y Complexes

Once we found that Ag(100) works the best for manipulation, we created various Vx(TCNE)y
structures. We deposited V atoms onto the cold sample using electron-beam evaporation
(§3.3.2). Typical STM topographs of TCNE and V on Ag(100) is shown in figure 4.4a and
d. V atoms appear as round protrusions on Ag(100) terraces.

While isolated V adatoms cannot be moved on Ag(100), TCNE molecules can be slid
towards the V atoms using the sliding technique. After TCNE is attached to a V atom,
the formed V(TCNE) complex displays a strong change in apparent height (figure 4.4b, e).
Once merged, the entire fused V(TCNE) complex can be moved as a single unit along the
surface by STM manipulation (figure 4.4e).
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Figure 4.3: DFT calculated isosurfaces for the HOMO of (a) TCNE and (b) TCNE2−, with
(c) the experimental dI/dV map of the HOMO as a comparison.

Figure 4.4: Construction of Vx(TCNE)y on Ag(100) using molecular manipulation. (a)–
(c): formation of V(TCNE)2 (V = 1V, I = 5pA). (d)–(f): formation of trans-V2(TCNE)
(V = 1V, I = 10 pA).
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Larger Vx(TCNE)y structures can be built reliably by connecting TCNE or V(TCNE)
with other building blocks. Figure 4.4a–c show constructing V(TCNE)2 by attaching a
TCNE to a V(TCNE), and figure 4.4d–f show the process of attaching a V(TCNE) to another
V atom to form a V2(TCNE). There are other different structures built by the manipulation
technique (figure 4.5). It is worth noting that there are various different stable isomers for

Figure 4.5: 4 nm × 4 nm topographs of V2(TCNE)2 (V = 0.1V, I = 30 pA) and V3(TCNE)3
(V = 0.1V, I = 30 pA).

each Vx(TCNE)y complexes. A particular isomer can sometimes be obtained by carefully
controlling the manipulation process, but often an undesired isomer is constructed instead.
This lack of complete control makes it difficult to reproducibly create large Vx(TCNE)y
structures, and makes it harder to get good statistics on each structure. However, for
smaller Vx(TCNE)y structures, there are fewer possible ways for V atoms to attach to
TCNE molecules, making it easier to get reproducibility.

We have mainly built and studied four different Vx(TCNE)y complexes, namely, V(TCNE)
(figure 4.6a), V(TCNE)2 (figure 4.6b), trans-V2(TCNE)@27◦ (figure 4.6c), and trans-V2(TCNE)@11◦

(figure 4.6d). The angle of the trans-V2(TCNE) denotes the V-V angle relative to the [001]
direction of the substrate. These two isomers exhibit an overall difference in size, the dis-
tance between V atoms being slightly larger (by ∼ 1 Å) in the V2(TCNE)@27◦ molecule as
compared to the shorter V2(TCNE)@11◦. Figure 4.6 also shows structural models, which
are derived from atomic resolution images of these structures.

In order to understand the magnetoelectronic behavior of the newly synthesized Vx(TCNE)y
complexes, we performed STS experiments on these structures with subnanometer resolution
(figures 4.7 and 4.8). Three different features are observed in the spectroscopy: (i) molecular
orbital resonances, (ii) vibrational inelastic features, and (iii) Kondo resonances. Molecular
orbital resonances are seen at “high” biases (|V | > 100mV), while inelastic features are seen
at “low” biases (|V | < 50mV), and Kondo resonances are observed to straddle the Fermi
energy at V = 0.
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Figure 4.6: Highly resolved STM images and structural models of (a) V(TCNE) (V = 1V,
I = 10 pA), (b) V(TCNE)2 (V = 1V, I = 5pA), (c) trans-V2(TCNE)@27◦ (V = 1V, I =
50 pA), (d) trans-V2(TCNE)@11◦ (V = 1V, I = 5pA), and (e) cis-V2(TCNE) (V = 1V,
I = 5pA) on Ag(100). The models are derived from the STM images.

Spectroscopy done at high biases shows the orbital resonances for Vx(TCNE)y complexes.
In the data of figure 4.7, these resonances are marked by the label “Ed”, since they are
believed to arise from V d orbitals. STS of V-TCNE complexes (figure 4.7a) shows a
pronounced broad molecular resonance at Ed = −0.17V that has strong amplitude on the
V site and slightly lower amplitude on the TCNE region of the complex. This resonance does
not exist for bare TCNE on Ag(100) (figure 4.2b). When two TCNE molecules are attached
to a single V atom, the orbital resonance shifts to a slightly reduced energy Ed = −0.25V
(figure 4.7b) and becomes localized to the V atom and cannot be seen over adjacent TCNE
molecules. When two V atoms are bonded to a single TCNE molecule, the molecular orbital
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shifts upward slightly to Ed = −0.15V and has amplitude on both the V and the TCNE
regions of the complex. This behavior is seen identically for both trans-V2(TCNE).

Figure 4.7: Large bias spectroscopy on (a) V(TCNE), (b) V(TCNE)2, and (c) a comparison
of spectroscopy between V(TCNE), trans-V2(TCNE) and cis-V2(TCNE). The state around
−0.2 eV is believed to arise from the V d-orbital, so is denoted as Ed.

The spectroscopy done at low biases of |V | < 80mV is shown in figure 4.8. Two promi-
nent features are seen at low biases. One is the inelastic features (marked with the label
“Evib” in figure 4.8). These are seen as steps in dI/dV or peaks (dips) at positive (negative)
voltage in d2I/dV 2, and they arise as new tunneling channels are opened due to molecular ex-
citations (§2.5). For bare TCNE (figure 4.8a), a very clear inelastic mode exists at ∼ 30mV.
We identify this as the TCNE rocking or wagging mode that is known to lie at this energy
from optical spectroscopy measurements and DFT calculations [124, 23]. When a single V
atom is attached to a single TCNE molecule, however, a new mode appears at 45mV that
is localized to the V site (figure 4.8b). We identify this as the V-N stretch vibration, and its
energy corresponds well to the V-N stretch mode measured in other structures by optical
spectroscopy [6]. The presence of the V-N stretch vibration provides strong evidence that V
atoms connected to TCNE via STM manipulation are covalently bonded. When two TCNE
molecules are connected to one V atom, the V-N stretch mode is no longer detectable, but
the TCNE rocking/wagging mode is still seen over the TCNE molecules (figure 4.8c).

Another feature in figure 4.8 is Kondo resonances. A Kondo resonance is the spectral
signature of a many-body electron cloud that occurs as the itinerant spins of a nonmagnetic
metal screen the spin of a local magnetic moment [109, 117]. V(TCNE) exhibits a Kondo
resonance having amplitude on both the V atom and the adjacent TCNE molecule (figure
4.8b) with a width of Γ = 11± 2mV, indicating a Kondo temperature of TK ∼ 65K. Figure
4.8c shows that the Kondo resonance remains for the V(TCNE)2 complex (Γ = 6 ± 1mV,
i.e., TK ∼ 35K), except that it now has amplitude only on the V atom. The spatial
dependence of the Kondo resonance for both V(TCNE) and V(TCNE)2 thus mirrors the
spatial dependence of the molecular orbital at Ed.

The situation is different when two V atoms are connected to a single TCNE molecule
in the trans-V2(TCNE) configuration. For V2(TCNE)@27◦, the high bias spectra show an
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Figure 4.8: dI/dV and d2I/dV 2 spectra of (a) TCNE, (b) V(TCNE), and (c) V(TCNE)2.
The inelastic vibrational mode is denoted as Evib, and the resonance at the Fermi energy is
denoted as Kondo resonance.

Ed resonance on both V and TCNE (figure 4.9a). At low bias, the Kondo resonance also
remains (in this case, Γ = 10 ± 2mV, i.e., TK ∼ 60K), and again the spatial distribution
of the Kondo resonance mirrors that of the Ed orbital resonance (figure 4.9c). However, for
V2TCNE@11◦, there is no Kondo resonance to be seen on either the V or the TCNE sites
(figure 4.9d) despite the fact that the Ed orbital resonance amplitude remains unchanged
across the entire V2TCNE@11◦ complex.

To help explain the data, first-principles SP-DFT calculations of the magnetoelectronic
structure of isolated Vx(TCNE)y complexes were performed using the NRLMOL code [146,
84, 147, 145]. All atoms in the calculation were treated within an LCAO formulation at
the all-electron level. The basis sets used here are roughly equivalent to triple-ζ or better.
The generalized gradient approximation was used to approximate the exchange-correlation
functional [149]. Structures were relaxed until all forces were below 0.001 Hartree/Bohr.
Figure 4.10a shows the local density of states (LDOS) calculated for a V(TCNE) complex.
The majority-spin LDOS shows a pronounced filled state at Ed = −0.20 eV, implying that
the experimental orbital resonance seen at this same energy is a majority-spin statearising
from a V d orbital. Calculations of a V2(TCNE) complex (figure 4.10b) also show a dom-
inating V d resonance at Ed = −0.12 eV, similar to what is seen for the experimental case
(figures 4.7c and 4.9a,b). This agreement between theory and experiment occurs only when
the simulated V(TCNE) and V2(TCNE) complexes are charged with one electron, which
we assume is drawn from the Ag substrate in the experiment. In this case the FM state
is lower in energy than the antiferromagnetic state by 170meV. The SP-DFT calculations
thus support the conclusion that orbital resonances seen experimentally at Ed indicate the
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Figure 4.9: High bias dI/dV spectroscopy on (a) V2(TCNE)@27◦, (b) V2(TCNE)@11◦, and
low bias spectroscopy on (c) V2(TCNE)@27◦, (d) V2(TCNE)@11◦.

Figure 4.10: SP-DFT calculations of V(TCNE) and V2(TCNE). The state believed to arise
from the V d-orbital is marked with Ed.
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presence of a local moment and that these moments are FM coupled for anionic V2(TCNE).
The reason that the Kondo effect is quenched for V2(TCNE)@11◦ and not for V2(TCNE)@27◦

is because the 11◦ complex is more strongly FM coupled through the TCNE molecule than
the 27◦ complex. Although our SP-DFT calculations are not accurate enough to distin-
guish between these two cases, we can see from the structure of the 11◦ complex (figure
4.6d) that the V atoms are closer together than for the 27◦ complex (figure 4.6c). This
couples them more strongly to the TCNE ligand, thus providing stronger FM coupling.
As this coupling strength rises above the single-moment Kondo temperature, the two V
atoms form a FM complex rather than two individually screened magnetic moments. FM
coupled spin complexes are well known to have a lower Kondo temperature than single im-
purities, thus explaining why the Kondo effect is quenched for the 11◦ complex [88]. The
fact that the binding energies of the spin-containing orbital states at Ed, as well as their
widths (i.e., their hybridization with the substrate), are identical for both V2(TCNE)@11◦

and V2(TCNE)@27◦ provides further evidence that quenching of the Kondo effect comes
from tunable ligand-induced FM exchange coupling rather than a simple shifting of the
single-impurity Kondo temperature.

4.3 V(TCNE) on NaCl

Magnetic nanostructure on conducting surfaces generally has its electronic structure per-
turbed by the underlying substrate electrons, therefore, it is desirable to have a thin insulat-
ing layer decoupling the nanostructure from the substrate. NaCl is an easily grown insulator
which was used to accomplish this (§3.2.2). NaCl was thermally evaporated onto a Ag(100)
single crystal held at room-temperature, then the sample was cooled to ∼ 40K for deposi-
tion of TCNE. Figure 4.11a shows topography of TCNE on the second and third layers of
NaCl. Spectroscopy shows a LUMO around 1.5V for TCNE on a second layer NaCl, and
1.8V for TCNE on a third layer NaCl (figure 4.11)c. We can move TCNE controllably on
NaCl.

Unfortunately, after depositing V atoms and manipulating TCNE and V together, we did
not see any evidence of spin in V(TCNE) (or it was not detectable under our experimental
condition). And we were not able to manipulate V(TCNE) or V to create larger structures.

4.4 Conclusions

This chapter discussed our work of manipulation and characterization of Vx(TCNE)y mag-
netic nanostructures on Ag(100) surface. Central to this technique is our discovery that
V and TCNE can be induced to form a rigid chemical bond through STM manipulation.
The molecular orbital from which V-based spin is derived in the resulting complexes can be
directly observed in STS measurements. For complexes consisting of one V atom and either
one or two TCNE molecules, this spin is screened by the Ag substrate via the formation of
a Kondo resonance. However, for trans-V2(TCNE), the Kondo effect can be switched on
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Figure 4.11: Topograph of TCNE on NaCl. (a) Large area showing mainly second layer
NaCl islands with isolated TCNE on them (V = 1.4V, I = 1pA). (b) Zoom-in image on a
second layer NaCl island with isolated TCNE molecules. (c) Spectroscopy on TCNE on the
second and third layer NaCl islands.
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and off by a minute structural change that leaves the spin-containing orbital essentially un-
changed. It is explained by the stronger ferromagnetic coupling of the two V atoms through
TCNE molecules in the shorter V2(TCNE).

This direct use of a molecule as a mediating unit between spin centers enables a new
type of spin-coupling engineering. For example, the influence of molecular size on magnetic
coupling might be studied systematically by replacing TCNE with closely related molecules
(e.g., tetracyanoquinodimethane (TCNQ)), or the effects of chemical interactions might be
studied by varying functional end groups. Such a bottom-up strategy opens new paths for
designing quantum spin structures with atomic-scale precision.
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5
TCNE Monolayer Adsorption Site Determination

The precise determination of adsorption sites is critical for understanding many physical
phenomena, e.g., heterogeneous catalysis [76, 48], transport in molecular electronics [161],
and competing many-body interactions [49]. The STM has proven to be a powerful tool for
structure determination of atomic surfaces and small molecules. However, as molecular size
and degrees of freedom increase for larger molecules, exact determination of adsorption sites
remains a challenge [174]. In most cases, site determinations are only successful for isolated
adsorbed molecules, although the necessary simultaneous imaging of the atomic lattice and
molecular orbitals is typically very difficult. Even then, great care has to be taken when
interpreting atomic-scale contrast in STM images [75, 94, 16]. The use of STM manipulation
techniques to compare adsorbate positions with well-known markers has been found to be
a successful strategy [123, 21, 104], but this technique cannot be applied to the study of a
close-packed molecular monolayer where different molecular arrangements coexist.

As we increase the coverage of TCNE molecules on a Ag(100) surface, they form a
densely-packed monolayer. Utilizing density functional theory (DFT) and STS [101], ad-
sorption sites can be analyzed, although not always conclusively. Analysis of STS structure
by inelastic effects during electron tunneling allows a deeper understanding of molecular
behavior at a surface. Such inelastic electron tunneling spectroscopy (IETS) has become
a very successful tool to detect vibrational, photon, and even spin excitations (§2.5). In
particular, IETS gives the vibrational fingerprint of adsorbates with extraordinary spatial
resolution, thus allowing chemical analysis capabilities at the atomic scale [73].

This chapter will discuss using IETS and DFT to determine the adsorption sites of a
TCNE monolayer on Ag(100). We found that while elastic scanning tunneling spectroscopy
only shows subtle variations of the local electronic density of states for TCNE at different
positions, vibrational modes are very sensitive to the local atomic environment. The high
spatial resolution of IETS permits us to map the vibrational signature variation about the
surface. Combined with density functional theory, this quantitative information allows for
a precise structure determination.
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5.1 TCNE Monolayer on Ag(100)

The sample was prepared following the same procedure as in section 4.1, except it was
exposed to a higher dose of TCNE vapor, which resulted in TCNE monolayer islands on
the Ag(100) surface. After deposition, the sample was transferred in situ to the cryogenic
STM. Topography images were taken in constant-current mode, and STS and IETS were
performed by measuring the differential conductance dI/dV and the 2nd derivative d2I/dV 2

as a function of the sample bias V by standard lock-in techniques (modulation 1 − 10mV
(rms), frequency ≈ 451Hz) under open-feedback conditions.

Figure 5.1 shows STM images of the closed-packed TCNE monolayer on Ag(100). A
clear pattern with local regular order can be observed. Molecules arrange in rows along the
[110] direction with an intermolecular distance of 8.9± 0.2 Å, i.e., three times the Ag(100)
surface lattice constant. Neighboring rows do not form a rectangular arrangement since the
molecules are shifted along the [110] direction in order to create a dense packing. Figure 5.1a
shows a highly resolved STM image of the monolayer pattern. The molecular shape seen
here mainly reflects the lowest unoccupied molecular orbital (LUMO) of neutral TCNE and
permits determining molecular orientations [183, 12]. Within each row, all TCNEs orient
identically with the C=C double bond being either parallel or perpendicular to the row.
From row to row, the molecular orientation always changes by 90◦. When the double bond
lies along the row direction, the LUMO shape looks slightly distorted with two cyano legs
appearing less pronounced than the other two. This is in good agreement with Tersoff-
Hamann simulations based on DFT (figure 5.1b) [176].

The apparent height of the monolayer exhibits a significant bias dependence (figure 5.1c,
d). For positive sample bias, each molecule is seen as an almost round protrusion with only
slight height differences. However, when V < −0.3V, molecular shapes are distorted and
TCNEs in some rows appear much higher than in others. Overall, we identify three different
heights and mark the corresponding rows of TCNE with “A”, “B”, and “C”, respectively.
From the highly resolved STM images, we can already make a first connection between the
different electronic properties and the structure: B molecules always have the C=C double
bonds oriented perpendicular to the row direction, while A and C molecules always have it
aligned parallel.

While this local order is observed throughout the entire monolayer, we do not ob-
serve long-range order. Rather, the pattern is easily perturbed by local defects or missing
molecules. This results in a variation of combinations of A, B and C rows. In regions with
more defects, the pattern consists of alternating A and B rows only (cf. figure 5.1a), leading
to a chevron pattern with a rectangular 14.4 Å× 8.9 Å = (5× 3) unit cell that contains two
TCNEs. In other areas, we observe a larger regular chevron structure with an A-B-C-B-A...
sequence, resulting in a (10× 3) unit cell with four molecules. The largest chevron pattern
observed consists of eight molecular rows, as seen in figure 5.1c. This pattern reveals a
fourth row (B’) that, however, seems to behave similar to B rows. This patterns spans a
unit cell of (20× 3) containing eight molecules.
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Figure 5.1: Structural analysis of the TCNE monolayer. (a) Highly resolved STM image of
the TCNE monolayer on Ag(100). The intramolecular contrast is dominated by the TCNE
LUMO, thus revealing molecular orientation. (b) Tersoff-Hamann STM image at 0.1 V
derived from the calculated structure (cf. figure 5.3). (c, d) STM images show the same
area at +1V and −0.6V, respectively. The strong bias-dependent image contrast indicates
distinct variations of the LDOS for different adsorption sites.

5.2 STS and IETS of TCNE Monolayer

In order to better understand the molecular LDOS variations, we performed spatially re-
solved STS measurements on all TCNE molecules within the monolayer pattern. As ex-
pected from the topographical analysis, we find that all molecules within a row exhibit
identical tunneling spectra. We can therefore summarize all spectroscopic features by show-
ing a representative spectrum for each row (figure 5.2a). Compared to the spectrum on a
bare Ag(100) terrace, all TCNE spectra exhibit only minor differences at positive bias (i.e.,
unoccupied states), while we observe a significant increase in the dI/dV signal at negative
sample bias (i.e., occupied states). B and B’ rows show identical spectra and exhibit a
monotonous increase as we go to larger negative bias. Molecules in C rows show a simi-
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lar monotonous LDOS increase, but with a larger slope. The largest slope is observed for
TCNE in A rows, and the dI/dV spectrum shows an additional pronounced broad peak at
−0.66V. This spectroscopic feature is reminiscent of that observed for isolated TCNE on
Ag(100), where molecules were found to be adsorbed on top of Ag atoms [183].
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Figure 5.2: STS and IETS data of TCNE molecules at different adsorption sites within the
monolayer. (a) Large-bias spectra reveal LDOS differences below the Fermi energy. Spectra
for molecules in row A resemble those of isolated TCNE on Ag(100) [183]. (b) A rough
structural model of the (20 × 3) unit cell based only on topography and LDOS analysis
suggests A molecules on top of Ag atoms and C molecules on bridge sites, whereas exact
adsorption positions of B and B’ are not yet clear. (c) Highly resolved dI/dV and d2I/dV 2

spectra reveal a molecular vibration whose exact energy depends on the adsorption site. For
clarity, the Ag-background signal was subtracted from spectra in (c).

The observed structural and electronic features described up to this point allow us to
propose a rough structural model (figure 5.2b) where the rows of TCNE molecules form a
commensurate structure on the Ag(100) surface with local (5n× 3) unit cells (n = 1, 2, 4).
The spectral resemblance with isolated TCNE suggests that molecules in row A are likely
to be adsorbed on top of Ag atoms [183]. Assuming an arrangement of molecules A-B-
C-B’-A along a straight line, we find that for C molecules the bridge site is a probable
adsorption position with high symmetry. However, B and B’ molecules would then lie in a
position of very low symmetry. Within our experimental accuracy, we cannot rule out that
these molecules relax laterally to a bridge or hollow site, both being only about 0.7 Å away.
Therefore, our experimental structure model, as displayed in figure 5.2b, cannot provide
precise assignments of adsorption sites in B rows.
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The situation changes altogether when we take a look at the vibrational structure of the
TCNE molecules by performing STS with high energy resolution (figure 5.2c). Again, we
find that all molecules within a specific row exhibit identical spectra. In all cases dI/dV
spectra show pronounced step-like features at about +30 and −30meV with a conductance
change of 2−3%. This is a well-known signature of IETS (figure 5.2c, top) [171]. The energy
of this feature is in good agreement with reported values of the in-plane rocking mode as
well as the out-of-plane wagging mode of TCNE [125], and it has been observed via STM-
IETS for TCNE in various local environments [184, 31]. Upon closer inspection, we find
that the exact IETS energy depends on the location of TCNE within the monolayer pattern.
This can be seen clearly in the d2I/dV 2 spectra (figure 5.2c, bottom). Molecules exhibit
a mode energy of 30.7 ± 0.5meV in row A, 34.3 ± 1.0meV in row B, and 27.7 ± 0.4meV
in row C, (based on a statistical analysis of 32 molecules). Hence, the observed three
different mode energies are clearly resolvable and distinguishable. Stiffening or softening of
vibrational modes can be caused by local variations of intermolecular or molecule-substrate
interactions. Therefore, the observed energies serve as quantitative fingerprints that can
help to identify the three different adsorption sites of TCNE and thus lead to a precise
structure model of the monolayer on Ag(100).

5.3 DFT Calculations on TCNE Monolayer Vibrational

Modes

In order to determine the adsorption sites, we performed DFT simulation of the molecular
layer. DFT calculations of vibrational energies of adsorbed molecules on a surface are at
best within 10% of the experimental values [18]. Hence, the assignment of modes based on
numerical identification is not possible. However, mode frequency shifts are better quantities
to examine since they rely on physical trends rather than precise absolute magnitudes.
Recent theories based on DFT permit us to simulate the IETS strength at the quantitative
level and hence obtain better insight into the experimental data [114, 50]. The combination
of energy shifts and IETS simulations has proven to be a good strategy to identify molecular
modes and molecular species reliably [18, 135].

Our simulations employed a many-body perturbation extension of the Bardeen tunneling
theory [113]. Here we simplify the tunneling description by assuming that the tip electrons
are s-waves, as in the Tersoff-Hamann approximation [114]. Our DFT calculations reveal
that the different molecular species have different environments. To describe this we will
restrict our discussion to the smallest unit cell containing only molecules A and B. This sys-
tem was modeled by a (5× 3) molecular unit cell with 5 Ag substrate layers. The first two
substrate layers and molecules have been relaxed until forces on the atoms were less than
0.01 eV/Å. We used the vasp code and the PBE implementation for the exchange and cor-
relation functional [102, 103, 150]. Figure 5.3a, b shows the geometry of this type of TCNE
monolayer on Ag(100). A color code has been chosen in (b) in order to emphasize the degree
of distortion of Ag atoms in the surface layer due to molecule-substrate interactions. Type
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A molecules sit on top of a silver atom with substrate-mediated intermolecular interactions
among A molecules since the substrate distortion aligns parallel to the molecular rows of
the same species. Type B molecules are on bridge sites and are completely surrounded by
high-lying Ag atoms. The molecules are adsorbed via the N–Ag local interactions, and the
arrangement provides denser packing.

(a) (b)

(c)

(d) (e)

IETS efficiency (%)
0 3 6

5Å 5Å

BA BABA BA

Figure 5.3: DFT calculations and IETS simulations of the (5 × 3) TCNE monolayer on
Ag(100). (a) Atomic scheme of the surface structure showing types A and B molecules in
different orientations on top and bridge sites, respectively. (b) Same as in (a) with vertical
relaxation of surface atoms color-coded (white: z = 0 Å, red: z = −0.4 Å, blue: z = 0.4 Å).
(c) Scheme of the out-of-plane wagging mode that is excited in STM-IETS. (d, e) IETS
efficiency in % of tunneling electrons plotted for the out-of-plane wagging mode of type A
and B molecules, respectively. The theoretical frequencies of the modes in (d) and (e) are
26.7 meV and 28.8 meV, respectively.

For a closer comparison of theory with the experiments we have simulated the IETS of
seven molecular modes located between 23 and 50meV. Of the two possible modes deter-
mined as good candidates for the experimental IETS signal, the simulations only yield one
candidate, the out-of-plane wagging mode illustrated in figure 5.3c. This mode appears at
two different resonance energies for molecules A and B, respectively. The out-of-plane wag-
ging mode of type A molecules is located at EA = 26.7meV, while that of type B molecules
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is found at EB = 28.8meV. The maximum fraction of computed inelastic electrons is 7%,
whereas all other modes yield inelastic fractions below 1%. The direction and magnitude of
the energy shift EB − EA = 2.1meV are in good agreement with the experimentally deter-
mined shift of 3.7±1.2meV. The frequency shift of the other molecular modes do not always
follow this trend. Especially, the second experimentally identified candidate, the in-plane
rocking mode, is found at 30.8 meV for molecule A and at 28.3 meV for molecule B in the
simulations, i.e., the shift is opposite to the experimentally observed one. The simulations
hence show that only the out-of-plane wagging mode is excited in the experiment.

The localization of the inelastic excitations can be shown when plotting the IETS effi-
ciency in a spatially resolved manner. Figure 5.3d shows a map of conductance change with
bias when the mode at energy EA is excited. The IETS simulations clearly reflect the spatial
distribution of type A molecules with a maximum IETS signal at the molecular center, in
agreement with the experimental findings. When the mode at energy EB is excited, it is
localized to type B molecules, as shown in figure 5.3e.

We now discuss why only the out-of-plane-wagging mode is observed in IETS. In order
to have a sizeable IETS signal, two conditions must be met, one regarding the symmetry
of vibrational modes and involved electronic states [115] and the other one regarding the
degree of influence of the actual mode on the tunneling current [19]. From the analysis of
the constant current images we know that the electronic structure about the Fermi energy
is dominated by the TCNE LUMO, which is also true in the simulated electronic structure
(cf. figure 5.1b). A careful analysis reveals that other levels with weight on the molecular
electronic structure lie several eV away from the Fermi energy. Hence, non-zero matrix
elements of the electron-vibration coupling basically involve electronic states with large
LUMO contributions [115]. Therefore, two LUMO-like levels yield a non-zero matrix element
if the mode is symmetric with respect to the system’s symmetry elements. Due to the
adsorption geometry, the in-plane rocking mode cannot contribute since it is antisymmetric
with respect to the mirror plane containing the two central C atoms, while modes like the
out-of-plane wagging mode can contribute to the matrix elements. The out-of-plane wagging
mode further presents a strong modulation of the N–Ag coupling, since the molecule is
moving its N atoms toward and away from the surface. Thus, the out-of-plane wagging
mode is qualitatively a strong mode in IETS. Since the out-of-plane wag is the only mode
with a strong IETS signal and the correct energy shift, we conclude that type A molecules
are adsorbed on top of Ag atoms, and type B molecules are located on bridge sites.

5.4 Conclusions

For TCNE adsorbed onto Ag(100), we have shown that the molecules adsorb onto three
nonequivalent positions within the monolayer, as seen in STM images and local STS spectra.
While STS only shows subtle differences in the LDOS and cannot help determine specific
adsorption sites, we find that vibrational modes, as observed in IETS, give quantitative
differences in the mode energy of a particular vibration due to local changes of molecule-
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substrate interactions. This inelastic information serves as a reliable input for comparisons
with DFT calculations and allows unprecedented accuracy in the structural determination
of the TCNE monolayer.

We have demonstrated that IETS can indeed yield accurate information on molecu-
lar binding geometries within a defect-free densely-packed molecular monolayer. The high
chemical and spatial sensitivity permits detection of small variations that easily lead to meV
changes, i.e., well within the typical IETS energy resolution. Such IETS information can
potentially be used for other complex molecular systems where topographic methods alone
are insufficient to attain reliable structural characterization.
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Part III

Photovoltaic Molecules
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6
Energy Level Alignment in a Bipolar Molecule

6.1 Introduction to Organic Solar Cells

The fact that we have only finite fossil fuel energy (as well as the issue of carbon buildup
in our atmosphere) has evoked much research and industrial interest in developing inex-
pensive renewable energy sources. Organic photovoltaic cells are based on low-cost organic
polymer/molecule materials, and are easily manufactured via vacuum evaporation, solution
cast or printing technologies, thus provide a promising alternative technology to harvest
and utilize solar energy [137, 4, 106, 172, 60, 152, 197, 64, 80, 58, 153]. Furthermore, or-
ganic solar cells offer the flexibility of chemically engineering the energy gap by modifying
donor/acceptor components. They also show high absorption coefficients exceeding 105 cm−1

[79], so a large amount of light can be absorbed with a small amount of material. Charge
carrier mobilities can be as high as 10 cm2/V·s, making them competitive with amorphous
silicon.

The major challenges of organic solar cells include low power conversion efficiency [59],
instability of devices, and low strength compared with their inorganic counterparts. More
effort is needed to further improve their performance.

6.1.1 Photovoltaic Principles of Organic Solar Cells

In an organic solar cell, two dissimilar materials are brought together. The material with
smaller ionization potential and electron affinity serves as a donor, while the other serves as
an acceptor. Resulting energy level alignment displays a desired “type-II heterojunction”
at the interface [93].

Unlike inorganic solar cells, where free charge carriers are separated by large, well-defined
p-n junctions [44], in organic solar cells, photo-generated excitons are separated at micro-
scopic donor-acceptor interfaces. More specifically, the photovoltaic mechanism can be
classified into four major steps, as shown in figure 6.1.
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Figure 6.1: Photovoltaic principles of organic solar cells. (a) Exciton creation after light
absorption. (b) Exciton diffusion. (c) Exciton dissociation at the interface. (d) Charge
transport to respective electrodes.

The photovoltaic process [26] first involves exciton generation due to photon absorption.
Due to the relatively large bandgap (more than 2 eV) of typical organic semiconductors,
only a small portion (about 30%) of sunlight can be absorbed. The energy of the initially
formed exciton can be described by an optical bandgap, Eopt, as depicted in figure 6.1a.
After the creation of excitons, ideally, they should diffuse to the interface region (figure
6.1b). The exciton diffusion length is usually around 10 nm. At the interface, on the
condition that Eopt ≥ Ebg,hj, where Ebg,hj is the effective heterojunction bandgap, excitons
will dissociate (figure 6.1c) [61]. In the last step, free charge carriers are transported to
respective electrodes(figure 6.1d).

From this mechanism, we can see the key difference in the organic system is that it is
primarily controlled by interfacial processes. It is therefore important to characterize and
understand the heterointerface.

6.1.2 Organic Photovoltaic Materials

Based on the principles of organic solar cells, donor and acceptor materials need to have the
ability to absorb sunlight and transport charge carriers. Both properties are commonly found
in materials with delocalized π electron systems, so they are widely used in organic solar
cells. Because of the industrial manufacturing procedures, research is mainly on solution
processable polymers/molecules, and thermally evaporated small molecules [78].

Depending on electron affinity and ionization potential, organic semiconductors can
be classified into two categories: p-type hole-conducting materials that work as donors,
and n-type electron-conducting materials that work as acceptors. Important representa-
tive p-type materials include (i) phthalocyanine and derivatives, (ii) derivatives of thio-
phene, and (iii) derivatives of phenylene vinylene backbones such as poly[2-methoxy-5-(3,7-
dimethyloctyloxy)]-1,4-phenylenevinylene) (MDMO–PPV) (as shown in the left column of
figure 6.2). For n-type materials, representatives are (i) perylene and derivatives, (ii) C60 and
soluble derivatives such as PCBM (1-(3-methoxycarbonyl) propyl-1-phenyl[6,6]C61) [189]
(right column of figure 6.2).
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Figure 6.2: Examples of polymers and molecules used in organic solar cells [63]. Left colume:
p-type materials. Right column: n-type materials.

6.1.3 Device Architectures

The simplest form of organic photovoltaic cells is the single layer cell, where an organic
layer is sandwiched between two electrodes having different work functions (figure 6.3a)
[92, 54, 185, 56, 91]. Excitions can be dissociated either by the built-in electric field created
by the two electrodes, or the Schottky barrier at the interface of the organics and the metal.
However, in practice, the built-in electric field is seldom sufficient to separate the excitons.
Also, due to the limited exciton diffusion length (on the order of 10 nm), only excitons in a
small region near the contacts can be dissociated [78]. Both factors result in a low efficiency
for single layer photovoltaic cells.

Heterojunction solar cells contain two kinds of materials in the active region. In the
bilayer setup, donor and acceptor materials are stacked together with a planar interface
(figure 6.3b) where the charge separation occurs [172, 151, 163, 154]. The advantage over



6.2. BIPOLAR MOLECULES 51

Figure 6.3: Sketches of organic photovoltaic cell morphology. (a) Single layer solar cell. (b)
Bilayer heterojunction solar cell. (c) Bulk heterojunction solar cell.

single layer solar cells is in the separation of free charge carriers, i.e., electrons are transported
in the acceptor material while holes are transported in the donor material, thus greatly
reducing the charge recombination rate. However, the performance of bilayer solar cells is
also limited by the exciton diffusion length, only a small fraction of the generated excitons
can reach the heterojunction interface.

To address this problem, bulk heterojunction solar cells were invented [197, 64, 198]. The
active region in these systems is composed of a mixture of donor and acceptor materials
(schematically shown in figure 6.3c), so that each donor-acceptor interface is within the
distance of the exciton diffusion length. Ideally, all excitons can be dissociated within their
lifetime. Charges are separated in different materials, and hence recombination is reduced
to a large extent. In order for charge carriers to reach their respective electrodes, donor and
acceptor materials have to form a bicontinuous and interpenetrating network. Therefore, the
performance of bulk heterojunction solar cells largely depends on the nanoscale morphology
of the blend.

6.2 Bipolar Molecules

As mentioned in the previous section, the donor/acceptor interface is particularly important
for the photovoltaic process. However, due to the spatially confined interface region and
the morphology of photovoltaic cells, it is hard to characterize the interface. For the study
of nanoscale electronic properties, STM is a particularly suitable tool. Previous STM work
on donor/acceptor blends, however, has suffered from strong coupling to a metal substrate
[57], or poorly resolved interfaces [83].

Bipolar molecules that incorporate donor and acceptor components within a single
molecule address this issue. By characterizing the internal electronic structure of a sin-
gle bipolar molecular heterojunction, we are able to study subnanometer features of the
intramolecular donor-acceptor interface. Such molecules also create exciting device oppor-
tunities such as for diodes, LEDs, and photovoltaic devices [39, 164]. For many of these PV
applications, it is important for bipolar molecules to have “type-II heterojunction” (§6.1.1).
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The flexibility of chemical engineering molecules can enable such energy level alignment.
The bipolar molecules used in our experiment were bithiophene naphthalene diimide

(BND) molecules. They internally incorporate both donor (thiophene) and acceptor (naph-
thalene) regions (figure 6.4). When placed on an epitaxial NaCl film, these molecules exhibit
staggered orbital energy level shifts and orbital localization over interface distances down
to the length scale of a single covalent bond, with the highest occupied molecular orbital
(HOMO) and lowest unoccupied molecular orbital (LUMO) on the thiophene and naptha-
lene sides, respectively. The measured energy gap is around 1.7 eV.

Figure 6.4: Structure of bithiophene naphthalene diimide (BND) molecule. Red shade is
the donor part (bithiophene) and blue shade is the acceptor part (naphthalene diimide).
They are connected by a bridge –CH2–, and are protected by a tail –CH(C2H5)–C4H9.

6.3 BND Molecules on NaCl/Ag(100)

Previous STM study has shown that the electronic structure of donor/acceptor interface
is strongly influenced by a metal substrate [57]. To study the intrinsic properties of BND
molecules, we decoupled them from a metal substrate with a thin layer of NaCl (§3.2.2).
The Ag(100) single crystal substrate used in this experiment was cleaned by standard sput-
ter/annealing procedures. NaCl was then thermally evaporated onto the Ag(100) held at
room temperature. After cooling the sample to T ∼ 30−40K, we deposited BND molecules
from a Knudsen cell evaporator onto the cold substrate. The cooling procedure immobilized
and isolated molecules. The sample was then transferred in situ to the cryogenic STM.

Figure 6.5 shows an STM image of isolated BND molecules resting on an epitaxial NaCl
bilayer near a patch of bare Ag(100) surface. The coverage of BND molecules was kept
low in our experiment so that the molecules could be characterized in the single molecule
regime. The typical footprint of a BND molecule is ∼ 20 Å × 30 Å for V = 1.0V and
I = 1.0 pA (the elongated direction of the molecule is marked by a black dashed line in
figure 6.5). This shape is consistent with the expected size of BND molecules. We observe
a significant fraction (70%) of BND-derived adsorbates on NaCl to have shapes with a
markedly different footprint than the elongated BND species shown in figure 6.5 (they are
either significantly smaller, “round”, or bent). We assume that these other morphologies
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Figure 6.5: Constant current topograph of BND molecules on a NaCl island obtained at
T = 7 K (V = 1V, I = 1pA). The light green and light blue regions are NaCl bilayer terraces
while the dark blue area is the bare Ag(100) surface (black arrows point at BND molecules,
the black dashed line indicates the elongated direction of a bipolar BND molecule). Inset:
zoom-in image of a BND molecule.

are either broken BND fragments or BND molecules in different conformational states. In
order to check that the elongated species shown in figure 6.5 is not a fragment or cluster, we
separately deposited bithiophenes and naphthalene diimide monomers onto NaCl bilayers
under similar conditions. Neither class of monomer yielded molecular morphologies similar
to the elongated species shown in figure 6.5.

We examined the local electronic structure of the elongated molecular species using
STM spectroscopy. dI/dV spectra were recorded sequentially while holding the STM tip
stationary at 2 Å intervals along the centerline above the molecule (see dashed line in figure
6.5). We have observed three kinds of behaviors, (i) bipolar behavior indicative of a single-
molecule type II heterojunction in 30% of the elongated molecules (shown in figure 6.6),
(ii) a spatially uniform (delocalized) HOMO-LUMO gap across the whole molecule in 40%
of elongated molecules (figure 6.7a), and (iii) a LUMO level with no corresponding HOMO
level on one side of the molecule while HOMO and LUMO states appear on the other side
within our ±1.5V windows (seen in 30% of elongated molecules) (figure 6.7b).

The spectra for molecule species (i) exhibit four states: (1) a HOMO-1 state at −1.11±
0.04V, (2) a HOMO state at −0.78 ± 0.12V, (3) a LUMO state at 0.92 ± 0.09V, and
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Figure 6.6: dI/dV spectroscopy of a bipolar BND molecule on NaCl at T = 7K. The
dI/dV spectra were taken with the STM tip held over different spots along the elongated
axis of a single molecule at 2 Å increments. Large arrows indicate where on the molecule
(sketch at right) different spectra were obtained as the tip was moved from the bithiophene
region (red curves) to the bridge region (green curves) and then to the naphthalene region
(blue curves). The bottom (black) curve is the dI/dV spectrum of the bare NaCl bilayer.
Molecular sketch shows “flattened” BND conformation on NaCl from calculations.

(4) a LUMO+1 state at 1.30 ± 0.10V (these energies were determined by fitting all four
states to Lorentzian peaks, including additional data not shown in figure 6.6, and the error
represents the standard deviation of fitted peak center points). The HOMO-LUMO gap is
seen to be 1.70± 0.15V. Perhaps the most striking feature of the data is the intramolecular
spatial localization observed for these four states. HOMO and LUMO levels are observed to
strongly localize on opposite sides of a single BND molecule. LUMO+1 and HOMO-1 levels
are observed to localize on the same sides as the HOMO and LUMO states, respectively.
An interface region is seen between the two sides of the molecule that shows all four states
coexisting over a narrow width of 4 ± 1 Å, which is about twice a covalent bond length.
dI/dV spectra do not change significantly on either side of the molecule until this interface
region is entered.

Spatial localization of the molecular orbitals for a single bipolar BND molecule can be
seen more directly in the images of figure 6.8. Figure 6.8a and c show dI/dV maps for
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Figure 6.7: (a) Spectroscopy of molecules having behavior (ii) shows a spatially uniform
HOMO-LUMO gap across the whole molecule. (b) Spectroscopy of molecules having be-
havior (iii) show a LUMO level on one side of the molecule with no corresponding HOMO
level in ±1.5V window, while HOMO/LUMO states can be seen on the other side of the
molecule.

Figure 6.8: Energy-resolved dI/dV maps of the local density of states of a single bipolar
BND molecule. (a) and (c), dI/dV maps taken at V = −1.1V and V = 1.1V, revealing
localization of HOMO-1 and LUMO orbitals onto right side of molecule(dashed blue line
outlines naphthalene region). (b) and (d), dI/dV maps taken at V = −0.6V and V = 1.3V,
revealing localization of HOMO and LUMO+1 orbitals onto left side of molecule (dashed
red line outlines bithiophene region).

a single BND molecule obtained at sample voltage of −1.1 and 1.1V. Spatial localization
of the HOMO-1 and LUMO level can be clearly seen on the right side of the molecule
(outlined in blue). Figure 6.8b and d show dI/dV maps of the same molecule taken at a
sample voltage of −0.6 and 1.3V. Spatial localization of the HOMO and LUMO+1 level
can be clearly seen on the left side of the molecule (outlined in red) with a relatively sharp
interface region.
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6.4 DFT Calculations on BND Molecule

In order to identify the origin of type II heterojunction behavior in single BND molecules, to
correlate BND electronic behavior with molecular geometry, and to better understand the
role of substrate screening on the BND electronic structure, We theoretically studied differ-
ent conformational states of the BND molecule both in gas phase and on a NaCl substrate
within the density-functional theory (DFT)/local density approximation (LDA) framework
using the SIESTA code [136, 168]. On NaCl we observe stable configurations where the
naphthalene plane of the molecule is adsorbed flat on the NaCl, while the bithiophene plane
can either stick out from the surface (an “orthogonal” conformation) or lie flat on the NaCl
(a “flattened” conformation). The BND molecular orbitals hybridize very weakly with the
NaCl states, except for one notable exception. When the oxygen atoms in the naphtha-
lene align with the sodium atoms in NaCl, then the HOMO-1 orbital of the BND molecule
strongly hybridizes with the valence band states of NaCl. This chemisorbed state explains
the absence of an apparent HOMO level for experimental case (iii) discussed above, while
experimental case (ii) can be explained by the orthogonal conformations of BND molecules
where we believe that the experimental spectra are dominated by the HOMO and LUMO+1
states of the extracted bithiophene plane. Desirable type II heterojunction behavior (ex-
perimental case i) can be explained by the flattened physisorbed case, sketched in figure
6.6.

We modeled our single-molecule spectroscopy results by computing the quasi-particle
energy spectrum of an isolated BND molecule in the flattened conformation from first prin-
ciples and by treating the influence of dielectric and metallic components of the substrate
within an image charge framework. We first calculated the BND electronic ground state
with DFT [97] employing norm-conserving pseudo-potentials, a plane-wave basis set and
LDA for the exchange-correlation potential [97, 148, 177, 96]. Excited-state quasi-particle
energies were obtained by solving the Dyson equation within the GW approximation for
the electron self-energy operator [81, 68]. Here the self-energy is expressed in terms of
the one-particle Greens function, G, constructed using the Kohn-Sham orbitals, and the
intramolecular screened Coulomb interaction, W , calculated within the random-phase ap-
proximation. Substrate screening-induced renormalizations of the quasi-particle energies of
an adsorbed BND molecule were modeled via an image charge model [130]. The position of
the image plane was determined separately from a DFT calculation of the screening of an
applied uniform electric field at a NaCl bilayer on Ag(100) [105].

Figure 6.9 shows a graphical representation of the calculated quasi-particle states. Here
the horizontal axis is electron energy with respect to the vacuum level, the vertical axis
represents lateral position along a single bipolar (“flattened”) BND molecule, and the plot
intensity is proportional to the quasi-particle local density of states (LDOS) (red for states
on the donor side and blue for states on the acceptor side with an energy broadening of
0.1 eV). Two sketches of a BND molecule are included in the figure, one showing the spatial
distribution of the calculated HOMO orbital and the other showing the LUMO orbital (the
alkene tail on the naphthalene side of the synthesized BND molecule is not included in the
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GW calculation since the presence of the tail does not significantly affect the molecular
electronic structure). The calculated HOMO orbital is seen to strongly localize on the
thiophene (donor) side of the molecule, while the LUMO orbital strongly localizes to the
naphthalene (acceptor) side of the molecule. The LUMO+1 and HOMO-1 orbitals are also
localized to the thiophene and naphthalene sides, respectively, and an interface region having
a width of a few angstroms can be seen near the central C–N bond where all four orbitals
overlap spatially. The HOMO-LUMO gap calculated here is 2.3 eV and the HOMO/HOMO-
1 and LUMO/LUMO+1 energy differences are 1.2 and 1.8 eV, respectively. This leads to a
calculated type II heterojunction behavior that is qualitatively very similar to what is seen
experimentally for a single BND molecule (figures 6.6 and 6.8), providing further evidence
that the experimental data reflect true bipolar behavior for a single, integrated donor-
acceptor molecule.

Figure 6.9: Quasi-particle local density of states (LDOS) of the bipolar BND molecule (flat-
tened conformation) calculated within the GW approximation as a function of lengthwise
coordinate along the molecule and of energy. HOMO-1 and LUMO (blue) are localized on
the naphthalene (acceptor) side of the molecule while HOMO and LUMO+1 levels (red)
are localized on the bithiophene (donor) side. The LDOS has been broadened by 0.1 eV
in energy. The isosurfaces of the HOMO and LUMO wave functions are superimposed on
properly scaled sketches of the molecule (green and purple colors correspond to opposite
signs of the wave function phase).

A discrepancy does exist between the magnitude of the theoretical HOMO-LUMO gap
and nearby energy levels as compared to the experimental levels. There are many factors
at play here [130]. We find that when the DFT Kohn-Sham eigenvalues are used, then
the calculated LDA HOMO-LUMO gap of an isolated BND molecule is only 0.7 eV, much
smaller than the experimental value of 1.7 eV. The GW self-energy correction using the LDA
Kohn-Sham orbitals for G opens the HOMO-LUMO gap to 4.0 eV. When screening from the
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substrate is modeled by an image charge model [130], the theoretical quasi-particle HOMO-
LUMO gap drops down to 2.3 eV, a value much closer to our experimental result. Some of
the factors that likely play a role in the remaining discrepancy between experimental and
theoretical gap values are the following: (i) use of LDA Kohn-Sham orbitals can introduce
error to the calculated quasi-particle energies [24], (ii) use of the generalized plasmon-pole
model for the frequency dependence of the inverse dielectric matrix is known to work very
well for solids [81] but has not been extensively tested for molecules, and (iii) use of the simple
image charge model may not capture all of the effects of interaction with the substrate.

There is much that we learn through comparison of our experimental and theoretical
results. First, the simulated LDOS map of figure 6.9 helps us to identify the experimen-
tal localized HOMO and LUMO regions as thiophene (donor) and naphthalene (acceptor)
regions of the BND molecule, respectively. The calculations additionally suggest that the
large fraction of BND molecules not showing precise type II heterojunction behavior likely
arise from different surface conformations of BND. The importance of substrate screening is
also highlighted as a significant factor in the reduced HOMO-LUMO gap (such substrate-
induced HOMO-LUMO gap screening has been observed in different molecular systems
[130, 160, 180]). This effect could potentially be used as a means of tuning molecular
band gaps to control the behavior of devices incorporating bipolar molecular elements. We
also note that the power conversion efficiency of photovoltaic molecular devices depends on
LUMO/LUMO+1 energy level differences relative to excitonic binding energies, as well as
HOMO-LUMO spatial overlap at the donor/acceptor interface [61]. By tuning molecular
bridge structure, we expect to gain a higher degree of control over such properties [122, 2].

6.5 Conclusions

We have studied the electronic properties of single BND molecules on NaCl/Ag(100) using
STM and DFT. By performing STS with angstrom-level resolution, we find that individual
BND molecules exhibit staggered orbital energy level shifts and orbital localization over in-
terface distances down to the length scale of a single covalent bond. HOMO and LUMO+1
states are localized to the bithiophene side, while HOMO-1 and LUMO levels are localized
to the naphthalene side, leading to an overall type II heterojunction level alignment. This
single-molecule type II heterojunction behavior is consistent with ab initio theoretical mod-
eling that predicts similar behavior in the electronic spectrum of an isolated BND molecule.
Comparison between our experimental and theoretical results reveals a strong renormal-
ization of the BND HOMO-LUMO gap due to the surface environment and suggests new
strategies for enhancing the device performance of this class of molecules.
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7
Self-Assembly of Bipolar Molecules on Au(111)

The previous chapter focused on the electronic properties of isolated bipolar BND molecules.
However, for device applications it is desirable to learn the collective behavior of large
assemblies of these molecules. For example, if the molecules self-assemble into ordered
domains, charge carrier mobilities might be greatly enhanced [66]. Or if the molecules form
inter-penetrating networks, the small exciton diffusion length might facilitate the exciton
dissociation process [131, 33]. This chapter presents our work on studying the behavior of
self-assembled BND molecules on a Au(111) surface.

The molecules we investigated are a modified version of the previous BND molecule
(§6.2). Instead of a -CH2- bridge, the donor (bithiophene) and the acceptor (naphthalene
diimide) are directly connected (a schematic model is shown in figure 7.1). This molecule
has fewer configurations on surfaces, and thus is more suitable for self-assembly studies.

Figure 7.1: Structure of the directly bonded bithiophene naphthalene diimide molecules.
Red shade is the donor part (bithiophene) and blue shade is the acceptor part (naphthalene
diimide), they are connected by a C–N bond.
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7.1 Molecules on Au(111) Terraces

We have studied the self-assembly properties of these molecules on Au(111). The Au(111)
substrate was cleaned by standard sputter-annealing procedures and then exposed at T =
300K to the direct BND molecules that were thermally evaporated from a Knudsen cell
evaporator. The sample was then transferred in situ to the cryogenic STM for measurement.

Figure 7.2 shows STM topographs of the molecules on Au(111) terraces. Isolated
molecules are seen on the elbow sites of the Au(111) herringbone reconstructed surface
[187, 11]. They appear as oval protrusions with typical size of ∼ 20 Å × 30 Å for positive
sample bias, with one side appears higher than the other side (figure 7.2a). In the fcc region
of the herringbone, the molecules aggregate into chain structures (figure 7.2b). Comparing
these images with the single molecule morphology indicates that the molecules within the
chain are anti-parallel with each other. A schematic drawing of the chain formation is shown
in figure 7.2d.

Figure 7.2: Topographs of direct BND molecules on Au(111) terraces. (a) A single molecule
near the elbow site of Au(111) reconstructed surface (V = 1.1V, I = 1.0 pA). (b) A molec-
ular chain in the fcc region (V = 1.0V, I = 2.0 pA). (c) Schematic drawing of an isolated
molecule. (d) Schematic drawing of a molecular chain.

The formation of anti-parallel chain structure can be explained by the bipolar nature
of the molecule. Because of the difference in the electron affinity and ionization potential,
the bithiophene side is more positive while the naphthalene diimide side is more negative.
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The electrostatic interaction results in an anti-parallel chain in order to minimize electric
potential energy.

7.2 Molecules near Step-edges

Near step-edges, however, direct BND molecules self-assemble in a much different way.
Figure 7.3a shows a large-scale topograph image where a lot of step-edges are visible, the
step-edges are decorated by molecules. A zoom-in image shows that those molecules form
parallel chains (figure 7.3b).

Figure 7.3: Topographs of direct BND molecules on Au(111) step-edges. (a) Large-scale
image shows molecules aggregate at step-edges (V = 1.5V, I = 2pA). (b) Zoom-in image
shows the molecules form parallel chains (V = 1.5V, I = 2pA).

This different assembly behavior can be explained by the Smoluchowski effect [166]. To
minimize the surface energy, the electrons near step-edges, instead of taking the original step-
like distribution, are smoothed out, resulting in positive net charge on the upper terrace,
and negative net charge on the lower terrace, as schematically shown in figure 7.4a. Note
that the bithiophene part is more positive, direct BND molecules tend to align along the
step-edge on the lower terrace (figure 7.4b).

7.3 Conclusions

This chapter presents our preliminary work on the self-assembly behavior of bipolar molecules.
By depositing directly connected BND molecules on Au(111) substrate, we found that these
molecules tend to self-assemble into anti-parallel chains on terraces. Near step edges, due
to the Smoluchowski effect, they form parallel chains. These results indicate that in order
for these molecules have device applications, a careful design of the environment is needed.
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Figure 7.4: Schematic and STM images of parallel molecular chains.(a) Schematic drawing
of charge distribution near step-edges. (b) Schematic drawing of a parallel chain near a step
edge. (c) STM image of a parallel molecular chain along a step edge (V = 1.5V, I = 2pA).

The STM instrument (§3.1) used in these studies has the limitation that there is no
optical access, thus we have only studied electronic properties so far. In the future, we
would like to directly study local optical and transport properties of molecular devices and
test how these properties vary with atomic and molecular structure.
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Part IV

Graphene Nanoribbons
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8
Edge States of Chiral Graphene Nanoribbons

A central question in the field of graphene-related research is how graphene behaves when
it is patterned at the nanometer scale with different edge geometries. A fundamental shape
relevant to this question is the graphene nanoribbon (GNR), a narrow strip of graphene
that can have different chirality depending on the angle at which it is cut. Such GNRs have
been predicted to exhibit a wide range of behaviour, including tunable energy gaps [169, 43],
and the presence of one-dimensional (1D) edge states [129, 1, 186] with unusual magnetic
structure [51, 170]. Most GNRs measured up to now have been characterized by means of
their electrical conductivity, leaving the relationship between electronic structure and local
atomic geometry unclear [30, 65, 110].

The STM provides the unique capability to study the local structural and electronic
information with sub-angstrom precision, and thus is particularly suitable for studying how
GNR electronic structure depends on the chirality of atomically well-defined GNR edges.
Our STS measurements reveal the presence of 1D GNR edge states, the behaviour of which
matches theoretical expectations for GNRs of similar width and chirality, including width-
dependent energy splitting of the GNR edge state. This chapter is based on a published
paper, reference [173].

8.1 Graphene Nanoribbons on Au(111)

The GNRs used in this work were chemically synthesized using carbon nanotube (CNT)
unzipping methods [100, 90] by our collaborators at Stanford University [90]. GNRs were
deposited onto clean Au(111) surfaces using a spin-coating method (§3.3.5). Au(111) sub-
strates were first cleaned by sputtering and annealing in ultra-high vacuum (UHV) before
spin-coating. The samples were then transferred into the UHV chamber of our STM system
(base pressure ∼ 2 × 10−10 torr). After heat treatment up to 500 ◦C in UHV, the samples
were transferred in situ onto the STM stage for measurements. STM topography was ob-
tained in constant-current mode using a PtIr tip, and dI/dV spectra were measured using
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lock-in detection of the a.c. tunneling current driven by a ∼ 451Hz, 1−5mV (r.m.s.) signal
added to the junction bias (the sample potential referenced to the tip) under open-loop
conditions.

Figure 8.1a shows a room temperature image of a single monolayer GNR (GNR height
is determined from linescans, such as that shown in figure 8.1a inset; some multilayer GNRs
were observed, but we focus here on monolayer GNRs). The GNR of figure 8.1a has a width
of 23.1 nm, a length greater than 600 nm, and exhibits straight, atomically smooth edges.
Figure 8.1b shows a low temperature STM image, exhibiting finer structure in both the
interior GNR terrace and the edge region. Such GNRs are seen to have a “bright stripe”
running along each edge.

Figure 8.1: Topography of graphene nanoribbons (GNRs) on Au(111). (a) Constant-current
STM image of a monolayer GNR on Au(111) at room temperature (V = 1.5V, I = 100 pA).
Inset shows the indicated line profile. (b) Higher resolution STM image of a GNR at T = 7K
(V = 0.2V, I = 30 pA, greyscale height map).

This stripe marks a region of curvature near the terminal edge of the GNR that has a
maximum extension of ∼ 3 Å above the mid-plane terrace of the GNR and a width of ∼ 30 Å
(see line scan in figure 8.1a inset). Such edge-curvature was observed for all high-quality
GNRs examined in this study (more than 150, including GNRs deposited onto a Ru(0001)
surface). This is reminiscent of curved edge structures observed previously near graphite
step-edges [3].

During our large-scale topography scan on GNR samples at room temperature, we also
observed other interesting byproducts during the synthesis process. Figure 8.2a and b shows
a partially unzipped CNTs. An interesting question for the unzipping process is whether
the unzipping direction is along the axis direction or along a spiral direction of the precursor
CNTs. From a simple geometric relationship, we know that the ratio between the width
of a GNR and the diameter of a CNT for partially unzipped CNTs should be π if the
unzipping direction is along the axis direction (a schematic model is drawn in figure 8.2c),
while the ratio should be smaller than π if the unzipping direction is along a spiral direction.
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We measured the height of the CNT part (denoted as h) and the width of the GNR part
(denoted as w) of the partially unzipped CNTs. The average ratio between the width of the
GNR part and the measured height of the CNT part (w/h) is 3.2± 0.1. This average ratio
is from 4 partially unzipped CNTs (and on each one, w/h is averaged from more than 10
line profiles of either part). This result implies that the unzipping process is along the axis
of the precursor CNTs.

Figure 8.2: Characterization of partially unzipped CNTs. (a) STM image of partially
unzipped CNTs (V = 1.5V, I = 100 pA). (b) A zoom-in image of the GNR-CNT transition
region of a partially unzipped CNT (V = 1.5V, I = 100 pA). (c) Schematic drawing of a
partially unzipped CNT with the unzipping direction along the axis direction of a precursor
CNT. (d) Line profiles of the GNR part and the CNT part of the partially unzipped CNT
in (b). The corresponding positions of the line profiles are marked by blue lines in (b).

We have also directly observed folded GNRs via STM, as shown in figure 8.3a and b.
By comparing the curved edges of straight GNRs with the folded GNR edges we are able
to show that the straight GNR edges are, in fact, terminal edges and are not folded or
“scrolled”. Figure 8.3a and b show STM images of folded GNRs on Au(111) with the folded
edges marked by blue arrows. On different sections of the folded GNRs we are able to also
observe the straight terminal curved edges that are typical for straight GNRs, as marked



8.1. GRAPHENE NANORIBBONS ON Au(111) 67

by a green arrow in figure 8.3a. Roughened GNR edges (as marked by the white arrows in
figure 8.3b) do not show such curvature (§9).

Figure 8.3: Comparison between terminal curved edges and folded edges. (a) Room temper-
ature STM image of a folded GNR with atomically smooth edges (V = 1.5V and I = 50 pA).
The blue arrow indicates a folded edge while the green arrow shows a terminal curved edge.
(b) Room temperature STM image of a folded GNR etched by hydrogen plasma (V = 1.8V
and I = 50 pA). The blue arrows indicate folded edges and the white arrows indicate rough-
ened edges (the plasma etching (§9) has no effect on the folded edge characteristics). (c)
Schematic structural model for a terminal curved edge, a folded edge, and a scrolled edge.
(d) Line profiles of GNR terminal curved edge and GNR folded edge (compare to sketch
in (c)). The top line profile is for terminal curved edges with “hump” height h1 (typical
linescan position of a straight GNR) and the bottom line profile is for folded edges with
hump height h2 (typical linescan position marked by the black line in b). h2 is seen to be
nearly twice as large as h1, allowing these different edge geometries to be easily distinguished
experimentally via STM. The terminal curved edges of straight GNRs are thus seen to not
exhibit a folded structure.

We are able to quantitatively distinguish terminal curved edges from folded edges as
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shown in the STM linescans of figure 8.3d. Due to the different curvature for these two classes
of edges (as schematically drawn in the top and middle panels in figure 8.3c), the height of
terminal curved edges (h1) is expected to be less than that of folded edges (h2) relative to
the central flat terrace of a GNR. Figure 8.3d shows the results of actual measurement of h1
and h2. By averaging results from more than 4 different folded edges (h2 is averaged from
more than 10 line profiles for each different edge), we obtain an average h2 = 5.7 ± 0.5 Å
for folded edges. For the terminal curved edges of straight GNRs, however, (as shown in
figure 8.3a and figure 8.1) we obtain an average h1 = 3.2± 0.1 Å (obtained from averaging
more than 10 linescans). h2 is seen to be nearly a factor of two larger than h1, allowing us
to unambiguously distinguish between these two cases experimentally. We thus conclude
that the terminal curved edges of straight GNRs are not folded. Another possible fold
configuration is schematically shown in the bottom panel in figure 8.3c. From a simple
geometric argument the height h3 should be larger than h2. Thus we can also rule out this
possible structure for explaining the terminal curved edges of straight GNRs.

The chirality of a GNR is characterized by a chiral vector (n,m) or, equivalently, by
chiral angle θ, as shown in figure 8.4a. GNRs having different widths and chiralities were
deposited on a clean Au(111) surface and measured using STM. The atomic resolution of
the LT STM allow us to unambiguously determine the chirality of GNRs. The lower part of
figure 8.4b is the gold surface and the upper part is the GNR. The color contrast is optimized
for showing periodic structure near the edge. We can clearly see rows of protrusions in the
direction of the yellow line. In each row the protrusions have a spacing ∼ 2.5 Å, indicating
the rows are along the zigzag direction. Another zigzag direction is along the blue line. And
the black line indicates the terminal edge orientation. The two ends of the back line connect
adjacent equivalent sites, which can be determined by the relative position of the black line
on the dim dots. By simply projecting this edge vector onto the basis vectors of graphene
lattices (the yellow and blue arrows), the GNR chirality can be unambiguously determined.
The GNR in figure 8.4b is an (8, 1) GNR, corresponding to chiral angle of θ = 5.8◦.

8.2 Edge State of GNRs

To explore the local electronic structure of GNR edges, we have performed STS measurement
on different positions (as marked) near the edge of the (8, 1) GNR pictured in figure 8.5a,
the dI/dV spectra are shown in figure 8.5c and d. dI/dV spectra measured within 24 Å of
the GNR edge typically show a broad gap-like feature having an energy width of ∼ 30meV.
This is very similar to the behaviour observed in the middle of large-scale graphene sheets,
and is attributed to the onset of phonon-assisted inelastic electron tunneling for |E| ≥
65meV [200]. This feature disappears further into the interior of the GNR, as expected,
because of increased tunneling to the Au substrate [108]. Very close to the GNR edge,
however, we observe further features in the spectra. The most dominant of these features
are two peaks that rise up within the elastic tunneling region (that is at energies below
the phonon-assisted inelastic onset) and which straddle zero bias. For the GNR shown in
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Figure 8.4: Determination of chirality of GNRs.(a) A schematic drawing of an (8, 1) GNR.
The chiral vector (n,m) connecting crystallographically equivalent sites along the edge de-
fines the edge orientation of the GNR (black arrow). The blue and red arrows are the
projections of the (8, 1) vector onto the basis vectors of the graphene lattice. Zigzag and
armchair edges have corresponding chiral angles of θ = 0◦ and θ = 30◦, respectively, whereas
the (8, 1) edge has an chiral angle of θ = 5.8◦. (b) STM image of an (8, 1) GNR (V = 0.3V,
I = 60 pA). The lower part is the Au surface, and the upper part is the GNR. The black line
is parallel to the edge orientation, connecting two neighboring equivalent sites. The yellow
and blue arrows are along the zigzag directions of graphene lattices. The edge periodicity is
8α along the yellow line (α is the lattice constant of graphene), and 1α along the blue line.

figure 8.5a (which has a width of 19.5 ± 0.4 nm) the two peaks are separated in energy by
a splitting of ∆ = 23.8± 3.2meV. Similar energy-split edge-state peaks have been observed
in all the clean chiral GNRs that we investigated spectroscopically at low temperature. For
example, the inset to figure 8.5c shows a higher resolution spectrum exhibiting energy-split
edge-state peaks for a (5, 2) GNR having a width of 15.6 nm and an energy splitting of



8.2. EDGE STATE OF GNRS 70

Figure 8.5: Edge states of GNRs. (a) Atomically-resolved topography of the terminal edge
of an (8, 1) GNR with measured width of 19.5±0.4 nm (V = 0.3V, I = 60 pA, T = 7K). (b)
Structural model of the (8, 1) GNR edge shown in (a). (c) dI/dV spectra of the GNR edge
shown in (a), measured at different points (black dots, as shown) along a line perpendicular
to the GNR edge at T = 7K. Inset shows a higher resolution dI/dV spectrum for the
edge of a (5, 2) GNR with width of 15.6± 0.1 nm (initial tunneling parameters V = 0.15V,
I = 50 pA; wiggle voltage Vrms = 2mV). The dashed lines are guides to the eye. (d) dI/dV
spectra measured at different points (red dots, as shown) along a line parallel to the GNR
edge shown in (a) at T = 7K (initial tunneling parameters for (c) and (d) are V = 0.3V,
I = 50 pA; wiggle voltage Vrms = 5mV).
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∆ = 27.6±1.0meV. The two edge-state peaks are often asymmetric in intensity (depending
on specific location in the GNR edge region), and their mid-point is often slightly offset
from the Fermi energy (within a range of ±20meV). As seen in the spectra of figure 8.5c,
the amplitude of the peaks grows as one moves closer to the terminal edge of the GNR,
before falling abruptly to zero as the carbon/gold terminus is crossed.

The spatial dependence of the edge-state peak amplitude as one moves perpendicular
from the GNR edge is plotted in figure 8.6a and shows exponential behavior. In this plot,
peak amplitude and energies are determined by fitting Lorentzian curves to the two peaks
observed in the measured spectra at each location in figure 8.5c over the range−30mV< V <
30mV. The energy positions of these peaks were found to be 6.7±1.6mV and−17.2±2.2mV.
The positional dependence of the average peak amplitude of these two peaks is plotted. Error
bars (shown when larger than plotted points) reflect the range of Lorentzian parameters that
result in a good fit to the data. The edge-state spectra also vary as one moves parallel to
the GNR edge, the parallel dependence of the edge-state peak amplitude is plotted in figure
8.6b, and oscillates with an approximate 20 Å period, corresponding closely to the 21 Å
periodicity of an (8, 1) edge.

We have also characterized monolayer GNRs having different chiralities and widths (the
lengths of the GNRs used in these measurements are greater than 500 nm). In figure 8.6c, we
plot the width dependence of the measured energy gap of GNR edge states for a broad range
of chirality (3.7◦ < θ < 16.1◦). Energy gaps determined by Lorentzian fits to dI/dV peaks
(centre-to-centre width), error bars reflect standard deviation due to spatial variation in
spectra. GNR width measured as distance between the GNR edge mid-heights on opposite
sides, error bars reflect standard deviation due to spatial variation along GNR axis. The
measured edge-state energy splitting shows a clear inverse correlation with GNR width. Our
gap values tend to be smaller than those observed previously for lithographically patterned
GNRs (probably because of uncertainty in the edge structure of lithographically obtained
GNRs [65]).

8.3 Theoretical Calculations on GNRs

To compare our experimental data with theoretical predictions for GNRs, we used a Hubbard
model Hamiltonian, solved selfconsistently in the mean-field approximation [51], for an (8, 1)
GNR having the same width as the actual (8, 1) GNR shown in figure 8.5a. The Hamiltonian:

H = −t
∑

〈ij〉,σ

[c†iσcjσ + h.c.] + U
∑

i

ni↑ni↓ (8.1)

consists of a one-orbital nearest-neighbour tight-binding Hamiltonian with an on-site Coulomb
repulsion term. In this expression c†iσ and cjσ are operators that create and annihilate an
electron with spin σ at the nearest-neighbor sites i and j respectively, t = 2.7 eV is a hopping
integral [158], niσ = c†iσciσ is the spin-resolved electron density at site i, and U is an on-site
Coulomb repulsion. This GNR model is defined only by the π-bonding network. The termi-
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Figure 8.6: Position- and width-dependent edge-state properties. (a) Solid blue dots show
experimental edge-state peak amplitude at points along a line perpendicular to the car-
bon/gold edge terminus (same positions as shown in figure 8.5c). Dashed red line shows the
calculated LDOS at locations spaced perpendicular to the edge terminus for an (8, 1) GNR
at the energy of the DOS peak nearest the band-edge. Theoretical LDOS values include a
single globally constant offset to model the added contribution from Au surface LDOS, and
a single globally constant multiplicative factor to model the unknown total area of the STM
tunnel junction. (b) Solid blue dots show experimental average edge-state peak amplitude
(same positions as shown in figure 8.5d). Dashed red line shows the theoretical edge-state
LDOS for an (8, 1) GNR at points parallel to the edge terminus (calculated as in (a)). The
edge-state LDOS amplitude oscillates parallel to the edge with a 21 Å period. (c) Width
dependence of the edge-state energy gap of chiral GNRs. From left to right, the chiralities
of experimentally measured GNRs are (13, 1), (3, 1), (4, 1), (5, 2), and (8, 1) respectively,
corresponding to a range of chiral angle 3.7◦ < θ < 16.1◦. The pink shaded area shows the
predicted range of edge-state bandgaps as a function of width, evaluated for chiral angles
in the range 0◦ < θ < 15◦ (U = 0.5t, t = 2.7 eV, [194]).
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nal σ-bonds at the GNR edges are considered to be passivated and do not alter the π-system
(this should, in general, correctly model a range of different possible edge-adsorbate bonding
configurations [170, 74], including the likely oxygen-related functional group termination of
our own GNRs [90]). The out-of-plane curvature seen experimentally near GNR edges is
not included in this model because the measured radii of curvature are sufficiently large
(> 20 Å) that they are not expected to significantly affect GNR electronic structure [17] (we
tested this conjecture by including the observed curvature in some calculations, and found
that it has no significant effect – either from σ-π coupling or from pseudofield effects – on
the calculated GNR electronic structure). The effect of the gold substrate here is taken
only as a charge reservoir that can slightly shift the location of EF within the GNR band
structure and reduce the magnitude of the effective U parameter by means of electrostatic
screening (the experimental charge-induced energy shifts seen here are within the range of
charge-induced energy shifts observed previously for CNTs on Au [37]).

We first calculated the GNR electronic structure for U = 0, which effectively omits the
electron-electron interactions responsible for the onset of magnetic correlations. This results
in the theoretical band structure and density of states (DOS) shown as blue dashed lines
in figure 8.7a, b. The finite width of the GNR leads to a family of subbands in the band
structure, with no actual bandgap (figure 8.7a). A flat band at E = 0 due to localized edge
states leads to a strong van Hove singularity (that is, a peak) in the DOS at E = 0 (figure
8.7b). The DOS in this case does not resemble what is seen experimentally.

We next calculated the (8, 1) GNR electronic structure for U > 0. Here the electron-
electron interactions lift the degeneracy of the edge states by causing ferromagnetic cor-
relations to develop along the GNR edges and antiferromagnetic correlations to develop
across the GNR. This leads to a spin-polarization of the edge states that splits the single
low-energy peak seen in the U = 0 DOS into a series of van Hove singularities, thus opening
up a gap at E = 0. Such behaviour is seen as solid red lines in the band structure and
DOS of figure 8.7a, b. We identify the lowest-energy pair of van Hove singularities with the
pair of peaks observed experimentally near zero bias for GNR edges. We focus our exper-
iment/theory comparison on the low-energy regime (|E| ≤ 65meV) because higher energy
experimental features are complicated by the onset of phonon-assisted inelastic tunneling
[22] (the low-energy edge-state peaks, by contrast, do not have the characteristics of inelastic
modes).

We find that our experimental spectroscopic edge-state data for the (8, 1) GNR is in
agreement with model Hamiltonian calculations for U = 0.5t. The theoretical bandgap of
29meV is very close to the experimentally observed value of 23.8± 3.2meV (the value of U
used here is lower than a value obtained previously from a first-principles calculation [193],
presumably because of screening from the gold substrate). Our experimentally observed
energy-split spectroscopic peaks thus provide evidence for the formation of spin-polarized
edge states in pristine GNRs (such splitting does not arise for the non-magnetic U = 0 case
described above).

We are further able to compare the spatial dependence of the calculated edge states
with the experimentally measured STS results. The dashed line in figure 8.6a shows the
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Figure 8.7: Theoretical band structure and density of states (DOS) of a 20-nm-wide (8, 1)
GNR. (a) Dashed blue line shows the calculated GNR electronic structure in the absence of
electronelectron interactions (U = 0). Solid red line shows the calculated GNR electronic
structure for U = 0.5t (t = 2.7 eV). Finite U > 0 splits degenerate edge states at E = 0 into
spin-polarized bands, opening a bandgap (arrows). (b) Dashed blue line shows the (8, 1)
GNR DOS for the U = 0 case. The peak at E = 0 is due to the degeneracy of edge states
in the absence of electronelectron interactions. Solid red line shows the (8, 1) GNR DOS for
U = 0.5t. The opening of the bandgap (arrows) reflects the predicted energy splitting due
to the onset of magnetism in spin-polarized edge states for U > 0, and compares favourably
with the experimental data for the (8, 1) GNR of figure 8.5.

theoretical LDOS calculated at the energy of the low-energy edge-state peaks as one moves
perpendicularly away from the GNR edge and into the (8, 1) GNR interior. The predicted
exponential decay length of ∼ 12 Å is in reasonable agreement with the experimental data.
The variation seen in the calculated LDOS of the edge state in the direction parallel to the
GNR edge also compares favourably with our experimental observations (figure 8.6b). The
oscillation in edge-state amplitude is seen to arise from “kinks” in the zigzag edge structure
resulting from the chiral nature of the (8, 1) GNR edge (see the edge structure of figure 8.5b,
each of the two dips in spectroscopic amplitude occurs at the location of a kink).

We are similarly able to compare the GNR width dependence of our experimentally mea-
sured edge-state gaps to theoretical calculations. As the measured GNRs having different
widths also have different chiralities, we have calculated the theoretical edge-state gap ver-
sus width behaviour over the chirality range 0◦ < θ < 15◦ (it will be useful in the future to
measure the local electronic properties of armchair GNRs (θ = 30◦), which are predicted to
have no edge states). The pink shaded region in figure 8.6c shows the results of our calcula-
tions, and compares favorably with our experimentally observed width-dependent edge-state
gap. This provides strong evidence that the edge-state gap we observe experimentally is
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not a local effect, as might occur, say, in response to some unknown molecules bound to the
GNR edge, but rather depends on the full GNR electronic structure, including interaction
between the edges.

8.4 Conclusions

With our high resolution STM, we have demonstrated unambiguously and for the first time
that it is possible to create graphene nanoribbons with atomically smooth edges. Further-
more, we demonstrate that these chiral nanoribbons exhibit an electronic edge state that
has novel spatial dependence and energy splitting. By comparing experimental nanoribbon
edge state data with theoretical simulations, the excellent agreement provides evidence for
the existence of spin-polarized edge states coupled magnetically across the width of a single
microscopic nanoribbon.



76

9
Controlling the Edge Termination of GNRs

The edges of graphene exhibit several unique features, such as the presence of localized
edge states, and are anticipated to provide a powerful means of controlling the electronic
properties of this two-dimensional material [129, 170, 195]. Such edge-dependent behavior
is expected to be even more pronounced in ultra-narrow strips of graphene, dubbed nanorib-
bons, where edges make up an appreciable fraction of the total nanostructure volume, thus
creating new nanotechnology opportunities. The previous chapter has presented the ob-
servation of edge states in chiral GNRs, however, due to the complex chemical synthesis
procedures [90] and the curved edge morphology (figure 8.1), it was not possible to control
and correlate nanoribbon edge electronic structure with specific chemically defined terminal
edge group.

In this chapter, we will report the ability to control the microscopic edge termination
of high quality GNRs via hydrogen plasma etching. We find that hydrogen plasma etches
away the original unknown edge groups and develops segments with different chiralities
along the edge. Using a combination of high-resolution scanning tunneling microscopy and
first-principles calculations, we have determined the exact atomic structure of plasma-etched
GNR edges and established the chemical nature of terminating functional groups for zigzag,
armchair and chiral edge orientations. We find that the edges of hydrogen-plasma-etched
GNRs are generally free of structural reconstructions and are terminated by hydrogen atoms
with no rehybridization of the outermost carbon edge atoms. Both zigzag and chiral edges
show the presence of edge states.

9.1 Hydrogen Plasma Treated GNRs on Au(111)

The investigated GNRs were obtained by hydrogen plasma treatment [190] of GNRs de-
posited onto a Au(111) substrate and then plasma etched. The GNRs were chemically
fabricated using carbon nanotube unzipping methods [90]. The Au(111) substrate was
cleaned by standard sputter-annealing procedures in ultra-high-vacuum (UHV) before be-
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ing transferred ex situ for spin-coating of GNRs. The sample was subsequently exposed
to hydrogen plasma [190] for 15 minutes. The sample was then placed back into the UHV
chamber where it was annealed up to 500 ◦C for several hours before being transferred in
situ for UHV STM measurements. The measurements were performed using an Omicron
VT-STM operating at room temperature.

Prior to hydrogen plasma treatment, these GNRs typically exhibit curved edges [173,
140, 3] that hinder access via STM to the very outermost edge atoms. The chemical nature
of the pre-etched outermost atoms is therefore unknown, but based on the GNR chemical
treatment they are likely terminated with some form of oxygen-containing functional groups
[90]. Figure 9.1a shows a typical room temperature STM image of a GNR that has been
deposited onto Au(111) before being etched by hydrogen plasma. The line profile indicates
typical edge curvature, where the curved part of the edge has a width of 5 nm and a height
of 0.3 nm above the center terrace region of the GNR.

Figure 9.1: Effect of hydrogen plasma treatment on GNRs deposited on a Au(111) substrate.
(a) Room temperature constant-current STM topograph (V = 1.5V, I = 100 pA) of a
GNR before hydrogen plasma etching. (b) Room temperature STM image of a GNR after
hydrogen plasma treatment (V = 1.97V, I = 50 pA). Insets show the indicated line profiles.

The effect of hydrogen plasma treatment on these GNRs is two-fold. First, the hydro-
gen plasma etches away the original edge groups, and substitutes them with hydrogen (the
simplest possible monovalent edge termination). Second, the edges become significantly
rougher and develop short segments (several nanometers long) that display different chi-
ralities within the same GNR (figures 9.1b, 9.2a-e) (the entire GNR thus does not achieve
global thermodynamic equilibrium that would result in an overall preferred edge orienta-
tion). The combination of these two factors changes the interaction between the edges and
the substrate, resulting in a flat, uncurved morphology with the outermost edge atoms being
more exposed. Figure 9.1b shows that the bright strips due to edge curvature are no longer
visible in etched GNRs. Instead, the etched GNRs are flat, with a height of ∼ 3.3 Å for
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typical imaging parameters (there is little variation in the height of etched ribbons when
imaged within a ±2V bias window). The height of etched GNRs is similar to the height of
the interior terrace of unetched GNRs, indicating that the etching process starts from the
edges and moves towards the center.

Higher resolution topographic images (figures 9.2a-e) on different parts of an etched GNR
show the honeycomb structure of the interior graphene. By superimposing a hexagonal
lattice structure, we are able to identify the chirality of each segment of the GNR edge.
Figures 9.2c-e show close-up images of three different types of representative GNR edge
segments: a zigzag segment, a chiral edge segment orientated along the (2, 1) vector of the
graphene lattice, and an armchair segment, respectively. The 2-nm-long zigzag edge segment
(figure 9.2c) appears as a sequence of bright spots visible along the edge, which then decays
into the interior graphene. This segment exhibits a small depression near the middle of the
outer row of edge atoms, while the second row of edge atoms next to the depression appear
to be brighter than adjacent second row atoms. The (2, 1) chiral edge segment (figure
9.2d) shows a periodic modulation in STM intensity along its length. Comparison with
a superimposed lattice structure shows that the periodic bright spots are localized along
zigzag-like fragments. A break in the periodic pattern is observed in the middle of the chiral
edge, possibly due to the presence of a vacancy defect. The armchair edge (figure 9.2e),
in contrast, shows no edge enhancement in the STM intensity. Instead, the armchair edge
exhibits a pronounced standing-wave feature with periodicity of ∼ 0.4 nm at the −0.97V
bias voltage used in our measurements.

9.2 Thermodynamic Calculations of Edge Terminations

In order to understand the electronic properties of the GNR edges probed in this manner,
the bonding arrangement of hydrogen atoms at the GNR edges must be determined. This
information then enables calculation of the GNR electronic local density of states which can
be compared to the STM data to self-consistently confirm the structural model and elec-
tronic behavior. Our strategy for performing this procedure is to first calculate the energetic
stability of different edge structures, and then to use the thermodynamically favorable struc-
tures to guide our first-principles electronic property calculations which are then compared
to experiment.

We determined the thermodynamically most favorable structures by calculating the edge
formation energy of different hydrogen-bonded GNR edge structures in contact with a reser-
voir of hydrogen. The stabilities of various edge terminations were investigated using GNR
models of approximately 1.5 nm width and a plane-wave-based computational scheme im-
plemented in the Quantum-ESPRESSO package [55]. In these calculations we used a com-
bination of ultrasoft pseudopotentials [178], and plane-wave kinetic energy cutoffs of 30Ry
and 300Ry for wavefunctions and charge density, respectively. Edge carbon atoms were al-
lowed to terminate with either one (sp2 hybridization) or two (sp3 hybridization) hydrogen
atoms, and we restricted our consideration only to structural terminations having the same
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Figure 9.2: Atomically-resolved STM topographs of GNR edges: experiment vs. first-
principles simulations. (a, b) Larger scale room temperature STM topographs of two seg-
ments of a GNR (V = 0.97V, I = 50 pA). (c, d, e) Zoomed-in atomically-resolved images of
edge segments circled in (a) and (b) having different chiralities: a zigzag edge (V = 0.97V,
I = 50 pA), a (2, 1) chiral edge (V = 0.97V, I = 50 pA), and an armchair edge (V = 0.97V,
I = 50 pA), respectively. (f, g, h) STM images simulated from first principles using the
Tersoff-Hamann approximation for the STM tunneling current, the same bias voltage as
in the experiments, and the thermodynamically most stable hydrogen edge configuration.
These simulations suggest that the plasma treatment results in simple edge termination with
one hydrogen atom saturating each dangling bond. The atomic structures of the underlying
lattices of carbon atoms are shown as black lines.

periodicity as the unterminated bare edge, since such symmetry is observed experimentally.
Different hydrogenated edge structures differ in their local chemical composition, and thus
their formation energies per edge unit length depend on the chemical potential of hydrogen,
µH , according to [156],

G(µH) =
1

2a

(

EGNR − NC

2
Egraphene −

NH

2
EH2

−NHµH

)

(9.1)

where a is the edge periodicity, NC and NH are the number of carbon and hydrogen atoms
per unit cell, and EGNR and Egraphene are the total energies of the model GNR and ideal
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graphene per unit cell, respectively. The chemical potential, µH , here defined using the total
energy EH2

of an H2 molecule as a reference, is a free parameter which depends on particular
experimental conditions. For this reason, we analyzed a broad range of chemical potentials,
as shown in figure 9.3. Structures having the lowest formation energies, G(µH), at a given µH

are highlighted with thick lines and the corresponding structures are shown below with the π
bonding network emphasized. Note that more stable structures with long-range periodicity
can in principle be realized [181], but they are not observed here since global thermodynamic
equilibrium is not achieved under the present experimental conditions.

Figure 9.3: Thermodynamic stability of hydrogenated graphene edges calculated from first
principles. Edge formation energy per unit length (G) as a function of chemical potential
of hydrogen (µH) calculated from first principles for various hydrogen termination patterns
for (a) a zigzag, (b) an armchair, and (c) a (2,1) chiral edge of a GNR. The structures for
stable edge terminations are sketched below. The sp2 carbon atom bonding networks are
highlighted in color (matched to the energy plot) while sp3 carbon atoms and terminating
bonds are shown in black. The shaded areas denote the range of chemical potentials µH for
which graphane is more stable than graphene.

For the zigzag edge (figure 9.3a), two hydrogen configurations are possible – either a
“simple” sp2-bonded hydrogen zigzag edge for µH < 0.33 eV or an sp3-bonded edge with
two hydrogen atoms per carbon edge atom for µH > 0.33 eV (the latter results in a Klein
edge π bonding network topology [95]). The shaded region in figure 9.3 shows the con-
dition for graphene to transform into graphane [167, 40] with a full basal hydrogenation
of stoichiometry CH (µH > −0.2 eV). Since this is not observed experimentally, meaning
µH < −0.2 eV, we are able to exclude the Klein edge scenario. We thus conclude that the
zigzag GNR is terminated with one hydrogen atom per carbon edge atom.

The armchair edge (which has two carbon edge atoms per unit cell) can, in principle,
support three possible hydrogen terminations. As shown in figure 9.3b, however, only two
of them have regions of stability – either both carbon edge atoms terminated with one
hydrogen atom (µH < −0.19 eV) or both carbon edge atoms terminated with two hydrogen
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atoms (µH > −0.19 eV). These two configurations are equivalent from the point of view
of the π electron system topology, and both have an identical electronic structure that is
consistent with the experimental observation. However, the condition of observing graphene
instead of graphane requires µH < −0.2 eV, thus indicating that the armchair edge is most
likely terminated with one hydrogen atom per carbon atom.

The situation is somewhat more complicated for the case of the (2,1) chiral edge, which
has three inequivalent edge atoms per unit cell and thus can realize, in principle, eight
distinct possible hydrogen terminations. Only three of these, however, have regions of
stability (figure 9.3c): the case where all edge atoms are terminated with one hydrogen atom
(µH < −0.19 eV), the case where two adjacent edge atoms are terminated with two hydrogen
atoms and the third edge atom is bonded only to one hydrogen (−0.19 eV< µH < 0.33 eV),
and the case where all three edge atoms are each terminated with two hydrogen atoms
(µH > 0.33 eV). The first two structures realize the same π electron network topology.
However, because the upper limit of µH realized under the present experimental condition
is −0.2 eV, we conclude that the (2,1) chiral edge termination should involve only one
hydrogen atom per edge carbon atom.

To further confirm that the calculated thermodynamically favorable edge terminations
correspond to what we observe experimentally, we performed first-principles simulations of
the STM images for these structures (figures 9.2f-h) and compared them to our experimental
data. The models for the first-principles simulations of STM images are approximately 7-nm-
wide graphene nanoribbons with hydrogen-terminated edges. These large-scale simulations
of STM images were performed using the local spin density approximation of density func-
tional theory as implemented in the SIESTA package [168] and a combination of a double-ζ
plus polarization basis set, norm-conserving pseudopotentials [177], and a mesh cutoff of
200Ry. The atomic positions have been fully relaxed. The STM intensities were calculated
using the Tersoff-Hamann approximation [176] assuming a fixed tip sample distance of 5 a.u.
and a negative bias of −0.97V in accordance with experimental conditions. The structural
models have utilized the energetically most stable termination (i.e. one hydrogen atom per
edge carbon atom), and did not involve any covalent bonding reconstructions other than
six-membered rings.

The resulting simulated STM images nicely match the experimental data. This can
be seen first for the zigzag segment in figure 9.2f, which shows a sequence of bright spots
along the edge. A single carbon atom was removed from the center of the zigzag edge in
the simulation, and this is seen to explain the depression in the middle of the outer row of
atoms and the slight enhancement in the second row of carbon atoms. The simulation of
the (2,1) chiral edge (figure 9.2g) shows very pronounced edge states in agreement with the
experimental data. It also features the observed intensity modulation along the length of
this edge, which results from edge states localized along the zigzag-like fragments. An extra
pair of edge carbon atoms was added to the middle of this edge segment which effectively
elongates one of the zigzag-like fragments and shortens the neighboring one, thus explaining
a break in the periodic pattern observed in the middle of the experimental edge segment.
The simulated armchair segment (figure 9.2h) does not show intensity enhancement along
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the edge, as seen experimentally for this structure. This is consistent with the fact that
this edge orientation does not give rise to localized states. The armchair edge simulation
also features a standing-wave pattern, in agreement with previously reported predictions
[182, 141] and the experimental data of figure 9.2e.

As a further comparison, we have simulated other possible edge terminations for (2, 1)
chiral edge. The (2,1) chiral edge has 3 inequivalent positions of edge carbon atoms (figure
9.4). Thus, there are possible 23 = 8 different configurations in which either 1 or 2 hydrogen
atoms terminate each edge carbon atom. The simulated STM images of all 8 configurations
are shown in figure 9.4a-h. Only three of these configurations (figures 9.4a, g, h) have

Figure 9.4: Simulated STM images of different hydrogen terminated configurations for a
(2, 1) chiral edge. Electronically equivalent configurations shown in panels a and g are the
thermodynamically most stable terminations (see figure 9.3c) and match the experiment.
The images were simulated using a tight-binding Hamiltonian and the Tersoff-Hamann ap-
proximation. The bias voltage is the same as in experiments (V = −0.97V). The solid lines
correspond to covalent bonds between the neighboring sp2 carbon atoms (sp3-hybridized
edge atoms are shown as green dots).

regions of stability as shown in figure 9.3c. Only two of them, the normal chiral edge with
one hydrogen atom per edge carbon atom (figure 9.4a) and the one with two hydrogen atoms
terminating edge carbon atoms in position 2 and 3 (figure 9.4g) qualitatively agree with the
experimental STM image (figure 9.2d). These two cases are electronically equivalent since
they share the same π-electron system boundary. However, the structure with two hydrogen
atoms per carbon atom lies in the regime where graphene is thermodynamically less stable



9.2. THERMODYNAMIC CALCULATIONS OF EDGE TERMINATIONS 83

than graphane, and so we conclude that the observed termination of the (2,1) chiral edge
has one hydrogen atom per edge carbon atom.

We also compare the experimental data and simulations for GNR edge electronic struc-
ture by examining average line profiles perpendicular to zigzag and armchair edges. We
took more than 20 parallel line scans from the experimental data in the shaded regions of
figures 9.5a and b, and then averaged them to get the blue curves in figures 9.5e and f. For
the simulation images, we first used a mean-filtering image processing method to account
for the finite size of the STM tip, and we then took an average of parallel line scans oriented
perpendicular to the edges. The theoretical line scans obtained in this way are depicted as
red dashed lines in figures 9.5e and f, they are offset vertically for clarity.

Figure 9.5: Comparison of line profiles derived from experiment and simulation for GNR
zigzag and armchair edges. (a, b) Experimental images (V = −0.97V, I = 50 pA) of (a)
GNR zigzag and (b) GNR armchair edges, with blue regions showing areas where linescans
were averaged. (c) GNR zigzag and (d) GNR armchair edge LDOS simulations with red
areas indicating where linescans were averaged. Average linescan profiles for the experiment
(blue lines) and the simulations (red lines) are shown for (e) GNR zigzag and (f) GNR
armchair edges.

For the zigzag edge, both the experimental and theoretical line scans exhibit an LDOS
oscillation with a period of 2.1 Å, which is close to the distance between neighboring zigzag
chains. This oscillation can be explained by the fact that the localized edge state decays
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exponentially over zigzag chains away from the edge. For the armchair edge, a different
modulation period of 3.8 Åis seen. This can be explained by intervalley scattering of elec-
trons [141]. The zigzag edge is seen to have a large buildup in LDOS near the edge (in both
the experiment and the simulation) which is not seen for the armchair edge. This is due to
the fact that the zigzag edge has an edge state while the armchair edge does not.

9.3 Conclusions

In this chapter, we discussed a scanning tunneling microscopy (STM) study of graphene
nanoribbons (GNRs) that are treated by hydrogen plasma etching. We find that hydrogen
plasma etches away the original edge groups and develops segments with different chiralities
along the edge. We have closely examined three different types of representative GNR edge
segments: zigzag segments, (2, 1) chiral edge segments, and armchair segments. Comparison
between our experimental data and first-principles theoretical simulation of energetically
most favorable structures shows good agreement. For example, we find that the edge carbon
atoms of our etched GNRs are terminated by only one hydrogen atom, and that both zigzag
and chiral edges show the presence of edge states. The edges of hydrogen-plasma-etched
GNRs are seen to be generally free of structural reconstructions and are terminated by
hydrogen atoms with no rehybridization of the outermost carbon edge atoms.
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