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Abstract

Circuit-QED and Quantum Feedback Control
by
Hanhan Li
Doctor of Philosophy in Physics
University of California, Berkeley
Professor Birgitta Whaley, Co-chair

Associate Professor Irfan Siddiqi, Co-chair

Quantum computation and quantum information are an emerging research field that in-
volves both physics, computer science, and engineering. The quantum nature of our world
can be harnessed to dramatically improve the way we store, transmit, and process informa-
tion. The first part (Chap. 1) of this thesis presents the theory behind quantum information
science and gives a survey of some fascinating topics in this area. The second part (Chap. 2
and 3) studies dissipative quantum systems, which helps us understand the challenges facing
all real quantum information processors. The third part (Chap. 4 and 5) discusses how we
may use control strategies to fight dissipation and protect quantum information. The last
part (Chap. 6 and 7) of this thesis describes circuit-QED systems, a solid state implemen-
tation of quantum computers that has become increasingly popular over the years due to
great controllability and scalability. Most of my independent contributions are contained in
Chap. 3, 4, 5, and Sec. 6.3.1, 7.3.



I dedicate this dissertation to my parents for nursing me with affections and love and their
dedicated partnership for success in my life.
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Chapter 1

Introduction

1.1 Prologue

Quantum information science studies how quantum mechanical effects influences computer
science and information theory. The birth of this field dates back to the 1980s when pioneers
like Manin [70] and Feynman [28] realized that a quantum computer allows us to perform
certain simulations much more efficiently than a classical one, and that its reversibility nat-
urally avoids the heat dissipation problem. Quantum information science took an explosive
growth afterward, characterized by the milestone events such as Charles Bennett and Gilles
Brassard’s secure cryptographic key distribution protocol in 1984 [5], Peter Shor’s factoring
algorithm in 1994 [106], Lov Grover’s database search algorithm in 1996, the Loss-DiVincenzo
quantum computer proposal in 1997 [67]. It is nowadays a major research field that encom-
passes quantum computing, quantum complexity theory, quantum communication, quantum
communication complexity, quantum error correction, entanglement information, superdense
coding, teleportation, etc.

In this chapter, we will walk through some preliminary concepts about density operators
and quantum operations. We will then take a glimpse of two fascinating subjects in the field,
quantum algorithms and quantum cryptography.

1.2 Density Operators

The state of a quantum system can be represented by a vector in a Hilbert space if we have

complete information about it. Such a state is called a pure state. In practice, we often know

a collection of states {|ix)} the system might be in, and the probability p, associated with

each one of them. Obviously > pr = 1. States like this which we lack perfect knowledge
k

about are called mixed states. The mathematical quantity we use to represent a mixed state
is the following density operator:
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p=> prltr) (Wl

(1.1)

For a given basis, we can write down the density operator as a density matrix. It’s easy to
see that a density operator is Hermitian, positive semi-definite, and has unit trace. The unit
trace property follows directly from probabilities adding up to one.

|1)
Figure 1.1: The Bloch sphere

coordinates corresponds to the state

The Density Operator for a Qubit

The density matrix for a qubit can be ex-
pressed as

1
p= §(I+xa$+yay+zaz), (1.2)

with the real coefficients z, y, and z satis-
fying 22 + 3? + 22 < 1. It turns out z, v,
and z are the expectation values of the cor-
responding Pauli operators. For example,
x = (0,). One can geometrically represent
a qubit state by a point with coordinates
(x, y, z) in 3D, and it is located within
a unit sphere called the Bloch sphere as
shown on the left. Also, when you mix two
states with some weights, you just need to
take the arithmetic average of the repre-
senting points with these weights to com-
pute the resulting state. The Bloch vec-
tor (the vector from the origin to the rep-

resenting point) has a nice property: it transforms just like a ordinary vector under
SO(3)rotations! One can check that pure states reside on the surface of the sphere and
mixed states reside inside the sphere. A pure state labeled by 6 and ¢ in the spherical

) = cos(3) [0) + exp(i6) sin(5) 1). (13

It might sound a bit strange that we use the density operator instead of {py} and {|x)} to
describe a mixed state. Indeed, different statistical mixtures of pure states may correspond to
the same density operator. For a Spin-% system, equal mixture of the two o, eigenstates and
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equal mixture of the two o, eigenstates both give rise to the density operator %] . Therefore,
it seems that we throw away some information about the system by inventing the density
operator, but we will soon see that what we throw away is exactly the irrelevant information.
Let us first follow the line of logic in Ref. [3] and derive some properties of density operators.

How does the density operator change when we evolve the system from time ¢; to ¢;7 Let
the unitary time evolution operator be U, then

ty) = Zpk [Un(tr)) (Vn(ty)]
= ZPkU i (t:)) (Wu(t:)| U
= U(Zpk () (Wr(t:) U

= Up(t;)U". (1.4)

Next, how does the density operator change when we make a quantum measurement? let
{Vi} be the eigenspaces of a measurement operator O, and P; be the projection operation
onto V;. (The projections obey the rules P, = P;, P,P; = 6;;P;, and > P, = 1.) The

probability of getting measurement result i, i.e. collapsing into the space V;, is given by:

=Zpk (Pl Pi )
—Zpk ¢k|PZ|J (7 [ n)
_Z ]|Zpk|¢k (| Py 17)

_nr). (15)

Suppose we obtain result i, what would be the density operator immediately after the mea-
surement? We know that if the system is initially in the pure state ¢x, the post-measurement

state would be
’ (] P [tbe)

We also need to know the probability of being in such a state to calculate the density
operator. The prior probability for the pre-measurement state to be |¢) is py, but the proper
probability to use is the posterior probability p(k|i) given that the measurement result is
i. They are related by the Bayes rule, p(kli) = p(i|k)px/p(i), where p(ilk) = (k| P; |{g).
Therefore, the post-measurement density operator conditioned on result ¢ is:

A= Skl 440 0] = s (1.7

(1.6)
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Also, it’s easy to check that the expectation value of the observable O is

(O) = Tr(pO). (1.8)
The above equations are basic quantum mechanical laws written in the density operator
picture. Let us then come back to the question raised earlier in this section. Does the density
operator fail to capture everything because different statistical mixtures may yield the same
density operator? We see from Eq. 1.5 that the measurement statistics depends solely on
the density matrix p instead of specific ways of mixtures. Also we see from Eq. 1.4 and
1.7 that post-evolution and post-measurement density operators can be written in terms the
pre-evolution and pre-measurement density operators. Hence, there is no way to distinguish
two mixed states that have the same density operator, no matter what kinds of evolution
and measurement we perform. Conversely, it’s easy to show that mixed states described
by different density operators are distinguishable by performing projective measurements.
Therefore, the density operator provides the most precise way to describe a mixed state.

Quantum Smoothing

Does a density operator always suffice to describe the state of a system? Not for quan-
tum smoothing [134]. Consider again two states of the spin—% system that have the same
density operator 3I: 1. Equal mixture of the two o, eigenstates |0) and [1); 2. Equal
mixture of the two o, eigenstates |+) and |—). (|£) = (|0)%|1))/v/2.) Suppose we make
a 0, measurement and the result comes out to be +1. Then we ask the following ques-
tion: what was the state of the system before the measurement given the measurement
outcome? For case 1, we know |1) cannot yield outcome +1, so the pre-measurement
state should be the pure state |0), diag{1,0} in the density matrix notation. For case
2, both |+) and |—) will yield outcome +1 with the same probability 50%, so the pre-
measurement state is still equally likely to be |+) and |—), 1] in the density matrix
notation. Therefore, we get completely different answers for different mixtures that have
the same density operator. These kinds of problems where we try to estimate the state
in the past are called smoothing problems. A hybrid classical-quantum density opera-
tor is needed to properly describe a state [22]. As long as we do not backtracking states
conditioned on measurement outcomes, the standard density operator formalism suffices.

Real quantum systems are often composite systems. For example, a cavity-QED setup
has an atom and photons as its subsystems. When we consider a composite system of two
subsystem 1 and 2, the Hilbert space is the tensor product of the Hilbert spaces associated
with each one of them, i.e., H = H; ® Hs. A generic state (which may be entangled) for the
bipartite system can be written as:

P= > pigary i)y g1 (0] () (1.9)

ij iy
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If we want to focus our study on one subsystem, we can get its state by tracing over the
other subsystem. For example, the reduced density operator for the first system is

p1 = Trap, (1.10)

where Try denotes the partial trace:
Trap =) 5(ilp1i)s (1.11)
J

Let us explore some properties of the partial trace. Suppose the composite system evolves
under some separable operator U; ® Us,. If at the end we just care about system 1, we can
trace over system 2 at the very beginning at consider system 1 all the way. Mathematically,

Tro (U @ UppUl @ Ud) = Uy (Trap) U] (1.12)

Suppose we measure system 1 with some observable O;, whose eigenspace projection
operators are {Pj;}. For the composite system, the projection operators are {P;}, where
P, = P;; ® I,. We can again trace over system 2 even before the measurement because the
probability of collapsing onto the ith eigenspace is

Tr(pP;) = Tr((Trap) Pri), (1.13)
and the reduced density operator of system 1 after measurement is

PipP; _ Pyi(Trap) Pr;
Tr(pP;)  Tr((Trap)Pu)

Try (1.14)

One can similarly prove that a projective measurement on system 2 does not affect the
reduced density operator of system 1 at all.

Therefore, we can isolate a system by tracing over its environment if the system and
environment are evolved and measured separately in the future.

1.3 Quantum Operations

In this section, we will develop the formalism of quantum operations, which describe gener-
ically the dynamics of a quantum system. We will again follow the presentation of Ref.
4].

First consider the so called system-bath model for a quantum operation. Let us use the
subscript 1 to denote the system and 2 to denote the bath. Consider the following initial
product state for the system and bath:

p=p1®[0)y,(0] (1.15)
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We apply some unitary evolution operator U on the composite space and extract the reduced
density operator of the system:

P =Tra(UpUT) =Y, (iU 0) p1 , 01U |5, - (1.16)

J

where {|7),} is an orthonormal basis set for the bath. If we define the Kraus operators

E; = ,(j|U[0),, (1.17)
we can rewrite Eq. 1.16 as
py = Z EjplE]T' (1.18)
J

It’s easy to check that Kraus operators satisfy the following completeness relation:

Y ElE; =1 (1.19)
J

Eq. 1.18 together with Eq. 1.19 defines a linear map S : p; — p} from linear operators
to linear operators, and this map S is called a quantum operation. Eq. 1.18 is known as
the Kraus representation of a quantum operation. Please be aware that the same quantum
operation can have many different Kraus representations, and for an N dimensional Hilbert
space, we can always choose a representation where the number of Kraus operators is less
than equal to N2,

What we have shown so far is that the system-bath representation naturally produces
the Kraus representation. It’s not hard to reverse the procedure and show that any quantum
operation can be lifted to a unitary operator on a larger space. We first add an auxiliary
bath whose dimension matches the number of Kraus operators. A unitary operator U that
satisfies the following relation is a desired lift [4].

U W>1 ‘O>2 = ZEj W)l |J>2 : (1-20)

The completeness relation of {E;} guarantees that U preserves inner products,

LWL OIUTU 1) 10), = (WIELE6), = (] ¢),, (1.21)

k

and can always be constructed. Therefore, the system-bath representation and the Kraus
representation of quantum operations are equivalent.

Now let us have a third definition of a quantum operation, which is more mathematically
abstract. A map S : p — p' is a quantum operation if and only if the following four criteria
are satisfied:

1. S is linear,
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2. S preserves hermiticity,
3. S preserves trace,

4. S is completely positive.

This definition of quantum operations is completely equivalent to the previous two, the proof
of which is a bit lengthy and is provided in Ref. [80].

The notion of quantum operations captures a wide range of dynamics like unitary evo-
lution, quantum measurement and stochastic changes. It is particularly useful for describ-
ing open quantum systems, as we see from the system-bath model. We can also general-
ize the concept of a quantum operation to include non-trace-preserving operations where
Tr(S(p)) < 1 is allowed, which can describe processes like post-selection by measurement.
However, for the purpose of this thesis, we will stick with the trace-preserving definition of
quantum operations.

1.3.1 Generalized measurements

Let us move on and define what is called a generalized measurement. This is described by a
set {M;} of measurement operators that satisfy the completeness relation

> MM =1 (1.22)

If the pre-measurement state is given by the density operator p, then with probability
bi = TT(MZTMiP) (1.23)

the measurement gives outcome i and the post-measurement state becomes

M;pM]
p= (1.24)
Tr(M] M;p)
Hence, the unconditioned post-measurement state is
p=> MpM]. (1.25)

As its name suggests, a generalized measurement generalizes the concept of a projective
measurement, where {M;} are orthogonal projectors. Please be aware if we identify M;
with the Kraus operators, Eq. 1.25 takes exactly the form of a Kraus representation of
a quantum operation. Therefore, the overall effect of a generalized measurement is also a
quantum operation.

How does a generalized measurement come about? Not surprisingly, we can model an
arbitrary generalized measurement on the system by adding an auxiliary bath. As before,
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we will consider an initial product state p = p; ® |0),,(0| and a unitary evolution U on the
combined space. U is defined by its following action:

L) 10) = 3 M; 1), 13)s (1.26)

We then make a projective measurement {F;} on the bath in the standard basis, namely
P, =11 ® |i), ,(i|. One can check that the measurement gives outcome i with probability

pi = Te(UpU' P) = Te(M] M;p), (1.27)
and the post-measurement state would be

. PUpU'P, M;pM]
= — = — (1.28)
Te(UpUTR)  Te(M] M;p)

Hence, the generalized measurement on a system naturally arises from a unitary evolution of
system and bath followed by a non-degenerate projective measurement on the bath, which
is a manifestation of Neumark’s theorem discussed in Ref. [84].

1.3.2 POVM’s

A positive operator-valued measurement(POVM) we often encounter is very similar to a

generalized measurement. It is characterized by a set of positive semi-definite operators
{F;}(POVM elements) such that

Y F=1 (1.29)

The above partition of unity with operators is called an operator-valued measure, and hence
the name POVM. Measuring the state p gives outcome ¢ with probability

Tr(Fip), (1.30)

and a POVM does not make any assumption about the post-measurement states. Because
M;Mi is automatically positive semi-definite, and a positive semi-definite matrix can always
be written as M;r M;, the definition of measurement statistics in a POVM is equivalent to that
in a generalized measurement, and a generalized measurement is a POVM. The following
is an example of dynamics captured by POVM’s. A system and bath initially start with a
product state, and a generic projective measurement is performed on the combined space.
The conditioned post-measurement state cannot be written in a simple form as Eq. 1.24 in
general, but the outcome probabilities are given by Eq. 1.30 with appropriately chosen { F;}
as in a POVM.



CHAPTER 1. INTRODUCTION 9

1.4 Quantum Algorithms

Quantum computing is a fascinating application of quantum mechanics in computer science.
Because a quantum system can provide a much larger space for states and operations than a
classical system can, and a sort of parallelism is intrinsic to quantum superposition, quantum
computers are potentially more powerful than a classical computer. In this thesis, we will
use exclusively the circuit model of quantum computation. In this model, a collection of
two-level systems (called quantum bits or qubits) is served as a quantum register. We apply
quantum operations called gates (which are analogous to classical gates like NOT and AND)
on them and make measurement to obtain the results. This model is easy to understand
and close to experiment implementations. There are other models like one-way quantum
computers, adiabatic quantum computers, and topological quantum computers. The above
four models are all shown to be equivalent to the more abstract model, the quantum Turing
machine.

For a qubit, we always choose some orthonormal basis states |0), |1) to represent value
0 and 1 of a bit. This basis is called computational basis or standard basis. For a n-qubit
register, we follow the usual rule of a digital representation of a number (i.e. the most
significant digit at the left) and use a single number to denote a basis state. For example,
14) = [1)]0}]0).

To get an idea of the huge power of quantum computers, consider a n-qubit register. The
Hilbert space is 2" dimensional, so a general state will be a superposition of the 2" basis

states as follows: on

)= eili). (1.31)

If we apply a unitary gate U on it, output gate would be

U ) = Zc,-U|i>. (1.32)

(Classically a gate acts on one state at a time, but the quantum gate U seams to act simulta-
neously on all 2" basis states, and the results of all of them are encoded in the output state
to some extend. This is why there is some intrinsic parallelism at work in a quantum opera-
tion. However, extracting useful information out of the output states is extremely difficult.
A simple measurement collapses a quantum states, destroys most of the information, and the
outcome gives little knowledge about the state. One typically needs to engineer the initial
state, the quantum gates, as well as the measurement procedure in order to utilize the power
of a quantum operation, which is quantum algorithms all about. The most famous algorithm
classes so far are quantum search based algorithms and quantum Fourier transform based
algorithms, and we will talk about how these two basic algorithms work.

Before we dive into quantum algorithms, let us walk through some elementary gates we
will often encounter in quantum computing. Two useful single qubit gates are the Hadamard
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gate and the phase shift gate. The Hadamard gate is defined as

1?:?%{1 fl}. (1.33)

This gate transforms the computational basis {|0),|1)} into the so called Hadamard basis
{|4),|]—)}, which correspond to the two poles on the z axis in the Bloch sphere. The phase
shift gate is defined as
1 0
RO = o wptit) | (1.34)
This gate shifts the relative phase of |1) to |0), and it is basically a rotation of angle § about
the 2 axis.

The controlled-NOT (CNOT) gate is a two-qubit gate that is very important for quantum
computation. It is defined by its action on the basis states, i.e. CNOT(|z) |y)) = |z) |z ® y)
with z, y=0, 1, and & means XOR operation. The gate applies a NOT operation on
the second (target) qubit conditioned on the first (control) qubit being 1. The matrix
representation of a CNOT gate is

1 000
0100
000 1 (1.35)
0010

We can similarly define a C-U gate for any unitary operator U. It applies U on the target
qubit if the control qubit is 1. For (k + 1)-qubit system, we can define a C*¥-U gate, which
applies U on the target qubit if all the k£ control qubits are 1. Fig. 1.2 shows how to represent
these gates in a circuit diagram.

CNOT gates are very useful for entanglement generation. Moreover, CNOT gates are so
powerful that an arbitrary unitary operation on n qubits can be constructed from one-qubit
gates and two-qubit CNOT gates. Namely, these gates forms a universal set for quantum
computation.

Suppose we have an integer function f(z):{0,1}" — {0,1}™ that we want to evaluate.
Classically, we just need to construct a gate with n inputs and m outputs that implement
this function. We may not be able to implement f directly in a quantum gate because
unitary operations are reversible while f might not be. However, we can always embed a
function f into a reversible function f:{0,1}" — {0, 1}™*" as

f(z,y)) = (z,y ® f(2))), (1.36)
where z is n-bit, y is m-bit, and @ is the bitwise XOR operation. The actually result f(x)
is just the last m bits of f(z,0)). This f defines a unitary operator U 7, which is sometimes
called the oracle operator.
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N
N — LU

a) The CNOT gate b) The C2-U gate
(a)

Figure 1.2: Circuit representations of the CNOT gate (controlled by one qubit) and a general
unitary gate (controlled by two qubits).

1.4.1 Quantum Search

The unstructured database search problem is concerned with the finding one particular item
in an unstructured database. It can be phrased in terms of an ordinary search problem
which is important for the study of many computer science problem such as the NP class.
The search problem can be described as follows. Suppose we would like to find one marked
item o among {0,1,...,N — 1}. We have at our disposal a function f:{0,1}" — {0,1} with
n > log(NN)which checks if the input is the marked one:

fla) = { L iz =0, (1.37)

0 otherwise.

The problem is to find xy with fewer queries of an oracle operator of f as possible. For a
quantum algorithm, this oracle O is usually defined by!

) & (—)7@ |a) . (1.38)

A classical algorithm can do no better than an exhaustive search of all the possibilities and
the complexity is O(N). However, Grover showed that a quantum algorithm can solve it in
O(V/N) queries and let us see how it works.
Besides the oracle O, let us define the following operator D that can also act on the n
qubit system:
D =2]|5) (S| -1, (1.39)

Tt can be constructed from the standard oracle operator, Eq. 1.36 by setting the second register |y) to

=)-




CHAPTER 1. INTRODUCTION 12

where |S) is the equal superposition state:

2" —1
1

wyzwﬁ;;my (1.40)

D is sometimes referred to as the inversion about mean operator. Grover’s iterator is defined
as

G = DO. (1.41)

The initial state of the n qubits is set to |S), which can be obtained from |0) by applying
a Hadamard gate on each qubit. We will repeatedly apply Grover’s iterator, and the state
is going to reach pretty close to |xo) at some point. To see why, let us have a geometric
representation of Grover’s iteration as in Fig. 1.3. The figure plots a (real) 2-D plane
spanned by |zo) and |S). Let |[E(J)‘> denote the state orthogonal to |xo), and 6 be the angle
between |S) and |z7). If a state [¢)) is on this plane, O is a reflection operation about |7 ),
and D is a further reflection about |S). The combined effect, i.e. the Grover iteration, is

a counterclockwise rotation of angle 26. It is easy to see for a large N, k ~ j ~ 7V N =

O( VN ) applications of the iterator achieves the goal. A simple measurement in the standard
basis at the end will reveal |z) with high probability.

It can be shown that Grover’s algorithm is asymptotically optimal, namely, there is no
search algorithm that can do better than O(v/N) queries.

Let us now come back to a point we glossed over at the beginning of this subsection. How
can the unstructured database search problem be phrased in terms of the search problem? It
seems that the function f already knows what xy, and what is the point of making all these
queries? It turns out f just verifies if the input is the desired answer, and we can implement
f without knowing what it is.

In the database search problem, the database contains items {dg,ds,...,dy_1}. We know
that a particular item d,, we are searching appears exactly once in the database, and we
would like to find the index = such that d, = d,,. We basically need a function f given by
Eq. 1.37 that checks this condition. Classically, the oracle gate of f can be built out of a
random access memory(RAM) where we can retrieve d, and a comparison circuit to check
d, = d,,. However, to build this quantum oracle operator O of f, we need a bit more effort.

Let each item in the database be m-bit, and we will use n > log(V) bits for addressing.
We also assume that the database is stored in a quantum RAM [35] where we can access a
superposition of addresses. We will need three registers with n, m, and m bits respectively.

) [0) |day)
=5 [2) |dy) |,

S5 () @) [d) |dag)
=5 (=)7@ [2) [0) |da)
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Figure 1.3: Geometric visualization of Grover’s iteration [3].

The initial states of the registers are indicated in the diagram above. We first apply the
LD operation, which loads from the quantum RAM the item d, addressed by the first register
to the second register: LD(|x) |y)) = |x) |d. & y). We then apply the CMP operation, which
flips the sign of the state if the values of the second and third register are the same. We finally
applies the LD operation again to reset the state of the second register. The combined effect
of this three unitary operations is exactly the oracle operator indicated in Eq. 1.38 since
the last two register values are unchanged. Therefore we constructed this operator without
knowing xy, and reduced the unstructured database search problem into the standard search
problem.
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1.4.2 The quantum Fourier transform

The quantum Fourier transform is a unitary operator I’ on a register of n qubits (N = 2").
It is defined by its action on the basis states:

FUI) = <= Y explemish/N) ). (1.42)

The transformation of the coefficients of any state under the application of I is exactly the
discrete Fourier transform.

i HHRF R, R,

lju 1}' o Hf Rn—l_ Rn—l
12 o —~HHR,

Figure 1.4: A circuit implementing the quantum Fourier transform [3]. The input bits are
laid out with the most significant one on the top and output bits with the most significant
one on the bottom.

The quantum Fourier transform can be implemented in O(n?) elementary operation as
shown in Fig. 1.4, where Ry, in the diagram denotes the phase shift operator R.(3F). The
fastest known classical algorithm, the fast Fourier transform, requires O(N log(N)) = O(2"n)
elementary operations [17], which is exponentially slower than the quantum counterpart.
There is a caveat however. The result in the quantum Fourier transform is encoded in the
amplitudes of a superposition state and we may not access all the information.

The debut of Shor’s algorithm for integer factorization in 1994 revolutionized people’s
understanding of quantum algorithms. It is believed to be in the complexity class NP but
not P, and many modern cryptographic algorithms are based on the hardness of this prob-
lem. The best known classical algorithm requires ezp(O(n'/?(log n)?/?)) operations [18] while
Shor’s algorithm requires only O(n?lognlog(logn)) operations [106]. The Shor’s algorithm
is based on period finding, which is in term based on the quantum Fourier transform. Some
other applications of the quantum Fourier transform include discrete logarithms, the hidden
subgroup problem, and etc.
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1.4.3 Conclusions

The class of problems that can be efficiently solved by quantum computers is called BQP
(bounded error, quantum, polynomial time). It is the counterpart of BPP (bounded error,
probabilistic, polynomial time) on classical computers. It is speculated that BQP contains
part of NP but not NP-complete. The integer factorization problem, which is in BQP, is
widely believed to be outside P. Please refer to Ref. citenielsen2010quantum for a detailed
discussion. The field of quantum computing is still in its infancy, and there is much to be
done before we can tell how powerful quantum computers are.

1.5 Quantum Cryptography

1.5.0.1 Public-key Cryptosystems

In this era of rapid technological and social development, information exchange among peo-
ple all over the global becomes increasingly important and frequent. Cryptography helps
us encrypt a message so that it can only be decrypted by authorized parties. The most
commonly used cryptosystem today is the public-key cryptosystem, which is the foundation
for secure online transactions. The sender encrypts the message with the public key of the
receiver, and only the receiver can decrypt it because no one else knows the secret key. The
function of the public-key cryptosystem relies on the concept of one-way functions with a
trapdoor: It takes a classical computer exponentially long time to compute the function in
the reverse direction compared with the forward direction without knowing the trapdoor. A
well known implementation of the public-key cryptosystem is the RSA algorithm, which is
related to the computational complexity of factoring the product of two large prime num-
bers [74]. However, these kinds of algorithms pose ever increasing security concerns. First,
there is no proof of the existence of any one-way function with a trapdoor, and it may be
possible to realize the reverse computation of the one-way functions used today with some
advancement of mathematics. Second, the quantum factorization algorithm developed by
Peter Shor could do the prime factorization (and complete the reverse computation) in poly-
nomial time. These risks of the widely used public-key cryptosystems call for alternative
encryption methods.

1.5.0.2 Secret-key Cryptosystems

Secret-key Cryptosystems use the same key, which is kept secret between the sender and the
receiver, to encrypt and decrypt the message. The most common example of this kind is
the one-time pad. If both parties somehow manage to obtain a complete random key which
is at least as long as the message, the sender could send the binary sum of the message
and the key, and the receive could recover the message by subtracting the key from it. The
cryptogram does not provide any information to a third party since it is just as random as the
secret key. Everything works fine so far, but the problem with the one-time pad lies on the
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practical difficulty in distributing such keys to only designated receivers. Authorities that
have high security demands would typically use a courier to deliver such keys. However, not
only is sending couriers inconvenient, but there is not a “physical principle” that prevents a
human from abusing keys. Moreover, one-time pad is so called because it is no longer secure
when used more than once. For example, an eavesdropper may distill the binary sum of the
original two messages by taking the binary sum of the messages encrypted with the same
key. Therefore, we need to keep sending couriers as we have more and more messages to
deliver. What we really desire is a method to automatically distribute the secret key whose
security is guaranteed by physical laws.

1.5.0.3 Quantum Key Distribution

When traditional information transmission is no longer believed to be secure, quantum me-
chanics comes into rescue. Some properties of quantum mechanics seem to be designed for
cryptography: a measurement will in general perturb a system; it is impossible to clone a
quantum state; entanglement creates non-classical correlation between measurement results
separated by remote distances. In a classical channel between Alice and Bob, Eve may
well intercept the signal, get the information, and resend it to Bob. However, in quantum
mechanics, Eve cannot duplicate the signal, and any measurement attempting to obtain
information from it might reveal her existence. Therefore, it is feasible to distribute a se-
cret key using a quantum mechanical channel, which is known as quantum key distribution
(QKD). It is the main topic in quantum cryptography.

1.5.1 QKD protocols

1.5.1.1 Prepare-and-measure protocols

In prepare-and-measure protocols, Alice sends to Bob a sequence qubits, which encodes a
secret key. Bob makes measurements on the qubits received and obtains the key based on
the measurement results. These protocols do not require quantum computation or storage,
and are feasible to implement nowadays or in near future. The first QKD protocol ever
proposed, the BB84 protocol [5], belongs to this category. It is named after its inventor
Charles Bennett and Gilles Brassard. According to the protocol, Alice transmits states in a
2-D Hilbert space, for example, the photon spin system. We will work in two different bases,
with basis 1 constituting vertical (|90 >) and horizontal (|0 >) polarizations, and basis 2
constituting plus 45° (|45 >) and minus —45° (| — 45 >) polarizations. Furthermore, we
interpret |90 > and |45 > as value 1, [0 > and | — 45 > as value 0 in a binary digit. Alice
sends a sequence of photons chosen randomly among these four states, and Bob measures
the incoming photons with polarizations chosen randomly between these two bases. Then
Alice and Bob communicate through a classical channel about which bases they use to send
or measure the photons (not the polarizations) and keep the data when they use the same
one. They are left with about half of the digits where their data are perfectly correlated,
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which can be used as a secret key. In the protocol, it is crucial that Alice and Bob randomize
among the bases and polarizations. Let us suppose Eve intercepts the photons, measures the
polarizations in the bases of her choice, and resends them to Bob after her measurements,
which is known as the an intercept-resend attack. Randomization ensures that there is a 50
percent probability that she uses a different basis compared to the one Alice and Bob use for
each qubit; there is also a 50 percent probability that Bob will obtain the right measurement
result if the photon is polarized in a different basis. Therefore, Eve will create a 25% error
rate, which may well reveal her presence. Also keep in mind that Eve guesses correctly for
about 75% of the qubits. There are a lot of protocols similar to BB84. One can use two non-
orthogonal states or six states in the 2-D Hilbert space. In the latter, Alice randomizes among
six states, which correspond to the intersections of x, y, and z axes with the Poincare sphere
centered at the origin, and Bob makes measurements in the bases randomly chosen from the
three bases. This protocol will best preserve the symmetry of the system. Other prepare-
and-measure protocols include randomizing with unequal probabilities over the states and
working in dimensions higher than 2. However, it is far from clear which protocols are most
effective.

1.5.1.2 Entanglement based protocols

Entanglement based protocols usually utilize EPR pairs to generate secret keys. They were
first developed by Artur Ekert in 1991 [26]. A source generates a sequence of photon pairs in
singlet states. One photon in each pair is sent to Alice and the other to Bob, the same setup
in the Bell’s measurements. Then both of them measure the incoming photon spins with
polarizations randomly chosen from the two bases described in the BB84 protocol. Because
of the entanglement, they will get perfectly correlated results whenever they use the same
measurement basis. Therefore, they could use the scheme in the BB84 to establish the sifted
key. Photon pairs in other bell states may also be used. In these protocols, the secret keys
are generated by measurements in quantum mechanics and are ensured to be random.

1.5.2 Eavesdropping Analysis
1.5.2.1 Error Correction and Privacy Amplification

Ideally, the sifted key obtained in the protocols described earlier can be used as a one-time
pad. However, in a real system there will be a significant Quantum Bit Error Rate (QBER) in
the sifted key, due to the imperfectness of the sources and detectors, the loss in the channels
of transmission, and potential eavesdropping. However, we need to make our protocols secure
even if the QBER is entirely due to Eve’s interference. Let us suppose the outcome of their
measurements provide Alice, Bob, and Eve random variables a, b, and e, respectively, with a
joint probability distribution P(a,b,e). Consequently, the last step in a QKD protocol often
uses classical algorithms, first to correct the errors, and then to reduce Eve’s information on
the final key to a negligible level, a process called privacy amplification [36]. Here, I would
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like to state a theorem in information theory [19]: For a given P(a,b,e), Alice and Bob can
establish a secret key (using only error correction and classical privacy amplification) if and
only if I(a,b) > I(a,e) or I(a,b) > I(b,e), where I(a,b) is the mutual information between
a and b. In general, Alice and Bob will first compare part of the sifted key to estimate
the QBER and then calculate the mutual information. This theorem guarantees a secure
key using only one-way communication if Bob has more information than Eve about Alice’s
qubits, and they will abort the communication otherwise. A cascade protocol is typically
used to make error corrections. This scheme operates in several rounds, and in each round
both keys are divided into blocks and the parity of those blocks is compared. If a difference
in parity is found then a binary search is performed to find and correct the error. If an error
is found in a block from a previous round that had correct parity then another error must be
contained in that block; this error is found and corrected as before. This process is repeated
recursively, which is the source of the cascade name. After all blocks have been compared,
Alice and Bob both reorder their keys in the same random way, and a new round begins.
At the end of multiple rounds Alice and Bob will have identical keys with high probability.
Privacy amplification uses Alice and Bob’s key to produce a new, shorter key, in such a way
that Eve has only negligible information about the new key. Let us consider a pedagogical
example where Eve knows that each bit of the secret key has a Bernoulli distribution B(p)
over 0 and 1 with % < p < 1. Suppose Alice and Bob divide the key into pairs of bits and
form a new key of half the length by taking the binary sum of each pair. Then, to Eve, each
bit of the new key has a distribution B(p') with p* = p?> + (1 — p)?. Since % < p < p, this
process reduces Eve’s information about the secret key. In practice, privacy amplification
can be done using a universal hash function, chosen at random from a publicly known set
of such functions, which takes as its input a binary string of length equal to the key and
outputs a binary string of a chosen shorter length. The amount by which this new key is
shortened is calculated, based on how much information Eve could have gained about the
old key (which is known due to the errors this would introduce), in order to reduce the
probability of Eve having any knowledge of the new key to a very low value. In fact, Alice
and Bob can still establish a secret key by using advantage distillation even if the conditions
in the theorem are not satisfied. As its name suggest, advantage distillation enables Alice
and Bob gain an information advantage over Eve despite the initial disadvantage. A simple
protocol involves Alice and Bob dividing the keys into pairs of bits and comparing the binary
sum of each pair. They discard the entire pair if the sums match and discard the second
bit of the pair otherwise. They keep iterate the process until Bob has more information
than Eve about Alice’s bits. Advantage distillation schemes require two-way communication
and are much less efficient. If we use EPR pairs to distribute secret keys, a quantum
privacy amplification scheme, called Entanglement Purification Protocols (EPP) offers a
brand new way for post-processing received qubits. Alice and Bob can use Local Operation
and Classical Communication (LOCC) to purify the partially entangled photon pairs. They
let the photon pairs achieve a desired fidelity that Eve will have negligible information on
their measurement results. (A secure EPP will be offered in the next section.) Remember
that perfect EPR pairs are automatically disentangled with the environment and leak no
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information to Eve. Similarly, EPP protocols can use either one-way or two-way classical
One-way EPP Two-way EPP

Alice Bob Alice Bob

EPR pair EPR pair

- \ h: ETI/\‘)M
" |

€p2

Figure 1.5: Schematic representation of entanglement purification protocols

communication. As shown in the figure above, in a one-way EPP protocol, Alice performs
some quantum operation on her qubits (including measurements), and send her measurement
results (the red line) to Bob. Bob then manipulates his qubits according to the information
received from Alice. When QBER is too large for one-way EPPs to be secure, we may use
two-way EPPs, which iterate the process for enough rounds until one-way EPPs are safe to
perform.

1.5.2.2 Types of attacks

Let us follow Ref. [36] and discuss several kinds of eavesdropping strategies. Eve can either
measure the qubits Alice sends independently, known as an individual attack, or transform
and measure multiple qubits coherently, known as a joint attack. However, it is not yet
known if the joint attacks are more efficient than the individual attacks. Let us first examine
the intercept-resend strategy, the simplest example of the individual attacks, on the BB84
protocol. Eve resends a bit after performing a polarization measurement. Alice’s input, a,
takes one of two values, and Eve’s variable, e, gets one of the four possible results, |90 >,
|45 >, |0 >, and | — 45 >. Their mutual information can be calculated from the following
formula [36]:

I(a,e) = H(a) + Z P(a,e)log, P(ale) (1.43)
where H(a)=1 is the entropy of a qubit from Alice, P(a,e) and P(ale) are the joint and
conditional probability density. One can compute P(ale) from the Bayes’s theorem since
P(e|a) is known. Finally, we get I(a,e) = 0.5. This result makes sense, since Eve is certain
about half of the qubits Alice sent and knows nothing about the other half. The mutual
information between Alice and Bob is calculated by [36]:

I(a,b) =14 Dlog, D + (1 — D)log, (1 — D) (1.44)
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where D is the QBER. If Eve intercepts every qubit, then D = 0.25, and I(a,b) = 0.18 <
I(a,e). Alice and Bob cannot deduce a secret key as a result. A more sophisticated individual

Figure 1.6: Poincare sphere representation of BB84 state in the event of a symmetric attack
[36].

attack is the symmetric attack. Eve performs some unitary operation in the join Hilbert
space, C*® H,, where C? is the qubit space and H, is the space of Eve’s probe system. This
operation will in general reduce Bob’s state to a mixed one, and a symmetric attack relates
the mixed state to the original state Alice sends by a simple shrinking factor, shown in Figure
1.6. Eve waits until Alice and Bob announces their bases and takes measurement accordingly.
The most effective symmetric attack maximizes the mutual information (a, ) while keeping
QBER fixed. I omit the analysis here, and the resulting mutual information as a function
of QBER is presented in Figure 1.7. Below a critical QBER, Dy = # ~ 15%, Bob has
more information than Eve, and secret-key agreement can be achieved using information
reconciliation and privacy amplification. Dy is precisely the noise threshold above which the
Bell’s inequality is no longer violated.

1.5.2.3 A proof of conditional security

In eavesdropping analysis, it is desired that our protocols are secure against all kinds of
possible attacks, and finding mathematical proofs of the unconditional security is worthwhile.
This kind of proofs guarantees the security of information transmission, even if Eve uses any
conceivable future technology and all the QBER is attributed to Eve, as long as the attacks
obey the laws of quantum mechanics. Sometimes these ultimate proofs are non-existent or
hard to find, and people may develope practical proofs of the protocols, which only guarantee
securities against specific attacks or implementations [36]. The BB84, the six-state protocol,
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Figure 1.7: Eve’s and Bob’s information vs the QBER for individual attack against BB84
protocol [36].

and the EPR protocol have been proven secure against any attacks allowed by quantum
mechanics, both for sending information using an ideal photon source which only ever emits
a single photon at a time, and also using practical photon sources which sometimes emit
multi-photon pulses. I will provide some unconditional proofs in the next section. Here, I
would like to sketch a security proof of the BB84 protocol under individual attacks since it
is conceptually clean. Suppose Bob measures n qubits sent out by Alice in the correct bases.
There is a fact that can be understood fairly intuitively but is not straightforward to prove
[36]:

I(a,e) + I(a,b) < 1. (1.45)

This inequality sets an upper bound on the total information Bob and Eve know about
Alice’s qubits. Namely, the information cannot exceed 1 per qubit. Therefore, we need
I(a,b) > 1/2 on average to extract a secret key. Combining this with Equation 1.44 yields
the safety range of the QBER: D < 11%. In the classical post-processing, Alice and Bob
first randomly choose half of the bits in the key to get the QBER and discard them. Since
they are exponentially certain the rest sequence of bits will have a similar QBER, they can
safely proceed with classical error correction and privacy amplification if the QBER is below
11% This proof also valid if the key is much longer than the number of qubits that Eve
attacks coherently, so that the Shannon information we used represents averages over many
independent realizations of classical random variables [36]. However, we still have the same
11% bound for any kind of attacks, which will be presented in the next subsection. This
bound is clearly consistent with the 15% bound mentioned earlier in the symmetric attack.
It is widely speculated that we need the more stringent 11% bound only if Eve has the power
to coherently attack as many qubits as she wants.



CHAPTER 1. INTRODUCTION 22

1.5.3 Proofs of Unconditional Security

In joint attacks, the error caused by or information gained by Eve for one qubit may be
correlated with that of another, which makes it hard to bound Eve’s information by simply
looking at QBER. To prove that a protocol is secure against any kind of attacks Eve may
use is not easy. Such an unconditional proof was first suggested by D. Mayers when he gave
a speech in 1996 in Italy, although at that time hardly anyone in the audience understood
him. Two years later, H. Lo and H. F. Chau published a paper which rigorously proves
the unconditional security of the EPR protocol using the Mayer’s schemes [66]. In 2000, P.
Shor, and J. Preskill systematically reduced the EPR protocol to a BB84 protocol without
compromising the security and obtained the 11% security bound for BB84 QBER [107].
Some generalizations and improvement of this result was further developed. Before delving
into the proofs, we need to know the mathematical definition of security: A QKD protocol
is secure if, for any security parameters s > 0 and r > 0, and for any eavesdropping strategy,
either the protocol aborts with probability at least 1 — s, or it guarantees that Eve’s mutual
information with the final key is less than r if the protocol succeeds. The reason we allow the
protocol to abort as an alternative is that demanding Eve has negligible information all the
time is too strong to achieve. Consider a simple case where Eve intercepts and resends every
bit, which will cause a reasonable protocol to abort. However, in the extremely unlikely
circumstance where Eve passes the security check performed by Alice and Bob, Eve will
have non-negligible information about the final key. There are a few additional assumptions
I need to make in order to validate the proofs in the following subsections. (There are proofs
relaxing some of these constraints, but I will not discuss them in this paper.)

e Alice and Bob have perfect photon generators and detectors.
e Eve cannot access Alice and Bob’s encoding and decoding devices.
e Alice and Bob possess truly random number generators.

e The classical communication channel is authentic.

1.5.3.1 The modified Lo-Chau protocol

In this subsection, I would like to present and prove the security of an EPR protocol, the
modified Lo-Chau protocol [107]:

1. Alice creates 2n EPR pairs in the state |[¢+) = (]00) + [11))/v/2.

2. Alice selects a random 2n bit string b, and performs a Hadamard transformation on
the second half of each EPR pair for which b is 1.

3. Alice sends the second half of each EPR pair to Bob.

4. Bob receives the qubits and publicly announces this fact.
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5. Alice randomly selects n of the 2n encoded EPR pairs to serve as check bits to test for
Eve’s interference.

6. Alice announces the bit string b, and which n EPR pairs are to be check bits.
7. Bob performs Hadamard transformations on the qubits where b is 1.

8. Alice and Bob each measure their halves of the n check EPR pairs in the Z basis
and share the results. If more than t of these measurements disagree, they abort the
protocol.

9. Alice and Bob measure their remaining n qubits according to the check matrix for a
pre-determined [n, m] quantum code correcting up to t(1 + €) errors. They share the
results, compute the syndromes for the errors, and then correct their states, obtaining
m nearly perfect EPR pairs.

10. Alice and Bob measure the EPR pairs in the Z basis to obtain a shared secret key.

The basic idea in this protocol is to obtain the QBER from the check qubits and then perform
quantum error corrections. Because an operation element of any quantum operation can be
written as a linear superposition of tensor products of identity and Pauli matrices (I, oy,
o, and 0,), we can reduce a continuous set of transformations by Eve to a discrete set
of Pauli operations [38]. In step 2, Alice transforms half of the qubits to create symmetry
between Z basis and X basis and enable them to detect both bit flip and phase flip errors (and
simultaneous occurrences of the two). When the number of disagreements of the check qubits
is bound by t, Alice and Bob will be exponentially certain that the remaining qubits have
less than ¢(1+¢) errors. Therefore, the fidelity of their m EPR pairs is exponential close to 1
after they perform error corrections in Step 9 [38]. High fidelity implies low entropy. One can
prove the following: if F/(p, [¢T)®™)? > 1—27% then S(p) < (2m+s+1/1n2)275+0O(27%),
where p is the density matrix of Alice and Bob’s photon pairs [80]. Take the state the whole
world to be pure, the entropy of the rest of the world is S(penvi) = S(p). Even if the rest
of the world is at Eve’s disposal, and she is able to make any kind of measurements she
wants, the mutual information between Eve’s measurement result and the final key is bound
by S(penvi), according to Holevo’s theorem. Since Eve’s information about the final key
may be made as small as possible, the modified Lo-Chau protocol is unconditionally secure.
However, in this protocol, Bob needs to wait for Alice’s classical information before making
transformations and measurements. Therefore, quantum memory is required to store the
qubits for a reasonably long time. Moreover, the quantum error correction scheme requires
quantum computers. Neither quantum memory nor quantum computation is not likely to
realize in near term. Therefore, the construction of a practical, secure BB84 protocol is
desired.
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1.5.3.2 The secure BB84 protocol

In this section, we follow the proof given by Shor and Preskill [107] and systematically
reduce the manifestly secure EPR protocol to a one-way BB84 protocol. The key idea in
this reduction is to bring Alice’s measurements to before she sends the qubits. Because
the operations on Alice’s bits commute with all the operations on the Hilbert space of the
rest of the world, performing measurements beforehand makes no difference for Bob and
Eve. Therefore, we can first bring forward Alice’s measurements on the check qubits. The
result is to change each EPR state to a state randomly chosen from |00), |11) for those bits
where b is 1. Notice the replaced states are not entangled at all, and Alice only needs to
create the second qubit of each pair and send it to Bob. In order to further reduce the
modified Lo-Chau protocol, we assume Alice and Bob use an [n,m] CSS code of C; over Cs,
CSS(Cy,Cy). ? In this scheme, Alice and Bob both measure the stabilizer generators given
by the parity check matrices H; and Hy on their n qubits. Alice sends Bob her measurement
results (a binary string), and Bob performs Pauli operations to correct error according to
the error syndromes. It can be shown that Alice’s syndrome measurements collapse her n
qubits with equal probability to codeword spaces corresponding to a family of equivalent
CSS(Cy,Cy) codes, and her final measurements collapse the qubits randomly into one of the
codeword states, \/ﬁ Z |v + w), where vy, is a representative of one of the 2 cosets of

weCs
Cs in (. Therefore, Alice’s measurements on her half of the n EPR pairs are equivalent to

choosing a random vy, and sending the corresponding C'SS(Cy, Cy) encoded states. Through
additional simplification, Alice may encode vy in the Z basis, and Bob’s decoding procedure
is removed. [80] In the final step of the reduction, we double the qubits Alice sends to Bob.
Bob randomly applies Hadamard transformations to the qubits, and after Alice announces
b, they throw away about half the qubits where only one of them makes the transformation.
This way, Bob does not need store the qubits until Alice announces the string b. Notice Alice
and Bob may replace the random Hadamard transformations with sending and measuring
qubits randomly in X and Z bases. We obtain the following BB84 protocol with classical
post-processing [107]:

1. Alice creates (4 + §)n random bits.

2. Alice chooses a random (4 + §)n-bit string b. For each bit, she creates a state in the
Z basis (if the corresponding bit of b is 0) or the X basis (if the bit of b is 1).

3. Alice sends the resulting qubits to Bob.

4. Bob receives the (4 + §)n qubits, measuring each in Z or X basis at random.

2CSS codes are derived from their classical analogs. Suppose C; and Co are [n, k1] and [n, ko] classical
linear codes respectively, such that Cy C C4, and both C; and C’2L can correct errors on up to t bits. Then
CSS(Cy,Cy) is an [n, k1 — ko] quantum error-correcting code which can correct arbitrary errors on up to t
qubits [80].
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5. Alice announces b.

6. Bob discards any results where he measured in a basis different from Alice prepared.
With high probability, there are at least 2n bits left (if not, abort the protocol). Alice
decides randomly on a set of 2n bits to use for the protocol and chooses at random n
of these to be check bits.

7. Alice and Bob announce the values of their check bits. If more than t of these values
disagree, they abort the protocol.

8. Alice announces u + v, where v is the string consisting of the remaining non-check bits,
and v is a random codeword in C}.

9. Bob subtracts u + v from his code qubits, v 4+ error, and corrects the result, u + error,
to a codeword in Cf.

10. Alice and Bob use the coset of u 4+ Cs as the key.

The last two steps of this protocol can be interpreted as error correction and privacy am-
plification. The unconditional security of this BB84 protocol follows from that of the mod-
ified Lo-Chau protocol. We can calculate the safety range for the QBER. According to
Shannon’s bound, CSS codes exists with asymptotic key rate k/n = 1 — 2H(t/n), where
H(p) = —plog(p) — (1 — p)log(l — p). (To apply the Shannon’s bound, we need to add
some additional steps to the protocol which assures the errors occur randomly [107].) This
key rate goes to 0 as t/n, the QBER, reaches 11%. This is exactly the bound on QBER
assuming individual attacks. Therefore, this one-way BB84 protocol can tolerate QBER up
to 11%.

1.5.3.3 Other secure protocols

We can use a similar scheme to construct a secure six-state protocol. In fact, if we randomly
mix the three bases X, Y, Z (instead of two bases by applying Hadamard transformations)
in the modified Lo-Chau protocol, we can reduce it to the six-state protocol with almost
the same procedures. Notice the modified Lo-Chau protocols with CSS error-correcting
codes are effectively one-way EPPs, and what we did is a reduction from one-way EPPs to
one-way prepare-and-measure protocols. Gottesman and Lo showed in 2001 that carefully
chosen two-way EPPs can be reduced to two-way prepare-and-measure protocols [38]. Two-
way communications greatly improve the error tolerance of the cryptosystems at the expense
of efficiency.

1.5.3.4 Bounds on QBER

In this section, I would like to summarize the security bounds on QBER for prepare-and-
measure protocols, shown in Tab. 1.1. The upper bounds come from eavesdropping strategies
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that compromise the security of cryptosystems for any protocol Alice and Eve may use, and
the lower bounds come from QKD protocols provably secure against any eavesdropping
strategies. Shor and Preskill’s proof provides the 11% lower bound for the one-way BB84,
and Lo slightly improved the result for the six-state protocol. The lower bounds for the
two-way protocols are obtained by Chau [11]. The isotropic optimal cloning eavesdropping
strategy, which copies states with fidelity 5/6, gives the 1/6 upper bound on the one-way
six-state protocol. No protocol can generate a secure key with this QBER because Eve may
receive as much information from Alice as Bob may and is able to produce a final key just like
Bob. For the one-way BB84 protocol, which is biased towards the X and Z bases, Eve can
further optimize the cloning strategy and compromise the security of cryptosystems with a
slightly lower QBER. Both two-way upper bounds come from the intercept-resend strategy.
For this strategy, Bob’s measurement results can be interpreted as a classical random variable
whose distribution is completely known by Eve. No matter what Alice and Bob do, Alice
cannot know more about Bob’s variable than Eve does. Therefore, the corresponding QBER
is not secure. It is interesting to notice that the provably secure 27.6% QBER for the six-

Table 1.1: Security bounds of QBER on the BB84 and the six-state protocols

The BB&4 Protocol

one-way two-way
Upper bound 14.6% 1/4
Lower bound 11.0% 20.0%
The six-state Protocol
one-way two-way
Upper bound 1/6 1/3
Lower bound 12.7% 27.6%

state protocol is higher than the upper bound of QBER for a secure BB84, which indicates
that the six-state protocol is more error tolerant than BB&84.

1.5.4 Conclusions

Quantum cryptography is an illuminating application of Quantum mechanics. Its security
relies on the fundamental physical principles rather than computational complexity. As of
March 2007 the longest distance over which quantum key distribution has been demonstrated
using optic fiber is 148.7 km, achieved by Los Alamos/NIST using the BB84 protocol [44].
Currently, there are also several companies offering commercial quantum cryptography sys-
tems, such as MagiQ) Technologies in New York. With rapid improving photon generators,
detectors, and optic fiber networks, the widespread adoption of quantum cryptography will
not be far away.
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Chapter 2

Open Quantum Systems

2.1 Introduction

Real quantum systems are rarely isolated. The coupling to an environment typically leads
to dissipative processes such as decoherence of the system. Such open quantum system
processes pose a tremendous challenge to quantum information processing. It is crucial
to understand open quantum system evolution in order to effectively track and control a
quantum state. In addition, we may intentionally need a quantum system to be open in
order to perform a measurement. Different measurement operations can be realized by
engineering the measurement apparatus and their interaction with the system. This chapter
provides some preliminary ways to describe open quantum systems. Sec. 2.2 introduces
the Lindblad master equation, which is a theoretically important concept that describes the
most general time-homogeneous Markovian processes. In Sec. 2.3 we will see that open
quantum system evolution can be approximated by the Lindblad master equation under
certain assumptions. Sec. 2.4 introduces continuous-in-time measurement processes where
we continuously monitor the environment the open system is coupled to. In Sec. 2.5, we
will look at a particular measurement technique, photodetection, which is commonly used
today.

2.2 The Lindblad Master Equation

Master equations are widely used to describe the temporal evolution of many open quantum
systems. In this section, we will follow Ref. [4] and derive the Lindblad master equation
(the most general type of Markovian and time-homogeneous master equation) within the
framework of the quantum operation formalism.

The Markovian and time-homogeneous master equation takes the form of

p=Lp, (2.1)
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and we would like to find a generic expression for this Liouvillian superoperator!. We assume
a quantum operation evolves the state from p(t) to p(t + dt). In the Kraus representation,

p(t+dt) = S(t, t + dt)p(t) = z_: Epp(t)E], (2.2)
k=0

where M (< N?) is the number of Kraus operators. To ensure that S(t,t) = 1, we may quite
generally write the Kraus operators for this infinitesimal transformation as follows (See Sec.
6.2.2 in [4]):

Ey=1+ %(—z’H + K)dt, (2.3a)
E,=LyVdt, (k=1,.,M—1). (2.3D)

where H and K are Hermitian operators and {L;} are called Lindblad operators. The
completeness relation for the Kraus operators, Eq. 1.19, then becomes

FL M-1
K=—3 > LiLy. (2.4)
k=1

Plugging the expression for Fj into Eq. 2.2 and ignoring higher order terms in dt, we
immediately identify the Liouvillian superoperator as

. M—-1
]

where the operator (A) dependent superoperator D[A] is defined as
1
D[A]lp = ApAT — é(ATAp + pATA). (2.6)

Eq. 2.1 and 2.5 gives the master equation in the Lindblad form.

2.3 Open Quantum Systems and Born-Markov
Approximation

In this section, we will follow Ref. [9] and show that the Lindblad master equation describes
the dynamics of many open quantum systems under certain assumptions and approximations.

We once again consider a system S coupled to a bath B. The Hamiltonian for the total
system (which is assumed to be constant) can be written as follows:

H=Hgs+ Hp+ Hy, (2.7)

IThis Liouvillian superoperator is the generator of the so called quantum dynamical semigroup.
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where Hg and Hp are the free Hamiltonians of the system and the bath respectively, and
Hj is the interaction between them. H; can be expanded in the following form:

Hy =) Ay® B,, (2.8)

where A, and B, are Hermitian operators acting on the system and the bath. In the following
derivation of the master equation, the interaction picture will be used. Let us assume the
system and the bath start out in the product state:

p(0) = ps(0) ® pp(0), (2.9)

where pp(0) is assumed to be a stationary state of Hp, e.g., the thermally equilibrium state.
The bath correlation functions, which will come in handy soon, are defined as

Cap(t) = (Ba(s)Bs(s — t)) . (2.10)

Here, the RHS is independent of s for a stationary pg. The correlation functions typically
decay exponentially with ¢, and the characteristic time scale 75 for the decay is called the
correlation time of the bath. The dynamics of the total density matrix is given by

p(t) = —i[H (t), p(t)], (2.11)

which can be written in the following integral form:

plt) = 0) =i [ dslH(0).p(5) (2.12)

Without loss of generality, we can assume (B,(t)) = 0. If this is not true, we can redefine
B, as B, — (B,) and move (B,) A, to the system Hamiltonian. As a consequence,

Trp[H(t), p(0)] = 0. (2.13)

Inserting Eq. 2.12 into the right-hand side(RHS) of Eq. 2.11 and tracing over the bath, we
obtain

m@=—ldﬂbWﬁHm®m®ﬂ (2.14)

We first employ the so called Born approximation. This states that if the system-bath
coupling is sufficiently weak, the bath is negligibly affected by the system, and the total
state p(s) on the RHS of Eq. 2.14 can be approximated by pgs(s) ® pg(0).2 To simplify the
equation further, we perform the Markov approximation and replace pg(s) with pg(t). This
can be justified if 75 < 7, where 7y is the relaxation time of the system, namely, the time

2Please be aware that unlike this expression, the actual total state will be entangled in general. Here, we
are just using lower order approximations to the state in an expression to calculate higher order corrections.
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over which pg(t) changes significantly. We now have the following Redfield Equation which
is local in time:

ps(t) = - / AsTrg [H (1), [Hi(s), ps(t) © ps]). (2.15)

To further simplify the expression, we can approximate 0 with —oo for the lower bound of
integral if we only care about the dynamics on the time scale much longer than 75. All the
above approximations are collectively referred to as the Born-Markov approximation.

The dynamical equation arising from the Born-Markov approximation is still not time-
homogeneous®. To proceed, let us denote the eigenvalues of Hg by € and the projection
onto the eigenspace belonging to € by II(e). Then we can define the eigenoperators (in the
Schrodinger picture)

Ap(w) = Z II(e) A II(€"). (2.16)
It is not hard to see that

> Au(w) =) Al(w) = A, (2.17)
Hence, the interaction Hamiltonian can be expressed as

Hi(t) = e ™ Aq(w) @ Ba(t). (2.18)

We now introduce the one-sided Fourier transforms:
Cop(w) = / Cop(t)e™'dt. (2.19)
0

With a little bit of algebra, the master equation under the Born-Markov approximation can
be rewritten as

pst) = 3037 €T 5 (w) (Ap(w)ps ()AL W) — ALW) As(w)ps(t) +he.  (2:20)

ww' a,B

In order to obtain the Markovian master equation, we need to make a rotating wave approx-
imation. The intrinsic time scale of the system g is set by the typical value of |w' — w|™!,
the reciprocal of level spacings. If 79 < 7g, the W' # w terms in Eq.2.20 oscillate rapidly
and have negligible contribution to the dynamics. We thus have

ps(t) = 37 3 Tuslw) (As(@)ps () AL(w) — Al (w) As(w)ps(t)) + hic. (2.21)

w  a,p

Let us define two components of the one-sided Fourier transforms:

Sup = 5 (Tasled) — Tha(w)), (2.22)

1
3And it does not guarantee a quantum dynamical semigroup.
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and
—+o00

Toa () = Tasl) + Do) = [ Coaltioat. (2.23)
It can be shown that y,s(w) form a positive semi-definite matrix [9].
With these definitions we finally obtain the desired Markovian master equation (in the

interaction picture): ‘
ps(t) = =3 [Hus. ps(t)] + Dlps(t)). (2.24)

Hjg is the Lamb shift Hamiltonian, which is

His =303 Sup(w) Al (@) A5(w). (2.25)
w o

It commutes with the system Hamiltonian and causes a shift in the intrinsic energy levels of
the system. The dissipator term takes the form

Dips) = 3 3 s(@) (As@lps(DALw) — AL As(@)ps}). (2:26)
wooopB

This dissipator can be brought into the Lindblad form (Eq. 2.5 and 2.6) by diagonalizing
the matrices y,4(w) (where the two layers of summation can be collectively indexed by k)
9].

In conclusion, the Lindblad master equation can be used to describe a general open
quantum system evolution under the aforementioned approximations and assumptions. In
the next chapter, we will see a more accurate (and more complicated) way to describe the
evolution, using the Hierarchical Equations of Motions [52], and compare the results.

2.4 Weak Measurements

For a typical generalized measurement, the state of the quantum system is strongly per-
turbed by the measurement. For a weak measurement, the state either has an infinitesimal
probability to change appreciably (weak measurement of the first kind), or an appreciable
probability to change infinitesimally (weak measurement of the second kind). As a result,
the unconditioned state is only perturbed weakly and very little information is revealed
by the measurement. This infinitesimal change is characterized by a quantity ¢ < 1. For
a continuous-in-time measurement, the effect of each infinitesimal time dt is a weak mea-
surement with ¢ = kdt, where k is called the measurement strength.? The evolution of
a quantum state under such continuous-in-time measurement form a quantum trajectory.
Most experimental measurements are continuous-in-time measurements, as it takes time to

4From the point of view of weak measurement, k should really be called measurement strength per unit
time.
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collapse the state of a system. It has also been shown that weak measurements are univer-
sal in the sense that any generalized measurement can be decomposed into a sequence of
weak measurements without the use of an ancilla [83]. Therefore, it is both theoretically and
experimentally important to formulate weak measurements.

We shall use a single qubit with H = 0 as a simple example to illustrate the aforemen-
tioned two kinds of weak measurement. For the first kind, let us examine a generalized
measurement with the following two operation elements [10]:

My = [0) (0] + VT —€|1) (1], (2.27a)
My = el (). (2.27b)

It is easy to see that they satisfy the completeness relation. Let us define ¢ = |1) (1| and
write

My =1 — ecfe, (2.28a)

M, = \Jec. (2.28b)
If a state ¢ is measured, we have probability 1 — €||c ) ||?
normalized) post-measurement state

of getting outcome 0 with (un-

€
[0)) ~ (I = 5e)v (2.29)
and probability €||c 1) || of getting outcome 1 with (unnormalized) post-measurement state
cly). (2.30)

Therefore, we usually have outcome 0 and the state changes infinitesimally; very rarely we
have outcome 1 and the state changes significantly. Typically, this rare outcome 1 event will
reveal a lot of information about the state of the system. For ¢ = |1) (1], it simply means
the state collapses to |1). Let us take this measurement as continuous-in-time and get an
evolution equation for ¢(t). We write € = dt; k is set to 1 here because it can always be
absorbed in ¢. Let us use dN(t) as the indicator random variable for outcome 1 to happen
during [t, ¢+ dt]. Then

E[AN(t)] = dt]e[) [ (2.31)

From the post-measurement states and probabilities, it is straightforward to obtain the
following Stochastic Schrodinger Equation(SSE) (Eq. 4.19 in Ref. [130]):

d (1)) = [dN(t) (ﬁ _ 1) 4 dt (% (cle) (1) - %CTC)] b (2) (2.32)

(cfe

If we work with density operators, the Stochastic Master Equation (SME) for the above
dynamics is (Eq. 4.22 in Ref. [130]):

dp(t) = {dN(t)Q[c] - dm[%(ﬁc]} o(t) (2.33)
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where
ApAt
H[Alp = Ap + pAT — Tx[Ap + pATlp. (2.35)

Eq. 2.33 is the conditioned master equation, where evolution depends on the outcome of
measurements. The evolution of p(¢) with a particular noise realization d/N(¢) constitutes a
quantum trajectory. The evolution is continuous whenever dN(¢) = 0. However, a discon-
tinuity, which is called a quantum jump, happens when dN(¢) = 1. By averaging over the
measurement noise, the evolution of the unconditioned state turns out to be [130]:

p="Dldp (2.36)

This is just the Lindblad master equation we encountered in Sec. 2.2. Please be aware that
we did not assume any specific form for the operator c.

Let us now examine the second kind of weak measurement on a qubit. Consider the
following two operation elements [10]:

My =[5 +VEl0) 0l + /5 Vel al, (2372)
My =[5 = Vel (0] + /5 + VeI 1] (2.37b)

Because both operation elements are infinitesimally different from I/4/2, both outcomes
appear with roughly % probability and the state changes infinitesimally. Also, little informa-
tion is gained from the measurement. If we write e = dt, we can obtain the following SME
(conditioned on the measurement outcome) for the qubit density operator p(t) [10]:

dp(t) = Dlo-]p(t)dt + H[o-]p(t)dW. (2.38)

where dIV is a Wiener increment, which satisfies mean E[dW] = 0 and variance E[dW?] = dt.
dW captures the diffusive behavior that is the continuous limit of small quantum jumps.
The evolution for the unconditioned state is again described by a Lindblad master equation:

dp(t) = Dlo.]p(t)dt. (2.39)

Next let us look at an example where the Hilbert space is continuous. We will examine a
weak position measurement on the 1D position space L?(R) [58] with the following operation
elements labeled by the continuous variable a:

M(a) = (§> % / " expl=2¢(z — )7 |z) (x| dz. (2.40)

m S
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It is easy to check that the completeness relation ffooo M (a")M(a)da = 1 is satisfied. Be-
cause it is Gaussian weighted sum of position projectors centered around «, M (a)) can be
regarded as a ‘weak’ projector onto position a. A post-measurement state M («) 1)) is only
infinitesimally different from the pre-measurement state |¢)) (so it shall be interpreted as the
weak measurement of the second kind).

We will regard the measurement as continuous-in-time and set ¢ = kt as usual. Let us
derive the probability distribution of @ when such a measurement is performed on a state v

[58]:
P(a) = || A(e) [v) |I”

_ (@)m / O; b (2) 2 exp|—Akdt(z — )2)de
~ <@)m exp|—4kdt(a — (X)), (2.41)

At the last step, we have treated |¢)(z)|? as a delta function centered at its average, §(z— (X)),
because dt is small. Therefore, o can also be written as the following stochastic variable

1
V8k

where dW is a Wiener increment. Jacobs and Steck have worked out the post measurement
state as follows [58]:

|P(t + dt)) oc M(a) (1))
o exp{—2kdt X% + X [4k (X) dt + (2k)2AW ]} [4(t))
oc {1 — [kX? — 4kX (X)]dt + (2k)Y2X AW} (1)) . (2.43)

a = (X) + ——dW/dt. (2.42)

In the second line, we have written « in terms of dW and in the third line we have expanded
everything to O(dt). Normalizing this gives the following SSE (Eq. 30 in [58]):

d ) = —k(X — (X))2dt + (2k)2(X — (X))dW |¢). (2.44)
The corresponding SME can be written as (Eq. 32 in [58])
dp = 2kD[X]pdt + V2kH[X]pdW, (2.45)

with H given by Eq. 2.35 and D given by Eq. 2.6. The unconditioned master equation
(averaged over the measurement records) is again in the Lindblad form:

dp = 2kD[X]pdt. (2.46)

Weak measurements on a two-level system and on L?(R) can both be realized experi-
mentally. Direct photodetection of the fluorescence of a two-level atom can realize a weak
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measurement with ¢ = o_ jumps [122]. A circuit-QED system can implement a weak mea-
surement of the Pauli operators on a transmon qubit [61]. An optical cavity can be used
to weakly measure the position of a trapped atom or the mirror confining the cavity [122].
Because it only weakly perturbs the state, weak measurement has many interesting appli-
cations in state tomography, process tomography, continuous error correction and feedback
control, etc.

2.5 Photodetection and Homodyne Detection

In this section, let us look at a very sensitive and widely used quantum measurement, pho-
todetection, and see how it can be used to monitor the system.

2.5.1 Direct Detection

In a direct photodetection, the system (an atom, cavity, etc) is coupled to a photon bath
which is initially in a vacuum state, and we can continuously monitor photons coming into
the bath. Let ¢ be the system operator, and b(t) be the photon bath annihilation operator
satisfying the commutation relation [130]:

[b(t),bT ()] = 6(t — ). (2.47)

Let us define dB, = b(t)dt, and it is easy to see that [dB;,dB]] = dt. Let us assume the
interaction between the system and the bath in the interval [t,¢ 4 dt) takes the following
form [130]:

U(t +dt,t) = expledB' — c¢'dB — iHdt], (2.48)

where we are in the interaction picture of the bath and H is the system Hamiltonian. If the
system-bath starts at |1 (1)) |0), after dt the state becomes

U(t+dt, t) |[0(t)) |0) = o) [1 — dtclte/2 — iHAt] |0) 4 c | (t)) dBT|0). (2.49)

It is clear that the first term represents zero photon and that the second term represents one
photon. Therefore, the probability of detecting one photon in bath is

lelab () dBT[0) |2 = lle[(t)) [*dt. (2.50)

and system state jumps to c|¢) after the detection.® Therefore, direct detection can be

described by a weak measurement with the following two operation elements:

1
Mo =1—dt(iH + chc), (2.51a)

5The bath state will also revert back to vacuum after detection as new field moves in to interact with
the system.
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M, = Vdte. (2.51b)

The form of the measurement is similar to that in Eq. 2.28 in the qubit example.® The
conditioned SME,

dp(t) = {dN(t)g[c] — dtH[iH + %c*c]} p(t), (2.52)

and the unconditioned master equation,
dp(t) = —idt[H, p| + dtD]c]p, (2.53)
can be derived in an analogous way. The photocurrent is defined as the number of detections

per unit time, ie.,

I(t) = dN(t)/dt, (2.54)
and E[I(t)] = Tr[p(t)c'c]. In the case of a cavity, it just means the photon flux leaking out.

2.5.2 Homodyne Detection

Jhom (1) + constant
SYSTEM ¢ %
outPuT > —
LRBS '

VERY STRONG
LOCAL OSCILLATOR

Figure 2.1: A scheme for simple homodyne detection. A low-reflectivity beam-splitter
(LRBS) transmits almost all of the system output, and adds only a small amount of the
local oscillator through reflection. Nevertheless, the local oscillator is so strong that this
reflected field dominates the intensity at the single photoreceiver. This is a detector that
does not resolve single photons but rather produces a photocurrent proportional to J(t) plus
a constant [130].

In many situations we would like to obtain quadrature measurement of a beam, which
carries information about its phase. This is where a homodyne detection comes in. The way

SHere, we have the additional unitary evolution term.
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we do it is to mix the signal beam with a strong reference beam (called a local oscillator)
with the same frequency, and we measure the intensity of the output beam, as shown in
Fig. 2.1. The mixing is done through a beam splitter. Just from classical analysis, we can
conclude that to the first order only the component of the signal in-phase with the local
oscillator will affect the intensity of the resulting beam [113]. By tuning the phase of the
local oscillator, we can measure a desired quadrature of the signal. Let us see how everything
works quantum mechanically.

Let v be the complex amplitude of the local oscillator. The beamsplitter basically does
the following transformation: ¢ — ¢+~ [130]. Under such transformation, the measurement
operators transform (from Eq. 2.51) to

My =1 —dt[iH + %(07* —cly) + %(CT + ") (c+7)], (2.55a)
My, = Vdt(c+7). (2.55Db)

It is easy to check that the unconditioned master equation is still given by Eq. 2.53 while
the conditioned SME becomes

dp(t) = {dN(t)g[c + ] — dtH[iH + ye + %CTC]} p(t). (2.56)

dN is the indicator random variable for a photon detection during [t, ¢ + d¢], which satisfies
E[AN(t)/dt] = Tr[(c" + %) (c +7)p(t)]. (2.57)

Let us take v to be real. E[dN(t)/dt] = Tr[y* + v(c' + ¢) + cfep(t)] and the homodyne
detection measures the quadrature x = ¢ + c. In the large v limit, the number of detection
dN can be written as” [130]

AN (t) = ¥?[1 + (z) /~]dt + ~dW. (2.58)
The homodyne detection current is defined as [130]

A2

m () (t) +&(1), (2.59)

Swhere ¢ = dW/dt is the Wiener noise. The expectation value of the current is exactly
the expectation value of the system quadrature operator we would like measure. The SME
becomes (Eq. 4.72 in [130])

dp(t) = —i[H, p(t)]dt + D[c]p(t)dt + H][c]p(t)dW. (2.60)

3/2

"Here the time step dt is taken to be on the order of ~~
while the system change is small during the interval.

8~2dt represents the number of detection events coming from the local oscillator in the absence of the
system output. ~ydt is a normalizing factor.

so the number of detection events is large
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We immediately see that the unconditioned master equation is still Eq. 2.53 unchanged
(because dW averages to zero).

The above mentioned scheme is called a simple homodyne detection. In practice, a
balanced homodyne detection is more common where we use a 50 : 50 beam splitter and
mix the signal from both output ports to produce a homodyne current [130]. It has many
practical advantages over a simple homodyne detection. Theoretically, the dynamics in the
large v limit, i.e. Eq. 2.59 and 2.60, is the same for both.

Homodyne detection is widely used for measuring Cavity-QED systems (in both radio
and optical frequency). Many experimental demonstrations of quantum error correction and
feedback control have homodyne detection as an integral component [130].
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Chapter 3

Hierarchical Equations of Motion

3.1 Formalism

Understanding open quantum system evolution is crucial for quantum information process-
ing. The difficult part in quantum dissipation theory is how to trace over the bath degrees
of freedom, which are usually infinitely many. The Lindblad master equation derived in Sec.
2.3 can approximately describe dissipative systems in its regime of validity. Let us summa-
rize the assumptions made. First, the system-bath coupling is weak, so we can expand the
exact equation of motion perturbatively. Second, the bath correlation time is much shorter
than the system relaxation time, so the evolution is Markovian. Lastly, the intrinsic time
scale of the system (which is the inverse of the typical level spacing) is much larger than the
relaxation time of the system, so the evolution can be regarded as time-homogeneous under
the rotating wave approximation. These assumptions are violated in many real quantum
systems, and a more general treatment is desired. It turns out that the system evolution
can be described exactly in terms of a influence phase functional under a Gaussian bath
assumption [92]. However, the expression with the influence phase functional is not time
local. We are going to write the system evolution in terms of a set of hierarchical equations
of motion(HEoM). HEoM can be solved effectively because they are time-local differential
equations and can be truncated at certain order. Let us see how it works in detail.
We break the system-bath Hamiltonian into three parts as usual:

H=Hs+ Hp + H;. (3.1)

Let us assume the bath is a collection of harmonic oscillators, e.g.,

k

We also assume the interaction takes the form

H; = VB, (3.3)
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where V' is a Hermitian system operator and B is Hermitian bath operator that is a linear
combination of creation and annihilation operators, e.g.,

B = (grbi + gib})- (3.4)
p

The product form for H; is assumed for simplicity of illustration. The derivation of the
HEoM can be generalized straightforwardly if the interaction takes the completely general
form

N
Hy =) ViB;. (3.5)
i=1

The spectral density of the interaction, which describes how the interaction strength varies
with frequency, is defined as

J(w) =) lgrl*0(w — wp). (3.6)

Let us further assume the system-bath starts out in the product state

p(0) = ps(0) @ pp, (3.7)
where pp is the thermal state

_ exp(—GHp)
B Trplexp(—BHg)|

(3.8)

We define the average over thermal bath operation (...)5 as (O)5; = Trp(Opp). Then the
evolution of the system density operator can be written as [124]

pstt) = (T [ £65)0s) ) o), (39)

where T, means chronological time ordering, and L is the Liouvillian(see Chap. 2) for the
total Hamiltonian H.

Let us work in the interaction picture defined by Hg + Hg. We define the following
Gaussian property of a bath for its annihilation operators a; according to Wick’s theorem
[92]:

(Tyar(ton)ar(ton)an(t)) p = Y [ [ (Tran(ti)an(t)) s, (3.10)

app i
where a.p.p means all ways of picking pairs among 2n operators [52]. It basically states
that the n-point correlation functions are completely determined by the 2-point correlation
functions, and that odd-point correlation functions are all zero. The Gaussian property is
guaranteed for a bath that consists of harmonic oscillators, as assumed in Eq. 3.2. This
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property is also valid in more general classes of bath, as long as the interaction consists of a
large number of weak interactions [112]. We use C' to denote the 2-point correlation function
(with no time ordering):

Let CT and C7 be its real and imaginary components. It is easy to check that
1
Cft = 5 ({B(t2), Bt) 1 (3.12)
i
= 3 ([B(t2), B(t1)]5) , (3.13)

where {, } is the anticommutator and [,] is the commutator. C' can be expressed in terms of
the spectral density as [110]

C(t) = % /0 " () 1 ixi’é;(ifél). (3.14)

The expansion of Eq. 3.9 contains bath operators of all orders. However, the trace of
the bath of all these operators can be eliminated in favor of C(t) because of the Gaussian
property. Therefore, (with somewhat lengthy algebra) Eq. 3.9 can be expressed as

ps(t) = Ty exp(tA[V])ps(0), (3.15)

with the influence phase functional A[V] given by [68]

AlV] = z’/ot dts /0152 AtV (ta) *[CF(ty — 1)V (t1)* +iCT (ty — 1)V (11)°], (3.16)

where A*B = [A, B] and A°B = {A, B}. A[V] completely captures the influence of the
bath on the system and hence the name.

A standard way to solve Eq. 3.15 is to use a path integral representation involving the
Feynman-Vernon influence functional [29]. However, evaluation of this remains challenging
for most practical systems. In this section, we are going to decode instead it into a set of
time-local differential equations, HEoM.

First, we need to cast C'(f) (in the ¢t > 0 region) into a sum of exponential functions of ¢:

C(t) =Y cmexp(v,t). (3.17)

m

The following Drude spectral density is often used in chemical physics and biophysics:

J(w) = 2 \yw

w? 472
Using Eq. 3.14, the corresponding correlation function expansion, Eq. 3.17, is seen to be an
infinite series with

(3.18)

vy =", (3.19a)
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Vps1 = 2mm/ (3.19Db)

co = YA (cot(By/2) — i), (3.19¢)
A,

Cm>1 = —ﬁ(U;HQ — ) (3.19d)

The series can be truncated at some order m = M, with the value of m required to achieve
converged result increasing as temparature decreases. In the high temperature regime where
By < 1, keeping one or two terms in the series typically suffices [52]. For most chemical and
biological systems, the high temperature condition is satisfied.

For many quantum computing devices, e.g. cavity-QED, the coupling spectral density
takes the Lorentz shape [68]:

Ay

T = oA

(3.20)

In the regime where v < 2 and p€2 > 1, the corresponding correlation function can be
approximated as a single exponential with!

vy = —(v +1i9Q), (3.21a)

For a more general spectrum, we can use a few exponential functions to fit the correlation
function.

With the correlation function cast into the sum-of-exponentials form, the system evolu-
tion (in the Schrodinger picture) can be cast into the following form [68]:

ps(t) = U(t)T exp

/ t dt, / : dt,®(t,) Ze—”k(t2—“>@k(t1)] ps(0YUT(1), (3.22)
0 0 k=1

where U(t) = exp[—i(Hs+ Hp)t]. ®(t) = —iV (t)* and ©(?) is a linear combination of V'(¢)*
and V(¢)°. (K is at most twice as large as M.) Let us introduce the following hierarchy of
auxiliary density operators indexed by the non-negative integer vector n = {ny,ns, ..., nx }:

K

pu(t) =U(H)T, {H [ / t dTe—w—ﬂ@k(T)} "

k=1

0
t to K
X exp [/ dt2 dt1q)(t2) Z GVk(tQtl)@k<t1)] } ps(O)UT(i), (323)
0 0 k=1

In Ref. [68] it is treated as an exact expression, but it is really just an approximation with a regime of
validity, even at zero temperature.
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and one can see that pg is the same as pg. Let v = {1y, 15,...,vk} and e, be the K-vector
such that (ey); = dx;. By directly differentiating Eq. 3.23, we can obtain the following K-
level hierarchy equations that relate the time derivative of each auxiliary operator to some
other auxiliary operators:

pa(t) = —(HE +1-0)pa(t) + ©(1) D pnrer(t) + D 1eOk(t)pn-e, (t). (3.24)

k=1

21t holds for n = 0 and all auxiliary n. The initial conditions of the operators are

_f ps(0) forn=0,
pu(0) = { 0 otherwise. (3.25)

If the system-bath interaction takes the form of sum of N terms as in Eq. 3.5, the HEoM
would be N K-level.

The HEoM can be terminated at a finite stage for computation. Typically p, with
n- v > wg can be ignored [52], where wg is the characteristic intrinsic frequency of the
system.

We see that the HEoM method relaxes most of the assumptions that are necessary for
deriving the Lindblad master equation (mentioned at the beginning of the section). The
HEoM usually provide an effective way to solve for the dynamics of an open quantum system
as long as the bath is Gaussian.

In the next section, we will look at an example where the bath correlation function takes
the form described by Eq. 3.21. For this particular case, the two-level (K = 2) HEoM can
be written as [68]

2 2

falt) = —GHS + 10 0)put) =130V ey (1) — o0 S eV 4 (<1 ey (1), (3.26)

3.2 Qubit Relaxation

In this section we will look at a qubit system coupled to a Gaussian bath. The dephasing
(T3) effect can be modeled by setting V' = o, and the relaxation (77) effect can be modeled
by setting V' = o,. We will study relaxation as an example. Let the qubit frequency and
the bath correlation function be given by Eq. 3.20, namely,

C(tz — t1) = Aexp[—(y + 1) (t2 — t1)], (3.27)

2The RHS of Eq. 3.24 is obtained by taking the time derivative of the RHS of Eq. 3.23 with the
product rule and substituting in the auxiliary operators. (Keep in mind that the time derivative operator

and the time ordering operator commute.) —iHJ pn(t) comes from the terms involving %U and %U f,
ni

—n - vpy(t) and + Zszl 1O (t) pn—ey, (t) comes fom the term involving HkK:l Uot dq—e*Vk(tfr)@k(T)} :

+®(t) S, Pnrte, (t) comes from the term involving & exp [fot dty (;52 Aty B (to) S p, e vt _tl)Gk(tl)]
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which approximately corresponds to the Lorentz coupling spectrum at near zero temperature.
The correlation time is characterized by vy~!.

3.2.1 The natural relaxation

We first like to see what the Lindblad master equation tells us about the process. The
Fourier transform of the correlation function, I'(w),® turns out to be the same as the Lorentz
spectral density, Eq. 3.20, up to a constant factor of 2/

2y
Nw)=——5——. 3.28
@)= =g (3.25)
According to Eq. 2.24, the Lindblad master equation can be written as?
p = T(wo)Dlo |p + D(—w)Dlr* . (3.29)

This equation can be solved analytically in a straightforward way. The steady state (in
terms of the Bloch vector components g, yss, and zgs) is given by

Tos =0, (3.30a)
Yss = 0, (3.30b)
I'(wo) — I'(—wp)
['(wo) + I'(—wp)’

(3.30¢)

which is very close to the ground state as we expect. The evolution of the Bloch vector
components x, y, z is given by

x(t) = exp(—t/(27r))x(t), (3.31a)
y(t) = exp(=t/(27r))y(1), (3.31b)
2(t) = zss + (2(0) — 2z55) exp(—t/7r), (3.31c)
where the system relaxation time 75 = [[(wg) + ['(—wp)]™*. Dotted red lines in Fig 3.1

show the relaxation process of the qubit if the initial state is set to be maximally mixed
(x =y =z =0). The monotonic nature of the relaxation is consistent with the Markovian
dynamics assumed in the Lindblad model.

Let us solve the same relaxation process with the HEoM, Eq. 3.26. We will keep the
auxiliary density matrices to the second order, namely p,, with n; +ns < 2. Solid blue lines
in Fig 3.1 show the solution to this second order HEoM, which should be treated as almost

31t is the same as y(w) in Sec. 2.3.

4T (—wp) represents a very weak unphysical excitation process. It comes from the error in approximating
the correlation function with the single exponential. We use the same correlation function for both the
Lindblad master equation and the HEoM, so it does not jeopardize our comparison anyway.
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Figure 3.1: This figure compares the relaxation process of a qubit predicted by the Lindblad
master equation (Eq. 3.29) and the 2nd order HEoM (Eq. 3.26). = = y = 0 is satisfied
throughout the process, and only the evolution of z is shown. wg = 95, Q2 = 100, A = 10,
and two different values of bath correlation rate ~ are chosen.

exact. We can see the relaxation process is not a monotonic decay, there can now exist
oscillatory behavior which is characteristic of non-Markovianity.

From the comparison, we see that when the bath correlation time and the system re-
laxation time are comparable (y~! ~ 7g), the Lindblad master equation has a significant
deviation from the HEoM (Eq. 3.1a). Specifically, it fails to demonstrate the oscillatory
behavior in the decay. However, when the bath correlation time becomes much shorter than
the system relaxation time (y~! < 7z), the Lindblad master equation becomes reasonably
accurate (Eq. 3.1b).

3.2.2 The controlled relaxation

In this subsection, we are going to see how an open loop unitary control operation might aid
the relaxation process. We will solve everything using HEoM.

Let us look at control for an example in the non-Markovian regime where the qubit
frequency (wp = 90) is further away from the peak (£2 = 100) of the coupling spectrum than
in Fig. 3.1a. We take 7 = 2 as before. Fig. 3.2 demonstrates different control schemes for
such a highly non-markovian parameter regime. The natural relaxation process (shown in
the solid black line) is significantly slower than in Fig. 3.1a because the qubit and the bath
are far off-resonant. In order to speed up the process, we try a simple control Hamiltonian
H. = 50, that brings the effective qubit frequency to the same value as 2. The system
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evolution under this on-resonant control is shown in the dotted blue line. Although this
is much faster than the natural relaxation, there is a strong oscillatory behavior where the
system “bounces back” from close to the ground state. In order to alleviate the problem, let

us try an improved strategy. We initially apply H,. to create a resonance; when the qubit

is most close to the ground state, we turn off H,. to bring qubit out of resonance. This
strategy is shown in the dashed red line in the plot. We see that the oscillatory effect is
indeed reduced and the qubit has better relaxation behavior under this control strategy.
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Figure 3.2: This figures shows the relaxation process of the qubit subject to different control
protocols. For ‘Off resonance’ protocol, there is no control Hamiltonian added. For ‘On

resonance’ protocol, H, = bo, is on all the way through. For ‘On+Off’ resonance protocol,
H. is on until ¢ ~ 0.6. Parameters chosen are wy = 90, {2 = 100, A = 10, v = 2.
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3.2.3 Conclusion

In this section, we saw that the Lindblad master equation fails to capture certain important
feature of an open quantum system outside its regime of validity. The Born-Markov approx-
imation breaks down if the bath is non-Markovian, the system-bath coupling is strong, or
the control Hamiltonian is strong. However, the HEoM are typically still valid and provide
a useful tool to tackle such open quantum systems. We also see for qubit relaxation that we
can use coherent control to battle the non-markovian effects by solving HEoMs.

3.3 Unravelling HEoMs

® In the previous chapter, we see that a deterministic master equation can be unraveled into
a stochastic master equation, with the former describing the average behavior of the latter.
When the stochastic master equation is equivalent to a stochastic Schrodinger equation, it
can be advantageous to solve the deterministic master equation by numerically averaging out
the solutions to the stochastic Schrodinger equation. The reason is that for a Hilbert space
of dimension NNV, a density operator is of size N x N while a pure state vector is of size N.
Although we need to solve many runs of a stochastic differential equation(SDE) to obtain a
good average, this unravelling technique is useful when N is large enough, particularly if we
do not even have a RAM of size N x N.

We would like to apply the same trick to unravel the HEoM. Please be aware that this is
merely a mathematical treatment, where individual trajectories have no physical meaning.
In order to show the possibility of such an unravelling, we consider a system coupled to a
bath via H; = V ® B. We assume the bath is at a high temperature 7" and the coupling has
the Drude spectral density (Eq. 3.18). Let us write the first order HEOM that involves the
density operator p and a single auxiliary density operator o [52]:

dp
i —i[H, p| +i[V, 0]
Z—j = —i[H, o] —yo + 2TV, p] + M{V, p} (3.32a)
We write p(t) = E[|(t)) (¥(t)] + h.c] [|gz5(t (o( )‘ + h.c.]. Eq. 3 32 can then
be unraveled into the following linear SDE for W (1)), ‘ ) >, and |qb
dly) = —iH [¢) dt +iV |¢) dt + |¢) AW, (3.33a)
d|) = —iH [¢) dt + |¢) AWy, + iV |§) AW, (3.33b)
dlg) == (1H +v/2) |¢) dt + (i2AT + Ay)V |[¢) AW, + |¢) AW, (3.33¢)
d|¢) == (iH +7/2)|¢) dt + |) AWy + (i2AT + Ay)V [4) AWy, (3.33d)

5This section is my joint work with Alireza Shabani.
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where dWy, and dWy; are two independent Wiener processes, as also dWy and qu;.6

It turns out that almost all trajectories of the above SDE are unbounded, although their
true average will be our desired solution to the HEoM. The symmetric random walk in 1D
would be an analogy: almost all trajectories diverge, but the average stays constant at the
initial position. Therefore, the number of trajectories we need to average over increases with
time and this unravelling approach is not feasible once time gets large.

The way to alleviate the problem is to make the trajectories as bounded as possible.
Please notice that the trace of p is conserved in the HEoM. It corresponds to the quantity

T, = @)+ (v ¥) (3.34)

in the SDE, which can be made conserved for individual trajectories if we apply the trick
mentioned in Ref. [33]. The idea behind this trick will be explained soon. Let

Ry = %((é | 0) + (¥] iV |$)) + h.c., (3.35a)
R; = %(<¢ | 0) + (] iV |§)) + hec, (3.35b)
and
Ry =0, (3.36a)
R; = 0. (3.36h)

The non-linear but p-trace-preserving unraveling can be written as:

d[p) = — iH [¢b) dt — |) dB, + iV |¢) (Rydt + dW,) + |¢) (Rydt + dW;),  (3.37a)
d|¢) = —iH |0) dt — [ dB, + [¢) (Rydt + dAWy) + 4V |§) (Rydt + dWy),  (3.37b)
d|¢) = — (iH +7/2) |¢) dt — |¢) dBy + (i2AT + AV [¢b) (Rydt + dW,,)/C

+ C [¢) (Rgdt + dWy), (3.37¢)
A16) == (H +7/2)|9) dt = |6) dB, + C ) (Rydt + AW,)
+ (20T + X7)V [¢) (Rzdt + dW;)/C, (3.37d)
where

1
dB, = RydWy + RydW + o (Rj + Rg)dt, (3.38)

1
dB, = RydW, + RzdW; + 5 (Bf + Rg)dt, (3.39)

and C' can be an arbitrary real constant”.

6Tt is ok to have correlations between other pairs, (eg, dW, and dW,) although we will treat all the
Wiener processes to be independent of each other in the simulation.
"We set C' = /|i2A\T + \y| for best convergence in simulation.
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Eq. 3.37 unravels the original HEoM for arbitrary deterministic functions Ry, Ry, Ry,
and Rz;. However, only Eq. 3.35 ensures that p is normalized for each unravelling. We
set the other two to zero in Eq. 3.36 just to make the unravelling simpler; ¢ can not be
normalized as its trace is not conserved in the original HEoM.

The idea behind the above normalized unravelling is the following. For the original
unnormalized unravelling, Eq. 3.33, we have

dT, = 2Ry dWy, + 2R ;AW (3.40)

For each trajectory, we can apply the following transformation

U(t) = (t) /1) Tp(t), (3.41a)
D(t) = (1)1 TH(t), (3.41Db)

to ¢ and v, so that T, (after the transformation) is held constant at 1. However, in order to
keep the trajectory’s contribution to the average the same, we need to increase its probability
by T, to compensate for the fact that Eq. 3.41 scales it down by 7),. As explained in Ref. [33],
this probability renormalization can be achieved by making the following transformation to
the Wiener noise increments [33]:

dW¢ — 2R¢,dt + de,, (342&)
dWy — 2R;dt + dWy. (3.42Db)

Eq. 3.37 is then obtained by applying the above transformations (and similar ones associated
with ¢ and @) to Eq. 3.33.

We will use qubit dephasing as an example. Let H = %woaz and V = o,. Fig. 3.3b
shows, for a general initial state, the dynamics solved from HEoM directly (dotted line)
vs. the average of the normalized unraveling (solid line). (Shown are the Bloch vector
components in the rotating frame, X, Y, and Z, where Z should stay constant for this
dephasing dynamics.) One can spot a systematic deviation between them. I tried both the
Euler-Maruyama method and the 4th order Runge-Kutta method for the unraveled SDE,
and I chose different time steps, but the same deviation is present. Therefore, this unravelling
approach does not seem to work as we desire.

I speculate that the reason why the simulation average deviates from the true average may
be the following. ¢ and ¢ can go unbounded for some trajectories, although the probabilities
are exponentially suppressed by the v terms; ¥ and ¥ can go unbounded too, even if T, is
fixed at 1 (which is manifested by the spikes in Fig. 3.3a). Such unbounded trajectories have
non-negligible contribution to the true average. However, they are not adequately sampled
in the simulation because their probabilities are perhaps exponentially low. As a result, the
stochastic trajectory average is erroneous.

One may also use Poisson processes instead of Wiener processes in an unravelling. A
Poisson process dN () that happens in [¢,t + dt) takes either 0 or 1 and has expectation
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Figure 3.3: The Bloch vector components X, Y, Z (in the rotating frame defined by wy)
associated with (a) one typical unravelling (b) the HEoM, Eq. 3.32 with V' = o, solution
(labeled with ‘Solution’) vs. stochastic trajectory average (labeled with ‘STA’) of the un-
ravellings. The average is done with 20000 simulation runs. Parameters chosen are 7' = 40,
A=1,~v=10. (wp is irrelevant here.)

value dt. In order to get a Poisson type of unravelling, we just need to replace dW with
dN — dt in the above unravelings. However, the Poisson SDE run into an even worse
convergence issue because there seems to be no way to even normalize the trajectories using
the trace-preserving technique.

So far I am not able to come up with an unravelling scheme that is feasible to implement,
but it is worthy of future research.
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Chapter 4

PI Control

Quantum states are fragile and decoherence poses a main challenge to implementing a quan-
tum computer. One way to battle decoherence is to control the quantum system based
on the past measurement record, also known as feedback control or closed-loop control.
The simplest feedback method would be tuning the feedback strength so that it is always
proportional to the instantaneous measurement current [127]. This method is referenced to
nowadays as Wiseman-Milburn feedback [130], or (direct) proportional feedback. Wiseman-
Milburn feedback strategies can give us significant improvement over no feedback at all, but
they are usually far from optimal. The most effective feedback method would be to perform
a real-time estimation of the current quantum state and to adjust the control accordingly.
However, real-time estimation is usually extremely difficult to implement experimentally,
due to the complicated dependence of the state estimator on the measurement records. In
this section, we will introduce a quantum control strategy that is based on integrations of
past measurement currents, called integral feedback. It is well-known in classical control
theory [109] but has not been extensively studied for quantum control.! Integral feedback is
a trade-off between performance and feasibility. It might perform better than proportional
feedback because it takes into account measurement records in the past in additional to
those at present, and a simple integral is also much easier to implement experimentally than
a complicated state estimator. A control strategy that combines the proportional feedback
and integral feedback is called PI control. In this section, we will formulate the quantum the-
ory of PI control and give two examples comparing the relative performance of proportional
and integral feedback.

4.1 Formalism

In this section, we will develop the formalism for a quantum system under continuous-in-
time measurement (e.g., homodyne detection) and PI feedback control. Let p be the state

!The idea of integral feedback on quantum systems was mentioned in Ref. [98] where a low-pass filter of
the measurement signal over a small time window was used to condition the feedback.
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of the system, H be the intrinsic Hamiltonian, ¢ be the measurement operator,? n be the
measurement, efficiency. We will set A = 1 in this section.

The measurement conditioned dynamics of the system without control can be described
by the following stochastic master equation which we studied in Sec. 2.60:

[dp(t)]ng = —ilH, p(t)] + Dlclp(t)dt + /nH[c]p(t)dW (1), (4.1)

where dW is a Wiener increment satisfying dW? = dt. The superoperators in this equation
are defined as D[A]p = ApAT — $(ATAp + pATA) and H[A]p = Ap + pAT — Tr[(A + AT)plp.

The measurement current can be written as [130]

J(t) = {c+c)(t) + &) /v, (4.2)

where £(t) = dW/dt is the Wiener noise. A PI feedback superoperator K, which may be
dependent on both the instantaneous current and a time integral of the current, generates
the following additional dynamics:

[6®)] o = Kp = J(t = 7p) (=) [Fp, p(t)] + Jine (£) (=) [FT, p(1)], (4.3)

where Fp and F; are the control operators associated with the proportional and integral
feedback respectively. The time delay 7p is physically present in a real feedback system and
sometimes can also be utilized to improve the feedback performance (see subsection 4.3.3).
The integral J;,,; of the current can be expressed as:

Toa(t) = /0 " = syw(t, s)ds, (4.4)

where w(t, s) is a filter representing how heavily we weigh the photocurrent at time s ago
towards the feedback and 7 is the filter integration time. We will normalize w(t,s) by
Jo w(t, s)ds = 1.* Therefore, Jin(t) behaves just like a smoothed-out version of J(t) with
the same integrated strength. A simple filter could have a constant w(t,s). However, a
w(t, s) that decays in s would likely perform better, because it puts lesser weight on current
further in the past. Please note that the filter does not reduce the amount of noise injected
into the system, it merely injects each piece of noise over a period of time instead of in a
single shot.

The following derivation of system dynamics will be similar to that for the Wiseman-
Milburn feedback in Ref. [130]. Let us define the anti-commutator superoperator F'* as
F*p = [F,p]. When we evolve the system for time d¢, we need to add the feedback incre-
mental superoperator exp(Kdt) to the evolution given by Eq. 4.1, namely,

p(t+ dt) = exp(Kdt) x {1 —iH*dt + Dlc|dt + /nH[c|dW ()} p(t), (4.5)

2The measurement strength is encoded in this operator.
3For time-homogeneous filters, w(t, s) is independent of .
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and

Kdt = [(c + MV (t — mp)dt + AW (t — 7p) /0] (—0) F% + Jin(—i) FXdt. (4.6)

The dW term in Kdt is of O(v/dt) and needs to be expanded to the second power in
exp(Kdt). The other two terms in Kdt are of O(dt) and need to be expanded to the first
power only. In particular, J;,,;, as seen from Eq. 4.4, is basically a weighted sum of N = 7;/dt
independent Wiener increments dW; (i=1, 2, ... N). Hence, (J;,;)?, which consists of a sum
of N terms, (dW;)?, that are of O(dt), is regular (i.e., O(dt?)). Therefore, J;,; is regular as
well and J;,;dt ~ O(dt). We note that the time step d¢ should be much smaller than the
filter integration time 7; here.*

In principle, the proportional feedback can be treated as the integral feedback with a
delta function filter, namely, the first term in Eq. 4.3 can be absorbed in the second term
by adding the filter w(t,s) = d(s — 7p). We can choose a rectangle with (very narrow)
width 7; and height 1/7; to approximate this delta function. Practically, 1/7; represents
the bandwidth of the proportional feedback loop. However, the time step needs to be much
smaller than this 7; when we simulate the resulting SME, which can be very inefficient.
Therefore, we still treat the proportional term separately when deriving the SME.

The result for the total conditioned evolution of the system is then

p(t+dt) = {1+ [(c + Yt — 7p)dt + AW (t — 7p) /\/0) (=) F + DIFpldt/n + T (—i) FXdt}
x {1 — iH*dt + D[ddt + /H[c|dW (1)} p(t). (4.7)

For 7p > 0, the conditioned SME becomes:

dp(t) =dt {~i[H, p(t)] + Dlc]p(t) + (c + ¢")(t = 7p) (=) [Fp, p(t)] + DIFp]p(t) /n
it ()7, p(O]} + AW (E = 7p)(=0) [Fp, p(D)] [/ + /0dW () H(c)p(t).  (4.8)

For 7p = 0, the conditioned SME becomes:®

dp(t) =dt {—i[H, p(t)] + Dlc|p(t) — i[Fp, cp(t) + p(t)c'] + D[Felp(t)/n + Jo(—i)[F1, p(t)] }
+ AW () H[\/1ic — iFp//m]p(t). (4.9)

One can see that unlike proportional feedback, the integral feedback just adds a regular
unitary evolution term to the system dynamics. In this paper, we will always simulate the
above integral stochastic differential equations(SDE) with what we call a generalized Euler-
Maruyama method. For the usual Euler-Maruyama [59] method, we generate a Wiener noise
increment dWW (t) for each time step [t, ¢+ dt| and update the state according to the stochastic
differential equation. For our generalized Euler-Maruyama method, we always keep a record
of the noise up to time 7 = max (77, 7p) in the past, i.e., dW(t), dW(t —dt), ... AW (t —7)).
Therefore, dW (t — 7p) is accessible and J;,:(t) can be calculated at each time ¢, and the
state can be updated according to the SDE as usual.

4More precisely, dt should be much smaller than the duration in s over which w(t, s) varies significantly.
5The system evolution described by Eq. 4.8 converges smoothly to that described by Eq. 4.9 as 7p
approaches zero.
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4.2 Two-qubit Entanglement Generation

In this section, we explore the use of PI control to generate an entangled two-qubit state
with a local Hamiltonian and non-local measurement. We will continue to set h = 1 in
this section. Let us use T; to denote the triplet state with total spin ¢, where ¢ = —1,0, 1.
Namely, 71 = |00), To = |01) +|10), and 7} = |11). Our goal is to stabilize the state to Tp.

We assume the two qubits are subject to a simple intrinsic Hamiltonian hyo.; 4+ hoo.o
where h; and hy are constants and decoherence is negligible. If we work in the rotating
frame defined by the intrinsic Hamiltonian, the system Hamiltonian vanishes, i.e., H = 0.
We assume the measurement operator c is given by

¢ =V2kL,, (4.10)

where L, = (0,1 + 0.2)/2 and k is the measurement strength. We also assume that a
L, = (041 + 042)/2 feedback Hamiltonian with controllable strength (see below) is at our
disposal. If the initial state is in the triplet subspace, the subsequent evolution will stay
within the subspace under such measurement and feedback. Without loss of generality, we
set k= 1.

The measurement current (as given by Eq. 4.2) serves as a good error signal. At the
target state Tp, the expectation value of the current is 0; at T} and T, the expectation is
positive and negative respectively.

Let us write Fp = fpL, and F; = f;L,, where fp and f; are the proportional and integral
feedback strength. Since applying a L, rotation can bring 7Tl closer to Tj, the feedback
Hamiltonian can partially correct the error. Therefore, we expect the feedback as given by
Eq. 4.3 will be helpful. For the integral feedback, we would like to choose the following filter
that takes the exponential decay form:

To(t) = & / J(s) exp(—(t — ) /r1)ds. (4.11)

Tr — o0

To judge the quality of the feedback strategies, we will look at the steady state populations
of the three triplet states as well as the concurrence. Given a density operator p, the
population of a pure target state [¢)) is defined as (¢ |p]|1). Concurrence, an excellent
measure of entanglement, is defined for a mixed state of two qubits as

C(p) = maX(O, )\1 — )\2 — )\3 — )\4) (412)

in which Aq,...,\4 are the eigenvalues, in desreasing order, of the Hermittian matrix
R=\/\op/ (4.13)

p=(oy®0,)p" (0, ®0y) (4.14)

with
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the spin flipped state of p [43, 131].

The steady state is independent of a wide variety of initial states we explored. Fig. 4.1a
and Fig. 4.1c show the unconditioned evolution of the system under proportional and integral
feedback respectively. The measurement efficiency and feedback strength are the same for
both strategies (f; = fp = 0.2, n = 0.4). We chose 7p = 0 for the proportional feedback and
a near-optimal integration time 7; = 3 for the integral feedback. The unconditioned density
matrices for the proportional feedback are calculated with the (unconditioned) Wiseman-
Milburn equation (Eq. 4.9 without the J;,; term and the dW term), and those for the
integral feedback are calculated with Eq. 4.9 by averaging over 2000 runs. One can see
that the concurrence and the three triplet populations reach steady state for both feedback
strategies, but the integral feedback is able to produce a higher steady state concurrence
than the proportional feedback. (Please be aware that all triplet populations vary wildly
between 0 and 1 for individual trajectories under both feedback strategies.)

To further illustrate the trade-off between short and long integration time, Fig. 4.2 plots
the steady state concurrence vs. filter integration time 7; for the integral control. (7; = 0
should be understood as the proportional feedback with no delay.) For any feedback strength,
there is a peak in concurrence that corresponds to a non-zero optimal filter integration
time.% For a fixed filter integration time, the steady state concurrence decreases with the
feedback strength f;, and it converges to some upper limit as the strength goes to zero.”
For the proportional feedback (at 7; = 0 as noted above), this limiting concurrence is about
0.36, but Fig. 4.2 shows that integral feedback can exceed this limit by a wide margin.
We also simulated proportional feedback strategies with delay (e.g., Fig. 4.1b), and these
also perform worse than the best integral feedback strategies.® Therefore, our two-qubit
entanglement generation problem is a convincing example that shows feedback control with
a filtered current is effective in generating entanglement and outperforms the conventional
proportional feedback strategy.

The reason why integrating the current helps can be understood as follows. The feedback
is ineffective in correcting any incremental measurement noise, because the generator of the
measurement noise, H[L.], is not proportional to the generator of the feedback, L. Indeed,
when the state is close to T, measurement in an infinitesimal time tends to slightly mix the
state with more T, population, but we are better off not performing any L, rotation at
all at the feedback step, since the Ty population still dominates. However, if measurement
drives the state all the way to be T"_; or 77 dominant after some finite time, we can perform a
finite L, feedback rotation and bring the state much closer to Ty. Therefore, the feedback is
effective in correcting accumulated measurement noise instead of incremental measurement
noise, and integrating the measurement record will be very useful.

6The peak for f; = 0.1 is out of the range of Fig. 4.2.

"The system takes longer and longer to reach steady state as the feedback strength f; goes to zero,
however.

8The performance of proportional feedback decreases with the delay time 7p as we expect.
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Figure 4.1: The average evolution of a two-qubit system under feedback control. (a) shows
the proportional feedback with 7p = 0 and fp = 0.2 calculated according to the unconditional
Wiseman-Milburn equation; (b) shows the proportional feedback with 7p = 1.5 and fp = 0.2
calculated by averaging over trajectories simulated with Eq. 4.8; (c) shows the integral
feedback with 7; = 3 and f; = 0.2 calculated by averaging over trajectories simulated with
Eq. 4.9. n = 0.4 is chosen for both. The initial state is taken to be the unentangled state
Cljl.
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4.3 Harmonic Oscillator State Stabilization

The feedback control on a harmonic oscillator has many practical interests, both classical
and quantum mechanical. Manipulating trapped cold ions or atoms would be an example.
The quantum case was considered in Refs. [24, 47, 25]. We investigage here if adding a filter
in the control loop enhances control or not. The system is damping at rate v due to some
coupling to a bath of zero temperature (spontaneous emission in the case of a trapped atom).
We apply a continuous measurement of the position x with strength k& and efficiency 1. The
master equation can be written as [25]
1

dp = —ﬁ[HO, pldt + 2¢Dlalp + 2kD|x]pdt + / 2nkH[x]pd WV, (4.15)
where w = 27/T is the angular frequency and a is the annihilation operator. Hy = mwz?/2+
p?/(2m). The measurement current j is given by? [24]

() = dnk(@) (1) + /ZURE(2). (4.16)

Based on the outcomes of the measurement, we apply a feedback linear in = and p. Let us
write the proportional feedback operator as

Fp = ax+ fp. (4.17)

9This expression is the same as Eq. 4.2 except an overall constant.
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«a and [ are proportional feedback strength. This proportional feedback is the same as in
Ref. [24] except we will also consider a delay 7p in the feedback loop. Let us add the
following regular feedback to the above proportional feedback

Hf = fx(t)p - fp(t)$7 (418)

where f,(t) and f,(t) are the strength for x and p control respectively, which include any
dependence on integrals of the measurement records.

If we start with a Gaussian state, the state will remain Gaussian under such measurement
and feedback [53]. A Gaussian state is completely determined by its first moments ((x),(p))
and second moments (V, = ((z — (z))%), V, = ((p — p))?), Cop = 5 (xp + pz) — (z) (p)). It
has been shown that the evolution of second moments are independent of the feedback and
that they will reach steady state [24]. The steady state values can be expressed as follows in
the v < k limit [24]:

h 1

Vi :( 2nmw>\/mv (4.19&)
_ (e €

VZD_<\/%) €+1a (4.19b)

_(ovESd
Cxp—(2\/ﬁ) T (4.19¢)

where )

£=,/1+ 4 e (4.20)

nr2’ " 2hnk’

One can see that the state becomes more squeezed in the x quadrature than in the p quadra-
ture as a result of the x measurement.
The evolution of the first moments is given by [24]

d(z)(t) = ((p)/m)dt + dz(t), (4.21a)
d(p)(t) = —mw?(x)dt + dp(t). (4.21D)

dz(t) = —y(z) ()t + fo(£)dt + AnkSB{x)(t — 7p)dt + /20k(2V,dW (¢) + AW (t — 7)),

(4.22a)
dp(t) = —y(p) (£)dt + f,(t)dt — dnka(z)(t — mp)dt + \/20k(2Ce,dW (1) — adW (t — 7p)).
(4.22D)

The above results are obtained with the Heisenberg equations of motion associated with the
SME (Eq. 4.9) under the aforementioned measurement and control. For simplicity, we will
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consider the dynamics when the second moments have reached steady state, as given by Eq.
4.19.

For better simulation behavior, we make a change of variables and write the two quadra-
tures operators x and p in the lab frame in terms of X and P in the rotating frame, namely,

xr = X(t) cos(wt) + P(t)sin(wt)/(mw), (4.23a)
p = —mwX (t) sin(wt) + P(t) cos(wt). (4.23b)

The expectation values of the quadrature operators obey the same transformation rules
above, obviously. Then the dynamics in the lab frame, Eq. 4.21, can be translated to the

following dynamics in the rotating frame!©:

d(X)(t) = dZ(t) cos(wt) — dp(¢) sin(wt)/(mw), (4.24a)
d(P)(t) = mwdi(t) sin(wt) + dp(t) cos(wt). (4.24b)

where the right hand side can also be written in terms of (X)) and (P) using Eq. 4.22 and
4.23.

In the following subsections, we will explore the state stabilization problem where the
goal is to center the state at an arbitrary point ((X) = X, (P) = P,) in the rotating frame.
Also, (z,4(t), py(t)) denotes the same target state in the lab frame, which is again related to
(Xy, P,) with the transformation Eq. 4.23. The cooling problem can be viewed as a special
case where X, = 0 and P, = 0.

4.3.1 2z and p Control

In the case where both x and p control are feasible, any state can be driven exponentially close
to the target state (x,(t), py(t)) by setting oo = 2C,,, 5 = =2V, fu(t) = (v + 8nkVy)z,(1),
and f,(t) = ypy(t) + 8nkCypx,(t).!! Then Eq. 4.22 becomes

dF(t) = —((2) () — 24(8))dt — SnkV,((@)(£) — 2, (8))dt, (4.250)
dp(t) = —7((P)(£) — py(0))dt — 8pkCop((2) (1) — 24(8))at (4.25)

The idea behind this setting is two-fold. First , the measurement noise (dW terms)
is completely canceled out by feedback and the evolution is deterministic.'?> Second, the
relaxation terms, which are proportional to the error signals (x) — x, and (p) — p,, correct
any deviation from the target state. (The term (z) — z, in the dynamics for p,(¢) does not
act as a feedback, but it does not do much harm either. It will eventually decay to zero

10Ref. [25] did the frame change using the rotating wave approximation, but we are doing it rigorously.
HOur settings generalize those in Ref. [24], which studied the cooling problem, i.e., Xg=0and P, =0.
12Similar noise cancelling behavior is also observed in feedback control of a single qubit [64].
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when the target state is approached.) Therefore, any initial state can be perfectly stabilized
as illustrated in Fig. 4.3a. We note that f,(¢) and f,(¢) here are basically (time dependent)
offsets that are independent of the measurement current, so the scheme described above is
essentially a current proportional feedback.
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Figure 4.3: The evolution of X and P quadratures in the rotating frame of an oscillator
subject to an x and p control Hamiltonian. The parameters of the oscillator are as follows:
m=1w=1,1n=0.1, k=0.02, v =0. The initial state is set to X, = 10, P,/(mw) = 10
and the target state is set to X, = 6, P,/(mw) = 4. For the integral control, the characteristic
time 7; for the exponential filter is set to 0.047". The chosen feedback strengths are very
optimal.

Now let us see what happens when we use integral control. We would like to average out
the currents up to about time 7; in the past, so we process the current with the following
exponential filter:

1 [t
I(t) = T—/ j(s)exp(—(t —s)/mr)ds. (4.26)
I J-c0
A very good choice of feedback making use of such an integral filter is the following:

fo(t) = =2V (I(t) — dnkag(t)) + yug(t),
fo(t) = =204, (1(t) — dnkg(t)) + vpy(). (4.27)

The idea behind the choice of coefficients in this current integration feedback is similar to the
case of the current proportional feedback above, namely noise cancellation and correction
based on the error signals. A typical evolution, from the same initial states as in the pro-
portional case, is shown in Fig. 4.3b. One can spot a systematic deviation from the target
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state; this deviation can be removed by adjusting the coefficients in front of z, and p, in the
feedback. However, there is nevertheless randomness in the evolution because we are not
able to cancel out the noise precisely in the integral feedback.!® Hence, the actual state will
fluctuate around the target state, preventing perfect state stabilization. We will see in the
next subsection that another good choice of filter is the sinusoidal filter, but we nevertheless
get this stochastic behavior for virtually all filters. We therefore conclude that if we have
access to both x and p control, integrating the current will only make things worse.

4.3.2 x Control only under Rotating Wave Approximation

Let us now explore what will happen if we only have access to a control Hamiltonian that
is proportional to x. It physically represents a force, which is most realistic. Because the
strength f, for the control Hamiltonian x enters the dynamics in d(p) as indicated in Eq.
4.22, getting a good estimate of (p) would be very helpful. However, the measurement
current only directly reveals information about z. In order to proceed, we will integrate the
current with sin and cos filters to get good estimate of the two quadratures (X) and (P) of
the oscillator in the rotating frame, as Doherty suggests [25]:

= /h/(mwkn) / ) cos(ws)ds /Ty, (4.28a)
= /hmw/(kn) / ) sin(ws)ds /7, (4.28b)

where 77 should be chosen as an integer multiple of T'/2, especially when it is small.

Let us also write the feedback strength f,(¢) in terms of two lab frame quantities fx(¢)
and fp(1)

fp(t) = —2mw fx (t) sin(wt) + 2 fp(t) cos(wt). (4.29)

In order to come up with a simple dynamical equation, let us apply the rotating wave
approximation [25], which only discerns dynamics on a scale larger than one period of oscil-
lation. This approximation is valid when k¥ < mw?/h, and fx together with fp are slowly
varying. In this picture, the effective measurement strength is K = hk/(mw), and the above
two quadrature currents can be written as [25]

Tx(t) = 2/nK(X)(t) + /B (mw)ex, (4.30a)
Tp(t) = 20K (P)(t) + VEmwep, (4.30b)

where £x and £p are two independent Wiener noise processes.!* Also, under rotating wave
approximation, the state evolution, Eq. 4.24, can be simply expressed as [25)]

A(X)(t) = —(X)()dt + fx(t)dt + 2¢/nk(VodWx — CopdWp / (mw)), (4.31a)

13There is no precise noise cancellation in integral feedback because the measurement noise term dW is
singular but the integral feedback term is regular, i.e., is O(dt?).
“They come from the two quadratures of the original Wiener noise in j(t).
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A(P)(t) = —y(P)(t)dt + fp(t)dt + 2v/nk(mwV,dWp + Copd W), (4.31b)

where fy and fp can be anything dependent on Jx and .Jp as a result of the feedback. A
sensible integral feedback with strength uyx and up and characteristic filter length 7; can be
written as

ux t

fx(t) = el Jx(s)exp(—(t —s)/mr)ds + vX,, (4.32a)
fp(t) = :L_—I; : Jp(s) exp(—(t — s)/mr)ds + v P,. (4.32Db)

The proportional feedback can be understood as the 7; — 0 limit as before. It can be simu-
lated by directly setting fx = uxJx +vX, and fp = upJp +vX,. We note that physically
77 needs to be at least on the order of a period for a valid rotating wave approximation, and
a sinusoidal filter (which is an integration) needs to be applied anyway. However, it is still
insightful to study mathematically this proportional feedback limit of the above rotating
wave dynamics.

One can see that choosing ux = up = —2v/mwnk/hV, results in a good cancellation of
the measurement noise V,dWyx and V,dWp from Eq. 4.31. Fig. 4.4 compares the behavior of
a proportional and an integral control strategy with this strength. One can see the integral
control protocol has much more fluctuation, although both reach the target state. (For the
proportional control, there is a tiny amount of fluctuation due to the terms C,,dWp and
CrpdWx in Eq. 4.31, but it is invisible to the eye in these plots because C,,, is very small.)

The quality of the feedback can be quantified by the control error, which we define as

e= \/E[mw(<X> = Xg)2 + ((P) = Fy)?/(mw)]/(2h) (4.33)

in the long time limit (i.e., when e reaches a constant value). E means the expectation value,
which can be well approximated by averaging over many runs of simulation.

Analysis of the dependence on filter integration time 7; shows that in this situation,
instead of having an optimal 7;, the quality of the integral control decreases monotonically
with 77. Fig. 4.5 plots the relation between longtime control error e and filter time 7; for
k = 0.01. (e scales as v/77k and is independent of 7 approximately.) The reason why the
proportional feedback outperforms the integral one is again that the former is better at noise
cancellation.

As we mentioned earlier, physically, integrals of the measurement record are needed to
obtain Jx and Jp in all feedback control protocols in this subsection. However, an engineered
true proportional feedback protocol with fixed delay can also stabilize the state to the target
state very well, as we now show.

4.3.3 x Control only without Rotating Wave Approximation

Let us come back to the original dynamics, Eq. 4.21 and 4.22, without the rotating wave
approximation. We assume the weak measurement condition, k < mw?/h, as usual. Under
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Figure 4.4: The evolution of X and P quadratures in the rotating frame of an oscillator
subject to an x feedback Hamiltonian. The plots show typical simulation trajectories of Eq.
4.31, the dynamics the under rotating wave approximation. The parameters of the oscillator
are as follows: n = 0.4, k = 0.01, v = 0. Feedback strengths are ux = up = —2\/mwnk/hV,.
The initial state is set to X, = 10, P,/(mw) = 10 and the target state is set to X, = 6,
P,/(mw) = 4. For the proportional control, 7p = 0, and for the integral control, 7, = 47"

x control only, 5 = 0 and f, = 0. One can see from Eq. 4.22 that the only non-noisy
term involving « is —4nka(x)(t — 7p)dt. However, this term is almost useless if 7p = 0,
because x and p are roughly 90° out of phase with each other. Indeed, in the absence of 7,
the trajectories do not have any converging behavior if we do proportional x feedback with
zero delay. However, since (x)(t — 7'/4) is roughly proportional to —(p)/(mw), therefore,
we would like to choose 7p = T'/4 as the delay. We follow the line of logic in Subsec. 4.3.1
to tune the strength and offset of the feedback to achieve noise cancellation. We find that
a ~ —2V,mw with f, = (v — 4nka/(mw))p, gives near optimal behavior. The result is
shown in Fig. 4.6a.

Next, let us compare this time delayed proportional feedback strategy with integral strate-
gies. The sinusoidal filter mentioned in Sec. 4.3.2 can be reformulated in the following way
without invoking the rotating wave approximation.

The quadrature currents Jy and Jp are obtained with integration time 77, as defined in
Eq. 4.28. Because Jx and Jp are proportional to X and P in the rotating frame,

T,(t) =, /%(—maﬂx (¢) sin(wt) + Jp(t) cos(wt)) (4.34)

is a good estimator of the momentum (p) in the lab frame. We can feedback on this p
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Figure 4.5: This plot shows the long time control error, e, vs. the integration time, 7;.
71 = 0 means proportional control without delay. The parameters of the oscillator are as
follows: n = 0.4, k = 0.01, v = 0. Feedback strengths are uxy = up = —2/mwnk/hV,. e is

calculated by averaging over 20000 runs.

estimator by setting
fo = —=8knVa(Jp — pg) + 7Py, (4.35)

for best noise cancellation as usual.'®> Also, we saw in Subsec. 4.3.2 that the long time
error increases monotonically with the integration time, so for best behavior we would like
to choose the smallest sensible 7, i.e., 77 = T/2.'® Fig. 4.6b shows the dynamics under
integral feedback with the above near optimal parameter setting.

The performance of the proportional strategy with 7p = T'/4 (Fig. 4.6a) is comparable
to that of the integral feedback with 77 = T'/2 (Fig. 4.6b). It is hard to judge which is
better from Fig. 4.6, and we need to calculate the long time error e. Fig. 4.7 shows that the
integral feedback is slightly better than the proportional one for a wide range of 7. (e scales
as V' k approximately for both strategies according to our simulation.) It can be understood
intuitively as follows: the average delay of the information coming from the integral is 7'/4,
the same as that from the proportional feedback. However, it is slightly advantageous to
have the tempered version of the noise injected through the feedback instead of in a single
shot, which gives the integral strategy the relative edge.

15This setting is this equivalent to ux = up = —2/mwnk/hV, under rotating wave approximation
mentioned in the last subsection.
16We also verified this monotonic increase in simulations without the rotating wave approximation.
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Figure 4.6: The evolution of X and P quadratures in the rotating frame of an oscillator
subject to an x feedback Hamiltonian without invoking the rotating wave approximation.
The parameters of the oscillator are as follows: m =1, w =1, n = 0.4, k£ = 0.01, v = 0.
The initial state is set to X, = 10, P,/(mw) = 10 and the target state is set to X, = 6,
P,/(mw) = 4. For the physically proportional control, 7p = 7'/4, and for the integral control,
77 = T/2. The chosen feedback strengths are very optimal for both.

4.3.4 Conclusion

We saw that for both control cases (z and p controls, or x control alone under the rotating
wave approximation) in the harmonic oscillator state stabilization problem, filtering the
current does not help. This behavior can be understood as follows. Our feedback can
effectively correct any incremental measurement noise. As far as the first moments of a
Gaussian state is concerned, the x measurement generates a translation (shift) in z and p. If
we have control over both x and p, this translation can be well compensated by a feedback.
Even if we only have an x control Hamiltonian, we effectively achieve control over both X
and P in the rotating frame by adjusting the phase of the fast oscillating x control pulse.
This manifests itself in the noise cancellation behavior that is common for the harmonic
oscillator state stabilization. Therefore, we are better off correcting the noise right away
rather than waiting for an integration to be done while noise accumulates.
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Figure 4.7: This plot shows the long time control error, e, vs. the measurement efficiency,
7, for both the physically proportional feedback and the integral feedback without invoking
the rotating wave approximation. The parameters of the oscillator are as follows: m = 1,
w =1, k = 0.02, vy = 0 and the target state is set to X, = 6, P,;/(mw) = 4. For the
physically proportional control, 7p = T'/4, and for the integral control, 7; = T'/2. The error
e is calculated by averaging over 20000 runs.
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Chapter 5

Optimal Control Protocol Analysis:
an Example with Qubit Purification

'Finding an optimal control strategy is always insightful for understanding the potential and
limitations of quantum control. In optimality analysis, we usually relax many experimental
constraints and study what is the best strategy theoretically. In this section, we present a
simplified form of the verification theorem (Appendix 5.A) to examine the global optimality
of a control protocol. As an example, we study the effect of experimental imperfections
on the optimality of qubit purification protocols. Specifically, we find that the optimal
control solutions in the presence of detector inefficiency and non-negligible decoherence can
be significantly different from the known solutions to idealized dynamical models.

5.1 Introduction

Pure quantum states, states of systems with minimum classical uncertainty, are an ideal
resource for many tasks in quantum information processing, including teleportation, quan-
tum coding and error correction [80]. However, frequently the states of systems encountered
in the laboratory are mixed quantum states that contain classical uncertainty about var-
ious aspects of the particular physical system of interest. Ordinarily this uncertainty can
be removed, and the state purified, by an appropriate measurement or cooling procedure.
Such purification is often a first, and critical, step in many quantum information processing,
communication, and metrology protocols.

For many physical systems a measurement is properly treated as a finite timescale dy-
namical process as opposed to an instantaneous projective operation. In such systems, the
measurement timescale (the time taken to complete a measurement and collect enough in-
formation to distinguish between the possible classical outcomes) is long enough that one
can perform operations on the system during the measurement process. Such measurements
are referred to as weak measurements. Some examples of quantum information systems that

!The bulk of this chapter is adapted from Ref. [64].
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can operate in regimes of weak measurement are quantum dots monitored by quantum point
contacts [37], and cavity QED implementations in optics [45], or the solid-state [118].

In the case of purification implemented by a weak measurement, it is natural to ask
whether it is possible to accelerate the purification process by performing operations during
the measurement. Jacobs showed in Ref. [56, 57] that in an ideal scenario it is possible
to increase the instantaneous rate of purification by adding feedback operations that are
unitary rotations conditioned on the information collected by the weak measurement thus
far. Specifically, Jacobs showed that in the case of a single qubit with perfect efficiency
measurement, no decoherence, and arbitrarily strong feedback (what we will call the ideal
case), a feedback strategy that always maintains a two-level quantum system (qubit) in
an unbiased basis with respect to the constant measurement basis results a maximization
of the instantaneous rate of purification. We shall refer to this protocol as the unbiased
measurement protocol 2. Subsequently, Refs. [15, 104, 16] generalized this result and showed
that in the ideal case it is possible to utilize feedback to increase the instantaneous rate of
purification for arbitrary finite dimensional quantum systems. Wiseman and Ralph [12§]
have noted that it is useful to separate two different goals in the task of quantum state
purification: the first goal, which we refer to as max purity, is that of maximizing the
average purity of the system at a given time, while the second goal, which we refer to as
min time, is that of minimizing the average time taken to achieve a given purity. These
authors show that Jacobs’ unbiased measurement strategy (which consequently maximizes
the instantaneous rate of purification) is advantageous for the max purity goal, while a
diagonal measurement strategy, which measures in the diagonal basis of the qubit state (and
requires no feedback), is better for the min time goal. In fact, Wiseman and Bouten [129]
later proved that in the ideal case the unbiased measurement strategy is the optimal one for
purifying qubits with the max purity goal and that the diagonal measurement strategy is
optimal for purifying qubits with the min time goal. This highlights another reason why
quantum state purification is an important problem in quantum control theory. It is one
of very few problems in this domain where questions of optimality can be constructively
addressed. In contrast to this situation for the state purification problem, the optimality of
most quantum feedback protocols cannot be assessed in a constructive manner.

All the above works address the problem of quantum state purification in the ideal case
where the measurements are of unit efficiency (i.e., where the measurement-induced state
disturbance is equally compensated by a gain in information about the state [126]) and the
feedback action is arbitrarily fast. Both idealizing assumptions must typically be relaxed in
realistic systems. In Ref. [39], Griffth et al. relax the arbitrarily fast feedback assumption
and consider the performance of both the unbiased measurement and diagonal measurement
protocols for purifying the state of a superconducting Cooper pair box qubit. More recently,
Combes and Wiseman [14] have analyzed the impact of a wider array of imperfections on
the unbiased measurement protocol for purification, including finite strength feedback, time
delay in the feedback loop, calibration errors, measurement inefficiency, and decoherence.

2Tt is implicit in the name that this protocol requires feedback to maintain the unbiased state.
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Both of these studies indicate that the acceleration of purification rate by feedback is severely
hampered by practical constraints.

In this work, we extend the study of quantum state purification by studying the op-
timality of purification protocols in the presence of key experimental imperfections. The
imperfections we consider are measurement inefficiency and extrinsic decoherence as a result
of environmental noise. Both these imperfections will be present in most quantum informa-
tion processing architectures. Hence it is important to consider their effects on purification,
and also to formulate optimal strategies for purification in their presence. We do not consider
the imperfections arising from finite strength feedback or time delay in the feedback loop,
since it is much more difficult to analyze optimality in the presence of these features. The
remainder of the paper is structured as follows. In section 2 we introduce the physical sys-
tem and dynamics we will analyze. In section 3, we find the time local optimal strategy for
purification in the presence of imperfections. Section 4 discusses the global optimality of the
locally optimal strategy for the max purity goal, using a simplified form of the verification
theorem (as part of our calculations we derive a simplified form of the verification theorem
[54] for verifying global optimality of control protocols, which is presented in appendix A).
We also compare the global optimality of the local strategy formulated here against other
known protocols. Then the global optimality of local strategy for the min time goal is
discussed in section 5. A summary and conclusions are presented in section 6.

5.2 Dynamics

We restrict our attention to the case of a quantum two-level system (qubit). Although this is
the simplest finite dimensional system, it is also the most relevant from a quantum informa-
tion perspective since physical implementations of qubits are the fundamental building blocks
for most quantum information tasks. In addition, to examine the effect of imperfections on
state purification, it suffices to examine the case of a qubit.

The system is subject to a weak, continuous measurement of an operator M with strength
k and efficiency n. In addition, we assume the qubit is coupled to a low temperature en-
vironment which induces relaxation and decoherence dynamics on the qubit. The master
equation describing the time evolution of a qubit with such dynamics is given by [9, 126]

dp =y D]o_]pdt + 74 D|o.]p/2dt + D[V2kM|pdt + H[/2knM]pdW, (5.1)

where p is the qubit density matrix, dWW is a Wiener increment, and we have set h = 1.
The super-operators in this equation are defined as: D[A]p = ApAT — 1(ATAp + pATA) and
H[A]p = Ap+pAT—Tr[(A+ AY)plp. This equation is in a rotating frame with respect to a free
Hamiltonian of the form %w(t)az, and M and p should be interpreted in this rotating frame.
Here we have utilized the Born and Markov approximations of the noisy environment in order
to summarize its effects on the qubit as Markovian dephasing at rate vy, and relaxation at
rate 1. Since the environment is considered to be at low temperature (kT < w), we only

consider its de-excitation (relaxation) effects on the qubit. The time-dependent measurement
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results, or measurement current, that generates conditioned evolution by Eqn. (5.1) can be
expressed as:

1(t) = VRT[(M + M)o()] + £(t)/ Vi (5.2)

where £(t) = dW/dt in a white noise process. In this paper, we assume that the measurement
is along the computational basis axis, i.e. M = J, = 0,/2 (note that this M has no time
dependence in the rotating frame).

Finally, we add a time-dependent coherent rotation of the qubit, F'(t), that constitutes
our feedback Hamiltonian. F(¢) could be based on the measurement results up to ¢ and
generates the following dynamics in addition to Eqn. (5.1) [126]:

o] = —i[F(2), p]. (5-3)

We consider feedback of arbitrary strength for convenience, including infinite strength
feedback which is modeled as instantaneous unitary rotations at any time superposed on the
evolution given by Eqn. (5.1).3

Because of rotational invariance about the z axis, going away from the x — z plane does
not aid purification. Thus, without loss of generality, we may restrict our attention to the
Bloch vector components z and z, and consider the feedback rotation to be about the y axis.

Without feedback, the evolution of the Bloch vector components of the qubit (p = (1 +
xo, +yo, + 20,)) is

dr = —(vy2 + k)xdt — \/2knzzdW, (5.4a)
dz = —(y1 +m2)dt + +/2kn(1 — 2*)dW, (5.4b)

where v = 71 /2 + 74 and r = Va? 4 22.
Using Ito’s lemma [126], we can translate Eqn. (5.4) into the following dynamic equation

for the variable r = v/ 22 + 22, the length of the Bloch vector:
dr =[r(y2 —m) + k(r — 2)]u2dt — yudt
+ [k(g — 1) — yor]dt + \/2kn(1 — r*)udW, (5.5)

z

with u = 2 4 Note that for © = &1 we have z = Z£r and the state lies on the z-axis.
For —1 < u < 1, the Bloch vector makes a non-zero angle with the 2z axis. The feedback

3Protocols that require “infinite” feedback strength may be approximated reasonably well in circuit QED
[118], where microwave rotations are significantly faster than other relevant timescales, namely, |F(t)| >
ku V15 V-

4The apparent singularity at » = 0 can be removed by changing the state variable from r to the purity,
P, as we will see in Eqn. (5.7). However, because the qubit dynamics are more readily visualized in terms of
the Bloch vector r, and expressions look simpler in 7, we will use r as our state variable for the greater part
of the presentation in this paper (in situations where the singularity does not affect our results). Numerical
calculations of Eqn. (5.5) are handled by setting u = —1 at the origin to avoid the singularity.
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control (which is a unitary rotation) does not affect the above dynamical equation for r,
but it does affect the dynamical equation for w (which is not shown here). However, the
assumption of arbitrary strength feedback simplifies the treatment since it implies that we
can set u arbitrarily by instantaneous rotation at any time. Therefore, we identify r as our
state variable and u(r,t) € [—1, 1] as our control input in the above dynamics. Some of the
actual controls we consider for various optimality conditions below require infinite strength
feedback while others do not, and we will make this requirement explicit when relevant.

Finally, we also write down the special case of Eqn. (5.5) with no decoherence for later
convenience. That is, when v, = 7, = 0,

dr = k(r — g)(u2 — 1)dt + /2kn(1 — r*)udW. (5.6)

5.3 The Locally Optimal Strategy

In this section, we will formulate a locally optimal strategy that maximizes the instanta-
neous rate of purification in the presence of measurement inefficiency and decoherence. This
strategy is the generalization of the unbiased measurement protocol [56, 57] which is also a
locally optimal strategy, but was also shown to be globally optimal for purifying qubits with
the max purity goal, in the ideal case with no imperfections [129]. In the following sections,
we will analyze whether this locally optimal strategy is also globally optimal for any goal in
the presence of imperfections.

We begin by writing an equation of motion for the purity, which is defined as: P =
Tr[p?] = 5(1+7?). Using Ito’s lemma and Eqn. (5.5), we obtain the rate of change of purity
as

dP =[yo — v + k(1 — 20 + nr?)|r*u’dt — yrudt
+ [kn — (o + k)r?]dt 4+ /2kn(1 — r*)rudW. (5.7)

This equation consists of a deterministic quantity and a stochastic quantity that is propor-
tional to dWW(t). The former gives the rate of change of average purity, (P), since dW (t)
averages to zero. Here the angle brackets indicates an average over the stochastic noise pro-
cesses. Notice if write r in terms of P on the right hand side, r = /2P — 1, this equation can
be regarded as the dynamics for the state variable P. Maximizing the instantaneous average
purification rate, (P) by choice of rotations around the y axis is equivalent to maximizing
the following quadratic function of wu:

flu) = [y — 71 + k(1 =20+ pr?)]r*u® — yru. (5.8)

The control that maximizes this function can be considered a locally optimal strategy since
it maximizes the instantaneous rate of change in average purity, and we label it w;,(t). It is
not a priori clear that such a locally optimal strategy will be globally optimal for either the
max purity or min time purification goals, and we will investigate this issue in sections 4
and 5 below.
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5.3.1 Local optimality in the absence of decoherence

Consider v, = 7,4 = 0, in which case, f(u) = fuo-decoherence(tt) = k(1 — 20 + nr*)r?u®. The
maximizers of this function are easily found and are summarized in Table 5.1. Interestingly,
the 1/2 < n < 1 case introduces a fragmentation of the locally optimal control strategy that
is not present in the ideal case (n = 1).° Also, Table 5.1 shows that if n < 1/2, the locally
optimal strategy is simply to measure diagonally by keeping the state of the qubit in the o,
basis, i.e., |u(t)| = 1. The simplest way to implement this diagonal measurement strategy
is to perform an initial instantaneous rotation to the z axis (since control is assumed to
be instantaneous and at no cost) and no successive feedback, and we will call this the no-
feedback diagonal measurement protocol. On the other hand, when n = 1, which is the ideal
case that was analyzed in Ref. [56] , we recover the unbiased measurement protocol as the
locally optimal strategy: u(t) = 0. This protocol keeps the qubit in an unbiased basis with
respect to the measurement, and u(t) = 0 = z(t) = 0 is maintained by strong rotations.

In the intermediate case where 1/2 < n < 1, a critical Bloch vector length emerges,
r* = /2 —1/n, around which the locally optimal strategy switches between the diagonal
measurement, protocol and the unbiased measurement protocol. That is, when r < r* the
feedback-induced control u = 0 maximizes the rate of change of average purity, while when
r > r*, the strategy of diagonal measurement maximizes this quantity. We note that there
is a critical purity corresponding to the critical Bloch vector length, given simply by P* =
T+ =13-1/n).

A note is in order about the feedback nature of this locally optimal strategy. Obviously
|u(t)] = 1 requires no feedback since this corresponds to constant rate measurement along
a fixed axis (0,) and F(t) = 0. wu(t) = 0 on the other hand requires maintaining the
Bloch vector along the z-axis despite measurement-induced fluctuations causing deviations
from this axis. To do this, as specified in Jacobs’ original unbiased measurement protocol
[56, 57, 14] the feedback Hamiltonian must be proportional to the measurement current:
F(t) = mn% J,. This is a conditioned rotation since it is inversely proportional to x(t),
the 2 projection of the Bloch vector at the current time instant.® However, it should be noted
that this protocol does not require real-time state estimation to execute. This is because in
the presence of the feedback, when wu(t) = 0, the evolution of the x component of the Bloch
vector is deterministic, since the feedback effectively cancels the stochastic component of
the evolution. In contrast, the locally optimal strategy when 1/2 < n < 1 requires a switch
between the diagonal measurement protocol and the unbiased measurement protocol when r
crosses r*. In order to implement this, one requires a real-time estimate of the length of the
Bloch vector, r(t), which does not evolve deterministically when u # 0 as can be seen from
Eqn. (5.5). Furthermore, this optimal strategy requires one to rotate the state between the

5We note that Combes and Wiseman have previously suggested that such a fragmented, or switching,
strategy might be optimal in their study of purification under imperfections [14].

6Technically, this F(t) is an unbounded Hamiltonian since dW (t) is unbounded, and furthermore, the
initial state z(0) = 0. However, it has been shown that tempered approximations of this Hamiltonian suffice
to implement the unbiased measurement protocol [14].
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x and z axes as the Bloch vector length crosses r*. More precisely, for » < r*, the feedback
prescribed by the unbiased measurement protocol maintains the state on the z-axis (which
is unbiased with respect to the measurement along z-axis). When the Bloch vector length
increases to r > r*, the locally optimal strategy prescribes a fast rotation of the state from
the z-axis to the z-axis (a 7/2 o, rotation) followed by no feedback (unless r < r* again at
a late time due to the stochastic evolution of purity under diagonal measurement). These
operations require real-time state estimation in addition to rotations that take negligible
time. Such requirements make implementation of the locally optimal strategy challenging
when 1/2 < n < 1.

Table 5.1: The strategy that maximizes the instantaneous rate of increase of average purity
(the locally optimal strategy) when v; = v, = 0. r* = /2 — 1/n is the critical Bloch vector
length at which there is a discontinuous change in protocols when 1/2 < n < 1.

n<1/2 1/2<n<1 n=1

0 ,r<r*
u(rit) £l {il r> ot

To illustrate the behavior of purification in the case when 1/2 < n < 1, Fig. 5.1 shows
the average rate of change of purity as a function of the instantaneous purity under both
the unbiased measurement protocol and the diagonal measurement protocol. The rate of
purification decreases with the instantaneous purity for both protocols, but while this rate is
always positive for the diagonal measurement protocol, it can be negative for the unbiased
measurement protocol when the purity is large. This is the reason it is advantageous to
switch to the diagonal measurement protocol at large purity values. Physically, the reason
for this switch is that the feedback required for the unbiased measurement protocol is non-
ideal for inefficient measurement, and hence for Bloch vectors that are already large it is
preferential to switch off the non-ideal feedback.

Analytical solution for purity evolution when 1/2 < n < 1 When n < 1/2, the
locally optimal strategy is simply measurement along a fixed basis, and in this case an
analytical form for the probability distribution for r, the length of the Bloch vector, is easily
computed and given in section 4.1 below (since the evolution is simply diffusion along the
z-axis after a possible initial rotation to move the state to this axis). Similarly, when n = 1,
when the locally optimal strategy is the unbiased measurement protocol, an expression for
the probability distribution for r is given in Ref. [56] (not in closed form however). Here
we complete this characterization and calculate an analytical expression for the probability
evolution for 7 in the case of qubit evolution under the locally optimal strategy when 1/2 <
1 < 1. Note that this case is significantly more complicated than the other two mentioned
above since it involves a switching of protocols around the point r*.



CHAPTER 5. OPTIMAL CONTROL PROTOCOL ANALYSIS: AN EXAMPLE WITH
QUBIT PURIFICATION 74

0.8

<dP/dt>=0
= Diagonal measurement
“““““ Unbiased measurement

o7t \

061

0.5

0.4r

0.3

<dP/dt>

0.2}

01} -, (P'<dPrt>] )

-0.1

0.5 0.6 0.7 0.8 0.9 1

Figure 5.1: Average rate of change of purity as a function of instantaneous purity in the
presence of measurement inefficiency, for the diagonal measurement protocol (|u(r,t)| = 1)
and the unbiased measurement protocol (u(r,t) = 0). The point where the locally optimal
strategy switched between these protocols is indicated as P*. Parameters used for this plot
are k =1,17=0.8, and 71 =7, = 0.

Consider a known initial state of the qubit on the z-axis with 7(0) = r¢ (e.g., 7o = 0 when
po = I/2). The probability distribution function p(r,t) of the Bloch vector length at time ¢ is
given by the following Fokker-Planck equation with the initial condition p(r,0) = §(r — ro):

%p(r, p = %[k(g -
+ L lhn(1 — 26 )l )], (5.9

where 0(x) is the Heaviside step function.

First consider ry > r*. In this case the locally optimal strategy implements the diagonal
measurement unless the random (diffusive) evolution results in 7(t) < 7* at some future time
t. But when this happens the strategy switches to the unbiased measurement protocol which
deterministically increases purity until r(t+At) > r* and we are returned to the region where
the diagonal measurement protocol is preferred. Therefore, for this initial condition r will
not go below r* for a finite time. Hence we consider the following ansatz for the probability
distribution function for r:

p(r,t) = p1(t)o(r — %) + po(r, t)0(r — r*). (5.10)

Given this ansatz, the Fokker-Planck equation can be translated into the following set of
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equations with initial conditions ps(r,0) = §(r — ro) and p;(0) = 0:

L= Ppalr”, 1) = (0 — ) (1), (5.112)
& lhn(1 =Pt )l = o) (511b)
9 palr, 1) = s lkn(1 — 1 *)Ppa(r, 1), (5.11¢)

Note that in the region r > r* Eqn. (5.11)c is the Fokker-Planck equation. Eqn. (5.11)b
enforces probability conservation at the boundary r = r*. This set of equations can be solved
by an appropriate change of variables: we calculate the solution explicitly in Appendix 5.C.
This analytical solution will be utilized when assessing global optimality in the section below.

Now consider the alternative initial condition where ro < r*. In this case, the locally
optimal strategy implements the unbiased measurement protocol,which will deterministically
increase the purity of the qubit according to:

(t) = \/n— (= ri)e2 (512)

This continues until the critical Bloch vector length is reached and the locally optimal strat-
egy then switches over to the diagonal measurement protocol. Let r(t*) = r*. Then, after ¢*,
the non-deterministic diagonal measurement protocol is employed and we simply solve for
the qubit dynamics that this prescribes, i.e., solve Eqn. (5.11) for the distribution function
with the initial condition po(r,t*) = 0(r — r*).

Together with the explicit characterizations of evolution under the locally optimal strate-
gies when 7 < 1/2 and n = 1 described above, this analytic characterization of the probability
distribution for the Bloch vector length now provides a complete picture of the evolution of
qubit purity under the locally optimal strategy for any measurement efficiency.

5.3.2 Local optimality in the presence of decoherence

In this subsection, we expand our analysis of locally optimal strategies that maximize the
instantaneous rate of increase of average purity to the case where decoherence is present.
Recall that the general expression for instantaneous average purification rate, which we want
to maximize, is given in Eqn. (5.8). For general v;, 74, and 7, in order to maximize f(u) we
require:

—Lif oy 4 2r[ye = + k(L =24+ nr?)] > 0

() = { ~ :
o S ha i R(I—Zyn)]  Otherwise

For the explicit calculations in this work, we will focus on the most realistic situation,
where v, # 0, 74 # 0, and < 1.

Here, the counterpart of the regime where n < 1/2 in the previous case of no decoherence
is the parameter space that yields w,(r,t) = —1. A sufficient condition for this is v, + k(1 —
2n) > 0. In the presence of decoherence, the term —yyru in f(u) (see Eqn. (5.8)) ensures



CHAPTER 5. OPTIMAL CONTROL PROTOCOL ANALYSIS: AN EXAMPLE WITH
QUBIT PURIFICATION 76

that v = 41 is no longer a maximizing control. Physically, this simply means that because
of uncontrollable relaxation (a T3 process), it is not advantageous to attempt to purify to
the excited state of the qubit. Instead, maintaining u = —1 == 2z < 0 is the locally
optimal strategy. Now to keep the z-component of the qubit negative, we must flip the
qubit (e.g., apply 7 rotation around y axis) whenever our o, measurement indicates that it
is positive. Therefore this control corresponds to simply having a constant ¢, measurement
(which induces diffusive motion along the z axis) that is interrupted by strong o, rotations
whenever z(t) > 0. Such a feedback protocol requires continuous real-time state estimation.
We shall refer to this strategy of maintaining the z-component of the qubit negative as the
negative diagonal measurement protocol.

The negative diagonal measurement protocol is expected to have better performance than
the no-feedback diagonal measurement protocol” both locally and globally, as long as v; > 0.
The o, measurement has a chance of moving the qubit to the z > 0 region and when this
happens, the strong feedback rotation in the negative diagonal measurement protocol will
change the term —v;z in Eqn. (5.7) to 42, while keeping all others invariant. This will
generate a larger instantaneous purification rate. Therefore, for any noise realization dW (t),
the negative diagonal measurement protocol gives a trajectory that has a purity larger than
or equal to evolution under the no-feedback diagonal protocol at any time. We will see this
manifest in the numerical simulations assessing global optimality in sections 5.4 and 5.5.

In the parameter space where w,(r,t) % 1, w,(r,t) has complicated dependence on r.
We have plotted its value for a typical set of parameters in Fig. 5.4a. When the condition
Y1+27 [y —y1+k(1—2n+nr?)] > 0 is not met, one must perform precise rotations around the
y axis so that u = T p— +IZ(11—277 7] is maintained. This also requires continuous real-time
state estimation, and furthermore, requires precise knowledge of all the parameters in the
system. Executing this locally optimal strategy in the presence of decoherence is hence very
challenging from a practical standpoint.

The locally optimal strategy in the presence of decoherence is significantly more complex
than that in the absence of decoherence. As a result we have been unable to formulate an
analytical solution for the probability distribution of the Bloch vector length in this case.

5.4 Global Optimality for the max purity goal

In this section, we will consider the max purity purification goal, i.e., to maximize P(t) =
% + % fol drr®p(r,t) with a fixed purification time ¢, and ask whether the locally optimal
strategies formulated in the previous sections are globally optimal for this goal. We note that
in the ideal case (no decoherence and measurement efficiency n = 1) global optimality of the
locally optimal strategy (i.e., the unbiased measurement protocol when n =1,y = 7, = 0)
was proven in Ref. [129]. In the following subsections we investigate the extent of global
optimality in other parameter regimes.

"While the no-feedback diagonal measurement may come with an initial rotation to either +z or —z axis
in the decoherence free regime, we will choose the more advantageous initial rotation to the —z axis here.
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5.4.1 No decoherence and 1 < 1/2

In this regime, we found the locally optimal control to be u(r,t) = 41, which is the diagonal
measurement protocol. Here we use the verification theorem to prove that the locally optimal
solution is actually globally optimal. Appendix 5.A reviews the verification theorem [54] and
provides a simplified form that is useful for the present calculations. The verification theorem
provides a sufficient set of criteria to test the global optimality of a presumed solution. We
will use P instead of r as the state variable in this subsection to avoid complications deriving
from the r = 0 singularity in the dynamical equation for r (see Eqn. (5.5)). At the first
step, we need to calculate a cost function C'(P,t), which is defined as the average impurity
(L(T)) = 1 —(P(T)) at time T, given that the purity is P at time ¢. For an arbitrary
initial state, the no-feedback diagonal measurement protocol specifies an initial rotation of
the qubit to the z-axis and then simple measurement in the z-basis (no feedback). Since
the initial rotation is assumed to be instantaneous, the dynamics under this protocol is the
subsequent motion along the z axis. This density matrix evolution under measurement alone
can be solved with the method of linear quantum trajectories [55]. Given z(0%) = zy (the 0
time simply indicates the time after the instantaneous rotation to the z-axis), z(¢) can be
written as:

2(R(t)) = tanh(arctanh(zo) + \/2knR(t)), (5.13)
where R(t) is a random variable whose distribution function at time ¢ is given by:
R? 1— 22
p(R, 1) :exp(2—t — knt) ek cosh(arctanh(zg) + v/2knR). (5.14)
T

We find the cost function C(P,t) using this distribution as
exp|—kn(T —t)]\/2(1 — P)
8n(T —t)

+o0 2
/ sech[arctanh(v2P — 1) + \/2knR] - exp|— 2<TR 25)]dR. (5.15)

The G function for our dynamics (5.7), defined in appendix 5.A, is related to the deriva-
tives of the cost function by:

C(P,t) =

[e.o]

2 oC
+ (1 —3n+2nP)

G(P.t) =~ k(2P = 1) - [4n(P = 1) ool
— k(147 —2P) gg (5.16)

The derivatives 2 and g < are continuous over the interval [0, T) as required by the ver-

ification theorem. The cost function in (5.15) gives the G function a nonnegative coefficient
in front of u? (including the minus sign) for all P and ¢. The explicit form of this coefficient is
derived in Appendix 5.B. Therefore, u(P,t) = 1 are the maximizers of the G function, and
the verification procedure concludes that the corresponding diagonal measurement protocol
is globally optimal in this parameter regime.
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5.4.2 No decoherence and 1/2 <n <1

In the regime 1/2 < n < 1, the locally optimal strategy combines the diagonal measurement
protocol and the unbiased measurement protocol, with a switch between these at a critical
Bloch vector length r*. In this case, however, one can show that this locally optimal strategy
is not globally optimal. To do so, we can solve for average purity as a function of time and
compare it against the corresponding purity derived from other protocols. In section 5.3.1
we obtained an analytical form for the probability distribution for the Bloch vector length
as a function of time, p(r,t), when using the locally optimal strategy. With this distribution
function, the average purity, (P(t)), can be calculated by a simple integral.

Figures 5.2a and 5.2b show how the average purity evolves as a function of time (for
three different control strategies) in the absence of decoherence, with parameters chosen
so that 7o < r* and rqg > r*, respectively. We have tested a wide range of parameter
values and the results are qualitatively the same throughout this regime of measurement
efficiency (1/2 < n < 1). With ry < r*, the locally optimal strategy initially outperforms the
diagonal measurement protocol as expected. However, the diagonal measurement protocol
(i.e., constant o, measurement) catches up later and purifies more effectively at late times.
The catch up time occurs before the Bloch vector length reaches r* using the locally optimal
strategy. When ro > r*, Fig. 5.2b, the locally optimal strategy never outperforms the
diagonal measurement protocol &.

The fact that there is a performance difference between the locally optimal strategy and
the diagonal measurement protocol when ry > r* needs some explanation. When rq > r*,
initially the locally optimal strategy is exactly the diagonal measurement protocol. However,
as time progresses, while the diagonal measurement protocol simply causes diffusion of r(t)
along the z-axis, the locally optimal strategy switches to the unbiased measurement protocol
if 7(t) drops below r* at any future time. The subsequent deterministic increase of purity
caused by the unbiased measurement protocol results in r(t + At) > r* again for some
small At. Then the switch back to the diagonal measurement protocol causes diffusion of
r(t) again. The net result of this switching back-and-forth at the boundary is a build-up
of probability at r = r* at intermediate times. This concentration of probability weight at
r = r* gives rise to a smaller cumulative probability in the » > r* region than the diagonal
measurement protocol. This is illustrated in Fig. 5.3, which shows the time-development
of the probability distribution, p(r,t), when rq > r* for both the locally optimal strategy
and the diagonal measurement protocol. This probability concentration at the boundary is
an interesting consequence of the switching behavior of the locally optimal strategy. This
example demonstrates that while protocol switching can lead to local optimality, it can be
detrimental to global optimality in some instances.

We also note that the unbiased measurement protocol eventually performs worse than
both of the other protocols (diagonal measurement and the locally optimal strategy), regard-
less of the initial state. This demonstrates that using the optimal strategy derived for perfect

8For very short times the difference between purities for the two protocols is within numerical error.
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Figure 5.2: Average purity vs. time in the case of no decoherence for the unbiased mea-
surement protocol, the locally optimal strategy, and the diagonal measurement protocol for
two different initial purities. The parameters used here are k = 1, n = 0.84 (r* = 0.9), and

7 =7 = 0.

efficiency measurements 17 = 1 can be inappropriate if actually the measurement efficiency
is less than unity.

From the above analysis we conclude that, for the max purity goal, the locally optimal
strategy, which maximizes the rate of increase of average purity at any time instant, is also
globally optimal for both n < 1/2 and n = 1. Therefore, feedback control is not helpful at all
for the max purity goal when n < 1/2. Instead, the locally optimal strategy in this regime
is simple measurement. In contrast, in the regime 1/2 < n < 1, we cannot conclude that
any strategy is globally optimal.

5.4.3 In the presence of decoherence

We have not been able to apply the verification theorem to prove global optimality of the
locally optimal strategy for the max purity goal in any parameter regime in the presence
of decoherence. However, we speculate that in the parameter regime where the negative
diagonal measurement protocol is the locally optimal strategy (this regime is specified by
the inequality 71 + 27[y2 — 71 + k(1 — 2 +nr?)] > 0,Vr), that it is also the global optimum.
This is because in this regime it is advantageous to cooperate with the relaxation process,
which also induces purification, and this is precisely what the negative diagonal measurement
protocol does. When the locally optimal strategy has a more complicated r dependence
(e.g., that in Fig. 5.4a), we numerically simulate the performance of the four different
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Figure 5.3: Behavior of the solution to the Fokker-Planck equation, Eqn. (5.9) at three
different times ¢, visualized by the distribution of s(t) = arctanh(r(t)) as the qubit evolves
under the locally optimal and the diagonal measurement protocols. Both protocols operate
on a qubit initially at the same purity, with ro = 0.95. Parameters used are the same as in
Fig. 5.2, namely k =1, n = 0.84 (r* = 0.9), and 7y, = 7, = 0.
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protocols we considered so far (using the Euler-Maruyama algorithm [59] for those protocols
involving stochastic integration). Fig. 5.4b shows the behavior of average purity as a function
of time for a typical set of parameters. The performance of the free evolution (with no
measurement at all) is also added for comparison, since the relaxation dynamics itself induces
purification. The negative diagonal measurement protocol is superior to the no-feedback
diagonal measurement protocol as expected. It also achieves greater values of purity than the
locally optimal strategy in the long run, similar to the situation found in the decoherence free
case. The locally optimal strategy is also superior to the no-feedback diagonal measurement
strategy.® The above facts suggest that, in the presence of decoherence, qubit purification
measured by the max purity goal will always benefit from feedback, even though in the
absence of decoherence the corresponding preferred purification strategy may be no feedback
(at long times).

5.5 Global optimality for the min time goal

In this section, we consider the min time goal, i.e., to minimize — f10 tdq(t), where ¢(t) is the
probability of not reaching a fixed target Bloch vector length at time t. We will determine
whether the locally optimal strategies identified above are globally optimal in any parameter
regime for this goal.!”

5.5.1 In the absence of decoherence

For the min time purification goal in the absence of decoherence, Wiseman and Bouten
proved that the diagonal measurement protocol is globally optimal for perfectly efficient
measurements, 77 = 1 [129]. We show here that in the absence of decoherence this is true
for all values of measurement efficiency n using the verification theorem. In this subsection,
we will again use P as the state variable, and r should be interpreted as a function of P,
namely, r = /2P — 1.

Let 7¢ be the final Bloch vector length that we want to achieve. The cost function C'(P, t)
for this goal is the average remaining time of the first passage through r; (r; < 1), given
that the qubit is at r = /2P — 1 (r < ry) at time ¢. We took the approach given in Ref.
[128] to calculate this min time cost, and solved the Fokker-Planck equation with absorbing
boundary conditions at r = r;. If p(r,t) is the solution of this equation, then the probability
of not hitting the target 7, by time ¢ is q(t) = [/ ; p(r,t)dr. The average time of reaching

the boundary is then obtained from ¢(¢) by integration, namely — fooo tq(t)dt = fooo q(t)dt.

9At least when the decoherence rates are not too small.
10We note that a convenient feature of the min time goal is that its evaluation does not depend on the
definition of purity used; any definition of purity as an increasing function of r is equivalent.
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Figure 5.4: Performance comparison of the free evolution, the locally optimal strategy, the
no-feedback diagonal measurement, the unbiased measurement, and the negative diagonal
measurement protocols in the presence of decoherence for initial condition py = 1/2 (ro = 0).
The chosen parameters are k = 1, 7 = 0.91, v; = 0.2, 75 = 0.3. 5.4a plots the locally optimal
strategy for this chosen set of parameters. Notice the switch from the preferred negative
diagonal measurement control at small and large r values (u;,(r,t) = —1) to a more complex
preferred control (u;,(r,t) > —1) for intermediate values of r. 5.4b shows the average purity
(over 40,000 runs) vs. time and 5.4c shows the average purification time (over 20,000 runs)
as a function of the target Bloch vector length for the five protocols. The statistical variation
in the simulations is comparable to the line-width of the plots, so error bars are not explicitly
shown.
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After the initial rotation to the z-axis that the diagonal measurement protocol prescribes,
2(07) = r. Then C(P,t) can be obtained as described above, and takes the form

C(P,t) = (ry x arctanh(ry) — r x arctanh(r))/2kn. (5.17)

Substituting this form into the G function, Eq. (5.16), results in the following expression for
the coefficient of u*:

S| =

(

”
tanh
)(arctan 7‘+1_r2

) (5.18)

N | —
I |3

1+

where 7 € [0, 7]

It can be shown that Eq. (5.18) is nonnegative if n = 1. Since it is a decreasing function
of n, the expression is also nonnegative for all . The diagonal measurement protocol thus
maximizes the function G, and by the verification theorem (Appendix 5.A) it is globally
optimal. Therefore in the absence of decoherence, feedback is not beneficial for the min
time goal, regardless of the efficiency of measurement.

5.5.2 In the presence of decoherence

In the presence of decoherence we cannot prove global optimality of any of the protocols,
but we do have strong numerical evidence suggesting that the negative diagonal protocol is
globally optimal for the min time goal in the presence of relaxation. We numerically sim-
ulated the qubit purification under the locally optimal, the no-feedback diagonal, unbiased
measurement, and the negative diagonal measurement protocols with the Fuler-Maruyama
algorithm for many combinations of parameters. In Fig. 5.4c we show results for one partic-
ular parameter combination, but qualitatively similar results are obtained for all parameter
regimes simulated. We find that the negative diagonal measurement protocol is always su-
perior to the other alternatives, particularly the locally optimal one and the no-feedback
diagonal one. Therefore, we speculate that the negative diagonal measurement protocol con-
stitutes the globally optimal strategy for the min time problem, regardless of decoherence
rates or measurement efficiency. We also conclude that feedback is likely advantageous for
the min time goal in the presence of decoherence.

5.6 Conclusions

Optimal feedback control can provide a crucial element of precision control in solid-state
quantum systems, where the measurement process typically requires a non-negligible time
to complete. In this work, we studied the optimality of feedback control protocols for qubit
purification in the presence of decoherence and with realistic detectors characterized by non-
ideal efficiency (n < 1). We considered the two control goals: (i) maximizing the average
purity at a target time (max purity) and (ii) minimizing the average time to reach a specific
purity threshold (min time).
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When environmental decoherence is negligible and the only source of decoherence is the
measurement back-action, we arrived at the following conclusions. For the max purity
goal and detector efficiency less than 1, we found that the globally optimal protocol is
significantly different from the unbiased measurement protocol that is known to be globally
optimal for this goal when 1 =1 [129]. This underscores the fact that one should be careful
when extrapolating the optimality of feedback control protocols from idealized to realistic
scenarios. The diagonal measurement protocol, which is an initial rotation to the z-axis
followed by measurement in the z basis, is optimal when n < 1/2, as analytically verified
by the verification theorem. The diagonal measurement protocol also performs very well
when 1/2 < n < 1, where indeed it outperforms the locally optimal protocol in the long
time limit. We were however unable to find the global optimal solution in this regime. In
contrast, the situation for the min time purification goal is quite different. Here the diagonal
measurement protocol is known to be the (globally) optimal solution for an ideal detector
[129]. In this work we showed that this optimality under the most ideal conditions holds for
all values of detector efficiency 7, as long as no decoherence is present.

We then explored the effects of decoherence on the optimal feedback strategies in addition
to non-ideal (n < 1) detectors. The decoherence sources were modeled by independent
dephasing and relaxation processes under Markovian conditions. Here extensive numerical
simulations show that the negative diagonal measurement protocol, which is designed to
maintain the qubit in the negative segment of the z axis by strong feedback, outperforms
the other three feedback strategies (unbiased measurement, no-feedback diagonal, and locally
optimal) for the min time goal, and for the max purity goal in the long time limit. Similar
to the decoherence free case, there is a regime where the negative diagonal measurement
protocol is not locally optimal. (It typically happens when the measurement efficiency is
high and decoherence is weak.) Nevertheless, the negative diagonal measurement protocol
achieves better average purity than the locally optimal one after a certain time. The negative
diagonal measurement protocol’s good performance for both problems strongly suggests that
feedback is useful in the presence of decoherence.

An interesting aspect of the study presented here is the behavior of the locally optimal
protocol when 1/2 < n < 1, and in the absence of decoherence. This protocol involves
switching between two strategies, unbiased measurement and diagonal measurement, which
corresponds to a switching between regions where the purity increases ballistically and diffu-
sively, respectively. We demonstrated that this switching behavior results in a concentration
of probability (of purity) around the boundary that defines the switching behavior. This
novel aspect results directly from the dynamic switching of protocols and to the best of our
knowledge has not been explored in other quantum control contexts.

Overall, this work extends prior optimal control results in the quantum realm to include
realistic experimental conditions and shows that significant modifications of optimal feedback
control strategies can arise in the presence of decoherence. In future it will be interesting to
further extend these studies to analysis for qubits coupled to non-Markovian environments,
to determine how the detailed behavior of an environment may enter the optimal control
strategy.
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Appendix
5.A The Verification Theorem

In this appendix, we review the procedure for verifying the (global) optimality of a given
solution to a stochastic control problem. An introduction to this topic can be found in Ref.
[54].

Consider the general dynamical equation for a stochastic system:

dx = A(t,x,u(x,t))dt + B(t,x,u(x,t))dW. (5.19)

Here the state of the system is given by the vector x, and the vector u(x,t)) denotes the

control inputs. (The region that bounds u(x, t) shall not depend on x or ¢t.) The vectors A

and B are coefficients of the deterministic and stochastic parts of the dynamics, respectively.
The control objective is to minimize a cost, J:

J = </OTL(X, u(x, s), s)ds + M(X(T))> : (5.20)

where L(x,u(x,t),t) is the cost rate, usually the consumed energy penalty, and M (x(T)) is
the cost of the final state at time T

The cost function, C'(x,t), is defined as the partial cost over the interval [t, T, given that
the system is at state x at time t:

Clx.t) = </tTL ds + M(X(T))> | (5.21)

To determine whether a given control protocol, uc(x,t), is optimal, one performs the
following three steps:

1. Integrate the equations of motion of the system to calculate the cost function, C'(x,t),
for this protocol.

2. Check that C' satisfies two continuity conditions:

oC and 0*C
— n —
ot ox?
are continuous. Here 9*C/0x* denotes the matrix of second derivatives of C'.

3. Determine whether or not v(x,t) = u.(x,t) is a maximizer of the following function
of v:

(5.22)

1 2
G(t,x,v) =— ETr Bi(t,x, V)gT(;B(t, X, V)

oC
—A- e L(t,x,v). (5.23)
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Note that one must check that u.(x,t) maximizes G separately at each time ¢ and at
each value of x.

The above verification procedure provides a sufficient condition for a control strategy to
be optimal. In Ref. [54], the procedure has four steps, and we have removed the third step
by realizing that the Hamilton-Jacobi-Bellman equation is automatically satisfied if the u,
maximizes Eq. (5.23).

For a time-optimal control problem where the goal is minimizing the average time taken
for a function h(x(t),t) of the dynamical variables (and perhaps of time) to cross a fixed
threshold h., the same three-step verification procedure still holds. Please note that the cost
function C(x,t) should be defined as the average remaining time it will take to cross the
threshold, given that the current time is ¢t and current state is x. The corresponding function
G in step (3) is defined as

0*C oC
wB(t, X, V) — A ¢ —. (524)

G(t,x,v) = —%Tr Bi(t,x,v) I

5.B The Coefficient of the u? Term

In this appendix, we will prove that the coefficient of the u? term in Eq. 5.16 is nonnegative
for all P € [5,1], 7 € [0,0.5], k > 0, and T — ¢ > 0 with C(r,t) given by Eq. 5.15.
The coefficient works out to be the following expression up to a positive factor:

+oo
/ {2nr(1 — r*)sech®[arctanh(r) + /2knR]

—00

+ (r* — n){r + tanh[arctanh(r) + \/2knR]} }
R2
- sechlarctanh(r) + \/2knR] exp(— 2T 25>)dR. (5.25)
First, we ignore 7n in the expression kn because it can always be absorbed by k, and
then we divide the above expression by 7. It is easy to see that the resultant expression
is a decreasing function of 7, because the following integral is nonnegative from symmetry
analysis:

oo
/ tanh[arctanh(r) + v/ 2knR]

[e.9]

2
- sech[arctanh(r) + /2knR] exp(— (TR t))dR. (5.26)

Therefore, we only need to prove the positivity of Expression 5.25 for n = % Expanding
the hyperbolic functions with the addition formulas yields the following expression for the
integrand:

2r° + (2r2 — 1)(3r% 4+ 1) tanh R + r(572 — 3) tanh® R
2(1 + rtanh R)3
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RQ
V1 —r2sechRexp(—————). 5.27
VI= PrechRep( ) (527)
Because an odd function of R contribute nothing to the integral, we only need to take into
account the even component of the integrand, which turns out to be the following expression
up to a positive factor:

(—6r7 + 16r° — 87%) tanh* R
+ (617 — 18r° 4 8r®) tanh® R + 2r°. (5.28)

From the properties of parabolic functions, it can be shown that the above expression, and
thus the even component of the integrand, is nonnegative for all R. Therefore, Expression
5.25 is nonnegative.

5.C Explicit Solution of Eq. (5.11)

Egs. (5.11a) and (5.11b) can be combined to give a boundary condition for py(r,t). Then
we would like to make a change of variables. Let r = tanh s (similarly for r* and ry), and let
pa(r,t) = sechspe ™ cosh® sQ(s,t). Eq. (5.11) gets translated into the following equations
with the initial condition Q(s,0) = d(s — s0).

0 0
[—Q(s,t) — AgQ(s,t) + BEQ(S,UHS:S* =0, (5.29a)
0 02
§Q<S7t) = kn@Q(s,t), s> s, (5.29Db)

where A = csch®s* coth s* and B = coth? s*/(kn).

If Q(s,t) is a solution to the above equations, it is easy to see that ¢(s,t) = —Q(s,t) —
A%Q(s, t) + B%Q(s, t) is a solution to the same heat equation (5.29b) with the boundary
condition (5.29a) replaced by ¢(s*,t) = 0. We can express () in terms of ¢ as

0
Q(s,t) =— %/_ exp(%)q(s +x,t— %)dx
+ exp(—%)f(gs ), (5.30)

where f(x) is an arbitrary function of z.
The solution to the heat equation with no boundary is given by

1 (s — s0)?

= 5/t P

Let qo(s,t) = —Qo(s, t)—A%Qo(s, t)+B%QO(s, t). Weset q(s,t) = qo(s,t)—qo(2s* —s, 1)
so it satisfies the heat equation and vanishes at s*. In order for Q(s,t) in Eq. (5.30) to meet

the initial condition, we also need to set f(z) = D exp(4<=z), where

Qo(s, 1) ). (5.31)
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O A — /A% + 4Bnk

ST 7 (5.32a)
D _ 2ACexp[C(so — 257)] (5.32b)
VA% + 4Bk

It can be verified that the resulting Q(s,t) given by Eq. (5.30) is the desired solution.
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Chapter 6
Circuit QED

Cavity quantum electrodynamics (cavity QED) studies the interaction between photons con-
fined in a high quality cavity and atoms (or artificial atoms). The quantum nature of the
light and matter can be studied, demonstrated, and utilized in Cavity QED. In particular, a
cavity is a very sensitive device to control and measure a quantum state, where suppression
and enhancement of spontaneous decay, vacuum Rabi oscillations, light squeezing can all be
realized. Cavity QED is an excellent testbed for the theory of open quantum system and
measurement induced decoherence. Moreover, as photons in the cavity can mediate the cou-
pling between distance atoms, cavity QED provides a promising architecture for quantum
information processing and communication.

Cavity QED has been demonstrated with both optical photons [46] and microwave pho-
tons [91]. In the microwave regime, one typically integrates an artificial atom and a microwave
resonator into circuits, which can potentially be made scalable using semiconductor fabrica-
tion technology. This scheme is called circuit QED, the main topic of this chapter. Circuit
QED has several advantages over optical cavity QED. First, the coupling between the arti-
ficial atom and photons can be made much larger due to small volume of the resonator and
large effective dipole of the artificial atom. Second, the coupling has less fluctuation because
the atom can be fixed in space rather than floating in the cavity. Third, it is much easier
to put multiple atoms in the cavity, which allows for multi-qubit gates and entanglement
generation [136].

In Sec. 6.1 we are going to see how quantum states can be measured and controlled
in a circuit QED system. Sec. 6.2 and 6.3 explore two popular choices of artificial atoms,
superconducting qubits and quantum dots. The derivation of the quantum capacitance of
a qubit using linear response theory and its application to a quantum dot charge qubit are
my independent work. For the rest of the chapter, I will abbreviate an ‘artificial atom’ with
just an ‘atom’.
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6.1 Measurement and Control in Circuit-QED

Electromagnetic resonators have experimentally been built in 1D [6], 3D [1], out of large
Josephson junctions [71], and out of lumped LC circuits [69]. Let us look at the 1D trans-
mission line design as an example. Let [ be the length of the line and R;, L;, GG;, C; be
the resistance, inductance, conductance, and capacitance per unit length. The characteristic
impedance of the transmission line is defined as [90]

Rl + ile
ly= —— 6.1
GG (6.1)
and the complex propagation constant is defined as [90]
v = (R, +iwL)(G) + iwC)). (6.2)

If the transmission line carries a load of impedance Z;, at one end, its impedance measured
from the other end is given by [90]

Z1, + Zytanhvyl
ZO + ZLtanhfyl .

Zin = Zy (6.3)
This formula tells us that a nearly lossless (low R; and low ;) transmission line exibits an
impedance resonance behavior when the length [ is about an integer multiple of a quarter
wavelength and the line is terminated with high (7, > Z, and Z;, ~ Z,/tanh(yl)) or
low (Z;, < Zy and Z;, =~ Zptanh(vl)) impedance. For a resonator terminated with low
impedance shown in Fig. 6.1, a high impedance resonance (i.e. a sharp peak in Z;,,) will be
seen when [ is around a quarter wavelength.! Such resonance will be assumed for the rest of
this chapter.

The behavior of a cavity near resonance can be approximated by a parallel LC resonator
(with inductance L, and capacitance C,) as shown in Fig. 6.2 [102]. In cavity QED, the
effect of the atom coupled to the cavity can be approximated by an additional quantum
capacitance. This capacitance, which depends on the state of the atom, will shift the reso-
nance frequency slightly up or down. A measurement pulse sent through the resonator can
detect the frequency shift and therefore indirectly probe the state of the atom. A control
pulse can also be sent through the resonator to modify the state of the atom. Let us see
mathematically how this system works.

Let us model the atom as a two-level system, i.e., a qubit. This model provides a good
approximation when other eigenstates are far away from or have little coupling with the
lowest two. Let us first treat the resonator classically and denote the voltage across the
electrodes connected with the qubit by V,.. We will use the following linear coupling model
for the total Hamiltonian of the qubit in the presence of the cavity:

1
H(t) = §hwa0z + (qo] + qu0: + ngz)v;(t)a (6.4)

!Becuase the current goes to zero at the antinodes.



CHAPTER 6. CIRCUIT QED 91

~ 60 pF _”

Al | —
+__ . ,r_.-—-—-'—"'_t O v Meausurement
— T™ B I - " PUIse

T —
|
|

Figure 6.1: Schematics of a circuit QED setup with a quarter wave length transmission line
resonator. The right end of the resonator, where measurement and control pulses are sent in
and reflected, is coupled to a quantum dot. The left end of the resonator is terminated with
a large capacitor which is effectively a short circuit under AC. (Courtesy of Thorsten Last.)

where w, is the qubit frequency, and qo, ¢, and ¢, are the coupling constants. (The o,
coupling can always be made zero by a basis rotation.)?

Let Hy = $hw,o. be the unperturbed Hamiltonian and H'(t) = —QV.(t) be the per-
turbation, where Q) = —qol — .0, — q.0.. @ has the obvious interpretation of the charge
operator.

We will denote operators in the interaction picture with a subscript I. Near resonance, the
qubit will go through Rabi oscillations. However, in the dispersive regime, where Ai|wg—w,| >
|q2| Vo, the state of the qubit will only be perturbed slightly by the cavity. Assuming
V. (t) = Vg cos(wgt) is turned on at time zero, linear response theory tells us:

1 t
$Q) = [ Qi) Byt
Y (6.5)
i
—+ | (@i @i, Vit )ar.
0
where (), means the average with respect to the initial thermal equilibrium state.
The commutator in the above expression works out to be:
N 2iq? sin(w, (t — t')] 2q.q.[exp(iw,t’) — exp(iw,yt)]
(@1(t), Qr(t)] = < 2q,q.|— exp(—iw,t") + exp(—iw,t)] —2ig? sinfw, (t — t')] '
(6.6)
In thermal equilibrium, p o exp(—3Bhw,0.), and (0,), = (o), = 0. Therefore,
([Qr(t), Qr(t")])y = 2igz sinfwa(t — t')] o), - (6.7)

2. /e can be interpreted as the lever arm, which is commonly used in the community.
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Figure 6.2: Lumped LC model of a resonator coupled to an atom near a high impedance
resonance.

We have thus obtained an expression for ¢ (Q(t)), and we immediately see the cavity
perceives the qubit as a capacitance:

Y <Q<Wd)> — 2(]35‘}& <Uz>0
Vilwa)  hlwi—wi)

C(wd) (68)

The sign of this capitance depends on which state the qubit is in.
In the adiabatic limit where the driving frequency approaches zero, the above capacitance
formula becomes
2¢; (o =)o

c0) = ———=—. 6.9

0) = -2 (6:9)
8%E
vz
qubit Hamiltonian Eq. 6.4 (depending also on the state the qubit is in).

where F denotes an eigenvalue of the
3

It agrees with the naive capacitance formula C' =

3We would like to comment here that the naive capacitance formula does not always give the correct
result. If we had a quadratic term o,V,? in the qubit Hamiltonian, the naive capacitance formula fails to
agree with the correct prediction given by the linear response theory.
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Let w, = \/LIT be the frequency of the bare resonator. The frequency shift due to an
additional C(wy) would be
Aw C (wd)
~ — . 6.10
Wy 2C, ( )

We are able to detect this frequency shift in most cavity QED experiments.

Next we will reformulate the cavity QED system in the second quantization picture.
Assume a single photon mode w, is involved in the resonator. The voltage V,.(t) in Eq. 6.4
becomes the following operator after quantization:

hw.
V, \/ch(a + a), (6.11)

where a is the annihilation operator for the photon modes in the resonator.

We define the detuning of the qubit from cavity by A = w, — w,. If A < w,, we can
apply the rotating wave approximation and neglect the highly oscillatory part of the coupling
Hamiltonian. Then the Hamiltonian describing the entire system is reduced to the following
Jaynes-Cummings model:

1 1
Hye = Shwaos + hwr(ala + 5) + hg(alo™ + a0™), (6.12)

where the last term represents the coupling between the qubit and photons, and the coupling
constant g is
Wy

2hC,

Let us explore the Jaynes-Cummings Hamiltonian a little further. Although the energy
levels can be solved in a closed form [60], we will still use perturbation theory (by treating g as
a small constant), which gives us more physical intuition. The eigenstates of the unperturbed
Hamiltonian can be written as |g,n) and |e, n), where ‘g’(‘e’) indicates ground(excited) state
of the qubit and n denotes the number of photons in the cavity.

In the case of zero detuning (A = 0), the two states with n quanta, |e,n — 1) and |g, n),
have the same energy in the absence of the coupling. The degeneracy of this n quanta pair is
lifted by 2g+4/n in the presence of the coupling, as shown in Fig. 6.3a. The eigenstates become
(le,n — 1) & |g,n))/+v/2, which entangle the atom and photons. Rabi oscillations between
le,n — 1) and |g,n) will be observed if the initial state is either of these two unperturbed
eigenstates. The oscillation between |e,0) and |g, 1) is called the vacuum Rabi oscillation,
which has frequency g/7.

In the dispersive limit where |A| > |g|, the eigenstates, which are perturbed to first order
in g, display a small amount of entanglement between the atom and the photons, while
the energies are perturbed to second order in g. It is instructive to apply the dispersive
transformation U = exp [(aa+ —afo7)g/ A} to the Jaynes-Cummings Hamiltonian and keep
terms up to second order in g [6]:
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Figure 6.3: Energy spectrum of the Jaynes-Cummings Hamiltonian in (a) zero detuning and
(b) large detuning [6].

2

11
UH, U ~ h(w, + gzaz)(aTa +5) + 5w (6.14)

This is known as the ‘dressed’ basis and the Hamiltonian is diagonal now! The spectrum
can then be interpreted in two ways. i) The cavity shifts the atomic transition frequency
by (n + 1/2)g*/A depending on the number of photons®. ii) The atom ‘pulls’ the cavity
frequency by 4+¢*/A depending on its energy level. We also note that this shift in the
second quantization picture agrees with prediction Eq. 6.10 when A < w,., the regime for a
valid rotating wave approximation.

The nature of the above dispersive coupling allows us to perform quantum non-demolition
(QND) measurements of the qubit by probing the photons (and vice versa). In circuit QED,
the photon states can be probed by sending in a pulse and measuring the phase of the reflected
beam. The frequency response is shown in Fig. 6.4, where the phase interpolates between
7 and 0 in a frequency window of roughly x, where & is the decay rate of the cavity due to
the measurement port. Because the state of the qubit changes the effective frequency and
therefore the spectrum of the resonator, its state information can be revealed by measurement
of the reflected phase. Let us formulate this scheme in the weak measurement language.

In the interaction frame of the photons, Eq. 6.14 can be written as

2

H=H,+ gZaTaaz, (6.15)

where H, is the intrinsic Hamiltonian for the atom. Under a measurement pulse that is in
resonance with the cavity, the driving Hamiltonian can be written as

Hy=1iFE(a—a), (6.16)
4This effect is called the (AC) Stark shift
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Figure 6.4: State dependent reflected phase of a resonator measurement pulse vs. its angular
frequency (wg — w,) in the qubit ground (blue) and excited (red) states, as well as the bare
resonator spectrum (dashed) [102].

where the amplitude E is related to the power of the pulse P by \/kP/w, [24].
Let us perform a homodyne detection of the phase quadrature of the reflected pulse.
Then the SME describing the evolution of the atom plus cavity becomes

dp = —i[H + Hg, p] + £Dla]pdt + \/nrH[—ia]pd W (6.17)

This SME is basically the same as Eq. 2.60 in Chap. 2 and so is the derivation. Here, we
introduced the measurement efficiency 7, which represents the percentage of the photons
that are detected by the homodyne apparatus.

In the bad-cavity limit(x > \/Eg¢?/A), we can adiabatically eliminate the photon modes
and obtain a SME for the atom only (after some lengthy algebra). The adiabatic elimination
exploits the fact that high damping makes the cavity dynamics much faster than the atom
dynamics, and photons always reach steady states prescribed by the atom. The atomic SME
after this treatment becomes [24]:

2
dp, = —i[H, + gz|oz|2az, paldt + 2kD[o,]pdt + \/2nkH][o .| padWV, (6.18)
where the effective measurement efficiency k = 2¢*|a|?/(kA?), and a = —2FE/k gives the

coherent state of the cavity, |a), in the absence of the atom. This SME represents exactly a
weak o, measurement of the qubit whose strength can be tuned by FE.

For real systems, we also need to add qubit decoherence processes to the above dynamics.
(We will briefly mention these noise channels when we study specific qubit designs in the
next two sections.) Let v be the decoherence rate of the qubit. Strong coupling regime is
reached if g > k and g > . It basically means the interaction strength is stronger than the
decoherence rates so the characteristic interaction phenomena such as Rabi oscillations can
be observed.
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6.2 Superconducting Qubits

Superconducting quantum computing is a promising implementation of quantum informa-
tion technology that involves nano-fabricated superconducting electrodes coupled through
Josephson junctions. The amazing non-dissipative flow in superconductors gives macroscopic
coherent states that can be used to store quantum information. Non-superconduting quan-
tum states realized so far are all essentially microscopic, and can be much harder to control
and measure. Superconducting qubits can be easily coupled to each other and to resonators
via electric field [8, 79] or magnetic flux [32], and the DiVincenzo criteria [23] for quan-
tum computing can potentially be satisfied with this implementation. The circuit model of
quantum computation, quantum adiabatic computing, and quantum annealing are all being
attempted with superconducting qubits. With the help of resonators, we can demonstrate
coupling multiple qubits [21], continuous weak measurement [41], creation of flying qubits
[48], initial state purification [78], and stabilization of the qubit Rabi state via quantum
feedback [118].

Sec. 6.2.1 briefly reviews how superconductors and Josephson junctions work, and in the
next few sections we are going to analyze different qubit designs.

6.2.1 Superconductors and Josephson Junctions

A superconducting phase is Bose-Einstein condensates of Cooper pairs. Cooper pairs are
bosonic quasiparticles that are composed of two electrons with opposite spins and momenta
bound together by phonon mediated electron-electron interaction. The presence of an energy
gap A in quasiparticle excitations forbids dissipative current flow. According to Ginzburg-
Landau theory, the macroscopic coherent state in a superconductor can be described by
an order parameter 1(r) = y/n(r)exp(i¢(r)). The order parameter satisfies the Ginzburg-
Laudau equation, which leads to many correct predictions like the zero magnetic field and
electric current inside (i.e., away from the surface of) a superconductor [34].

A Josephson junction consists of two pieces of superconductors separated by a weak
tunnel barrier. It is usually represented in a circuit diagram by a crossed square as in Fig.
6.5. Let ¢ be the phase difference between the two superconductor order parameters; let V'
and I be the voltage and current across the tunnel barrier. The electric property of such a
junction is described by the famous Josephson effect:

1 = 1I.sin ¢, (6.19a)

.27V
-0 .19b
5 (6.19b)

Here the constant I. is the called the critical current, which depends only on the property of
the junction, and ®g = h/2e is the magnetic flux quantum. One can immediately see that a
Josephson junction behaves like a non-linear inductor (V' = L;I) with inductance

Do

Ly=———.
/ 2ml.cos ¢

(6.20)
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The energy of the Josephson junction can be written as

E;(¢) = /V[dt = —FE;cos ¢, (6.21)

where E; = [.$¢/27 is the Josephson energy.

The magnetic flux through a superconducting loop is only allowed to be an integer mul-
tiple of the flux quantum, i.e., & = n®. If the loop is intercepted by one or more Josephson
junctions, the flux quantization condition becomes

¢+ 21d/Py = 2mn, (6.22)

where ¢ is the total phase drop across all Josephson junctions.

6.2.2 Charge qubits

Let us look at a simple superconducting qubit design called as a Cooper pair box, also known
as a charge qubit [8, 79]. A Josephson junction F; is connected to a capacitor C' and biased
with a voltage V,, shown in Fig. 6.5. The Cooper pair box refers to the island indicated by
the dotted line.

Figure 6.5: Circuit diagram for a charge qubit.

The Lagrangian of the system can be written as

£= B(d) ~ By(6) = 5OV — 123 + Eycoso, (6.23)

The conjugate momentum for ¢ is

oL _ —E(V — 2—2&) = hn, (6.24)

pza—q.s— 2e
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where n is the number of Cooper pairs that have tunneled across the junction. Therefore,
we enforce the canonical quantization condition

[¢,n] =i (6.25)
and write the Hamiltonian for the system as
H =p¢ — L = Ec(n—n,)* — E,cos ¢, (6.26)

where E¢ = 4e?/2C and n, is the number of Cooper pairs due to the voltage bias.
We note that .
e n) = |n£ 1), (6.27)

which is a direct consequence of the commutation relation [96]. We can then rewrite the
Hamiltonian in the charge basis as

H =3 [Betn =y ol = S 1l + s ) (629)

We require E¢ > FEj for a charge qubit. We typically bias the system at the charge
degeneracy point n, = 1/2, where the lowest two states |n = 0) and |n = 1) have the same
energy in the absence of the E; term. Near such a degeneracy point, we can employ the
two-level approximation and simplify the Hamiltonian to

1 1
H =~ —§EC(1 —2ng)0, — EEJUm. (6.29)

At exactly the sweet spot (n, = 1/2), the energy levels are insensitive to n, to the first
order. Therefore charge noise, which means any noise that affects the charge n, across the
capacitor, is suppressed. However, dephasing due to second order charge noise may still be
strong [61].

We can couple the charge qubit to a resonator via an additional capacitor C,, where the
charge ng is determined by the voltage across the resonator electrodes. The total Hamiltonian
for the entire system can be found in Ref. [6].

6.2.3 Phase qubits and Flux qubits

The circuit diagram for a phase qubit is shown in Fig. 6.6a, and we require Fe < Ej.
(Typically Ej/Ec ~ 10*.) R models the dissipation of the system and is ignored for now.
The circuit is biased with an external current I. The Hamiltonian of the system can be
written as

H:f%%—a«mw+%@ (6.30)

in the phase space [136]. This represents the Hamiltonian of a quantum particle in a tilted
washboard potential shown in Fig. 6.6b. We will bias I at a little bit below the critical current
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Figure 6.6: (a) Circuit diagram and (b) washboard potential for a phase qubit [136].

I, (typically 0.951.-0.981.) so there remain only a few quantized energy levels around each
local minimum [136]. This choice of bias makes sure the potential is very anharmonic and
the energy levels are non-equidistant. The tunneling out of the first two levels in a given
potential through the barrier is still small enough that they can be taken as qubit states
[136]. The qubit can be controlled by adding an oscillatory component to the bias current.
A phase qubit has weak sensitivity to charge and flux noise by design.

The circuit diagram for a typical flux qubit is very similar to the charge qubit except
that we remove the voltage bias and add a flux ®, through the loop, taking into account the
self-inductance L of this (Fig. 6.7a) [32]. A flux qubit also works in the Ex < E; regime.
The Hamiltonian can be written in the phase basis as [136]

H = —FEc0; — Ejcos ¢+ EL(¢p — ¢3)? /2. (6.31)

Here ¢, = 27®, /® is the reduced flux through the loop and E; = ®3/47L is the inductive
energy scale. If ¢, = m, the potential energy exhibits a symmetric double well shape and
has two degenerate local minima (Fig. 6.7b). These two minima correspond to persistent
circulating currents in opposite directions. They form a qubit space well-separated from
higher energy levels. At the exact ¢, = 7™ sweet point, true energy eigenstates are equal su-
perpositions of the states with oppositely circulating currents and are insensitive to magnetic
field fluctuations. A flux qubit has low sensitivity to charge noise and medium sensitivity to
critical current noise by design.

There is also an alternative design for a flux qubit that involves a superconducting loop
with negligible inductance but three Josephson junctions, shown in Ref. [119].
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Figure 6.7: (a)Circuit diagram and (b)double well potential for a flux qubit [136].

6.2.4 Transmon qubit

The circuit diagram for a transmon qubit is the same as that for the charge qubit but with
Eec < Ej. The Hamiltonian for the system is again described by Eq. 6.26. Its spectrum as
a function of n, is shown in Fig. 6.8. We pick the sweet spot n, = 1/2 to operate the qubit
around as usual.

Although small charge noise is suppressed near the sweet spot, large charge fluctuation
is always present and is directly related to the energy dispersion relation [61]. In particular,

em = Ep(ng =1/2) — Ep(n, = 0) (6.32)

gives the peak-to-peak value for the charge dispersion of the mth energy level [61]. In the
large F;/E¢ limit, it can be approximated by [61]

24m+5 2 E %"F%
em >~ (—1)"E¢ \/j (—J> e~ V8B /Ec, (6.33)
m

which decreases exponentially with \/E;/FE¢.
In order to operate the transmon as a qubit, we need a reasonably large anharmonicity.

The relative anharmonicity is defined as [61]
_ En—Ey

Q, 6.34
oM (6.34)

evaluated at n, = 1/2. In the large E;/E¢ limit, it can be approximated by [61]

o, ~ —(8E;/Ec)~V2 (6.35)
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Figure 6.8: Eigenenergies E,, (first three levels, m=0,1,2) of the qubit Hamiltonian Eq. 6.26
as a function of the effective offset charge n, for different ratios E;/E¢x [61].

Now we come to the central idea behind a transmon qubit design. The exponential
decrease of charge fluctuation and power law decrease of anharmonicity with E;/FE¢ allows
us to achieve a relatively small charge sensitivity and relatively large anharmonicity with
a medium large E;/Ec (typically around 10%). Also, when the transmon qubit is charge
coupled to a resonator, the coupling strength goes like (E;/E¢)'/* [61], which can be tuned
strong enough for control and measurement.

Ref. [61] showed that the circuit QED system with a transmon qubit can be approximated
by Eq. 6.14 in the dispersive limit.
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6.2.5 Summary

Transmon qubits have excellent performance. Upto 2012, transmons in 3D cavities have been
fabricated with coherence times approaching 100us, which could fit in 103 — 10* quantum
operations (assuming 10 — 100ns single-qubit and two-qubit gate time.) [103, 95]. There
are a number of other innovative qubit designs like quantronium, fluxonium, and hybrid
qubits that are also very promising. For superconducting qubits, we are in a stage where
simple QND measurements and error correction can be performed and we are aiming at
implementing logical memory with longer lifetime than physical qubits [20]. Although much
advancement in science and technology is still needed, there seems to be no physical principle
that may bound the scalability of superconducting qubits.

6.3 Quantum Dot Qubits

The ability to trap individual electrons in semiconductor quantum dots has lead to great
progress towards enabling full quantum manipulation of their charge and spin in nanoscale
solid state devices [125, 40, 137]. In particular there has been much interest in realizing
charge [42, 105, 123] and spin qubits [40, 137, 87, 73] in lateral double quantum dots due
to the ability to tune the qubit energy splitting via an electrostatic gate controlling the
tunnel coupling between the individual quantum dots [125, 42]. Readout of quantum dots
has traditionally been performed by direct current transport measurements, either through
the double quantum dots [125], or by using an auxiliary current-biased quantum point contact
(QPC) to monitor the charge state [40, 137]. More recently, embedding the QPC in a LC tank
circuit with a resonant frequency of ~100-400 MHz has enabled faster, single-shot readout
by non-dispersively monitoring the loss on resonance [137, 94]. In this section, I will briefly
describe the theory behind charge and spin qubits.

6.3.1 Charge qubits

A lateral quantum dot utilizes semiconductor heterostructures and lithographically patterned
gate electrodes to create a electron confinement potential in 3D. Fig. 7.2 shows the layout
of a lateral double quantum dot designed in UC Berkeley. A typical double well potential is
shown in Fig. 6.9.

For computational purpose, charge states can be labeled by (nr,ng), where ny and ng
denotes the number of electrons in the left and right dots. The charge states are electric
dipole coupled to the resonator. For both experimental and theoretical simplicity, we choose
a qubit space spanned by (0,1) and (1,0) states of a single electron. The energy eigenstates
of qubit, [¢)_) and |, ), are superpositions of (0,1) and (1,0).

Physically, the Hamiltonian for a single electron confined by a static potential Vj(r) can
be written as

Hy = 5 — eVo(x). (6.36)



CHAPTER 6. CIRCUIT QED 103

(IL > —IR >)/N2
(IL > +|R >)/V2

Figure 6.9: A double well potential and its lowest energy states.

|1_) and |14 ) are in fact the lowest two eigenstates of this Hamiltonian (see the next chapter
for a numerical example). Let fuw be the energy splitting between them.

Let V,.(t) be the AC voltage across the two resonator electrodes as usual. V,.(t) sets
an electric potential V' (r,¢) across the dot region, and the electron feels the perturbation
H = —eV (r,t). If we project the full Hamiltonian, f[é + H', onto the qubit subspace, we
obtain Eq. 6.4 with

&0 = Wj(t) ((vr [ o) + (oo | ) | 0-)). (6.37a)
& = vf@ (vr | @] 0-), (6.37b)
& = Wj(t) (v | [ o) = (oo | Fre) [ 0-)). (6.37¢)

Because we can always choose real wavefunctions for the electrons, there is no o, com-
ponent, and qg, ¢., and ¢, are taken to be real. It is clear that H’(t) x V,.(t), so these ¢
coefficients only depend on the geometry and the material, but not on time.

The coupling strength and the resonator frequency shift can then be calculated with the
method described in Sec. 6.1. The maximal coupling strength g achievable from this electric
dipole interaction is on the order of tens of MHz for a typical circuit-QED setup. Please
refer to Sec. 7.3 for detailed calculation in a specific case.

Charge states are subject to strong decoherence due to the electron-phonon coupling.
The decoherence rates are estimated to be tens to hundreds of MHz [86, 42], which makes
it very difficult to protect quantum information. The coupling between charge states and
resonators have been demonstrated with GaAs/AlGaAs quantum dots, but there is no con-
clusive evidence that the strong coupling regime is achieved in this system [30, 114, 120].
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6.3.2 Spin qubits

Spin states generally enjoy much longer coherence time than charge states and they are a
very promising candidate for quantum information processing. Two most popular imple-
mentations are single electron spin qubits and singlet-triplet qubits. We will follow Nori’s
analysis [50] and see how a single electron spin in a quantum dot can be coupled to photons
in a resonator.

We would like to have the spin to be electrically instead of magnetically coupled to the
resonator because the direct magnetic dipole coupling strength is very weak (~ 100Hz at
best [100], and much weaker than the electric coupling estimated in the previous section).
However, the electric field is naturally decoupled from the spin degree of freedom, and we
need to somehow mix spin and spatial degrees of freedom before we can achieve this coupling.

To use a single spin qubit in a double quantum dot, an external in-plane strong magnetic
field is used to split the spin degeneracy. In addition, we either apply a non-uniform local
magnetic field or utilize the spin-orbit coupling in GaAs/InAs to achieve the mixing. The
former scheme can be realized by integrating a micro-meter size ferromagnet on top of the
double quantum dot device, resulting in a stray magnetic field that has a position dependent
out-of-plane component (Fig. 6.10) [88, 89].

By
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Figure 6.10: Top and cross-sectional views of a lateral quantum dot device consisting of four
metallic gates (yellow, labeled L, P, R and T') and two ferromagnetic strips (blue) patterned
at the surface of a semiconductor heterostructure developed at Tarucha’s group. The thick
arrows indicate the direction of the external magnetic field By and magnetization M. The
origin is fixed to the quantum dot position. [88]

The Hamiltonian describing the electron in the absence of the resonator coupling can be

written as [50]
Hy= Hpgp + Hz + Hso, (6.38)
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where Hpgp is due to the dot confinement potential, H; = %guBB - o is the Zeeman

energy, and Hgp is the spin orbit mixing Hamiltonian. Also, H' = —eV/ (r,t) describes the
Hamiltonian due to the AC voltage across the resonator electrodes as usual.

Let zy-plane be the heterostructure interface and x axis be the direction where the
quantum dot is elongated. The mixing Hamiltonian can be expressed as [50]

HSO = T(O'xpy — O'ny) + ajo,x (639)
where the first term represents the Rashba spin-orbit coupling [93] and the second term
presents the effect of the inhomogeneous magnetic field whose gradient is roughly uniform
[89].

Let us assume the energy scale of Hy is smaller than Hpgp. The two lowest energy
eigenstates of Hy in the absence of Hgp can be written as |g,|) and |g,1). The presence
of Hgo perturbed the true eigenstates states, [¢)_) and [¢,), from |g,]) and |g,T). As a
result of the spin-orbit mixing in [¢)_) and |¢4), ¢, in Eq. 6.37, which is responsible for the
spin-photon coupling, is non-zero.

Nori calculated the coupling strength employing the four-state approximation [50]. Let
L be the interdot distance, a be the radius of the single dot ground state wave function,
and S be the wavefunction overlap between the left and right dot. The spin-orbit coupling
parameter is defined as

O[BRLS
Ap = —— 6.40
a’y/1 — 52 (6.40)
and the spin-resonator coupling strength works out to be [50]
iCY[L )\£E€Z
g~ —2eFL( + =), (6.41)

where FE is the vaccumn electric field in the dot regime, and ey is the Zeeman energy.

With the above formula, the spin-resonator coupling strength due to the inhomogeneous
field is estimated to be around 0.5MHz for both Si and GaAs/InAs quantum dots, while the
strength due to Rashba coupling is around 50kHz for GaAs and 1MHz for InAs [50]. However,
the environmental nuclear spins generally cause significant inhomogeneous broadening in I1I-
V quantum dots and strong coupling is hard to achieve. In isotopically enriched Si, however,
electron spin decoherence rates on the order of 1Hz have been experimentally observed [116].
Although the spin-orbit coupling results in additional decoherence due to phonons, it is
estimated to be much smaller than the coupling strength 0.5MHz [50, 88]. Therefore, a
Si quantum dot with an inhomogeneous magnetic field can potentially achieve the strong
coupling regime and appears to be a feasible way to go forward [50].
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Chapter 7

A Prototype Circuit QED with
Double Quantum Dot

7.1 Introduction

!This chapter describes a unique design for a microwave resonator coupled double quantum
dot in Si, with the goal of integrating the cQED architecture with semiconducting qubits.
The design and fabrication of the quantum dot was performed by Cheuk Chi Lo and Steven
Wang under the supervision of Eli Yablonovich and Jeffrey Bokor at UC Berkeley. The
resonator and measurement circuit was developed by Andrew Schmidt and Edward Henry
under the supervision of Irfan Siddiqi. I performed the numerical simulation of the physical
system, presented in Sec. 7.3.

The coupling is very similar to that reported in previous resonator-coupled GaAs/AlGaAs
double quantum dots [30, 114}, with the resonator conductors connected to the double dot
plunger gates so that the microwave voltage directly couples to the Fermi levels, and hence
the charge states, of the dots. Our quantum dot is an electrostatically gate defined, silicon
metal-oxide-semiconductor (MOS) structure utilizing accumulation mode field effect to cre-
ate a two-dimensional electron gas (2DEG). This allows for lithographically fabricated accu-
mulation gates to determine where the 2DEG will exist in the substrate and keep it spatially
decoupled from the microwave resonator, limiting high frequency loading from the 2DEG
conductivity and capacitance. In contrast, the chemically defined 2DEG in GaAs/AlGaAs
heterostructures must be etched away before fabricating the resonator. Using Si also elim-
inates piezoelectric acoustic phonon coupling [135] which has been implicated in loss and
limiting coherence times in GaAs/AlGaAs devices [42, 114, 120]. Finally, Si has the poten-
tial for long spin coherence due to small spin-orbit coupling [137, 135] and the possibility to
eliminate the nuclear spin bath by isotopic purification [117]; singlet-triplet spin qubits in
Si/SiGe [73] without purification have Tj an order of magnitude longer than in the typical
GaAs [87] devices.

!The bulk of this chapter is adapted from Ref. [99].
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While the double-dot /resonator coupling is via the qubit electric dipole moment, the ul-
timate goal is to couple the semiconductor electron spin degrees of freedom to the resonator.
In ?®Si, electron spins have lifetimes approaching ~1s [137, 132, 117, 75]. At an estimated
coupling rate of ~100 Hz [100], directly coupling the electron spin magnetic field to the
resonator is nearly impossible for cQED. Instead, our design would employ electric dipole
spin resonance (EDSR) [97, 81, 89], using a strong magnetic field gradient [89] to couple an
electron spin to the resonator. Using EDSR in this manner to couple a spin in a semicon-
ductor double quantum to a microwave resonator has been analyzed in ref. [50], where the
authors found that isotopically purified silicon is the only material capable of achieving the
strong coupling limit of cQED. The precise technique to add the field gradient is itself not
a trivial fabrication process and is left for future work. The first steps towards using EDSR
to couple the spin to a microwave resonator have recently been demonstrated by using the
microwave resonator to readout the spin state of a double quantum dot in InAs nanowires
via strong spin-orbit EDSR [85].

The layout of this chapter is as follows. In Section 7.2 describes the device geometry
and fabrication details. In Section 7.3 discusses the numerical simulations that were used
to guide device design. Section 7.4 contains the results of experimental characterization of
device functionality and Section 7.5 contains a brief summary and conclusions.

7.2 Device Layout and Fabrication Process

Fig. 7.1is an optical image of our resonator-coupled double quantum dot at the largest length
scales of the device. The short dashed blue box outlines the microwave resonator, which is
a shorted, 6 GHz quarter-wavelength section of coplanar stripline (CPS). The long dashed
green box outlines the shorting termination. This is actually a ~50 pF capacitor which is a
short at 6 GHz, but is an open at low frequencies allowing us to individually DC bias each
resonator conductor. This is distinct from refs [30, 114], which do not use the resonator
conductors to apply DC biases. At the electric field antinode, the resonator conductors
become the left and right plunger gates of each quantum dot, which are within the solid red
box. The ‘X’ shaped structure within this box are the two metal-oxide accumulation gates
beneath which the 2DEG is located at the semiconductor-oxide interface. These gates are
labeled Tg and Ty, in Fig. 7.2a. This is a standard MOS geometry with mobile electrons
for the 2DEG coming from the n-type degenerately doped ohmic contacts. A positive bias
on these gates accumulates the 2DEG. The ohmic contacts are labeled 1-4 in Fig. 7.1. RF,
and RF5 are the wire bond pads for the microwave carrier, which is coupled to the resonator
via finger capacitors and differentially excited with a 180° microstrip ring hybrid. This
differential excitation puts the full resonator voltage drop across the two plunger gates, so
that the Fermi level in one dot oscillates in the direction opposite to the Fermi level in the
other dot. These bond pads are large to minimize inductance. Also visible in the figure are
several aluminum wire bonds. They are attached to a much smaller set of bond pads for the
DC biases. The thin size of the leads from these pads to the rest of the device is to increase
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Figure 7.1: (color online) Large scale view of the device. The electron confinement gates are
located within the red solid box and are not visible on this scale. The ‘X’ within this box
are the two accumulation gates creating the 2DEG. Inside the short dashed blue box lies the
CPS resonator and the coupling capacitors for the microwave wire bond feed. Within the
long dashed green box lies the ~50pF shorting capacitor that is the bias tee combining the
DC Py, and Py bias voltage with the microwave carrier.

the series inductance and choke out any residual high frequency noise.

Fig. 7.2a shows a SEM micrograph image of the accumulation metal-oxide gates, false-
colored in red and labeled Ty and Ty, that determine the location of the 2DEG in the
vicinity of the quantum dot electron confinement gates. The resonator conductors are false
colored-blue and are also the plunger gates for the two dots, Py, and Pgr. The resonator
conductors are well decoupled from the 2DEG as shown by the spatial separation in this
figure. The inset focuses on these confinement gates, with a length scale very similar to that
successfully used in previous Si quantum dots [105, 115, 49].

The confinement gates are a mostly standard set of quantum dot confinement gates;
however, the plunger gates controlling the dot charge states are unique in that they are
operated in accumulation mode at positive bias. Their vertical orientation should reduce the
capacitive division of the applied bias, as observed in another Si MOS double quantum dot
with accumulation mode plunger gates [63]. This should help maximize the coupling of the
ground state quantum voltage fluctuations of the resonator differential mode into the double
dot. The depletion side gates are labeled Lt g and Ry g, and the U gate controls the tunnel
coupling between the left and right dots. The QPC gates are Qg

Other than Ref. [63], the plunger gates in Si MOS and Si/SiGe double quantum dots that
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Cu =

Figure 7.2: (color online) (a) SEM of the electron confinement gates and the 2DEG accu-
mulation gates, which are false colored red. The plunger gates Pr and Py, are false colored
blue, and emphasize the spatial decoupling of the microwave resonator from the 2DEG. The
inset SEM details the electron confinement gates. (b) A schematic cross section of the MOS
accumulation structure in this device. (not to scale)

we are aware of operate in depletion mode. We do not use a global top gate to accumulate
the 2DEG like other existing Si device designs [137, 123, 73, 132, 115, 49, 133], because
we cannot have this top gate overlap with the plunger gates, or the quantum dots. The
plunger gates are also the microwave resonator conductors, and if the plunger and top gates
overlapped this would not only lead to resistive loss by the reservoir electrons, but also create
an additional capacitive load, both severely degrading resonator performance. A global top
gate that is deposited to be non-overlapping would first require depositing an insulating oxide
layer followed by an additional metal layer that is aligned with nanometer scale precision
above the quantum dot gates, resulting in additional fabrication complexity.

The devices are fabricated from commercially available Si wafers from Topsil that are
float-zone grown in the (100) orientation, n-type with room temperature resistivity in excess
of 10 kQ2-cm. Fabrication begins with ion-implantation of the phosphorous donors in the
ohmic contact regions. These must be degenerately doped beyond the metal-insulator tran-
sition to ensure device operation below liquid He temperatures. This is followed by creation
of the 100nm thick SiO, gate oxide barrier by dry thermal oxidation at 1000°C. Next, this
oxide on the ohmic contacts is etched away with hydrofluoric acid (HF) and metal contacts
are deposited consisting of 5nm Ti on the bare Si surface and 40nm Au on top for the wire
bond pads. After this is the electron-beam write for the metal lithography, defining the
gates, resonator conductors, metal leads and wire bond pads. With the exception of the
ohmic contacts, all other metal is 20nm thick Al deposited in a custom built electron-beam
evaporator designed for fabrication of superconducting qubits [78, 118]. Finally the shunting
capacitor is finished with 200nm thick plasma enhanced chemical vapor deposited (PECVD)
SiO2 dielectric and a 50nm thick Al upper capacitor plate. A schematic cross section of the
device, showing the metal-oxide structures but excluding the shorting capacitor is shown in
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Figure 7.3: (color online) Numerical simulations (see text for details) (a) 2DEG induced
at the Si-SiO, interface (b) Interface electrostatic potential. (c) Applied gate bias voltages
setting boundary conditions. (d) Ground state wave function envelope for the region in the
black dashed box in (b). (e) First excited state wave function envelope.

Fig. 7.2b, emphasizing that all the confinement and accumulation gates are defined in a
single metal layer. The final step is a forming gas anneal to reduce the interface trap density.

Similar MOS devices built using these fabrication techniques are measured to have a
mobility of 10,000 -15,000 cm?/V s at 4.2K [65]. This is comparable to previous Si MOS
quantum dots [132, 137].
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7.3 Numerical Simulations

To simulate the device we first find the electrostatic confinement potential for an electron
by numerically and self consistently solving Poission’s equation with the accumulated 2DEG
charge density given in the semiclassical Thomas-Fermi approximation [2, 51]:

V- (kV(r)) = — dmpappa(r)
,OQDEg(I') = — eﬂm_i:;<EF — E0)5(Z) EF > E()
pepec(r) =0 Er < Ey

Here k is the material-dependent dielectric constant, ¢(r) is the electrostatic potential,
p2pEG 1s the 2DEG charge density, m; is the Si transverse electron effective mass, Er is the
Fermi energy, and Ej is the energy of the bottom of the lowest 2DEG subband. The Si-SiO,
interface is at z = 0 and perpendicular to the z direction, and by using §(z) we are ignoring
the spatial extent of the wave function in the direction of confinement. Since field-effect
2DEGs in Si-SiOy are typically within ~5nm of the interface and are of the same order in
extent [2], this is a very good approximation. The space, oxide, and interface charges are
ignored, as are issues of valley physics. The final valley degeneracy is lifted by the electric
field and the interface, but the magnitude of the splitting depends very sensitively on the
atomic-level interface details [2, 137, 133]. Thus we are using a free electron envelope function
description of the electron wavefunction. Ey implicitly depends on ¢(r), essentially because
the gate bias must bend the conduction band below Er before the 2DEG can form. The
result is that a threshold bias Vz [2, 111] must be applied before the 2DEG forms; this was
measured to be 1.2-1.4V before transport occurs in our devices. The commercial program
COMSOL Multiphysics was used [77] for the numerical solution. The resulting 2DEG density
is shown in Fig. 7.3(a) for the applied gate bias boundary conditions shown in Fig 7.3(c).

The resulting electrostatic potential at the Si-SiO, interface is shown in Fig. 7.3(b).
The thin white lines in this figure are equipotential lines with 5 mV spacing, and we find
electrostatic potential maxima below the two plunger gates Py, g. Multiplying by the electron
charge —e, these become potential energy minima of ~20 meV for confining electrons in the
quantum dots. The double quantum dot ground and first excited state energies and wave
function envelopes are found within the effective mass approximation [2, 51] by subsequently
using COMSOL to numerically solve Schrodinger’s equation with this electrostatic potential
energy, again using the anisotropic effective mass of silicon. The ground state wave function
envelope is shown in Fig. 7.3(d) for the region within the black dashed line in Fig. 7.3(b),
and shows the bonding symmetry. The first excited state envelope for the same region is
shown in Fig. 7.3(e). This clearly shows the anti-bonding symmetry. The energy difference
between ground and first excited state is 3 GHz. This number is a rough order of magnitude
estimate, and we anticipate that fine tuning of the U gate will be required to set the desired
operating point.
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Figure 7.4: (color online) Transport characterization of electron confinement. (a) Current
resonances as function of plunger gate bias forming honeycomb charge stability regions. (b)
QPC conductance as a function of left plunger gate bias showing single electron charing
events (arrows). (c) Inconsistent honeycombs over large plunger gate bias ranges.

At the charge degeneracy point, the Jaynes-Cummings Hamiltonian with qubit frequency
wa, resonator frequency w;,, and qubit-resonator coupling g is

1 1
Hjyc = éhwa + ihwraTa +hg(ato_ +aoy).

Here, a' creates a resonator photon, and o ,_ are the qubit Pauli operators. g is given
by Eq. 6.13, reproduced below:
Wy
9=z ShC.
Aforementioned simulation with the confining potential and electron wavefunction produces
¢ ~ 10721 — 1072°[C]. Our resonator can be modeled with L, = 1.7nH and C, = 0.42pF,
which gives maximally achievable coupling strength g/h ~ 10MHz for a single electron in
the dot. Also, at charge degeneracy, this coupling term g is the roughly same for both charge
double quantum dot and Cooper pair box qubits [6, 12] with similar geometry. A g/h value
of 10-50 MHz is observed for charge coupling in III-V double quantum dots [30, 114, 85], the
same order of magnitude as observed for Cooper pair boxes [121, 48]. Because both III-V and
Si double quantum dots have similar o = ¢, /e [115, 49, 63, 7, 31, 114, 101} and similar C,
and w, owing to similar planar transmission line structures, we expect the charge coupling
in our Si device to have the same order of magnitude.

(7.1)

7.4 Experimental Characterization

All experiments were performed in an Oxford Instruments Triton cryogen-free dilution re-
frigerator at temperatures below 15 mK. All low frequency measurement wiring is filtered at

(vu)*'Boj
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the mixing chamber, first through a lossy Eccosorb CR124 100 MHz low pass filter, which
has been demonstrated to attenuate frequencies up to 40GHz [108]. This is followed by a
surface mount RC' 7 low pass filter with a 1kHz cutoff.

To test the ability to confine charge, we made a series of DC electronic transport mea-
surements in a device similar to the one in Figs 7.1-7.2a. Figure 7.4(a) shows a plot of
current through the device on a log scale as a function of bias voltage on the left and right
plunger gates Py . Ohmic contacts 1 and 4 form the source and drain with bias voltage
of 100 pV in a standard AC lock-in technique at 13Hz using a Stanford Research Systems
SR810. Overlaid on top of this is the a honeycomb charge stability diagram expected for
transport through a double quantum dot in Coulomb blockade [125, 137] and analysis of this
yields plunger gate capacitances of 7-8 aF'.

The left QPC is biased by applying a 1 nA current bias to ohmics 1-2, while a bias
voltage on Qr, brings this channel close to pinch-off. The QPC conductance measured with
the same lock-in technique above is shown in Figure 7.4(b) as a function of left plunger Py,
voltage. Red arrows mark peaks due to charging events in the left dot, which are repeatable.
Figures 7.4(a)-(b) indicate that our double quantum dot is indeed exhibiting single electron
charging.

However, when we try to measure the charge stability from transport through the dots
over a wider range of gate bias, we find the current resonances shown in Fig 7.4(c). We
cannot get consistent honeycomb patterns over a large bias range. A qualitative explanation
for this is given in the Summary, Sec. 7.5.

In Fig 7.4(a), gates Tr 1, Qg were biased at 4 V, while Lt p, Ry p, and U were at 1
V. In Fig 7.4(c), Try, Qrr were at 4 V, Lrp, Rrp at 1.2V, and U was at 0.95 V. For
Fig 7.4(b), these gates were in a different bias regime. Ty, was 4.5 V, and Qr, was 401.5mV
below Ty, to put the QPC near pinch-off. The side gates Lt g, Ry were at -1.5V to shut
off transport from the quantum dot to the 2DEG, and U was also at -1.5V to isolate the
two dots. The negative biases on these confinement gates required the larger compensating
plunger gate voltages in Fig 7.4(b).

Microwave measurements of the resonator were made in reflection using a vector network
analyzer (VNA). The incoming microwaves are thermalized by attenuators with values of 20
dB at 4K, 20dB at the still, and 20 dB at base temperature on the mixing chamber. From
there they are sent though a circulator to reflect off the device and on return pass through
an additional isolator to a NbTi superconducting coaxial line. This line sends the signal to a
Low Noise Factory LNF-LNC4_8A HEMT amplifier at 4K. Fig. 7.5(a) shows measurements
of the reflected amplitude at -150 dBm input power, including the overall system gain, and
Fig. 7.5(b) shows the phase. The bond pads were connected to a 180° hybrid for differential
excitation via 1 cm wire bonds connected to RF; » in Fig. 7.1. This adds series inductance,
modifying the complex impedance away from the Lorentzian approximation for a resonator.
Assuming the wire bond impedance is purely reactive, we fit the real part of the reflection,
removing the time delay so that the reflection data is measured with respect to resonator.
The resulting fit to a Lorentzian is very good, as shown in Fig. 7.5(c) for -150 dBm. From the
fit we extract a resonant frequency fy of 5.511 GHz, which is down from the 6 GHz set by the
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transmission line length due to the reactive loading of the wire bonds and coupling capacitors.
The resonator () of 307 breaks down to an external Qo of 411 and an internal s, of 1210,
so that the resonator is over-coupled. This () translates to a half-power bandwidth of 18
MHz, which would allow measurement of fast charge dynamics.

The power dependence of Qi is plotted in Fig. 7.5(d) from -150 dBm to -70 dBm.
Using 71 = 4P, Q% /(Qexthwo ), where P, is the steady state input power, this corresponds to
an average photon number 7 of order 0.01 to 10°. Over this range Qj, is observed to climb
from 1210 to 1530. To demonstrate that this loss is due to the PECVD SiO, dielectric in
the shorting capacitor, we have fabricated a device with this capacitor replaced by an Al
shorting stub and measure Q;,; to be above 10,000 at -150 dBm for a Q. of 2000. This
PECVD SiO, internal loss and internal loss power dependence is far less than previously
reported for LC' resonator capacitors [72] or for coplanar waveguide (CPW) transmission
line resonators [82]. This may be due to the fact that for our devices the shorting capacitor
is at a voltage node where the resonator voltage is minimal, but more comprehensive work
is required to demonstrate this.

7.5 Summary

We have designed and developed a fabrication process for a Si double quantum dot coupled to
a microwave resonator. We have performed simple numerical simulations to verify dot charge
confinement, and estimate the double dot - resonator vacuum coupling strength. We have
fabricated test devices and characterized the quantum dot charge confinement through DC
transport measurements and the microwave resonator spectrum with a VNA. The resonant
frequency is 5.511GHz with Qi /Qexs = 3 in the overcoupled regime, while the total @@ = 307
gives a line width of 18 MHz. The over-coupling allows for pulsed time-domain detection of
dispersive resonant frequency shifts in the phase of a homodyne measurement. The fastest
resolvable phase change is ~60 ns, set by the inverse line width, which is well within the
charge relaxation 7} seen in Si charge qubits [123].

The DC transport measurements demonstrate charge confinement for the device, but Fig.
7.4(c) shows that the charge stability honeycombs are not found over a wide enough gate
bias range. One explanation for this is that the 2DEG accumulation gates Ty, g become too
narrow where they come near the confinement gates Lt and R p, as shown between the
arrows in Fig 7.6(d), so that the 2DEG in fact becomes sub two-dimensional in this region.
Then our double quantum dot, with honeycomb current resonances shown schematically in
Fig. 7.6(a) is in series with short, sub 2D channels with regions of allowed and forbidden
conductance, shown schematically in Fig. 7.6(c), and the resulting total series conductance
is shown schematically in Fig. 7.6(c). This is a very qualitative representation of the data
in Fig. 7.4(c). A detailed experimental study of sub 2D reservoir behavior is given in Ref.
[76] and its analysis the context of other quantum dot transport phenomena is given in [27].

In hindsight, this problem can be identified in the 2DEG density simulation shown in
Fig. 7.3(a) by noting that the 2DEG density drops and becomes non-uniform over very
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short lengths where T, g narrow at the gap between the confinement gates Lt g and Ry .
However, due to the use of the semi-classical Thomas-Fermi approximation the lowering of
dimensionality is not properly captured. The solution to this is to make the narrow part
of the gates, shown between the Fig. 7.6(d) arrows, wider to ~300nm, or ~30 times the Si
transverse effective mass Thomas-Fermi screening length [2, 51].

After this, there is more non-trivial testing to be done. One test is to demonstrate that
the double dot can be completely depleted of electrons, so that the few-electron regime can
be reached, followed by showing that the splitting of the lowest two valleys is large, similar
to the 100-750uV measured in previous Si MOS quantum dots [137, 2, 133]. Both of these
are necessary for spin manipulation of Si double dot devices. Simultaneously with this is
demonstration of dispersive readout of the honeycomb charge stability diagrams with the
microwave resonator, as done previously in ITI-V devices [30, 114, 85]. Attempts will be
made to make a simple charge qubit and use the resonator for dispersive readout in pulsed
time-domain experiments.

The primary distinguishing feature about our prototype, is that at the time of submission
of this manuscript, it is the first resonator coupled double quantum dot using silicon as the
semiconductor host material, in a geometry suitable for dispersive, quantum non-demolition
cQED measurements [6, 13, 21, 41, 48, 78, 118] and an attempt to reach the resonator-qubit
strong coupling regime of cQED [121, 6, 50, 12] . While we do not prescribe a path for
adding the magnetic field gradient to achieve EDSR [89] enabled spin-resonator cQED [50]
coupling, the single metal layer defining the double quantum dot is an excellent starting
point on top of which to fabricate additional magnetic nanostructures.
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Figure 7.5: (color online) Microwave resonator reflection coefficient data (a) Magnitude,
including overall gain of the measurement chain. (b) Phase (c) Real part, with time delay
adjusted to adjust reference to input plane of resonator. The fit is to a Lorentzian. (d)
Power dependence of the internal quality factor, characterizing resonator internal losses.
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Figure 7.6: (color online) Schematic representation for the failure to achieve consistent long
range honey combs with sweeps of plunger gate bias. (a) Cartoon of the double quantum dot
honeycomb current peaks as a function of gate bias. (b) Cartoon of the sub two- dimensional
conductance in the region marked by arrows in (d), giving regions of allowed conductance,
marked in yellow, surrounded by regions of forbidden conductance. (c¢) Cartoon of what
transport measurements of (a) and (b) in series would look like. (d) The region of the
accumulation gate marked with the yellow arrows is where the 2DEG becomes sub two-
dimensional.
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Chapter 8

Conclusions

Research in quantum information science has made many breakthroughs as well as exposed
many challenges over the past two decades or so. In this thesis, we explored three important
topics in this field: open quantum systems, quantum feedback control, and circuit-QED.

The theory of open quantum systems helps us understand and fight against the quan-
tum dissipation channels. We discussed both the Lindblad master equation approach to
Markovian systems and the HEoM approach to non-Markovian systems. We used controlled
relaxation for a qubit as an example to demonstrate the potential of the HEoM approach
for controlling non-Markovian systems. Armed with HEoM, we may also be able to answer
many other reachability and controllability questions for open quantum systems. In addi-
tion, we illustrated ways to unravel HEoM, which might be a valuable step towards making
simulations more efficient. More generally, effectively solving an open quantum system with
a non-Gaussian bath is still a very challenging problem.

Motivated by recent advances in realization of real-time feedback control in circuit quan-
tum electrodynamics systems [118], we formulated the theory of PI control which can be
more effective than direct feedback control but is still feasible to implement experimentally.
We demonstrated its application in two-qubit entanglement generation under ideal condi-
tions and harmonic oscillator state stabilization. Further investigation taking into account
experimental imperfections like non-zero temperature and various decoherence channels for
the two-qubit entanglement generation problem is desired. In addition to PI control, we also
demonstrated ways to come up with and to verify optimal control strategies, which are the-
oretically illuminating and also important. We studied qubit purification with a Markovian
bath as an example, but we also would like to know the optimal control strategies for many
other systems and for different types of baths as well.

We reviewed the circuit-QED scheme for a quantum information processor in the last
part of this thesis. Circuit-QED with superconducting qubits has been the most fruitful
experimentally so far. However, we also see that the scheme with quantum dot electron
spins in isotopically purified silicon coupled to resonator photons via an inhomogeneous
magnetic field can potentially reach the strong coupling regime and is very promising as
well. Adding micro-magnets on top of our silicon quantum dot to create an inhomogeneous
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magnetic field needs many more engineering efforts and is worthy of future research. On
the theory side, more complete analysis of the spin decoherence rate in the presence of field
gradient is desired. Research on circuit-QED based architecture of quantum information
processor remains to be of great importance. In particular, combining spin qubits that have
long coherence with superconducting qubits that have fast gates in a hybrid quantum circuit
seems to be a great solution [62].
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