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ABSTRACT OF THE THESIS

Scalability of Superconducting Qubits for Noisy Intermediate Scale Quantum Computers

by

Ananyo Banerjee

Master of Science in Electrical and Computer Engineering

University of California, Los Angeles, 2023

Professor Chee Wei Wong, Chair

In the evolving landscape of quantum computing, the emergence of quantum computers

in the Noisy Intermediate Scale Quantum (NISQ) regime marks a significant stride.

Superconducting qubits have garnered popularity in both academic and industrial groups.

However, the journey towards achieving a large-scale, fully error-corrected quantum

computer faces challenges. This thesis addresses some of these challenges within an

academic setup. One prominent challenge with superconducting qubits is Purcell decay.

This work aims to tackle the issue by delving into the implementation of on-chip Purcell

filters with Transmon qubits. The overarching goal is to pave the way for further

scalability by ensuring compatibility of these designs with scalability plans. The thesis

also introduces novel architectures for superconducting qudit processors, focusing on their

already presented implementation in 3D cavities. Efforts are directed towards transitioning

these processors to a planar platform for enhanced scalability. The coupling of these

processors to environment is explored using coplanar waveguides, with the system’s physics

governed by the principles of circuit quantum electrodynamics. Finally, the thesis also

delves into the packaging of planar qubit devices, aiming to facilitate easy scalability.

This platform enables interfacing the devices with control equipment, shielding from

stray fields, and offers the essential thermal link to the dilution refrigerator where they

are housed. Each section of the thesis presents results emphasizing potential areas for

improvement and refinement of the systems.
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CHAPTER 1

Introduction

Quantum computing has emerged as a captivating and promising 21st-century technology

nearly a century following the formulation of quantum mechanics in the early 1900s. If

harnessed to its full potential, this technology possesses the capacity to revolutionize the

methodologies of information processing and problem-solving. Unlike classical computers,

which utilize bits as their fundamental units operating on binary logic (0 and 1), quantum

computers employ qubits – the quantum analog of bits – which leverage the intrinsic

principles of superposition and entanglement of states. Through these quantum properties,

qubits enable the execution of specific computations at unparalleled speeds, offering the

prospect of solving currently intractable problems within feasible timeframes.

In recent years, significant strides have been achieved in comprehending and engineering

physically viable quantum computers. However, despite their immense promise, quantum

computing is beset by inherent errors stemming from the principles of quantum mechanics.

These challenges include qubit-environment coupling, which must be managed to avoid

state decoherence, along with the complexities of control, characterization, and the crucial

aspect of scalability within existing quantum computers. Both academia and industry

have dedicated efforts to confront these obstacles, each devising novel architectures and

techniques to overcome them. This thesis addresses the engineering hurdles tied to

scalability, particularly within the context of Noisy Intermediate Scale Quantum (NISQ)

Computers. It delves into diverse planar superconducting qubit architectures, exploring

meticulous microwave engineering, precise control mechanisms, scalable packaging, and

other innovative designs that could potentially enhance the scalability of the quantum

computers employing superconducting qubits.
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1.1 What is Quantum Computing

Quantum computers are machines that aim to exploit the complexity of many-particle

wavefunctions to solve computational problems with a time advantage over any available

classical computer.

The beginning of the field of quantum computing is a debatable discussion, with

significant progress in physics, engineering, and computer science over the years leading to

the unified domain of quantum computing and quantum information. Richard Feynman

is often credited with proposing the concept of using hardware-based quantum mechanical

phenomena to simulate physical phenomena in his 1981 paper, ’Simulating Physics

with Computers’ [25]. Additionally, Paul Benioff’s work on representing a quantum

mechanical Hamiltonian model of a computer as Turing machines [26] has contributed to

the foundation of quantum computing.

In the following years, quantum key distribution emerged as an instrumental concept

for enhancing information security [27], laying the groundwork for future progress and

the development of quantum algorithms. Notable examples include the Deutch-Jozsa

algorithm in 1992 [28], Bernstein-Varizani algorithm for solving a hidden shift problem in

1993 [29], Simon’s algorithm in 1994 [30], and the prominent Shor’s algorithm [31] for

prime factorization by Peter Shor. Shor’s algorithm, in particular raised interest in the

industry and academic groups to work towards building practical and scalable quantum

computers.

In the early 2000’s David DiVincenzo from IBM, focusing on the practical implementa-

tion of a physical quantum computer and information processing, introduced criteria now

known as DiVincenzo’s criteria for selecting a physical platform for quantum computing

applications [32]:

1. A scalable physical system with well-characterized qubits or states defining the basis

states for quantum computing applications.

2. The ability to initialize qubits to a simple fiducial state, for example, |000. . . 0⟩.
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3. The quantum system must remain coherent during the entire cycle of quantum oper-

ations, including the initialization, application of quantum gates, and measurement.

4. The system must be capable of supporting a universal set of quantum gates.

5. The ability to read or measure the quantum register at the end of all quantum

operations.

In the past couple of decades, numerous groups in academia and industry have used

DiVincenzo’s criteria as a baseline to explore different platforms for implementing a

scalable quantum computer, making varying levels of progress.

While the theoretical aspects of a scaled-up quantum computer are better understood

today than a couple of decades ago, current systems are still plagued by the decoherence

of states, depending on the platforms defining the qubits. Though no practical system

is free of decoherence, some level of it can be countered using various error correction

techniques, albeit at the cost of using a higher number of qubits, a milestone not yet

reached by state-of-the-art quantum computers. Presently, processors with less than 1000

qubits are referred to as noisy intermediate-scale quantum (NISQ) [33], a term coined by

John Preskill in 2018 [34]. These systems are not advanced enough to be fault-tolerant

or to apply any quantum error correction techniques [35]. The scale of these systems

is defined by a parameter called quantum volume, based on the number of qubits in a

system and their associated gate fidelity.

It is essential to note that quantum computers are not an advanced version of classical

computers in scale, speed, or otherwise. They are an altogether different kind of physical

platform with the capability to solve various tractable computational problems with a

significant advantage in terms of computational times and problem scale.

The following subsections discuss the advantages of a quantum computer over any

classical computer, the current and popular physical platforms and architectures, as well

as their performance and challenges.

The following subsections discuss the advantages of a quantum computer over any
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classical computer, the current and popular physical platforms and architectures, as well

as their performance and challenges.

1.1.1 Advantage

To comprehend the advantage of quantum computing over state-of-the-art classical

computing, it is essential to start with the difference in their basis states. Classical

computers use bits (0 and 1) and binary logic, while quantum computers encode qubits

in the basis states of |0⟩ and |1⟩, represented as two-dimensional vectors in Hilbert space.

Figure 1.1 visually represents a quantum-bit; qubit, and the corresponding wavefunction

(|Ψ⟩) on a Bloch sphere, showcasing their unique characteristics.

Figure 1.1: Representing a qubit on a Bloch sphere. The conventional north pole of the
Bloch sphere is assigned to the state |0⟩ , and correspondingly, the south pole to |1⟩ . The
vector denotes the current state of the qubit, and any operation on the qubit moves the
vector along the Bloch sphere. A common operation is to apply a π-pulse, as illustrated
in the figure. [1]

While any qubit can exist in its basis states or a complex sum of them, the quantum

phenomena of superposition and entanglement play a crucial role. Superposition allows a

qubit to be a complex sum of |0⟩ and |1⟩, while entanglement involves qubits acting as

an inseparable group. Although different platforms exploit these phenomena uniquely,

the fundamental physics of a qubit remains consistent across diverse quantum computing
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systems.

The computational differences between classical and quantum computing paradigms

aim to speed up computational times. As efforts to scale up reliable quantum computers

progress, parallel research identifies specific problem types where quantum computers excel,

including combinatorial optimization, complex linear algebra, differential equations, and

factorization. Industries, from physical and biomedical technology to financial institutions,

anticipate employing quantum technology for industry-specific use cases [36, 37].

Quantum computers have shown promise in molecular simulations for material synthesis

[38], enhancing machine learning algorithms [39, 40], structural search [41], and improving

Monte Carlo simulations for risk analysis [42] and portfolio optimizations in financial

institutions [43, 44]. The evolving understanding of quantum computing’s potential

benefits and targeted improvements for specific users and use cases have driven tremendous

growth in the field over the past decade.

However, it’s crucial to note that the current state of quantum computers remains in

the NISQ regime. The immediate challenge is identifying the physical and engineering

complications affecting the scalability of platforms to an error-corrected regime.

1.1.2 Current Archietectures

The physical implementation of qubits, as discussed above, is varied and has an ever-

evolving history. Any physical platform for quantum computing is not a standalone system

but requires associated measurement and control equipment, along with an associated

classical computer to integrate all the pieces of instruments into one. Figure 1.2 illustrates

a simplified version of the stack-up for a quantum computing hardware setup and the

associated technologies necessary to operate the system.

The choice of a physical platform depends on various factors, including physical scale,

manufacturability of the physical qubits, control protocols and setup ease, access to the

qubits, and susceptibility to decoherence in the immediate environment. In most cases, an

associated cryogenic system is used to shield the physical platforms from the environment
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Figure 1.2: Simplified stack for a superconducting qubit setup. Operating any quantum
computing platform requires synchronization between numerous sophisticated control and
measurement tools interacting with the physical qubit. Typically, the qubit is placed
inside a dilution refrigerator to keep the devices isolated and at cryogenic temperatures.
Image adapted from [2]

and eliminate potential sources of noise. While none of these efforts provide a perfect

qubit, ongoing attempts are made every day to get one step closer at a time to building

an error-free qubit platform. The following subsections provide an overview of the most

popular quantum computing platforms that have emerged in recent years, both in industry

and academia.

1.1.2.1 Superconducting Qubits

Superconducting qubits have gained popularity in the recent quantum computing race.

These solid-state devices utilize the energy levels of an anharmonic LC oscillator, introduc-

ing anharmonicity through a Josephson junction (Figure 1.3). Controlled and measured

using microwave signals, these qubits offer advantages in terms of design flexibility, scala-

bility using existing semiconductor manufacturing techniques, and ease of coupling and

readout due to their circuit nature.
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Figure 1.3: Illustration of a fundamental difference in the energy level spacing in a quantum
harmonic oscillator (QHO) formed by an LC circuit and the anharmonic oscillator by
introducing a Josephson junction. (a) denotes an LC oscillator with inductance L and
capacitance C. The phase on the superconducting island is denoted by ϕ, and the ground
node is referenced to have a zero phase. (b) Energy levels of the LC oscillator (a). The

energy levels in a QHO are equally spaced by ℏω, where ω =
√

1
LC

). (c) represents a

lumped element model of a superconducting qubit where the linear inductor is replaced by
a Josephson junction of energy EJ . (d) Illustrates the change in the harmonic potential
with respect to a QHO (blue); this introduction of anharmonicity yields non-equal energy
spacing necessary to operate a 2-level system.[3]

While superconducting qubits seem favorable for large-scale quantum computers,

challenges remain, including tunability, device scale, and the inherent possibility of

transitions from a |1⟩ to |2⟩ state. Some groups have explored these transitions for

high-dimensional quantum devices [45], but careful control is required to avoid them

in qubit devices. Additionally, the use of dilution refrigerators to achieve milli-Kelvin

temperatures raises scalability concerns in discussions of large-scale and error-corrected

quantum computing systems.

1.1.2.2 Spin Qubits

Spin qubits, as the name suggests, utilize the spin degree of freedom of electrons (or

electrons) to define qubits. They are generally formed by creating a quantum dot using
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sophisticated gate structures in Silicon and other platforms, and their initialization and

control involve energy-dependent tunneling of electrons.[46]

Semiconductors have emerged as the most popular candidates to host spin qubits due

to the accessible methods to chemical and isotropic enrichment of Silicon and the ability

to leverage state-of-the-art semiconductor manufacturing techniques to fabricate these

complex devices. In terms of scaling, spin qubits are promising candidates, as they are

significantly smaller in size compared to their superconducting counterparts.

Spin qubits come in multiple flavors depending on how a qubit is defined (Figure 1.4),

illustrating some popular architectures adopted over the years to define different types of

spin qubits.

Figure 1.4: Illustration of popular spin qubit configuration profiles and the corresponding
energy levels and definition of each qubit state. (a) Loss-DiVincenzo qubit. (b) Singlet-
triplet qubit. (c) Exchange-Only qubit. (d) Hybrid qubit with the same computational
basis states. (e) Donor-bounded e− qubit. Image adapted from [4]

Spin qubits have gained popularity in academic and industrial groups due to the
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evident upsides of the platform. Companies like Intel and HRL heavily invest in studying

and working towards scaling this architecture for a fault-tolerant quantum computer.

Although high fidelities have been achieved for initialization and single and two-qubit gates

on spin qubit platforms, there are still evident challenges associated with the complex

engineering issues of addressing each qubit and achieving sufficient connectivity.

1.1.2.3 Trapped Ion Qubits

The idea of utilizing a multi-level system for quantum information is quite intuitive,

and a formal proposal addressing the physics and engineering aspects was made as early

as 1995 [47]. Current quantum computing systems defining qubits use the different

hyperfine energy levels of trapped ions. Figure 1.5 illustrates a simplified protocol for the

state-preparation, control, and readout of trapped ion qubits.

Figure 1.5: Illustrates a trapped ion qubit’s state preparation, control, and readout. (a)
State preparation involves optically pumping the ion to an ancillary state (|e⟩SP ) from the
stable and long-lived state (|0⟩), which rapidly decays to the state (|1⟩). (b) The control
of the qubit is achieved by coupling the states (|0⟩) and (|1⟩) using electric quadrupole
transitions. (c) Readout of the state is achieved by shining light at the transition frequency
of (|1⟩)− (|e⟩R) and observing the photons emitted from the transition decay (if any). [5]

Ions are commonly trapped using Paul or Penning traps and held in position using

laser cooling techniques. Recent efforts have seen the use of microfabricated surface ion

traps [48], moving away from traditionally used linear traps to scale the systems better.

Trapped ion qubits have performed remarkably well, with reported single qubit gate

fidelities of 99.9999% [49] and two-qubit gate fidelities of 99.9% [50]. While the idea of

9



using trapped ions and their hyperfine energy levels as qubits is lucrative, challenges

arise in scaling up the platform for a higher number of qubits, especially considering the

vulnerability of planar traps to stray photons and decoherence during RF loss at dielectric

interfaces [51].

1.1.2.4 Topological Systems as Qubits

Employing topological systems has emerged as an alternate platform to realize a qubit. The

theoretical proposal was put forth by Alexei Kitaev in 1997 [52] and utilized quasiparticles

named Anyons, whose world lines pass through one another to form braids in three-

dimensional spacetime. The proposal used these braids to form logic gates, identified to

be much more stable than trapping particles for quantum computation.

Anyons are classified neither as Bosons nor Fermions and hence cannot occupy the

same energy state. Hence, the defined world-lines cannot interact and tend to form stable

braids in spacetime. Excitations in a two-dimensional electron gas in the presence of

a strong magnetic field have been observed to form Anyons, a phenomenon known as

the Fractional Quantum Hall effect [53], where experimental work indicates that these

systems are worth exploring.

While the use of these systems for quantum computation are mostly theoretical, some

numerous experimental efforts are pushing to create a qubit system capable of quantum

computation. Companies like Microsoft [54] are invested in exploring topological systems

for developing a scalable quantum computing platform.

1.1.3 Performance

Different platforms aiming at scalable quantum computing have grown significantly

over the past two decades. Table 1.1 below compares the platforms discussed in the

preceding sub-sections and their performance to date using commonly utilized parameters

to benchmark progress against one another.

Although these platforms are still not in an error-free regime, and most of these devices
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Table 1.1: Comparison of superconducting qubits, spin qubits, and trapped ion qubits
based on basic metrics to benchmark the performance of any quantum computing system.
Note: The performances noted below attempt to consolidate some of the best performances
of each platform reported. These are reported from different devices and experiments,
which might not provide an all-around comparison of each system. This table intends to
convey the progress each of these qubit platforms has made over the years.

Qubits
Achieved

Coherence
Times

Initialization
Fidelity

Readout
Fidelity

1-Qubit
Gate

Fidelity

2-Qubit
Gate

Fidelity

Gate
Time

Connectivity

Superconducting
Qubits

433
[55]

1.48 ms
[56]

99%
[57]

99.5%
[58]

99.9%
[56]

99.88%
[59]

30 ns
[60]

Nearest
Neighbor

Spin Qubits 12
[61]

120 µs
[62]

99%
[63]

99.975%
[64]

99.957%
[65]

99.8%
[66]

10 ns
[67]

Nearest
Neighbor

Trapped Ion
Qubits

32
[68]

5500 s
[69]

99.991%
[70]

99.99%
[71]

99.995%
[72]

99.9%
[73]

5 µs
[72]

All-to-All

have been optimized to perform the best in at least one aspect, this exhibits significant

progress. Understanding these systems has improved with the evolution of the associated

technologies involved. However, none of these are exempt from challenges native to every

platform. The following subsection discusses the overall challenges plaguing the popular

quantum computing platforms.

1.1.4 Challenges

As the field of quantum computing is maturing at a staggering pace and is already entering

the NISQ regime, it is essential to take note of the impending challenges that affect the

performance of the current systems. The inherent nature of a qubit to decay or decohere,

losing all the properties of its state to the immediate environment, has always been a

source of concern.

As the systems are getting more densely packed in an attempt to scale up, the problems

become more prominent and challenging to deal with. Various protocols are in place to

counter the effects of decoherence in the respective qubit platforms. However, more is

needed to take these limitedly scaled platforms to an error-free regime. Also, although

the initialization, readout, and gate fidelities look significantly better now than even half

a decade back, these performance metrics differ from the available classical computing

systems.
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Building full-scale quantum computers poses the same central challenges: maintaining

the simultaneous abilities to control quantum systems, measure them, and preserve their

strong isolation from uncontrolled parts of their environment. As discussions on quantum

supremacy intensify, the challenge of achieving comparable benchmarked performance of

quantum processors remains ongoing for physicists and engineers.

1.2 Scalability of Quantum Computers

The state-of-the-art quantum computers today can handle small-scale chemistry simu-

lations or exhibit advantages over classical computing on a limited scale. However, to

achieve practical-sized quantum computations, these systems need to scale. Moving from

NISQ to an error-corrected regime demands a significantly higher number of qubits on

the platform to implement any practical error-correction protocols. It is essential to

understand, in the context of scaling a quantum computer, that the physical size of qubits

is not the only point of consideration. The full stack of the computer effectively needs to

scale with the increased number of qubits, which also must be subsequently scaled up.

The following subsections detail the needs, progress, and challenges associated with

scaling the available quantum computing systems.

1.2.1 Need for Scalability

Understanding the need for scaling any platform, in this case, quantum computers, starts

with grasping the current performance of the system, its basic requirements, and the

benefits a scaled-up system provides over the existing classical computing technology

already available. The NISQ regime of quantum computers has served as a reasonably

good platform to address skeptics of quantum computing who doubted overcoming the

challenges of building and controlling such devices to surpass the power of any classical

Turing machine.

The inherent concern of state decoherence and effectively benchmarking the perfor-
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mance of these systems against available classical computers has been a challenge. This is

where the NISQ regime has proven its purpose well. Noise, in the context of NISQ, implies

that these systems are still prone to errors and decoherence, and their computational

capabilities have been limited and intermediate points out to the fact that they must not

be directly compared to the brute force capabilities of classical computers but are still

large enough to be error-corrected in small scale and run existing quantum algorithms in

a limited scale. Running many-body quantum simulations might not be possible with

the current state of quantum computers. The already available quantum computers have

exhibited a notable advantage using quantum algorithms. There have been limited scale

demonstrations of the algorithms as mentioned earlier, like Shor’s algorithm, Grover’s

algorithm, or Deutsch–Jozsa’s algorithm on early noisy quantum computers [74, 75, 76],

but at this stage, it won’t provide any significant advantage in the case of quantum

computers by scaling these algorithms, given the current error rates in these systems

which would be enough to ruin any precision of the results.

NISQ has always been termed as a step towards full-scale fault-tolerant quantum

computing by providing us with a deeper understanding of the physics and engineering

challenges of the technology while also developing tools along the way necessary to scale

these systems better for the future. [77]

Considering that we need a higher number of qubits to perform meaningful full multi-

body quantum simulations using these machines, it has been noted in the literature that

we would likely need at least a million physical qubits to have a fully error-corrected

quantum computer.[78]

Given the current state of these systems, much progress has been made in the last

couple of decades to scale these quantum systems in a meaningful manner, and a discussion

on it is detailed in the following subsection, with plans laid out by various prominent

teams.
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1.2.2 Progress with Scalability and Future Plans

Quantum computing systems have scaled up significantly in recent years, aiming to

enhance accuracy, computational scale, control, and overall system integration. Industrial

groups, notably IBM, have led in achieving the highest number of qubits, with the most

recent being a 433-qubit superconducting quantum computer accessible via their cloud

network, maintaining its status as the highest online quantum computer [36]. Atom

Computing has announced a 1000-qubit processor, intending to make it available for users

by 2024 [79]. Other industrial players, such as Google Quantum AI (superconducting),

Rigetti Computing (superconducting), IonQ (trapped ion), Xanadu (photonic), and more,

are actively working in the field, striving to make their quantum computers live for users

and aiming for further scalability. All these systems are currently in the NISQ regime,

and each team has a roadmap to scale them further to reach the error-corrected regime

in the near future, with the understanding that an error-corrected system would require

at least a million physical qubits. [80, 81]

As the race to scale physical qubit platforms strengthens, some teams also focus on

scaling or optimizing the control equipment. Recognizing that control systems must

efficiently scale up alongside qubit platforms, Intel has developed fully integrated cryo-

CMOS SoC Horse Ridge 1 and Horse Ridge 2 using their 22nm technology node, operating

at 4K for qubit control and readout [82]. While companies like Quantum Machines

and Zurich Instruments, among others, are dedicated to scaling and optimizing control

equipment as physical qubit platforms expand.

Despite active efforts, quantum computing systems still face significant challenges in

scaling up. The following subsection details the active roadblocks limiting the scaling of

current quantum computing platforms.

1.2.3 Roadblocks with Scalability

The advancements in understanding qubit platforms have also shed light on the engineering

challenges associated with scaling up quantum computing platforms in recent years. The
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diversity among qubit platforms introduces non-uniformity in developing technologies for

controlling and measuring qubits. While one platform may excel in scaling, it may not

perform optimally for others. Consequently, the scaling progress across platforms is quite

non-uniform. Superconducting qubits have achieved a remarkable milestone of over 400

physical qubits, whereas spin and trapped ion qubits struggle to scale beyond 50 qubits

on a chip.

This non-uniformity in scaling stems from various issues, including qubit coherence

times, crosstalk and susceptibility to noise from the immediate environment. Another

engineering challenge emerges in the initialization and gate operating times of each qubit.

The full operation of the quantum circuit, involving the initialization, manipulation,

and readout of qubits, must significantly outpace the decoherence times to mitigate any

computation errors. Efficient synthesis of quantum circuits has to evolve, focusing on

gate decomposition, time reduction, and optimizing initialization and readout times while

managing SPAM errors within acceptable margins.

Another challenge in scaling quantum computing platforms is the organization of

the qubit plane. Most physical qubits are connected to their nearest neighbors, posing

difficulties in applying multi-qubit gates. The use of multiple swap gates to facilitate

multi-qubit gates has proven error-prone, emphasizing the need for improved qubit

connectivity.

Scaling platforms to a higher number of qubits and implementing effective error

correction platforms are essential for reaching an error-free regime. Current quantum

computing systems operate with error rates of 10−2 to 10−3 errors per gate operation,

whereas classical CMOS technology maintains error rates of 10−15 errors per operation

[83]. The current quantum computing systems face significant challenges in reducing error

rates.

Finally, the scalable fabrication of qubits poses engineering challenges that researchers

and engineers are actively addressing. The need for operation of the devices in the

milli-Kelvin range temperatures inside a dilution fridge and platforms with a lesser
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propensity for states to decohere, minimal crosstalk, and ideal parsing of control signals

is crucial. The physical size of qubits presents a balance between scalability, optimizing

fabrication processes, and scaling down devices—a significant engineering challenge. While

superconducting qubits have successfully scaled to over 433 qubits [55], scaling them to

a million qubits poses challenges considering their physical sizes range from 300 to 500

micrometers [84]. Similarly, spin qubits have smaller device dimensions, but complex

fabrication techniques and crosstalk effects from densely packed quantum dots pose scaling

challenges. Intel’s work on cryo-CMOS technology [82] for scalable control units for qubit

platforms addresses some of these challenges. However, imminent engineering challenges

still remain in understanding the viability of ultra-low-power cryoelectronics to scale up

qubit platforms.

Despite persistent challenges in scaling up quantum computers, numerous teams

worldwide are tackling these issues one at a time, working towards the goal of a scaled-up

quantum computer in the near future. The aim is to develop systems capable of performing

real-world computations that these platforms are intended to tackle.
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CHAPTER 2

Superconducting Qubits

Superconducting qubits have emerged as prime candidates for scalable quantum computing

applications over the last decade, with significant efforts focused on understanding the

finer nuances of this cross-disciplinary venture and scaling up the system as a whole.

The work presented in this thesis involves efforts on scaling Transmon-based qubits in

an academic setup. The subsections below are dedicated to discussing the physics of

superconducting qubits, highlighting the importance and theory of Transmon qubits, and

identifying the devices used in academic and industrial settings to investigate Transmon

qubits further, eyeing better efficiency of the devices and eventual platform scale-up.

2.1 Physics of Oscillators

The preceding section compared various qubit platforms. Before delving into the design

of Transmon qubits, it is essential to discuss the underlying physics of engineering

superconducting qubits.

Starting the discussion with time-dependent Schrödinger’s equation that governs any

quantum mechanical system with state |Ψ⟩ is essential in this context. Following the

mathematical derivations from [6, 12].

Ĥ|ψ(t)⟩ = iℏ
d

dt
|ψ(t)⟩ (2.1)

While a quantum mechanical system can be described by (2.1) and solving the

first-order differential equation described by Schrödinger’s equation above, the quantum
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systems can further be described by a linear dimensional system with a formal solution

described by:

|ψ(t)⟩ = e−iωt|ψ(0)⟩ (2.2)

The exponential term here enables the time-independent Hamiltonian to govern the

system’s time evolution. While a general description of a quantum mechanical system is

provided above, a discussion on superconducting qubits is better initiated with the formal

description of an LC oscillator, as shown in Figure 2.1. In this system, the energy of the

system oscillates between the magnetic energy of an inductor and the capacitive (electric)

energy stored in a capacitor. The instantaneous energy in each of the constituents of the

circuit can be defined by,

E(t) =

∫ t

−∞
V (t′)I(t′) dt′ (2.3)

here V(t’) and I(t’) denote the instantaneous voltage and current of the corresponding

elements of the circuit.

Now, with the intention of deriving the classical Hamiltonian using the Lagrange-

Hamilton formulation, the circuit elements are represented in terms of the generalized

circuit coordinates of charge, or in this case, flux, as denoted below.

Φ(t) =

∫ t

−∞
V (t′) dt′ (2.4)

At this point, utilizing 2.3 and 2.4 and using our preexisting knowledge of the relations

V = LdI
dt

and I = C dV
dt
, the capacitive and inductive energy in terms of node flux can be

represented as,

Tc =
1

2
CΦ̇ (2.5)

UL =
1

2
LΦ2 (2.6)
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Figure 2.1: Extension of Figure 1.1. (a), (b) represents an LC quantum harmonic oscillator
with phase on the island defined by ϕ and the corresponding energy level diagram for
the QHO with energy subsequent levels spaced by ℏωr respectively. (c) and (d) represent
replacing the linear inductor in the QHO by a Josephson Junction to introduce the effects
of a non-linear inductor and the subsequent anharmonic oscillator with the two-lowest
energy levels forming the computational subspace with the unequal energy spacing ℏω01

and ℏω12.[6]

As the Lagrangian is denoted as the difference in the kinetic and potential energy

terms, drawing parallels to a classical harmonic oscillator, the Lagrangian here can be

defined as:

L = Tc − UL =
1

2
CΦ̇− 1

2
LΦ2 (2.7)

Now, to derive the Hamiltonian, Legendre transformations are used further to calculate

the conjugate to the flux; in this case, the charge on the capacitor,

Q =
∂L

∂Φ̇
= CΦ̇ (2.8)
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Finally using 2.7 and 2.8 the Hamiltonian of the system can be defined as,

H = Q(Φ̇)Φ̇− L =
Q2

2C
+

Φ2

2L
=

1

2
CV 2 +

1

2
LI2 (2.9)

Drawing parallels to a mechanical oscillator, capacitance of the circuit can be equated to

the mass of the object, and the resonant frequency here can be described by ω = 1√
LC

.

The description of the system thus far has been in a classical regime. To effectively

discuss the quantum-mechanical picture of the system, it is essential to define the

corresponding charge and flux operators of the LC circuit, while the above classical

coordinates satisfy the Poisson bracket criteria.

{f, g} =
δf

δΦ

δg

δQ
− δg

δΦ

δf

δQ

In this case,

{Φ, Q} =
δΦ

δΦ

δQ

δQ
− δQ

δΦ

δΦ

δQ
= 1− 0 = 1 (2.10)

The respective charge and flux operators also satisfy the commutation relation.

[Φ̂, Q̂] = Φ̂Q̂− Q̂Φ̂ = iℏ (2.11)

So, far all the discussed circuit elements are liner in nature and defining the reduced

flux and charge to simplify the Hamiltonian we have,

Reduced Flux− ϕ =
2πΦ

Φ0

and

Reduced Charge− n =
Q

2e

Here operators are defined without the hat for simplicity of the expressions. Hence,
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the simplified quantum-mechanical Hamiltonian for the circuit is defined as:

H = 4ECn
2 +

1

2
ELϕ

2 (2.12)

Where the charging energy EC = e2

2C
is the energy required to add each electron of

the Cooper pair to the island, and the inductive energy EL =
(Φ0

2π )
2

L
, where ϕ0 =

h
2e

is the

superconducting magnetic flux quantum.

Solving 2.12 for the eigenvalues provides an infinite series of eigenstates |k⟩, where

each eigenstate corresponds to an energy state Ek equidistant in the energy plot from the

preceding and the succeeding state. The energy spacing between the energies is provided

by,

Ek+1 − Ek = ℏωr (2.13)

where, ωr =

√
8ELEC

ℏ
=

1√
LC

The Hamiltonian in (12) can also be represented with using the annihilation and

creation operators as

H = ℏωr(a
†a+

1

2
) (2.14)

It must be noted that the equidistant energy states stem from the linear characteristics

of the circuit components and are not optimal to define a computational subspace. To

introduce an element of non-linearity to the LC circuit-based QHO, Josephson Junctions

are introduced to the circuit, replacing the linear inductor to introduce a factor of

anharmonicity in energy spacing, which effectively provides the system with the desired

computational subspace.
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2.2 Josephson Junction

Josephson junction is a crucial component in superconducting sensing and, more recently,

in qubit technology. It is a simple device fabricated by separating two superconducting

electrodes with a thin insulating barrier, as illustrated in Figure 7.

Figure 2.2: Simplified illustration of a Josephson junction depicts two superconducting elec-
trodes separated by a thin layer of insulator, allowing electrons to quantum-mechanically
tunnel through the barrier. The overlap of the macroscopic wave functions, as illustrated
here, enables the tunneling of the Cooper pair.[7]

The Josephson effect describes a supercurrent of Cooper pairs across an insulating

junction due to a macroscopic overlap of the wavefunction of Cooper pairs across the thin

insulator, leading to their tunneling across the junction [85]. The supercurrent through

the junction is defined as:

IJ = I0 sin(δ) (2.15)

V =
Φ0

2π

dδ

dt
(2.16)

where, δ = ϕ1 − ϕ2 and I0 is critical current through the junction.

Differentiating 2.15 and replacing dδ/dt with V as per 2.16 we get,

dIJ
dt

= I0 cos(δ)
2π

Φ0

V (2.17)
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As the time derivative of current appears proportional to voltage, the mathematical

expression can be equated to an inductor, where the inductance of the junction can be

defined as:

LJ =
Φ0

2πI0 cos(δ)
(2.18)

The inversely proportional term cosδ introduces the nonlinear inductance, which is

exploited to create the desired anharmonicity of energy states in a superconducting qubit,

providing us with a desired computational subspace.

Using 2.3, 2.14 and 2.15 we can now define the modified Hamiltonian of the system as

H = 4ECn
2 − EL cos(δ) (2.19)

2.3 Transmon Qubit

Superconducting qubits have diversified into various types, with three main categories:

charge qubits, flux qubits, and phase qubits (illustrated in Figure 2.3). The key distinction

lies in modulating the inductive-to-capacitive energy ratio in the circuit, impacting the

dominant energy that governs system dynamics, as reflected in the EJ/EC ratio.

Figure 2.3: Simplified illustrations of popular superconducting circuits in various EJ/EC

ratio regimes, each functioning as qubits. [8]

Three distinct superconducting qubit configurations are illustrated in Figure 2.3.

Firstly, a charge qubit, governed by a gate voltage (Vg), integrates a SQUID loop where

the effective Josephson coupling energy adapts to the threading magnetic flux ϕ. The

various components, such as the gate capacitor plate (blue), superconducting island
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(gold), and segment of a superconducting loop (grey), play crucial roles, with each red

component representing the thin insulating layer of a Josephson junction. Moving to the

phase regime, the second configuration involves a superconducting loop disrupted by three

Josephson junctions. Two identical Josephson junctions exhibit coupling energy (EJ)

and capacitance (C), while the smaller junction experiences reduction by a factor α (0.5

< α < 1). This three-junction loop is flux-biased with ϕ. Lastly, in the same phase regime,

the third configuration features a Josephson junction biased by current Iext, displaying a

significantly larger ratio EJ/EC . These diverse setups demonstrate the versatility and

adaptability of superconducting qubits in quantum computing applications.

When designing circuits with EJ >> EC , the qubit becomes less sensitive to charge

noise but more prone to flux noise. Conversely, when EJ << EC , the qubit becomes

highly sensitive to charge noise, posing challenges in achieving high coherence. Current

technologies provide flexibility in engineering the inductive part of the Hamiltonian,

making it advantageous to work in the EJ >> EC limit, enhancing sensitivity to potential

Hamiltonian changes.

Figure 2.4: The qubit Hamiltonian’s eigen energies (Em), depicting the initial three levels,
exhibit variation based on the effective offset charge (ng) for varying EJ/EC ratios. These
energies are normalized with respect to the transition energy of the first two states (E01)
at the ng = 1/2 degeneracy point, with the energy baseline set at the bottom of the m =
0 level. Notably, vertical dashed lines in (a) highlight the charge ideal zone of operation
at half-integer ng. [9]
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Transmons with significantly larger EJ/EC ratios have emerged as a charge qubit

designed to mitigate sensitivity to charge noise for superconducting quantum computing.

It achieves this by significantly increasing the ratio of Josephson energy to charging energy,

primarily through a large shunting capacitor (Figure 2.5). The result is energy level

spacings that are nearly independent of offset charge. The term ”Transmon” is derived

from ”transmission line shunted plasma oscillation qubit.”

Figure 2.5: A microscopic image of a Transmon qubit device revealing its structure.
Transmon comprises a Josephson junction shunted by two large capacitor islands. The
corresponding circuit diagram illustrates the Transmon qubit coupled to the readout
resonator through a coupling capacitor. Image from [10]

Transmons have become a preferred choice for leading industrial and academic groups

due to their insensitivity to charge noise and scalability. The research presented here pre-

dominantly focuses on Transmon-based qubits, emphasizing their favorable characteristics

in the pursuit of scalable and noise-resistant quantum computation. Figure 2.6 compares

different superconducting qubits and their corresponding EJ/EC ratios.
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Figure 2.6: Various superconducting qubit devices plotted based on their EJ/EC ratio.
Image taken from [11]

2.4 Circuit Quantum Electrodynamics

Having discussed the physics of qubit devices, specifically Transmon qubits, it is essential

to comprehend the dynamics of the photon-matter interaction that enables the control

and readout of these qubits. The field of Circuit Quantum Electrodynamics (cQED)

deals with the engineering of circuit elements to effectively couple the Transmon qubits

with the environment and manipulate and measure the states while ensuring the qubit is

protected from decoherence of states to the immediate environment. Any planar Transmon

aimed at scalability is coupled to the environment using a superconducting resonator as

a coplanar waveguide on the chip. These superconducting resonators can be considered

as a collection of quantum LC oscillators discussed earlier with a well-defined resonance

frequency. Figure 2.7 below shows a circuit model of a superconducting resonator in

discussion.
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Figure 2.7: Illustrates a lumped element model of a superconducting resonator in (a).
The same resonator is then depicted coupled to a transmission line and the immediate
environment, referred to as a bath. This environment is typically the source of undesired
noisy signals during the control and readout of qubits and poses an active challenge for
the dephasing of superconducting qubits. Image from [12]

As discussed earlier, the Hamiltonian for an LC oscillator can be described by,

H = 4ECn
2 +

1

2
ELϕ

2

where, ωr =

√
8ELEC

ℏ
=

1√
LC

and Z0 =

√
L

C

the Hamiltonian here can be modified further to the form,

H = ℏω
(
RQ

2Z0

ϕ2 +
Z0

2RQ

n2

)
(2.20)

where, reduced resistance quantum RQ = ℏ
(2e)2

= 1.027 kΩ,
RQ

Z0
=
√

EL

8EC
, and ϕ is the

flux through the inductor.

Diagonalizing 2.20 and evaluating the ladder operators here, we obtain,

a =

√
RQ

2Z0

ϕ+ i

√
Z0

2RQ

n (2.21)

The expression above assists us in obtaining the observables for charge n and flux ϕ,

explicitly providing a physical sense of the zero-point fluctuations defined by,

ϕZPF =

√
Z0

2RQ

, where ϕ = ϕZPF(a+ a†) (2.22)
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nZPF =

√
RQ

2Z0

, where n = nZPF(a− a†) (2.23)

Now, to understand the setup where this superconducting resonator is coupled to a

Transmon qubit with the intention to control and measure the qubit using microwave

signals. The description now treats the resonator coupled to a microwave transmission

line that provides drive and measurement tones to the system. ain(t) and aout(t) are used

to represent the incoming and outgoing fields of the transmission line, which eventually

interacts with the qubit system. It is essential to note that fields at different instances of

time are not related to each other, as described below.

[aout(t), a
†
out(t

′)] = [ain(t), a
†
in(t

′)] = δ(t− t′) (2.24)

And the input-output relation of the fields can be described by,

aout = ain +
√
κca (2.25)

where κc is the frequency-independent coupling rate of the oscillator with the transmission

line. Figure 2.8 illustrates the system of a superconducting resonator coupled with a

Transmon with the corresponding energy level diagrams.

Figure 2.8: Lumped element representation of a resonator coupled to a Transmon qubit
and the energy level diagram of ethe corresponding subsystems. Image taken from [12]
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Considering the incoming and outgoing fields, the differential equation in the Heisen-

berg’s picture can be formulated as follows:

∂a

∂t
= − i

ℏ
[a,H]− κ

2
a−

√
κcain (2.26)

where κ = κc + κi

The first term in the quantum Langevin equation 2.4 identifies the damping of the field

at the rate of κ
2
. Here, κi - defines the internal loss rate and represents the coupling of

the system to the uncontrolled environment and
√
κcain is identified as the drive for the

system. Here, ain is crucial for manipulating the resonator’s state but also introduces

undesired field fluctuations. To address this issue, these systems usually operate in the

”stiff-pump” regime, where the effects of κc are negligible compared to the resonator’s

frequency. In the stiff-pump approximation, the drive is characterized by the Hamiltonian,

Hd

ℏ
= ϵ(t)a† + ϵ(t)∗a (2.27)

where, ϵ(t) =
√
κcāin

Having discussed each component above, it is vital to delve into the integrated operation

of Transmon qubits and cQED elements, understanding how they work together to control

and measure the qubit states. The interaction Hamiltonian of the system can be described

as,

Hint = ℏg0nRnT = −ℏg(a† − a)(q† − q) (2.28)

In this context, g0 symbolizes the coupling between the subsystems, where T and R

stand for Transmon and Resonator, respectively, and all charge zero-point fluctuations

are encapsulated in the term g.

To further comprehend the physics the Hamiltonian is diagonalized, but for the sake

of brevity of this thesis the approach in [12] is followed and an approximate diagonalized

result of the Hamiltonian is presented under the commonly chosen operating regime of a

29



Transmon coupled with a cavity.

Here, g ≪ |∆| = |ωT − ωR|, the large detuning between the qubit and cavity results

in a dispersive interaction, avoiding resonant energy exchange. A weak anharmonicity

of the qubit AHO is usually chosen, i.e., Ec

ℏ ≪ |∆|, and finally, as per Rotating Wave

Approximation (RWA), |∆| ≪ ωT + ωR.

Now, applying RWA to the interaction Hamiltonian we get

Hint

ℏ
= (aq† − qa†) (2.29)

Utilizing 2.29 to write the Langevin equations in the Heisenberg picture we get,

∂a

∂t
= −i(ωR − i

κ

2
)a− igq (2.30)

∂q

∂t
= −iωT q − iga− i

ℏ
[q,H4(+)ϕZPF(q + q†)] (2.31)

Diagonalizing the linear part of 2.31 by the matrix,

M =

ωR − iκ
2

g

g ωT

 (2.32)

the eigen values to the first order are described by,

ω̃R = ωR +
g2

∆
− i

κ

2
+ i
( g
∆

)2 κ
2

(2.33)

ω̃T = ωT − g2

∆
− i
( g
∆

)2 κ
2

(2.34)

The resonator and Transmon frequencies ω̃R and ω̃T in the system with dispersive coupling

experience shifts compared to the uncoupled system due to the Lamb shift given by

Λχ =
g2

∆
(2.35)
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Additionally, the Transmon experiences dissipation from the cavity, quantified by the

Purcell rate, which is crucial to consider.

ΓP =
( g
∆

)2
κ (2.36)

The Purcell rate introduces a potential trade-off between achieving a substantial

Transmon-resonator coupling for rapid operations and preserving the qubit’s lifetime.

Nevertheless, practical solutions involve the effective mitigation of the Purcell effect

through the implementation of well-designed Purcell filters. In subsequent chapters,

efforts to suppress Purcell decay using these filters will be explored.

While an extensive derivation of the Transmon-cavity Hamiltonian is presented in [12]

it is of essence to note the effective Hamiltonian in the dispersive regime,

H

ℏ
= ωT q

†q + ωRa
†a− α

2
q†2q2 − K

2
a†2a2 − χ(q†q)(a†a) (2.37)

where,

K =
EJ

2ℏ
(ϕZPF)4

( g
∆

)4
=

2EC

ℏ

( g
∆

)4
(2.38)

K and χ are denoted as the self-Kerr and cross-Kerr nonlinearities, respectively, charac-

terizing the interaction between the resonator and the Transmon. In a physical sense,

the impact of dispersive coupling manifests as a state-dependent frequency shift between

the two modes. The coupling is deemed to be in the strong dispersive regime when this

state-dependent shift surpasses the linewidth of the resonator.

Having grasped the physics of superconducting qubits and cQED, the subsequent

chapters delve into the intricacies of Transmon qubit design and optimization methods, all

directed toward achieving a scalable platform. With the understanding of the Physics of

superconducting qubits and cQED, the following chapters focus on the design of Transmon

qubits and optimization methods aimed at a scalable superconducting qubit platform.
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CHAPTER 3

Methods

This chapter details the tools and techniques used to design, simulate, and characterize

the devices and associated packaging for optimal operation at the temperature range of

15mK, maintained inside the dilution fridge.

3.1 Device Design and Simulation

3.1.1 Qiskit Metal

Qiskit Metal stands as an open-source Electronic Design Automation (EDA) tool developed

by IBM [86], with a primary focus on the layout integration of superconducting circuits

using Python. This tool offers a framework for quantum device design, incorporating

auto-routing algorithms and analysis frameworks like the lumped oscillator model and

energy participation ratio. These features empower users to simulate the performance

of their devices. Additionally, Qiskit Metal is compatible with standard electromagnetic

simulation tools such as ANSYS HFSS, facilitating in-depth analysis of the design before

the final tapeout.

32



Figure 3.1: Displays the Graphical User Interface (GUI) provided by Qiskit Metal. This
interface allows users to adjust design parameters and observe layout changes before
finalizing the design. The GUI can be utilized either in conjunction with Python or as a
standalone interface.

The devices discussed in the upcoming chapters have been designed and analyzed

using Qiskit Metal and the associated tools available within the framework.

3.1.2 Lumped Oscillator Model

The Lumped Oscillator Model (LOM), integrated into Qiskit Metal, serves as an analytical

tool for designing and analyzing the devices for quantum processors. This tool employs a

modular analysis flow, breaking down the system into subsystems and simulation cells.

These cells, representing small domains of the device layout, enable independent analysis

using analytical or numerical simulations, enhancing computational efficiency. Subsystems

act as familiar building blocks, optimizing the modeling process. Figure 3.2 illustrates

the partitions of the system.

33



Figure 3.2: Illustration provides an overview of the methodology employed by the Lumped
Oscillator Model. (a) This illustration showcases a section of the layout from a larger
quantum processor. The highlighted section considers a transmon qubit with two large
capacitive plates and four co-planar waveguides used for readout, bus coupling resonators,
and a charge line. The partition illustrates the classification into subsystems and the
corresponding Hamiltonian for each subsystem that LOM intends to evaluate. (b) Further
subdivision of the subsystems into simulation cells is illustrated. (c) The partial schematic
defines the subsystem network to effectively evaluate the pairwise interaction Hamiltonian
in the presence of all the subsystems in the network. (d) The illustration depicts the
reduced, dressed subsystems, serving as essential building blocks, along with their dressed
interactions. Image source [13]

The objective of LOM is to construct the composite system Hamiltonian Ĥfull within

the limits of the analytical quasi-lumped approximation under the LOM method, consid-

ering no other approximations. The Hamiltonian is described by 3.1.

Ĥfull = Ĥ0 +
K∑

n=1

Ĥn +
K−1∑
n=0

K∑
m=n+1

Ĥnm (3.1)
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Here, each sub-system is connected to K neighbors, where Ĥ0 and Ĥn denote the

dressed Hamiltonians of the sub-system and its nth neighbor, respectively. The interaction

between the nth and nth sub-systems is denoted by Ĥnm and is characterized by,

Ĥnm =
Q̂nQ̂m

Ceff
nm

+
Φ̂nΦ̂m

Leff
nm

(3.2)

Where, Ceff
nm is the coupling capacitance and Leff

nm is the inductance between the nth and

mth sub-systems.

While a detailed breakdown of the LOM method is documented in [13], it is crucial to

note that the efficiency of the LOM method was validated against experimental results.

A two-fold improvement in experimental agreement was observed compared to methods

making weak coupling approximations and not fully considering the non-perturbative

dressing of distributed modes. Further details and a comprehensive list of agreements on

different parameters can be found in [13].

The remarkable alignment of this tool with experimental results led us to employ it

for the analysis of the devices described in this thesis.

3.1.3 Energy Participation Ratio (EPR)

In an effort to comprehend the non-linear interactions of multi-mode distributed quantum

devices and circuits, as discussed in this thesis, the Energy Participation Ratio (EPR)

[14] computational tool is integrated into the Qiskit Metal framework. This allows for

evaluating EPR in Josephson junction-based circuits, using eigenmode simulations on an

electromagnetic solver like ANSYS HFSS. Figure 3.3 describes the overview of the EPR

method described here,
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Figure 3.3: Illustration provides a conceptual overview of the method with an example
quantum device. (b), Results from a finite-element eigenmode analysis (FEe) of the
Josephson circuit linearized about its equilibrium are presented, showcasing the eigenfre-
quency and electric/magnetic fields. Notably, additional FE-driven simulations (FEd) are
unnecessary, and the impedance matrix is not calculated. In (c), the Hamiltonian Ĥfull,
encompassing nonlinear interactions to arbitrary order, is computed directly from eigen-
analysis via Energy Participation Ratios. Dissipative contributions are also calculated
from loss EPRs, which is unique to the EPR method. The iterative modification of the
classical model’s geometry allows for the extraction of desired dissipative and Hamiltonian
parameters. Image source [14]

EPR quantifies the energy stored in each element of the circuit, expressed as a value

ranging from 0 to 1. This information is instrumental in defining the quantum Hamiltonian

for the system under analysis.

The EPR method begins by separating the system Hamiltonian identified as Ĥfull as

below,

Ĥfull = Ĥlin + Ĥnl (3.3)

Here, Ĥlin consists terms related to the linear response of the cavity and junction.

Ĥlin = ℏωcâ
†
câc + ℏωqâ

†
qâq (3.4)

Where, ωc and ωq are the angular frequencies of the cavity and qubit eigenmodes, and

âc and âq are the respective annihilation operators. Consequently, Ĥnl includes terms

associated with the non-linear response of the junction and is represented by,

Ĥnl = −EJ

[
cos (φ̂j) +

φ̂j

2

]
(3.5)
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where, EJ is the Josephson energy and

φ̂j = φq(âq + â†q) + φc(âc + â†c) (3.6)

and the classical variable flux is defined as

φj =

∫ t

−∞

vJ(τ)

ϕ0

dτ (3.7)

Ĥlin is associated with quantities from an eigenanalysis of the classical distributed circuit,

ωc, and ωc. EPR focuses on extracting and computing these quantities, to ascertain the

unknown parameters to evaluate the linear part of the Hamiltonian. Once obtained the

participation of each junction in a particular mode m is determined. Pm is the ratio of

inductive energy stored in a junction to the total energy stored in mode m. and can be

determined by 3.8

pm =
⟨ψm|12EJ φ̂

2
j |ψm⟩

⟨ψm|12Ĥlin|ψm⟩
(3.8)

Where, |ψ⟩ represents a coherent state or a Fock excitation of mode m. Further, the zero

point fluctuations are also represented in terms of the participation ratios described in

3.8.

φ2
p = pq

ℏωq

2EJ

and φ2
c = pc

ℏωc

2EJ

At this point it is sufficient to calculate the non-linear part and consequently the full

Hamiltonian of the system. While designing a system using EPR, extracting transition

frequencies and nonlinear couplings between modes from Ĥfull is necessary. Depending

on the case, this extraction can be performed approximately or exactly using numerical

or analytical techniques. The process is straightforward if Ĥnl is a perturbation to Ĥlin,

allowing for an approximation of Ĥfull in our qubit-cavity example by the effective as

described in 3.9

Ĥeff = (ωq −∆q)n̂q + (ωc −∆c)n̂c − χqcn̂qn̂c −
1

2
aqn̂q(n̂q − 1)− 1

2
acn̂c(n̂c − 1) (3.9)
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where, n̂i = â†i âi signifies the excitation operator, ∆i is the lamb shift, ai is the respective

anharmonicities and χqc denotes cross-Kerr coupling between qubit and cavity. Further

the qubit and cavity anharmonicities can be described by 3.10 and cross-Kerr coupling by

3.11

αi =
1

2
χii = p2j

ℏω2
i

8EJ

(3.10)

χqc = pqpc
ℏωqωq

4EJ

(3.11)

Detailed and well-documented physics behind the EPR method is presneted in [14] it

does mention the following relation between pc and pm as described below

0 ≤ pq, pc ≥ 1 and pq + pc = 1

The outcomes obtained from the EPR method, akin to the LOM mentioned earlier, were

compared against experimental results, demonstrating substantial agreement with the

experimental findings.

3.1.4 PCB Design and Simulation

The work detailed in Chapter 6 discusses the design and fabrication of printed circuit

boards (PCBs) specifically crafted for RF and cryogenic applications. Crafting such

a platform required precise management of design parameters, encompassing layout

automation, stackup control, and impedance matching.

Altium Designer was selected for designing these PCBs to house the superconducting

qubit devices presented in Chapter 4. This choice was driven by its comprehensive features

and meticulous Design Rule Check (DRC) protocol.

Following the design phase, simulations were conducted using SIwave by ANSYS, a

dedicated PCB and package electromagnetics simulation software. This tool served for

cross-verification of track impedances and eigenmodes of the PCB. Detailed results of

this analysis are presented in Chapter 6.
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3.2 Experimental Setup and Characterization Methodology

The experimental configuration for a superconducting qubit setup necessitates a dilution

fridge to maintain the device at ultra-low temperatures, and arbitrary waveform generators

(AWGs) and spectrum analyzers for effective characterization of the devices within the

dilution fridge. The following subsections provide insights into the overall measurement

setup and the process of characterizing a Josephson parametric amplifier.

3.2.1 Measurement Setup and Dilution Fridge

Superconducting qubits, and indeed any qubit platform, demands a sophisticated array

of equipments to ensure isolation from the environment and maintenance at cryogenic

temperatures, allowing for effective control and manipulation of the devices.

At the core of this setup is the cryogen-free dilution refrigerator, a closed-loop cooling

system capable of providing temperatures in the order of 10mK without the need for

moving parts at the low-temperature stages. In our experimental configuration (Figure

3.4), we employed a Bluefors dilution refrigerator with a base temperature of approximately

15mK. A dilution refrigerator comprises multiple cooling stages connected by numerous

RF and microwave cables.
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Figure 3.4: Schematic of the experimental setup for qubit characterization within the
Bluefors dilution fridge. The outer box represents the dilution fridge, with each inner
dashed line depicting a cooling stage. The devices operate in the bottom most stage,
maintaining temperatures 15mK. The blue lines in the schematic denote the microwave
lines responsible for conveying input signals to the device and transmitting output signals
to and from the room-temperature electronics.

Superconducting Qubits are also extremely sensitive to noise, even from minute

amounts of thermal noise like Johnson-Nyquist (J-N) noise, generated by the thermal

agitation of electrons in the microwave lines can disrupt the characterization of the qubits.

Cryo attenuators are crucial in mitigating J-N and other noise sources, particularly on

the drive lines in setups like these.

To generate input signals, Arbitrary Waveform Generators (AWGs) are employed

(kept at room temperature), sending requisite microwave pulses down to the device. These

signals are attenuated to minimize noise before reaching the cryogenic temperatures of the

device. Subsequently, circulators and isolators are strategically placed to guide only the

desired signals through the output line. To enhance the output signal, a High Electron

Mobility Transistor (HEMT) amplifies it before reaching spectrum analyzers at room
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temperature. HEMT operates at microwave frequencies, combining low noise figures and

superior amplification, thus making them desirable for this setup.

Thermal load management is crucial in this setup, and sufficient care was taken to

choose components that were specifically designed for reliable operation at cryogenic

temperatures, minimizing self-heating and ensuring efficient noise reduction.

3.2.2 Josephson Parametric Amplifier

Superconducting qubits platforms operate and transfer information through microwave

signals. During the measurement of these devices, the signals are recorded at room

temperature electronic devices, as discussed earlier. As the microwave signals for these

systems typically consist of very few photons, amplification is necessary to achieve

reasonable signal-to-noise ratios. Low-noise amplification of these signals is crucial. Thus,

the use of superconducting Josephson parametric devices, such as a Josephson Parametric

Amplifier (JPA), as the one discussed here, becomes essential. A part of the work

documented here was installing and characterizing a Raytheon broadband JPA TM-2035

(Figure 3.5).

Figure 3.5: JPA TM-2035 by Raytheon (top) circuit schematic (below) was installed and
characterized.[15]

At the core of a JPA is a superconducting quantum interference device (SQUID)

41



combined with a coplanar waveguide, forming a tunable nonlinear microwave resonator. A

squid consists of two Josephson junctions in the loop of a superconducting circuit (Figure

3.6). Its frequency can be adjusted in situ via an external magnetic field.

Figure 3.6: Schematic of a superconducting quantum interference device (SQUID). [16]

While the theoretical background of the physics of SQUIDs in the context of a JPA is

well documented in [78], it is of essence to point out the non-linear inductance (3.12) of a

SQUID here to comprehend how the external flux can be used to tune the inductance of

the circuit which in term is of benefit for a device like JPA.

Ls(Φext) =
Φ0

2πImax

=
Φ0

4πIc cos π
Φext

Φ0

(3.12)

In the output (readout) circuitry of the experimental setup inside the dilution refrigerator,

the signal passes through a resonator circuit, inducing a qubit state-dependent phase shift.

The JPA then amplifies the signal in a reflectometer configuration with a circulator. It

undergoes further amplification by HEMT before being directed to a room-temperature

in-phase/quadrature demodulation circuit, and before being digitally processed, output

determines the qubit state. The experimental setup to characterize the JPA is described

in Figure 3.7.
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Figure 3.7: Schematic of the experimental setup for characterizing the qubit. The input
signals were sent from a vector network analyzer (VNA) at room temperature, and in the
input line was attuned by -60dB (not shown in the figure). A cavity with a qubit was
placed in the circuit, and the effects of the same are pronounced in the results obtained
during characterization.

Effective qubit readout necessitates maintaining a small probe signal power to prevent

incoherent fluctuations in the qubit state. The goal is to maximize the signal-to-noise ratio

in the readout signal, which necessitates incorporating a preamplifier that approaches

the quantum limit for amplification. However, the constrained by the available cooling

power at the lowest stages of the dilution refrigerator (∼ 10µW ) pose further limitations.

Despite the effectiveness of standard low-noise cryogenic solid-state amplifiers, their power

dissipation in the order of milliwatts prompted the introduction of a Josephson Parametric

Amplifier (JPA) in the readout circuitry to address these challenges.

The comprehensive derivation of the underlying physics of the Josephson Parametric
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Amplifier (JPA) is thoroughly covered in [16, 87]; however, for brevity, it is not delved into

here. The JPA is operated in a non-degenerate mode, with the pump frequency (ωpump)

set to twice the signal frequency 2ωsignal for efficient operation. The characterization of

the JPA involved two key steps:

1. Setting the bias current by sweeping the frequency and current of the input signal.

2. Tuning the RF pump.

Figure 3.8 presents the results from step 1, where the current was swept for a fixed

input power (VNA output power), and the phase response was observed. Reference lines

were employed to track the relative shift of the phase as the DC bias was tuned from 0A.

Figure 3.8: Phase of S21, with a specific bias current, as the frequency is swept across the
vicinity of the cavity frequency.

Further Figure 3.9 illustrates the phase of S21 recorded as both bias current and

frequency were swept for a specific VNA power. The objective was to pinpoint an optimal

point within the periodic phase response as the bias current was varied.

Figure 3.9: Phase of S21 for the JPA, covering a complete sweep of bias current and
frequency across the vicinity of the cavity frequency. Sweeps from left to right zoom in
on a smaller range of bias current to find an optimal current of operation.
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Figure 3.10: Presents the magnitude of S21 measurements, with a sweep of bias current
and pump frequency. The JPA input signal power was set at -70 dB for all the experiments,
and subsequent experiments were also performed by sweeping the JPA pump power, as
illustrated in each section while keeping the other sweeping ranges the same.
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An optimal signal and pump frequency were obtained from the above experiments, while

an approximate value of the bias current was comprehended. Step 2 of the characterization

involved sweeping through the bias current and the pump frequency to identify the region

for optimal amplification by examining the amplitude of the output signal. The pump

power was also swept, and it was observed to shift the region of maximum amplification,

as depicted in Figure 3.10. Finally, the JPA was tested with the power turned on and off,

as presented in Figure 3.11, to assess the limits of amplification. The pump frequency

here was for maximum amplification, and it was observed to maximize amplification for

ωsignal = 6.84 GHz, with the optimal bias current set at 0.1 mA, while the pump power

was set at 11 dBm.

Figure 3.11: Illustrates the performance of the JPA with and without RF pump. Panels a.
and b. show the JPA’s performance when no pump is applied, indicating no amplification.
Panel A sweeps the input power against the input frequency in the vicinity of ωsignal.
Panel B reports the magnitude and phase of the output signal for different input signal
powers. Note that the signal power is close to the cavity frequency. Panels c. and d.
depict the performance of the JPA with the RF pump, showing an amplification of 10 dB
in this case. The experimental setup and conditions for both trials were kept the same.

Figure 3.11 reports an amplification of ∼ 10 dB. It leaves room for further optimization of

the calibration process. A reduction in amplification could be attributed to the presence

of the cavity in the input line during calibration, which might affect the optimization of

operating parameters.
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CHAPTER 4

Planar Qubits

The previous chapters delved into the physics and experimental setup surrounding a

superconducting qubit device. This chapter shifts its focus to the device design and

architecture employed within this thesis.

The study of superconducting qubits remains divided into two main categories. The

first involves 3D architectures, where a vacuum inside a cavity serves to provide the

linear modes in the cQED Hamiltonian. These modes weakly couple to transmission lines

through coaxial center pins extended into the cavity through the cavity wall, as depicted

in Figure 4.1.

Figure 4.1: Transmon qubit coupled to a 3D cavity. Illustration of a Transmon placed in
a 3D cavity (left), Picture of fabricated cavity and zoomed-in image of Trasnmon placed
inside the cavity. Figure from ref [17]

The second category encompasses planar qubits, which are patterned on a wafer using

lithographic techniques. These qubits couple to the environment using on-chip coplanar
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waveguides and are then bonded on a PCB or interposer, eventually interfacing with the

microwave lines in the dilution refrigerator.

The 3D architecture remains popular in various groups due to its inherent advantages,

such as the small size of devices and the provision of a clean electromagnetic environment.

Its lack of supporting structures reduces engineering efforts to suppress spurious modes in

the device package, and it demonstrates good coherence times owing to the small surface-to-

volume ratio of quantum modes. However, these advantages are often overshadowed when

considering platform scaling. The large spatial extent of the 3D cavity electromagnetic

field makes it challenging to achieve desired mode isolation within the same cavity.

Additionally, the sheer volume of each device and the cavity renders it impractical for a

scenario where scaling up these systems involves millions of physical qubits.

Considering these aspects, and given that scaling up superconducting qubits is the

central theme of the presented work, the architecture of planar qubits was selected. The

following section delves into the device design, simulation results, and challenges associated

with this choice.

4.1 Planar qubit with on-chip Purcell Filters

The type of superconducting qubit for the work outlined here is the Transmon qubit,

which was selected due to its mentioned benefits in Chapter 2.3. While designing a

Transmon, the primary objective is to replicate the circuit depicted in Figure 2.5, where a

capacitive pad and a Josephson junction form the Transmon qubit. A coplanar waveguide,

capacitively coupled to the Transmon, acts as the resonator, and the principles of cQED

govern its physics, as discussed in Chapter 2.4.

Over the years, various innovations in the device layout of Transmons to optimize the

footprint of each device have been proposed, particularly in designing the capacitor pads.

The presented designs below showcase two popular architectures. The first features larger

capacitor pads with a Josephson junction in the center as illustrated in Figure 2.5. It is

quite an intuitive layout once one comprehends the underlying circuit. In contrast, the
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second, popularly known as X-mon, has ’X’-shaped pads serving as capacitors, with the

Josephson junction (or SQUID, in case tunability of junction inductance is desirable).

X-mons have gained more popularity in the industry, especially in platforms focused on

scalability, owing to their smaller footprint and ease of coupling to coplanar waveguide

resonators.

When designing a Transmon or any qubit, minimizing decay to the immediate envi-

ronment is a crucial consideration. While a strong coupling to the cavity, in this case, the

resonator, facilitates fast measurement, it also introduces an undesirable decay channel.

Careful engineering of the devices and associated systems becomes essential to mitigate

the effects of Purcell decay, as mentioned in equation 2.36. The designs presented below

incorporate on-chip Purcell filters to address and implement solutions for this challenge.

4.1.1 Transmon Qubit with a Notch Filter

In the pursuit of designing a Purcell filter, a crucial factor is comprehending how the

Purcell rate can be minimized. Drawing inspiration from a device reported in [18], where

the Purcell rate was reduced by a factor of 50 when the qubit frequency was placed in

the rejection band of the filter. The design also reported achieving qubit measurements

within 140 ns, attaining high fidelities (F|1⟩ = 98.7 and F|0⟩ = 99.3).

Figure 4.2: Circuit and device layout proposed in [18]

The device layout for this qubit device is depicted in Figure 4.3. The design encom-
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passes a Transmon qubit with charge and flux bias lines for qubit control. It is capacitively

coupled by a λ/2 resonator for readout, further capacitive coupling to the output pad.

Capacitors are strategically employed for input-output coupling of the resonator, ensuring

precise control over efficient modulation of κ. The output feed is additionally coupled to

two λ/4 resonator stubs, functioning as the Notch filter, to keep the qubit frequency in

the rejection band of the filter as presented in [18].

Figure 4.3: Depicts the layout for Device 1, featuring a Transmon qubit with SQUID
junctions for flux tunability. The design incorporates charge and flux lines for qubit
control. The readout resonator is a λ/2 waveguide open to the ground on both ends,
coupled using finger capacitors Cin (Cout) on the input (output) side for effective input-
output coupling control. Filter stubs 1 and 2 serve as the notch filter, implemented as
λ/4 coplanar waveguides. All input-output lines are impedance-matched to 50 Ω.

The design was then simulated through eigenmode simulations, as presented in Figure

4.4, for the first three modes to comprehend the native modes of each device component.

Subsequently, qubit parameters were extracted using EPR and LOM analyses, as detailed

in Table 4.1.
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Figure 4.4: The first three eigenmodes for the device are presented here: Mode 1 at 4.29
GHz, Mode 2 at 4.56 GHz, and Mode 3 at 7.43 GHz.

Table 4.1: Device parameters for Transmon with Notch Filter extracted using EPR
method.

Qubit
Frequency

Resonator
Frequency

Filter
Frequency

Anharmonicity Qubit-Resonator
χ

Device Dimensions

4.29 GHz 7.49 GHz 4.56 GHz 246 MHz 5.38 MHz 2.5 mm x 3 mm

Further, the transmission through the readout resonator was also evaluated and is

depicted in Figure 4.5. The transmission was simulated to align with the expectations

based on the results reported in [18].

Figure 4.5: Shows the transmission through the readout resonator with the filters incor-
porated in the design.

To comprehend and characterize the performance of the on-chip filters, various modifi-

cations were implemented in the device, as outlined in Table 4.2.
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Table 4.2: Device variations in final tapeout to experimentally verify the effects of variation
in input-output coupling and incorporation of flux line in the device.

Variation Purcell Filter Capacitance (fF) Flux Line
Cin Cin

1 Yes 22.55881 44.20115 No
2 Yes 11.01630 44.20912 No
3 Yes 35.15819 43.68182 No
4 Yes 22.55881 44.20115 Yes
5 No 22.55881 44.20115 Yes

4.1.2 X-mon Qubit with a BandPass Filter

This design focused on compatibility with multiplexed readout for multiple qubits, aiming

at scalability of the platform. The inspiration for this design came from the results

presented in [19], showcasing its capability for multi-qubit measurement at high speed.

The reported filter allows simultaneous measurement of 4 qubits, achieving intrinsic

fidelities reaching 99% in less than 200 ns after the start of the measurement pulse.

Figure 4.6: Illustrates (a) the device layout and lumped element model and (b) the
frequency response of the 4-qubit device designed for high-speed measurements, as
presented in [19].

The device layout, as depicted in Figure 4.7 and designed as part of the work presented

here, showcases an X-Mon with labeled charge and flux lines. Additionally, it includes a
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λ/4 coupling resonator that couples to the qubit through a claw coupler. This resonator

is shunted to ground on one end and capacitively coupled to the filter. The filter, apart

from its primary function, also serves as the multiplexed readout bus in the presence of

multiple devices (although, in this case, the performance was intended to observe only

one qubit).

Figure 4.7: The device layout features an X-Mon with a tunable SQUID junction, along
with labeled charge and flux lines for qubit control. The coupling resonator utilizes a
claw coupler, as indicated in the label, and is capacitively coupled to the filter/readout
resonator. The charge and flux lines, along with the readout resonator are impedance-
matched to 50 Ω.

Similar to the device presented in 4.1.1, this device design underwent eigenmode

simulations, as presented in Figure 26, for the first three modes to understand the native

modes of each device component. Subsequently, qubit parameters were extracted using

EPR and LOM analyses, detailed in Table 4.3.
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Figure 4.8: he first three eigenmodes for the X-mon qubit and peripheral ciruit elements
are presented here: Mode 1 at 5.46 GHz, Mode 2 at 6.81 GHz, and Mode 3 at 7.04 GHz.

Table 4.3: Device parameters for X-mon with BandPass Filter extracted using EPR
analysis.

Qubit
Frequency

Coupling Resonator
Frequency

Readout Resonator
Frequency

Anharmonicity Qubit-Resonator
χ

Device Dimensions

5.46 GHz 7.04 GHz 6.81 GHz 243 MHz 0.769 MHz 1.5 mm x 3 mm

Transmission analysis was then conducted on the device to comprehend the transmis-

sion through the filter. Figure 4.9 reports the S-parameters with the filter incorporated

in the design. Various modifications of this design were sent for tapeout to evaluate the

performance of the on-chip filters, as outlined in Table 4.4.

Figure 4.9: Simulation results of transmission parameters through readout resonator of
the device.

The mentioned layouts, along with other superconducting devices from the group,

were sent to the Institute of Microelectronics (IME) for fabrication on a 12-inch Silicon
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Table 4.4: Design variations for the X-mon based qubit devices included in the final
tapeout.

Variation Purcell Filter Flux Line

1 Yes No

2 Yes Yes

3 No Yes

wafer with superconducting layers made of Aluminum and Manhattan-style Josephson

junctions were used as the non-linear inductor for the Transmon qubits. As of writing

this thesis, the tapeouts are yet to be fully fabricated, and characterizing them remains a

future work for the presented research.
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CHAPTER 5

High Dimensional Qudit – Trimon

This chapter describes and explores the design and simulation of planar Trimons. Trimons

are multi-modal superconducting qubits aimed at high-dimensional quantum computa-

tion, first proposed here [20]. A Josephson ring modulator-based device, Trimons can

accommodate 3 qubits in one device. The following sections delve into the physics of

a 3D Trimon, as discussed in [20, 88], and the subsequent section will elaborate on the

work related to planar Trimons, providing simulation results to extract important device

parameters.

5.1 3D Trimon

While popular in the superconducting qubit community, Transmons come with certain

limitations. This motivates the exploration and work with alternate superconducting

devices such as Trimons, a type of multi-modal superconducting device. All modes of

Trimons exhibit transmon-like behavior due to all-to-all longitudinal coupling, and Purcell

protection dependent on the symmetry of the device. The hybridization of modes allows

for easier interaction by introducing asymmetry. Figure 5.1 illustrates a Trimon device,

the lumped circuit schematic, and its operation in a 3D cavity.

56



Figure 5.1: Trimon and it’s operation as described in [20]. (a) Illustrates the circuit model
of a Trimon, while (b) shows the Josephson ring modulator structure at the center of the
Trimon with four Josephson junctions. Inset: a complete Trimon device. (c) The device
is placed in a cavity, and qubit (mode) A of the Trimon couples to the cavity. Qubits
(modes) B and C are not coupled to the cavity, providing Purcell Protection. States of
qubits B and C are measured using the dispersive shift of A, dependent on the states of B
and C. (d) The energy level diagram illustrates the coupled two-qubit subspace involving
qubits A and B, while qubit C remains in its ground state. The σzσz coupling results in
the transition frequency of each qubit being dependent on the state of the other, enabling
the readout of qubits B and C while A couples to the cavity. Image from ref [20]

The system Hamiltonian and dispersive shifts of the Trimon as described in [20] are

presented below
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Additionally, a Transmon device optimized for 3-qubit operations has also been

reported in [88], achieving ideal level spacing by operating at a flux bias corresponding to

an integer multiple of the flux quantum for the ring and a fractional flux quantum for the

small SQUID loops. The key features are the flux tunability with a robust cross-Kerr

matrix, symmetry-dependent Purcell protection, and hybridization of modes for easier

interaction. The results presented in [88] benchmark the processor by implementing a

three-qubit version of various quantum algorithms. These results highlight the advantage

of having native three-qubit gates, crucial for improving the performance of larger systems

with Trimons as building blocks. They are also proposed to find use in error correction

and mitigation, particularly with logical or protected qubits.

Thus, Trimons prove to be suitable devices for exploration in planar and scalable

applications. The following section provides detailed insights into the work on Trimons as

part of the research conducted for this thesis.

5.2 Planar Trimon

The design process for planar Trimons commenced with the modulation of the device to

achieve desirable qubit frequencies. In Figure 5.2, a Trimon device is depicted, showcasing

modified pad sizes and gap positions, optimizing the qubit frequencies and spacing between

them.
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Figure 5.2: Layout of a Trimon device, highlighting the pads and the associated contribu-
tions towards the capacitances in the schematic illustrated in Figure 5.1

The effective circuit schematic device remains the same as illustrated in Figure 1. The

Trimon was further designed to couple with two λ/2 resonators, facilitating coupling to

qubit A of the planar Trimon while maintaining resonator frequencies. This coupling

mechanism allows interaction with the environment through capacitive coupling to bond

pads interfacing with the microwave electronics. The Physics of multimodal quantum

circuits is circuits is further presented [89], here two planar Trimon devices are presented,

each with specific characteristics, and corresponding eigenmode simulation results are

presented below. Device parameters were extracted using the EPR method.

The first device presented in Figure 5.3 showcases eigenmode simulations for a planar

Trimon coupled to two resonators. The first three modes correspond to Qubits A, B,

and C, while Modes 4 and 5 represent the resonator modes. Despite efforts to make

the resonators identical, the separation in the eigenmodes observed here is attributed to

numerical errors.
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Figure 5.3: Trimon device with 2 resonators coupling to mode A of the device. The
frequencies for each qubit mode (ωq) are identified as ωA : 5.625 GHz; ωB : 7.072 GHz, and
ωC : 7.971 GHz. The corresponding anharmonies extracted from EPR are αA = 48.3 MHz;
αB = 78.7 MHz, and αC = 99.7 MHz. Modes 4 (ωr1 = 8.897 GHz) and 5 (ωr2 = 8.899
GHz) were expected at the same frequency, attributed to resonator frequencies, and are
hypothesized to be separated due to numerical errors. Here, qubit B can be observed
to couple to the resonators, which is undesirable and creates a decoherence channel for
Qubit B, in contrast to the 3D Trimons.

The second device, as described in Figure 5.4, builds on the layout presented above

and attempts to improve the coupling of the resonator to qubit A. Although improved

coupling is observed, coupling of qubits B and C to the resonator can be observed here

too.
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Figure 5.4: Trimon with improved coupling of resonators. The frequencies for each qubit
are extracted as ωA : 5.557 GHz; ωB : 7.100 GHz, and ωC : 7.984 GHz. The corresponding
anharmonies are αA = 46.8 MHz; αB = 79.3 MHz, and αC = 98.9 MHz. Modes 4
(ωr1 = 8.884 GHz) and 5 (ωr2 = 8.846 GHz) were expected as the resonator frequencies.
Inset: Coupling the resonator to capacitor pads on either side to improve coupling to
mode A.

The notable challenges with planar Trimons involved low anharmonicities of the qubits

and coupling qubits B and C to the resonators. The coupling of these modes to resonator

modes risked creating decoherence channels for these qubits, compromising their Purcell

protection. The circuits were developed for symmetrical Trimons, with ongoing efforts

aimed at improvements and optimizations to achieve performances comparable to those

reported for 3D Trimons. The challenges in incorporating planar Trimons notwithstanding,

their demonstrated advantages in 3D cavities warrant further investigation and justify

the endeavor to explore a Trimon-based quantum processor in an attempt to scale up the

superconducting qubit platforms further.
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CHAPTER 6

Multi-Planar Qubit Packaging

Integrated circuit packaging is the conclusive phase in the fabrication of any semiconductor

device. It plays a crucial role in providing both mechanical support and electrical isolation

from the noisy components of the environment while also serving as an essential interface

with the rest of the circuit efficiently.

A microwave package for any superconducting qubit device serves multiple functions:

1. Creates an interface between the microscopic qubit chips and the control equipment.

2. It provides the mechanical stability of qubit chips within the dilution refrigerator.

3. The package acts as a shield, protecting the enclosed qubit chip from external

radiation and stray magnetic fields.

4. It is equipped to provide impedance-matched inputs and outputs, ensuring efficient

signal transmission.

5. The design minimizes crosstalk in communication channels.

6. The package establishes a thermal link to the dilution refrigerator for effective

cooling.

Microwave packaging can be divided into two parts for a better understanding of

constraints and package design: the platform of the qubit and the shielding of the qubit.

Each has specific constraints and design requirements. The following section looks into

various proposed and existing structural architectures for superconducting qubit packaging,

while the subsequent sections of this chapter will delve into detailed design constraints,
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considerations, and results for the microwave package designed for the devices described

in this thesis.

6.1 Existing Architecture

Various packaging ideas have been proposed for qubit designs. One prominent approach

in academia is the use of 3D architectures, as illustrated in Figure 4.1. In this design, the

cavity serves as both the package and the environment for the qubit devices. The qubits

couple to microwave tones sent to the cavity through SMA cables to ports and eventually

to coupling pins. However, there are also reported designs specifically proposed for planar

superconducting qubits.

For planar qubit devices, packaging of the devices can be performed through two

methods. The first involves flip-chip bonding, where the chips are bonded to an interposer

using indium bumps. The interposer then connects to a PCB, which interfaces with

macroscopic traces and lines linked to control electronics. While flip-chip bonding is

efficient and widely used in industry, its incorporation in an academic setup poses

challenges due to the availability of tools to perform flip-chip bonding. As a result, the

second choice has gained popularity in academic settings. In this approach, a chip is

directly placed on a PCB and wire-bonded to it to interface with control instruments.

This method is easier to implement in an academic setup due to accessibility to mature

PCB manufacturing techniques for RF applications and the availability of wire bonding

tools. Figure 6.1 illustrates the different packaging techniques reported in the published

literature. It is essential to note that in both cases, shielding is essential to protect

the devices from stray electric and magnetic fields and provide mechanical support for

mounting inside a dilution fridge.
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Figure 6.1: Illustration of various packaging methods for superconducting qubit processors
presented in published literature. Images (a) from ref [21] and (b) from ref [22] © (2021
IEEE, Reprinted, with permission), respectively, showcase examples of chips directly
mounted on a PCB and wirebonded to associated tracks for interfacing with control
electronics, with a metal shield protecting the superconducting chips from external electric
and magnetic fields during operation. Careful design of the PCB for RF and cryogenic
applications is essential, and it is easier to implement, as all the techniques used are
easily accessible to users, even in an academic setup. Images (c) ref [23] and (d) [24] ©

(2018 IEEE, Reprinted, with permission) present a proposal for flip-chip bonding of an
integrated superconducting processor, along with fabricated results of flip-chip bonding
performed on superconducting qubit devices.

6.2 Current Designs

The qubit packaging topology reported here involves wire-bonding the chips to a PCB

designed for RF application in cryogenic environments. It was also ensured to provide

sufficient shielding from stray fields and adequate mechanical support for mounting the

platform inside the dilution refrigerator. The packaging design occurs in two stages: one

for a 2-qubit device package and another for an 8-qubit device package. These microwave

packages incorporate necessary control and readout lines, with only the 8-qubit package

supporting an additional flux bias line to all the devices. Due to the limited time frame

for reporting the results and extended turnaround times for PCB and shield fabrication,
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only the 2-qubit package was fabricated and characterized. The design and simulations

for the 8-qubit package are presented in the later subsection.

6.2.1 Packaging 2 Qubit Devices

This microwave package was specifically designed to accommodate two single-qubit devices

developed as part of the superconducting qubit tapeout undertaken by the group. It has

the capability to handle 4 RF channels utilized for readouts and charge lines. The design

incorporates a multi-layer architecture to minimize crosstalk and efficiently accommodate

supporting elements. Additionally, embedded coplanar waveguides were employed to

enable high field strength and strong coupling to both Qubit and Qudit devices discussed

in the prior chapters.

6.2.1.1 Design Considerations

The design of the microwave package discussed here is divided into two main components:

the PCB platform and microwave shielding, each with its own set of design considerations,

from material choices to physical design.

Starting with the PCB, it serves as the immediate platform for placing the super-

conducting qubits. The first step in designing any RF PCB for critical applications

is understanding system requirements and selecting an ideal dielectric layer stack-up.

The layout should prevent parasitic stub resonances and crosstalk, ensuring impedance

matching, low insertion losses, and improved signal integrity. The chosen stack-up involved

burying signal layers within the stack using embedded guidelines, isolating them between

ground planes to minimize exposure to the external environment. Two materials, Rogers

4350B and Megatron 6, were selected for their low dissipating factors and compatibility

with cryogenic environments. Figure 6.2 details the chosen stack-up for performance

comparison.
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Figure 6.2: The figure presents the comprehensive stack-ups, featuring copper layers
(depicted in gold) for signal layers and ground planes, along with Rogers/Megatron 6 (in
green) as the core dielectric and prepreg layers (in light-green). Rogers was selected for
its favorable properties: ϵr (dielectric constant) of 3.48, dissipation factor of 0.0037, and a
Z-axis coefficient of thermal expansion of 32 ppm/°C. On the other hand, Megatron 6
offers ϵr of 3.4, a dissipation factor of 0.004, and a Z-axis coefficient of thermal expansion
of 45 ppm/°C. Both stack-ups are well-suited for cryogenic applications.

Considering that qubits can spontaneously couple to undesirable package modes,

suppressing these modes becomes crucial. Eigenmode simulations were conducted to

identify PCB-based modes in the operating frequency range, and shielding vias strategically

added on the board were found to fend off-resonant modes that could affect the placed chip.

Figure 6.3 illustrates the effects of shielding vias in eliminating the effects of resonating

modes in the qubit chip placed at the center of the PCB.

Figure 6.3: Eigenmode simulations using SIwave for the PCB stack-ups revealed certain
PCB-based eigenmodes within the operational frequency range. To mitigate any potential
impact on the qubits, strategic positioning of shielding vias was implemented, aiming to
avoid modes near the chip that could potentially introduce a package-based dephasing
channel for the qubits.
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The choice of epoxy for chip attachment was also critical, and a silver-based epoxy

was selected based on reported performances. [90]

After meticulously considering the PCB requirements, the focus shifted to the design

of the metal enclosure or microwave shielding. This crucial component addressed concerns

related to material-dependent losses of magnetic, conductive, or dielectric origin. Given

that tunable qubits/qubits are sensitive to magnetic fields, the choice of material was

paramount. Copper, known for its higher thermal conductivity and lower dielectric losses

compared to Aluminum, was selected for the shielding body. An additional layer of

Aluminum was applied to the top enclosure (as shown in Figure 6.4) to protect the chips

from stray magnetic fields inside the dilution fridge, leveraging the Meissner effect at the

operating temperature of ∼ 15mK.

Figure 6.4: Microwave packaging including PCB and a test chip. The bottom enclosure
accommodates the PCB and is directly attached to the mounting plate of the dilution
refrigerator. Constructed from copper, the bottom enclosure is chosen owing to the
thermal conductivity and lower dielectric losses. The top enclosure serves the purpose of
shielding the chip from external radiation. It contains an outer shield made of copper,
while it incorporates a 1 mm thick layer of aluminum to protect the chip from stray
magnetic fields in the surrounding environment. Non-magnetic SMA contact connectors
are used to interface with SMA cables within the dilution refrigerator.
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While [21] suggests that an aluminum-evaporated cover might be a superior material

choice, copper was chosen due to its easier fabrication availability. The comparative

analysis of using aluminum-evaporated copper as the metal enclosure material remains a

potential area for future exploration.

Another critical consideration involved avoiding undesirable coupling of qubits to

package modes by eliminating box modes < 10 GHz.Box modes can be evaluated by

the expression 6.1 Eigenmode simulations, depicted in Figure 6.5, revealed that the box

modes commenced at 25.11 GHz, significantly exceeding the set threshold of 10 GHz.

fijk =
c

2π
√
µrϵr

√(
iπ

x

)2

+

(
jπ

y

)2

+

(
kπ

z

)2

(6.1)

Figure 6.5: Eigenmode simulations on ANSYS HFSS report the box modes to start from
25.11 GHz. The calculations are in agreement with the expression 6.1

The subsequent section delves into the performance and challenges associated with

the current design.

6.2.1.2 Performance

The integrated microwave package (Figure 6.6) underwent evaluation for performance

with a test chip positioned within the package and wirebonded using aluminum wires

(diameter 25 µm) secured with silver-based epoxy, as described in Subsection 6.2.

68



Figure 6.6: Assembled microwave package. Inset: Wirebonded test chip.

The essential performance features, as depicted in Figure 6.7, were characterized,

focusing on transmission and crosstalk in RF tracks on the same and different layers

to assess the impact of employing a multilayer architecture for the PCB. While the

transmissions were characterized for the range of 1 GHz to 10 GHz, the targeted operating

frequency for this design was 4.5 GHz to 7.5 GHz. Regarding crosstalk, an observable

increase was noted as the frequency increased. However, transitioning from the nearest

neighbor to other tracks on the same layer and different layers resulted in a respective

decrease of 10 dB in crosstalk. This trend favors the use of a multilayer architecture for

the PCB.
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Figure 6.7: Transmission and crosstalk performance characterization of the microwave
package was conducted in the frequency range of 1 GHz to 10 GHz. All these experiments
were performed at room temperature.

While testing for any potential degradation of the PCBs in a cryogenic environment,

both the Rogers and Megatron6 PCBs were placed inside a dilution fridge for a month.

Subsequently, their performance was characterized and compared with those that were

not subjected to the cryogenic environment. No degradation in the physical quality and

performance of the PCBs was not observed to degrade over time.

Although there is room for improvement in the transmission and crosstalk results, they

align with the primary expectations. Figure 6.8 illustrates the S11 characterization of the

Megatron6 PCB to identify unwanted modes, which are labeled on the figure. While the

exact source of these modes cannot be definitively stated, it is hypothesized to be either a

PCB-based mode or a result of impedance mismatch at the SMA contact connector end.
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Figure 6.8: Measurements using the Megatron6 PCB exhibited unwanted frequency modes,
as indicated in repeated experiments.

Future iterations aim to build upon the current results and enhance performance by

eliminating any unwanted package modes within the operating frequency range.

6.2.2 Packaging 8 Qubit Devices

A scaled-up microwave package design, intended to accommodate eight qubit devices,

was also developed and presented here. This scaled-up packaging follows a similar layer

stack-up approach using Rogers 4350B as illustrated in figure 6.2. The key features

of this design include an 8-layer configuration with 16 RF channels and 1 DC channel.

The DC channel is specifically included to accommodate flux lines in the design. The

multi-layer stripline architecture is employed to minimize crosstalk and has the capability

to incorporate passive RF filters. In this design, stripline waveguides are used instead of

embedded coplanar waveguides on the two-qubit platforms due to the compact structure

and longer path length of tracks near the qubit. The dimensions of the PCB were chosen

considering the mounting board dimensions inside the dilution refrigerator. The traces

are matched for propagation delays, and Figure 6.10 illustrates the layout for the PCB

that houses 16 RF channels and a DC channel for flux biasing the qubits.
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Figure 6.9: PCB layout (all layers), designed to package 8 qubit devices. This specific
PCB configuration supports 16 RF channels and includes 1 DC channel designed to
function as a flux line for tunable qubits. In the layout, the green and orange tracks
represent RF channels on differnt layers, while the blue track indicates the DC flux line.

An analysis of near-end crosstalk was performed to address potential concerns with

the compact architecture, as presented in Figure 43. Near-end crosstalk, described by

the term KNEXT and defined by Equation 6.2, can be critical for delicate devices such as

superconducting qubits on a chip.

KNEXT =
1

2

1√
L11C11 +

√
L22C22

(
L21

Z1

− Z2C21

)
(6.2)
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Figure 6.10: Analysis of near-end crosstalk performed using SIwave. It indicates that
cross-layer crosstalk is negligible. However, higher crosstalk is observed in the charge lines
that are closely packed on the right side of the chip footprint.

A scaled-up metal enclosure was also designed to house the PCB mentioned above,

and associated box modes were evaluated. The box modes in this design start at a lower

frequency than the previous design, aligning with expectations (set by 6.1). However,

they still exceed the desired limit of 10 GHz.

Figure 6.11: Box modes were evaluated using ANSYS HFSS and were observed to start
at 12.07 GHz

Further iterations aim to refine and optimize the design while taking feedback from

the two-qubit package results to meet the desired specifications.
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CHAPTER 7

Conclusion

7.1 Summary

Superconducting qubit devices have emerged as the most popular architecture for quantum

computation in both academia and industry. The work presented in this thesis focuses on

exploring the overall scalability of these platforms, particularly in the NISQ regime where

quantum computers currently operate.

Chapter 4 delves into planar qubit platforms designed for scalability, incorporating

integrated Purcell filters. These filters not only enhance the quality of readouts but also

contribute to scaling the devices for a higher number of qubits.

In Chapter 5, novel superconducting devices like planar Transmons are discussed,

targeting high-dimensional quantum computing.

Chapter 6 addresses the packaging of these devices, considering the complexities of

fabrication and packaging in the industry. The goal is to develop a platform suitable for

packaging current and future superconducting devices, recognizing the limited resources

available in an academic setup.

The pursuit of progress in engineering and scientific fields is continuous, and as such,

identified areas for improvement and future work are outlined in Sections 7.2 and 7.3

respectively.
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7.2 Scope of Improvement

As documented earlier, there are identified sections of the work where there is scope for

improvement that would contribute to refining the work presented in this thesis.

In Chapter 4, proper characterization of planar qubits remains a potential area for

future work. Scaling up the devices for a higher number of qubits and optimizing their

coupling also stands out as a derivative of future work.

Regarding Trimon devices presented in Chapter 5, while they represent a novel

structure, efficient designs are still a focus for preventing the coupling of modes B and

C to the resonator, ensuring they remain as Purcell-protected. Another area of future

work involves scaling up the platform with two Trimons coupled to each other using a

bus resonator, a concept proposed in [91] but yet to be achieved in a planar regime.

Finally, for packaging qubit and qubit devices presented in Chapter 6, further suppres-

sion of unwanted modes and comprehensive measurement of a qubit on the platform are

necessary for a complete characterization before further scaling. Additionally, once the

desired efficiency is attained, a similar iterative cycle for the scaled-up version presented

in Section remains a prospect for future work.

7.3 Outlook

With the recent progress in quantum computing, the goal of achieving a full-scale quantum

computer appears within reach. There is already a better understanding of harnessing

quantum phenomena and controlling different platforms, which has developed over the

years. Although scaling presents challenges, it has been relatively rapid in recent years,

and various groups are actively addressing the engineering challenges, some of which

are documented in this thesis. As we continue to navigate the path towards a fully

error-corrected quantum computer, the unwavering interest of the scientific community

and the significant strides witnessed thus far instill hope that a system with the desired

efficiency is on the horizon.
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APPENDIX A

Fabrication of Test Chips

The purpose of this section is to detail the fabrication process for the resonator-based

test chips used to evaluate the qubit package discussed in Chapter 6. The layout of the

test chips is illustrated in Figure A.1.

Figure A.1: Layout of the test chips. Test chips TC1 to TC4 feature distinct layouts of
coplanar waveguides.
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1. Wafer Preparation:

(a) Clean the wafers using a sequence of solvents: Acetone, Methanol, and Isopropyl

Alcohol (IPA).

i. Acetone removes organic impurities and oily contaminants.

ii. Methanol dissolves acetone residues without rapid evaporation.

iii. IPA serves as a rinse agent for methanol and residual acetone.

(b) Use N2 to blow dry the wafer.

(c) Dehydrate at 120° C for 120 seconds.

2. HMDS Coating:

• Keep samples in the HMDS chamber for 60 seconds.

3. Photoresist (PR) Coating:

• NLOF2020 (negative resist) was used.

• Coat the wafer with resist before spinning.

• Use the Headway spinner with the following steps:

(a) 500 rpm speed for 5 seconds to ramp up (20000 rpm/sec).

(b) 3000 rpm speed for 8 seconds to ramp up (20000 rpm/sec).

(c) 500 rpm speed for 5 seconds to ramp down (20000 rpm/sec).

(d) 0 rpm speed for 5 seconds to ramp down (10000 rpm/sec).

• Soft bake at 110° C for 60 seconds.

4. Exposure:

• Use Karl Suss Contact aligners for exposure.

• Power: 8W, Time: 7.5s, Contact: Vacuum Contact.

• Post-expose bake at 110° C for 40 seconds.

5. Development and Cleaning:
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• Develop using AZ 300MIF developer for 100 seconds.

• Clean the wafer with water and blow dry with N2.

6. Descum Process:

• Use Matrix Asher for 60 seconds at 50° C.

• Power: 100W.

7. Metal Deposition:

• Utilize e-beam evaporator (CHA Mark 40) to deposit 100 nm of Aluminum.

8. Lift-Off Process:

• Perform lift-off using NMP for 60 minutes at 80° C.

9. Challenges and Optimization:

• The main challenge encountered in the fabrication process was proper formation

of finger capacitor region at the bonding pads, as illustrated in Figure A.2.

Figure A.2: Bonding pad with finger capacitor. Inset: Zoomed-in image of the figure
capacitor with critical dimensions (units µm).

• By employing vacuum contact on the Karl Suss contact aligner and optimizing

the liftoff process, the fabrication of the resonator was achieved as intended.
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Figure A.3: Fabrication result and challenges. a-d. present successful outcomes for
chips TC1-TC4, respectively. e-h. highlight various challenges. e. depicts the result
of overexposure of the pattern. f. and g. display cases where the finger capacitor, as
presented in Figure A.2, did not form when hard contact was used on the contact aligner
instead of vacuum contact. h. represents a case where the properly exposed and developed
finger capacitor region was damaged during an improper liftoff process. i. and j. exhibit
instances where the results show proper formation of the finger capacitors using the
reported recipe.
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Matthias Troyer. Prospects of quantum computing for molecular sciences. Materials
Theory, 6(1):11, March 2022. 5

83

https://royalsocietypublishing.org/doi/abs/10.1098/rspa.1992.0167
https://doi.org/10.1145/167088.167097
https://doi.org/10.1145/167088.167097
https://doi.org/10.22331/q-2018-08-06-79
https://doi.org/10.22331/q-2018-08-06-79


[39] Alejandro Perdomo-Ortiz, Marcello Benedetti, John Realpe-Gómez, and Rupak
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