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EPIGRAPH

Like God, if this world I could control

Making new world would be my role

I would create the world anew, whole

Such that the free soul would attain desired goal.

—Omar Khayyam, Persian Mathematician and Poet, 11th century.
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Providing a reliable power distribution network (PDN) is a critical design

challenge for mobile system on chip platforms. A well-designed power distribution

network should be robust enough to support chipset performance while avoids erod-

ing product profit margins through excessive design guardbanding. The solution

space between these two requirements is small for PDN designs. On one hand, an

inadequate PDN design can lead to test failures, missed performance targets, and

intermittent functional problems in the field. On the other hand, some of the more

direct PDN improvements such as adding on-die regulators, on-package discrete

decoupling capacitors, and package layers increase die and package size, and could

cost tens to hundreds of millions of dollars per product line. Mobile platform PDN
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design is challenging due to limited form factor, heterogeneous congested blocks

with different design specifications, and adoption of multiple low-power techniques

and modes. Therefore, it is important to develop a set of PDN design method-

ologies and analysis tools that can guide the product development from product

inception through test and debug.

This dissertation focuses on different aspects of reliable power distribution

network design for mobile computing platforms. First, we propose an early-stage

power distribution modeling framework to analyze the power distribution during

design cycle. We consider the complete closed-loop system from voltage regula-

tion module, printed circuit board, package and silicon die for the co-simulation.

Subsequently, an enhanced time domain and frequency domain analysis flow is

proposed.

For assessing the performance of the power distribution in the presence

of multiple functional power modes, we introduce a worst-case current loading

generation. The current generation algorithm synthesizes the functional vector

load based on anti-resonance (i.e., resonance-aware) and rogue wave to gain more

realistic worst-case voltage variation.

We investigate the impact of power distribution variation on the perfor-

mance of mobile processors. We estimate the impact of power integrity consid-

erations on low-power processor performance through pre-silicon simulation and

post-silicon measurements. We present a predictive performance model under volt-

age and temperature variations to guide the designers in the early stages of design.

As part of this effort, new emerging technologies for design of power dis-

tribution are investigated. A reliability-aware model for 3D stacked chips is de-

veloped. The model considers the complete system including Through Silicon Via

(TSV), substrate noise and stacked dies from both time- and frequency-domain

perspectives. Finally, we discuss the recent efficient direction towards on-die regu-

lations for design and optimization of the Linear Dropout based PDN under worst

performance. In summary, the complete framework of this thesis aims to pro-

vide the means for designing robust power distribution for current evolving mobile

computing platforms.
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Chapter 1

Introduction

Designing robust power distribution networks has become one of the fore-

most challenges for performance and reliability of mobile computing platforms.

Recent advances in wireless communication bandwidth and development of new

mobile applications push for integration of multiple power hungry computing units

on mobile system-on-a-chip (SOC) solutions such as smart phones. On one hand,

the portability requirement of mobile platforms increases the popularity of small

form factor and small-scale batteries. On the other hand, advancement in in-

creasingly complex applications such as multimedia and web, which exploit the

new higher bandwidth modems (i.e., LTE), requires dealing with power hungry

applications with diverse specifications. Limited lifetime of portable batteries and

on-chip variations require the adoption of multiple low power modes and tech-

niques to offer longer battery life without sacrificing performance. Thus, a proper

strategy for designing power distribution in portable devices is critical in delivering

reliable power for a heterogeneous system on a chip.

The power distribution system in portable platforms is comprised of close

feedback loop of the battery, voltage regulation module (VRM), printed circuit

board (PCB), package, and on-die grid. Power distribution design is intended to

guarantee the reliable performance of the functional units and to eliminate soft

and hard failures by providing adequate power. The ultimate goal is to meet the

target performance and also eliminate the over-designing cost of the PDN, saving

millions of dollars per product line. This thesis tries to tackle co-design of power

1
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distribution units and focuses on different aspects of it that need attention.

Development of efficient analysis tools and methodologies is necessary for

both the early stage design of the PDN and also the final signoff on the complete

system. PDN methodology and tools evolve gradually from more efficient tools in

the early stages to more accurate ones in the final signoff phase. One of the main

emphases of this thesis is that these design tools need to assess the performance

of the power delivery both in time and in frequency domains. Co-simulation of

the time and frequency domains is a key requirement for successful design. From

the frequency domain, we can identify the weakness of the PDN loop and iden-

tify needed resource location. From the time domain analysis, we evaluate the

voltage drop and gain a better understanding of the performance impact of the

power delivery design. Co-simulation of both domains is one of the main directions

governing this dissertation.

Further, co-design of power distribution units and architectural blocks is

required for building a robust bridge between two worlds as performance and tech-

nology scales in nanometer eras. For one, considering the mutual interaction of

architecture cores and power distribution is important since architecture blocks

draw random current from network and as a result we see voltage variation across

the chip. The voltage variation across the power distribution will in turns affect

the maximum achievable performance of the core. One of the main missions of this

thesis is to stress the need for PDN-architecture co-design considerations moving

forward. As of today, most of the co-design only involve hardware, architecture

and power distribution physical design. Moving forward, it is highly anticipated

that we see an inevitable demand for involving the software community for the

co-design process.

The rest of this chapter is organized as followed: In Section 1.1, we will

highlight the motivation of this thesis. Main challenges facing the designers of

mobile system on chip PDN are discussed. Section 1.2 provides an overview of the

contributions of this thesis. Problems tackled in this this thesis are briefly outlined

in this chapter.
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1.1 Motivation and Challenges

Maintaining predictable performance with controlling voltage variation dur-

ing functional and test modes is important for all mobile system-on-chip designs.

Satisfying this goal requires addressing the following challenges, some of which are

exclusively seen by mobile platforms and some are in common with high perfor-

mance cores.

1.1.1 Limited Area and Form Factor

Portability and form factor impose restrictive area limitations for the design

of power distribution in mobile systems. The area restriction stems from different

factors:

i. Final application and use model, i.e., smart phones are trending towards smaller

form factors.

ii. Technology scaling, i.e., metal and power redistribution layer ’s (RDL) pitch

and width are getting smaller in below 22nm technologies.

iii. Cost saving results in further area reduction.

Each section of the total PDN feedback loop will be penalized because of

the area restrictions in the following forms:

1. Voltage regulation: Off-die regulations such as switch mode power supply

(SMPS) require large inductance and bulk capacitors. On the other hand,

on-die linear dropout regulators (LDO) need fair enough real estate for de-

coupling capacitors allocation.

2. Board routing: Board routing is congested and decap placement is mostly

restricted to top side caps (TSC) due to the design geometry and form factor

limitations.

3. Package: Additional package power routing layer and on-package capacitors

are one of the most expensive solutions.
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4. Silicon: On-die real estate for decap allocation and metal layers for power

routing is very limited.

Overall PDN designers for mobile platforms are dealing with very limited

system area and resources and need to make the best utilization for designing a

robust power distribution.

1.1.2 System Level Co-design Requirements

One of the foremost challenges of a mobile computing platform PDN is the

interaction of different elements of the closed loop power delivery during design

cycles. The power distribution network suffers from imbalanced impedance profile

with anti-resonance peaks, which are observed due to the interface and boundaries

of the PDN structures such as interface of package and board. The overlap of

anti-resonance with loading demand of the functional block will lead to failure if

the energy spectrum of the current load collides with the anti-resonance frequency.

As a result, a large voltage variation is seen in the form of an under-shoot or an

over-shoot on the supply or as a ground bounce. Eliminating the interface anti-

resonance is not easy since each element of the PDN is ready in a different phase

of design.

The physical design of the silicon die is usually ready earlier than the pack-

age and board during the design cycle. Thus, the interaction of the PDN loop

interface is not possible or very accurate early on. Therefore, PDN system design-

ers should estimate the performance of the system based on the limited history of

previous product designs and come up with an estimation methodology to derive

the co-design.

In addition to physical design, architecture plays a dominant role in PDN

design. Today, concurrent understanding of the PDN characteristics and archi-

tecture is mandatory, while conventional PDN designs were fairly independent of

the architectural aspects. The co-design is not limited to full loop physical design.

Instead, there is a great performance and cost benefit if architecture and software

designers assist in PDN design by controlling the peak current value, average cur-

rent demand, and frequency content. Software and hardware architects should
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come up with efficient strategies to ensure certain ON-OFF power mode sequences

are limited during functional and test modes. Complexity of power distribution

design in current state of the art technology requires a joint co-design effort by

the board, packaging, and chip community as well as the architecture and software

community to prevent failures during the mutual interactions of PDN and system

on a chip.

1.1.3 Cost

There is a fine line between having a cost effective power distribution and

failure of the processor due to inadequate power delivery. The main contributors

to the power distribution cost are: (i) Silicon area for routing and allocating decap,

(ii) Package layers and on-package caps, (iii) Board layers and via formation, and

(iv) Regulator design. We can look at the cost of power distribution in mobile

platforms from different angles. Possible cost options for designing the power

delivery of the mobile system on a chip are:

I. Max Performance: Designing a high performance core with maximum achiev-

able performance (Fmax). This way PDN cost will be part of the performance

cost, meaning that higher performance and Fmax is achievable with additional

resource cost of the PDN.

II. Cost Effective: The goal of cost effective PDN design is to merely satisfy

the minimum performance requirements with a cost effective PDN resource

planning.

1.1.4 On-chip Variation

On-chip variation (OCV) is another main challenge ahead of designing mo-

bile computing platforms. As low power processor cores reach GHz range similar

to high performance cores, the on-chip variation becomes more pronounced. First,

the functional block applications such as multimedia and web are power hungry

and draw a substantial current from the PDN network. Further, portable low

power processors in GHz are facing the same thermal variation challenges that
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high performance cores faced conventionally. The lack of a cooling system such as

a fan will boost the spatial and temporal variation of temperature across mobile

phones. Also, reduction of the supply voltage further increases the on chip Pro-

cess/Temperature/Voltage (PVT) variations. Process variation is more observable

in low voltages. Thus, controlling the temporal and spatial variation of voltage

and temperature is one of the main missions of mobile power delivery. The OCV

will affect the design margins and performance of the system. To reduce timing

failures, designers need to add sufficient timing margins i.e., hold and setup mar-

gins and derating factors which introduce additional area and performance penalty.

Timing closure of the mobile SOC will be a challenging task. Therefore a unified

framework is required to address timing and power integrity simultaneously. The

reduction of the supply voltage in the mobile computing system on chip reduces

performance and yield significantly. Based on the ITRS prediction, integrated

circuits will reach Metal 1 (M1) half pitch of below 22nm on chip, core voltage of

below 0.7V , and frequency of over 10GHz in the near future. The circuit delay

and performance is more prone to error and thus results in a tighter noise mar-

gin. Tight noise margins require special attention with regards to single digit mV

voltage drop and thus require complete understanding of the full PDN design.

1.1.5 Heterogeneous System

Power distribution in portable platforms is part of a heterogeneous system

on chip. Different functional blocks are integrated together, combing low power

cores, high performance processors, digital and analog units on a chip. The memory

and core also require different voltage level specs due to V ccmin requirement of the

memory. The current direction is to adopt split power rails for memory and core.

Multiple voltage domains are necessary for satisfying each block’s different power

requirements. Different low power modes and techniques will increase the non-

uniformity in the structure of the PDN. For example, to eliminate the substantial

leakage power in below 22nm, multiple threshold devices such as foot-switches and

head-switches are required to be placed across the power grid. Combination of all

the above factors will increase the non-uniformity in the power delivery scheme
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and make it a more challenging task for system level designers.

The final goal of the system level PDN designer is to consider all the afore-

mentioned trade off factors and design a reliable and portable SOC power delivery

network. In the next section, we will introduce an overview of this dissertation’s

contributions that aim to tackle system level design challenges of the mobile SOC

power delivery.

1.2 Dissertation Contributions

In this dissertation, we tackle different aspects of designing reliable power

distribution networks for mobile system on chips.

Early Stage PDN System Analysis Flow

In Chapter 2, we introduce early-stage modeling and analysis flow, required

to derive the power distribution network system along the design cycle. A complete

list of system level issues for designing a robust power distribution is discussed.

• Early-Stage Modeling: First, we present initial modeling of the PDN for

performing different what-if early-stage scenarios.

• Time-Frequency Co-simulation: Next, we introduce an efficient power distri-

bution co-simulation methodology to perform time domain simulation and

frequency domain analysis based on the package/board resonance behavior.

3D Stacking Power Distribution Analysis

In Chapter 3, we investigate 3D stacked chip as a potential emerging tech-

nology ahead of scaling. Moving towards 3D stacking is one of the directions in

mobile system on chip design because of the form factor and technology scaling

limitations. The additional dimension is beneficial for integration of the heteroge-

neous mobile system on chip.

• TSV and Substrate Coupling Model: We propose a frequency-based modeling

to study the impact of substrate coupling in 3D stacking. The modeling
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takes into account multiple tiers and is tailored for co-simulation of time and

frequency domains.

• Reliability-aware Design: The failure mechanism of TSV and reliability as-

pects of the 3D stacking structure is elaborated. We propose a reliability-

aware optimization flow that combines the joint effect of thermo-mechanical

reliability and voltage noise in 3D stacking. The ultimate goal of proposed

optimization framework is to minimize the voltage variation across the die

and maximize the reliability. The proper resource allocation in the stacked

structure is analyzed.

Worst-case Current Prediction

A realistic worst-case current loading is needed to assess the performance of

the power distribution network along the design phase. In Chapter 4, we propose

a vector-based worst-case current generation methodology. The intention is to

estimate the voltage variation under resonance and rogue wave phenomena.

• Resonance-aware: A resonance-aware current stimulus synthesis is described.

Chances are high that a functional core has a current frequency spectrum

aligned with the PDN resonance. Here, we propose a package/board reso-

nance aware current generation flow, based on synthesis of the block vectors

in different power modes and frequencies.

• Vector-based Synthesis of Rogue Wave: We propose an algorithm to con-

struct the rogue wave envelope based on the functional vectors. The rogue

wave current is based on the step response of the system and is intended to

highlight different regions of resonance. The algorithm is flexible such that

it can preserve different temporal interval windows of the architecture block

sequence. The proposed vector-based rogue wave current solution will enable

the PDN designers to have a fair assessment of the PDN performance under

realistic worst-case loading scenarios.



9

On-die Voltage Regulation

In Chapter 5, we propose an optimization flow for linear-dropout-regulator-

based power distribution design and optimization. The impact of the off-chip volt-

age regulation is evaluated through an efficient parallel frequency-domain-based

flow.

• LDO based On-die Regulation: Mobile computing system on chips are no

longer efficient when using a conventional passive off-chip regulation method.

Multiple power specifications, adoption of power management techniques

such as dynamic voltage and frequency scaling (DVFS), Dynamic Power Gat-

ing (DPM), and area/performance requirements necessitate a customized

on-die regulation. Faster response time and independence from an off-chip

passive network make on-die regulation an appealing solution. In this chap-

ter, we propose a linear-dropout-regulator-based (LDO-based) design of the

power distribution under worst loading. The proposed methodology is based

on identifying the dominant poles and zeros of the system. We calculate the

exact analytical step response. The step response and rogue wave current are

used to calculate the worst voltage drop. An area and power optimization

flow is proposed to minimize the voltage variation across the die.

• Parallel Flow for VRM Impact: We propose an efficient parallel flow for as-

sessing the impact of the voltage regulator in the system design. We highlight

the significance of inclusion of the voltage regulator in the design analysis

for the first time. Failure to do so will lead to optimistic results and final

processor failure which is the topic of Chapter 6.

Power Integrity Impact on Performance

Conventional power distribution design process was independent of the per-

formance of the cores. In Chapter 6, we investigate the impact of power distri-

bution on performance. The correlation of analysis with the silicon measurement

is discussed in detail. A model for prediction of performance under worst voltage

and temperature variation is presented.
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• Performance Silicon Correlation: All the analysis and design flows should be

correlated with the silicon measurement to be accurate. In this chapter, we

estimate the performance of the low power processor through a pre-silicon

analysis and a post-silicon measurement. We show that the power distribu-

tion can impact the performance up to 15%.

• Predictive Performance Model: We introduce a predictive performance model

under worst voltage and temperature variation.

The remainder of this thesis is organized as followed: Chapter 2 provides details

of our early-stage PDN modeling and analysis flow. Chapter 3 is the study on 3D

integration from reliability, noise and substrate coupling perspectives. In Chap-

ter 4, we propose a vector-based worst-case current generation algorithm built upon

resonance-aware and rogue wave phenomena. Chapter 5 discusses our proposed

LDO-based design and optimization of the PDN under worst loading. An efficient

flow for highlighting the impact of the regulators is detailed. Chapter 6 covers

our correlation study on power integrity impact on performance of low power pro-

cessors through pre-silicon analysis and post-silicon measurement. A predictive

performance model is proposed. Finally, Chapter 7 summarizes the main results

of this thesis and provides hints for potential future research directions.



Chapter 2

System Level Design and Analysis

of Mobile Platforms PDN

Power distribution design is a critical task that impacts chip functionality

and cost significantly. System level characteristics of mobile PDN and its design

physical challenges are topic of Chapter 2. We describe our proposed analysis flow

for PDN co-simulation in both time domain and frequency domain. Strategies for

design of a typical mobile ‘power delivery comprised of die, package and board is

discussed.

2.1 Introduction

Providing adequate power delivery is a critical challenge for mobile chipsets.

A well designed power delivery network is robust enough to support chipset perfor-

mance, while at the same time not overdesigned to erode product profit margins.

The solution space between these two requirements is small for PDN designs. On

one side, an inadequate PDN design can lead to test failures, missed performance

targets, and intermittent functional problems in the field. On the other hand,

some of the more direct PDN improvements, such as adding on-die decoupling

capacitors, on-package discrete decoupling capacitors, and more package layers,

increase die and package size, and can cost tens to hundreds of millions of dollars

per product line. It is therefore important to develop a set of PDN analysis tools
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that can guide the product development from product inception through test and

debug.

A typical power delivery system is shown in Figure 2.1. Regulated voltage

comes out of the voltage regulator (VR) on the printed circuit board and is filtered

first by the bulk caps and then by top side caps (TSCs) and back side caps (BSCs).

After the supply moves from to PCB to package, it is further decoupled with die

side caps (DSCs) and on-die capacitance before delivered to transistors to power

logic operations. The capacitors are used as local charge reservoirs that are placed

incrementally closer to the silicon logic gates. The capacitors are needed because

traces and vias on the PCB and package become inductive with frequency and

prevent quick changes in supply current. For example, inductive path from back

side caps is shortened to PCB vias and package vias and inductive path from die

side caps is shortened to package vias and routing. So typically die side caps are

more effective than back side caps in a well designed package.

While it is desirable to put as much capacitance as possible close to silicon,

spatial constraints are tighter closer to the die and available capacitance decreases

due to limits in X, Y , and Z dimensions.

Die

VRM

Bulk

caps

TSC

DSC

Motherboard

Package

Package caps are the first to respond

MB caps are the second to respond

Bulk caps come third

The VRM is the last to respond BSC

Tier 2

Tier 1

Tier 3

Figure 2.1: Typical PDN system consists of voltage regulator, bulk caps, top

side caps, back side caps mounted on the PCB, and die side caps mounted on the

package.

Die side caps, for example, are very often limited to small 0201 devices with
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capacitance of about hundreds of nF . In some package on package (PoP) config-

urations, Z-height constraints can prevent any die side caps decoupling solution.

On-die intentional decoupling capacitors are typically smaller in capacitance and

are already taking a considerable fraction of the die. In a typical , for example, de-

coupling capacitors, fillers, and spacers take close to 75% of standard cell area and

only 25% are for logic. Typical total intentional and intrinsic decoupling capaci-

tance available for the core supply on a 45nm is around hundred of nF . Figure 2.2

t

VDD

3rd droop

2nd droop

1st droop

~1ns ~10ns ~100ns

3rd droop 2nd droop

Log(freq)

|z|

~100MHz~10MHz<1MHz

Motherboard

Figure 2.2: Right plot shows typical response of a PDN system to a sudden

increase in current demand by the die. Left plot is an illustration of PDN

impedance profile.

illustrates the typical response of a PDN system to a sudden increase in current

demand from silicon. Due to inductive current bottlenecks in the package routing,

charge stored in on-die decaps is depleted first and leads to a sharp drop in supply

voltage. This is often referred to as the first droop. The supply voltage recovers

when charge in die side caps, back side caps, and top side caps reaches silicon, but

drops again when charge in these caps is depleted. This is often referred to as the

second droop.

When charge from board level bulk caps arrive, the supply recovers again,

but is followed by the third droop before the voltage regulator can respond. Once

voltage regulator responds to the current demand increase, the supply reaches a

steady state at a lower voltage level with a DC drop determined by the finite VR

output resistance and board/package/die resistances. The voltage droops can be

seen in a frequency domain impedance plot shown in the plot on the right hand

side of Figure 2.2.

The voltage droop events highlighted in Figure 2.2 have direct impact to
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silicon performance and power. Logic gate propagation delay is a function of

voltage seen at the gate. Therefore, higher voltage leads to faster logic gates and

higher maximum operating frequency or Fmax. From Figure 2.3 we observe, if

silicon must function during large current transient events, then the lowest voltage

reached must be the voltage used to characterize and sign off designs. During

steady state operation, logic gates see higher voltage.
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Figure 2.3: Normalized sensitivity of NOR2 ring oscillator frequency to voltage

supply variation.

Figure 2.3 illustrates the Fmax sensitivity to supply voltage for different

process and temperature corners, channel lengths and threshold voltages (VT ).

Because of P = C ·V 2·F , transient voltage drop forces higher supply voltage setting

for a given Fmax. It is therefore critical to design good PDN to minimize voltage

drops within the entire bandwidth where current can have significant spectral

content.

The rest of this chapter is organized as follows. Section 2.2 contains an
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overview of system PDN design. In Section 2.3, time and frequency domain PDN

analysis flows are explained in detail. In Section 2.4, PDN noise impact to logic

performance is discussed. We conclude the summary in Section 2.5.

2.2 System PDN Design

We discuss system design considerations for PDN in this section. Power

delivery spans the entire system, starting from the output of the voltage regulator,

through PCB and package power shapes and decoupling solutions, to on-chip power

distribution network, and finally reaching the silicon logic gates. PDN modeling

difficulties lie in:

1. The size of the entire interconnect system that can reach many centimeters.

2. The varying interconnect features that measure in centimeters on PCB and

micrometers on silicon.

3. The distributive and non-uniform nature of the system.

In this section, we will give an overview of design issues at PCB, package, and

silicon levels.

2.2.1 PCB PDN Design

In a mobile phone or computer system, the PCB houses both the voltage

regulator and the chipset. Significant amount of board routing resources are used

for delivering power from the voltage regulator to the chipset. We discuss different

components placed on board and their impact on noise here.

Voltage Regulator

A typical voltage regulator needs a compliment of bulk and multiple layer

ceramic chip (MLCC) capacitors at its output to hold voltage level steady. It

also needs a finite amount of time to respond to a load current transient. A load

transient that is faster than a few hundred kilohertz is normally outside of the
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ability for the voltage regulator to respond. It is therefore also necessary to place

faster MLCC capacitors close to chipset power pins to supply charge during fast

transient events.

Board Routing Impact on Power Noise

Distance from the output of the VR and the chipset package power pins is an

important parameter for PCB PDN design. Long distance between them can lead

to large board resistance and DC voltage drop. Due to various board placement

constraints, the regulator is usually placed away from the chipset package power

supply pins and a power shape is used to delivery power from the VR to the package

power pins. One thing to note is that as power shape gets close to package pins,

its continuity is greatly compromised by the anti-pads from IO vias. This often

leads to high inductance and resistance for the power shape, and care should be

taken when developing package pin map.

Decoupling Capacitors

MLCC capacitors are needed to be placed close to the chipset package

power pins to supply charge during fast transient events. Effectiveness of the

capacitors is determined by the equivalent series inductances from the capacitors

to the package pins and through package substrate routing. Logical locations for

these decoupling capacitors are on the top side of the PCB immediately adjacent

to the chipset package and on the backside of the PCB immediately under the

package pins. Top side capacitor placement adds at least a few millimeters lateral

distance from capacitor terminals to package power pins, so they must be placed

as close as possible to the chipset. For capacitors placed on the backside of the

PCB, stored charge must go through PCB vias, which can be between few mm

in height. Because ground vias do not provide as ideal of a current return path,

PCB vias can be a significant source of parasitic inductance. This cuts down the

effectiveness of BSCs even though they may be directly benefit the package and

the die.
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2.2.2 Package for PDN Design

Package is a critical component of a PDN network. Before the onset of a

steep rise in the need for computing power, package design had emphasized on

smallest form factor and high level of integration. Recently, however, high perfor-

mance cores were designed in response to the new level of computing demand from

smart phones and mobile internet devices (MID). Average current and instanta-

neous current requirements from these cores are significantly higher than other

subsystems. To avoid becoming a performance bottleneck, a new PDN aware

design approach is being developed for the new generation of high performance

mobile platforms.

A PDN-aware design flow should be adapted and attention is paid up front

to ensure continuous power shapes are use to deliver power to core. New genera-

tion of the high performance mobile cores have very demanding transient current

profiles. Thus, care has to be taken so I/O routing will not cut into these power

shapes.

2.2.3 Silicon PDN Design

PDN characteristics are affected significantly with silicon floorplan and con-

straints from physical design. Thus, system design needs to be evolved constantly

with timely feedback from PDN during desgin cycle. Early PDN feedback guaran-

tees that system performance would be predictable with minimum design change

and cost. On-die PDN design is challenging because of the following issues:

• Fragmented Power/Ground (PG) mesh and cut off islands from analog or

digital domains will generate voltage hotspots region that starve from lack

of homogenous power delivery (e.g., Figure 2.4). This issue is pronounced

more for multiple power domains with split power rails.

• Hard macros under the shadow of broken or segmented RDL, low bump

densities and too sparse distance will face increase in the local die voltage

hotspots. The adoption of comb structure RDL, double stripe RDL and both

direction RDL reduce these local hotspots.
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• Unbalanced bump distribution, sparse bump assignment and I/O and power

bump allocation competitions will increase die IR drop drastically. We can

reduce the noise with PDN-aware floorplanning strategies along the design

process.

• Bump impedance map could potentially guide optimum placement of the

macros and memories.

All mentioned challenges enforce the need for PDN analysis feedback during evo-

lution of floorplanning and along the design.

Figure 2.4: Multiple voltage domains voltage hotspots.

2.3 PDN Analysis Methodologies

We explain the application of time domain and frequency domain analysis

for mobile PDN design in this section. PDN modeling for mobile chipsets spans

from board to die and is complicated because of the following unique properties:

1. Large problem size: Board PDN network is electrically large with power

shapes ranging in 10’s of millimeters.

2. Wide range of feature sizes: Feature sizes found in a PDN network varies from

tens of millimeter on board, to tens of microns on package, to nanoscale on

silicon.
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3. Fully coupled system: Power delivery shapes and lines are fully coupled in a

single system. Accurate modeling of PDN at board/package and package/die

resonances is critical to ensure sound design.

4. Heterogenous model: Highly non-uniform die-level capacitive and current

loading.

Accurate modeling of a complete PDN system requires tools that are capable of

handling highly distributed board, package, and silicon level interconnect para-

sitics. PDN is also a linear time invariant (LTI) interconnecting system with

current flows that have tightly synchronized components in time and frequency

domains.

2.3.1 Frequency Domain Analysis

Frequency domain analysis for a typical PDN system is discussed here.

For a linear time invariant system, it is prudent to analyze it in the frequency

domain to find system resonances. Once resonant frequencies are determined, the

impedance specifications can be developed (DC impedance, low/mid frequency

impedance, and the maximum allowed magnitude of the resonant peak) to meet

specified voltage margins. The PDN analysis in frequency domain can also be used

to guide time domain analysis, reconstructing worst-case current stimuli to hit the

system resonances (resulting in the worst-case voltage drop).

Traditionally, PDN is analyzed when 90% of the system design is done (very

late in the design cycle). Unfortunately, at this stage major PDN modifications

and fixes cannot be done. A novel design methodology is therefore required to

analyze PDN early in the design cycle, permitting several iterations until design is

finalized. An early PDN analysis flow in frequency domain has been developed as

a part of this thesis, providing vital design feedback before the design is finalized,

i.e., pinmap is frozen, RDL is routed, floorplan is placed, and package and board

are designed.

The flow is based on electromagnetic field solver, providing impedance pro-

file as a function of frequency. Package is connected to board with several options
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Figure 2.5: Early PDN analysis flow in frequency domain.

available to model die (no die attached, M × N partitioned model, or tile-based

die model). The analysis is iterated until impedance specifications are met. Short

turn around time permits several what-if iterations per day.

The developed early analysis PDN methodology is summarized in Fig-

ure 2.5. The flow is built around electromagnetic field solver. Package is attached

to board and impedance as a function of frequency is plotted. It is important to

put all major components of a PDN together (VRM, board, package, and die) to

accurately capture system resonances.

Despite being easy to use, detailed model becomes available late in the

design cycle, when 90% of the design is done. On contrary, tile model is based

on RLCK parasitic of an on-chip power distribution grid extracted from power

grid physical structure. Tile-based die model can be built early in the design cycle

when only plan of record for power grid is available.

A tile size of 100µm× 100µm has been chosen as a tradeoff between accuracy
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and computational complexity. The early PDN analysis methodology has been

developed to handle power delivery system with two power supplies, i.e., split rails

such as core and memory. The developed methodology can be applied to PDN

with multiple power supply voltages. A physical structure of a core tile is shown

in Figure 3.18. Note that only upper metal layers from M3 are analyzed. No

regular on-chip power distribution grid exists on lower metal layers (only local

power delivery in standard cells).

RLCK parasitic parameters of core and memory tiles in three directions

(left – right, back – front, and top – bottom) are extracted using Q3D [2] electro-

magnetic extractor. Maximum frequency of extraction is set to 1GHz.

2.3.2 Frequency Domain Automation

We introduce our frequency domain automation flow applied during system

design. Scripts have been developed to stitch tiles together based on floorplan,

RDL connectivity and package bumps. Three Excel spreadsheets with bumps co-

ordinates, floorplan and RDL stripes are populated and fed to the script. An

example of floorplan spreadsheet is illustrated in Figure 2.6. Early stage analysis

of the PDN is an iterative process which evolves during design cycles. To synchro-

nize with the latest physical design database and populate the latest PDN models,

a frequency domain automation flow is developed. Floorplan information, bump

assignments and RDL routings are read from physical design database and updated

PDN spreadsheet is generated. The PDN spreadsheet contains user friendly tem-

plate sheets with the latest updates which facilities the practice of various what-if

scenarios.

On-die intrinsic and intentional decoupling capacitors play an important

role on defining the die/package anti-resonance frequency. We extract the decou-

pling capacitors for each block from the hard macros spice models and divide them

among the tiles.

The tile-based die model is generated as follows. First, the tile-based model

of on-chip power distribution grid is created. RDL with extracted parasitics is then

placed on top. Note that either routed RDL database or dummy RDL placement
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Figure 2.6: An example of floorplan spreadsheet for frequency domain

early-stage analysis.

can be used (permitting early what-if iterations). Finally, tile-based die model

is attached to the package bumps using script based on package pin mapping

that contains names and co-ordinates of each bump). On-chip decoupling capaci-

tance (both intrinsic and intentional) with effective series resistance (ESR) is also

included in the tile-based die model. The total on-chip decoupling capacitance

available for each voltage domain is equally distributed among tiles.

Developed methodology has been successfully tested on the industry based

mobile testcases. Unacceptably high impedance in critical locations has been de-

termined. The PDN early analysis flow in frequency domain has been correlated

with time domain flow based on spice, as discussed in next section. Based on pro-

vided feedback, dramatic reduction in power supply noise (voltage drop) has been

observed.

2.3.3 Time Domain Analysis

Time domain analysis is one the most computational challenging tasks for

the PDN analysis. Analyzing a complete digital device with hundreds of millions

of devices (millions of instances) for multiple functional and test modes in time

domain is a very complex computational problem. PDN time domain analysis of

the chipset is centered on the voltage droops for all the instances and the power

mesh on the die contrary to the frequency domain analysis of the PDN which

is centered on the package and board components of the PDN. Dynamic voltage
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noise analysis of the PDN uses a high capacity transient spice engine as simulation

engine and provides full visibility of the voltage noise for all the instances on the

die to the designer. Current waveforms at the package bumps and the total current

flowing through all the power and ground nets are generated during this transient

simulation. Time domain dynamic analysis validates voltage supply assumptions

at the device level made during design timing closure, the robustness of power

delivery network and the results of the PDN frequency domain analysis. Because

we are analyzing voltage and current waveforms, the results of the analysis are

easier to correlate and validate with silicon measurements. We have developed a

comprehensive time domain analysis flow which is used for PDN optimization and

voltage noise signoff. This flow has been developed incrementally starting with the

analysis of the die stand alone, followed by the analysis of the die with the package

and recently the analysis of the voltage noise on the die with the package and the

board integrated in the simulation test bench. The time domain analysis flow has

been tested for main mobile platforms.

2.3.4 PDN Optimization Using Time Domain Analysis

Time domain analysis flow requires as inputs real design data (DEF, LEF,

.lib, and current signatures) and is suitable for bottom up design flow implemen-

tation. Our time domain analysis follows the design implementation stages from

floorplan stage to final timing sign off as summarized in Figure 2.7.

Time domain analysis verification flow follows PDN development stages

which usually include: die power mesh implementation and optimization, bump

assignment and die package analysis and co-design together with package board

PCB co-design. We have developed a complete analysis flow which has been tested

on industry test cases and includes time domain analysis with RLC package model

and lumped two ports S parameter model as described in Figure 2.8.

The S parameter PCB model is generated using frequency domain analysis

for the layout PCB. An S2P touchstone file is generated and connected to the

RLC package wrapper. An example of the impedance profile for an un-optimized

PCB is presented in Figure 2.2.
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Figure 2.7: Voltage noise time domain analysis integration in the physical

design flow.

For the time domain analysis a stimulus is required to drive the simulation.

Stimulus can be a VCD vector (FSDB) which is generated by the frontend designers

or can be generated using a vectorless analysis driven by the average power of the

design.

VCD file can reflect multiple functional modes or test (ATPG) modes of the

design. Because the VCD vectors are not easy to generate for the full chip design,

vectorless vectors are used most of the time to stimulate the PDN for functional

modes analysis.

The results of the dynamic analysis are: voltage droop maps as presented

in Figure 2.9.

Based on the static and dynamic voltage droop results the power delivery

network is optimized during the design implementation stages from floorplan to the

final signoff. This includes PG mesh optimization, bump placement optimization,

on die decoupling capacitors optimization and validation and package design. For

low power designs rush current analysis is performed for the power and ground

gates at the block level and top level.

Due to the fact that simulation is driven by design stimulus, chipset voltage
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Figure 2.9: Typical functional block load current and voltage drop.

noise failures can be validated using our current analysis flow. Time domain volt-

age noise analysis in correlation with power analysis drives fundamental design

architecture modifications for low power and high performances SOC’s designs.

Different types of architectures for a SOC design can be optimized to take into

consideration PDN requirements, to minimize the cost of PDN and to optimize

the system for EMI between the digital and RF subsystems. The main cost fac-

tors for PDN are: BEOL metal stack on-die, on-die decoupling capacitors, package

substrate, on package decoupling capacitors, number of layers for the board and

on board decoupling capacitors. In additions, an accurate time domain voltage
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noise analysis can help DVFS SOC implementation and optimization.

2.4 Impact of Logic on Performance

Power supply noise is tightly coupled to the CMOS circuits implementing

the core functionality of the chip. We discuss noise impact on performance in this

section. Switching CMOS devices produce dynamic noise on the PDN, which in

turn impacts the performance of all circuits on the die, including those produc-

ing the voltage noise. The performance impact can be described in terms of the

primary parameters of the voltage noise: amplitude VN and frequency FN .

A low frequency voltage source (FN <<Fcircuit) with amplitude ∆VN affects

the current of MOS devices based on the following expression:

ID ∼ k(W/L) · (VDD + ∆VN − VTH)α (2.1)

where k is a technology-specific trans-conductance parameter, W and L are the

channel width and length of the MOS transistor, VTH is the effective threshold

voltage, and α is an empirical parameter between Equations (2.1) and (2.2), which

describes the relative impact of the overdrive factor (VN-VTH). CMOS circuit delay

represents the time to charge and discharge logic and interconnects capacitances,

and is correspondingly inversely proportional to the device current expressed in

Equation (2.1). The non-linear relationship between circuit delay and power supply

voltage can be expressed by Equation (2.2) which is illustrated on Figure 2.3.

TD ∼ Cload/(VDD + ∆VN − VTH)α (2.2)

Figure 2.3 shows, reduced power supply voltage increases the sensitivity to voltage

noise, which is explained by the squeezed overdrive factor (VN − VTH). This is

particularly pronounced on CMOS devices with high-threshold voltage VTH , which

are typical for the low power (low leakage) process technologies. For devices with

lower threshold voltage VTH , the overdrive factor (VN − VTH) is increased and the

impact of ∆VN voltage noise is reduced.
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Figure 2.10: Line of CMOS inverters powered by a noisy supply source with

frequency FN .

With the increasing importance of low-voltage low-power operation modes,

the significance of voltage noise delay impact is more pronounced and a number

of variation-aware timing signoff approaches are being adopted such as advance on

chip variation (AOCV) to address these challenges.

The impact of voltage noise frequency FN on circuit delay is less documented

and correspondingly more interesting to explore. For illustrative purposes, the

impact of a sinusoidal power supply source on a delay line of K CMOS inverters

is described as shown on Figure 2.10.

The phase of the voltage noise is considered random with respect to the

arrival time of the input signal into the delay line. A number of parameters and

their relations characterize the impact of the power supply noise on the delay of

the inverter chain. The relationships between the insertion delay of single delay

element TD and the overall line delay of K inverters TDK to the voltage noise pe-

riod TN (TN = 1/FN) define a number of cases to be considered:

1. TN <<TD : The voltage noise has no significant impact on the inverter

unit delay as the circuit switches over a period of time incorporating many noise

periods, effectively canceling the noise impact.

2. TN >>TD : The voltage noise is purely random and constant for the dura-

tion of the CMOS gate switching. This case was described at the beginning of this

chapter and the dependency is illustrated in Figure 2.3. Supply voltage impacts

circuit performance and voltage noise sensitivity.

3. TN ≈ TD : Voltage noise period is on the order of the circuit delay, in which

case the impact on a single inverter can be considered random, but the correlation

to the delay of the following circuit is very strong. This scenario is illustrated
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on Figure 2.11. Each individual inverter (unit delay circuit) experiences a unique

voltage noise impact, which may be described by an effective power supply volt-

age Veff , defined as the steady supply voltage at which the same inverter would

have the same delay as with the noisy power supply. Approximate values for the

effective voltages of the stage delays are illustrated in Figure 2.11. During the

switching period of an individual inverter, the effective voltage is constant and

the delay impact is as shown in Figure 2.3. Supply voltage impact on circuit per-

formance and voltage noise sensitivity. An alternative approach to consider the

effective stage voltages is as weight factors on the stage inverter delays. It is im-

portant to note, however, that along a delay line of multiple similar circuits, the

average Veff tends to cancel out the individual stage variations and the mean delay

E{TDLK}approaches the ideal (clean power) delay of the line K×TD. Therefore, a

long line of similar circuits becomes power supply noise insensitive when TN ≈ TD

and K is large, or equivalently VDLK >>TN . Unfortunately, this desirable effect is

not valid when the delay line is composed of various circuits with wide variation in

their circuit characteristics and insertion delays. In that case, the relative phase of

voltage noise waveform with respect to the input signal is important since it defines

the individual effective stage voltages, correspondingly defining the weight factors

of the different delays along the chain. Since the phase of the noise waveform is

generally considered random, the impact of that noise on a line of diverse circuits

is also random and correspondingly requires additional timing margin.

Figure 2.11: Averaging of effective Vdd over a long line of inverters.
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Above discussion about voltage noise frequency impact was limited within

the assumption of constant noise amplitude. Typical on-chip power supply noise

exhibits significant variations in terms of both amplitude as well as spectral con-

tent as shown in Figure 2.9. The peaks of the noise waveforms typically represent

the moments where large number of storage elements switch synchronously based

on a clock edge. The pseudo-random nature of these noise variations produces cor-

responding random circuit delays and may lead to potential silicon timing failures.

As it is difficult to comprehensively model all possible voltage noise scenarios, a

conventional design practice is to apply a timing uncertainty margin to provide

signoff robustness. Alternative approaches are currently being explored to reduce

the timing margins by more intelligent utilization of the power grid information

to narrow down the timing signoff assumptions on voltage noise amplitude and

spectral content.

To provide some perspective, a typical inverter delay with ideal nominal

power supply in 45nm CMOS technology is around ∼20ps. Based on the discus-

sion above, high-frequency noise above 200GHz (TN = 5ps) would not impact

the circuit delay significantly as several noise periods would fit within the switch-

ing time of the inverter and effectively cancel out. Voltage noise with frequency

FN <10GHz (TN>100ps) produces random delay variation based on the random

phase alignment of the noise waveform with respect to the input signal. As il-

lustrated in the previous section, however, today’s integrated circuits have power

grid noise in the range 0 - 2GHz with significant spectral energy contained within

100MHz. For such low-frequency voltage noise, typical data and clock paths on

the order of 1-10ns exhibit pseudo-random delay variations, which are hard to

model deterministically. The impact of power supply noise on such paths of multi-

ple logic gates may be modeled as correlated random variables based on the PDN

extracted information. Temporal and spectral analysis should be combined to de-

scribe the probability density functions of these random variables and provide a

comprehensive perspective on the realistic voltage noise impact on timing delays.
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2.5 Summary

In this chapter, we provided an overview of the PDN system level design and

related issues. We then outlined a frequency domain flow and a time domain flow

we developed to accurately analyze PDN characteristics. Both of the frequency

domain and time domain flows were evaluated on the industry testcases.



Chapter 3

Design and Reliability Aspects of

3D Integration PDN

Power distribution network design for stacked dies faces more reliability

challenges compared with conventional SOC. Substrate coupling noise among TSV

and PDN grid, thermo-mechanical stress and electromigration are pronounced

more as a result of stacking. We detail a comprehensive modeling of TSV and

stacked power grid with frequency dependent parasitic in Chapter 3. The ana-

lytical model considers the impact of the substrate coupling between the TSVs

and in each die. A frequency domain analysis flow is introduced that incorporate

frequency dependent parasitics. Design of a reliable power distribution network is

formulated as an optimization problem to minimize power noise under reliability

and electromigration constraints. Experimental results demonstrate the efficacy of

the problem formulation and methodology.

3.1 Introduction

Early power delivery planning is a crucial 3D chip design step as noise

margin becomes tighter in below 22nm technology with high clock frequency. It

is important to perform this task early on along with TSV allocation in order to

prevent from logic and chip failures [7].

About 30-40% of the available die to die vias in 3D chip are allocated

31
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for power delivery and the rest are assigned for signals [60]. The supply current

flows through the inductive solder bumps and narrows through silicon vias with

considerable inductance parasitic, and results in significant simultaneous switching

noise (SSN). Stacked chip requires less than the original 2D design footprint and as

a result current density per pin is larger. Thus, power distribution network in 3D

systems needs to be accurately modeled and designed for the higher current density.

Huang et al. in [22] proposed an analytical PDN model for 3D stacking considering

via inductance and stacked decoupling capacitors. However Huang’s model does

not include the effect of on-chip inductance. As the clock frequency reaches GHz

range, di/dt event and SSN from the switching dice will be as significant as the

IR drop. Therefore, in the GHz range clock frequency on-chip inductance in the

PDN model need to be considered for a realistic voltage drop assessment.

                         Core 1

Core 2

             Core 3

           RAM 4

     RAM 5

Package

VRM

Figure 3.1: 3D PDN stacked core and memory model.

A 3D PDN model is presented considering the effect of on-chip inductance

in chapter 3. On-chip dc-dc converter is adopted as a potential alternative to

off-chip VRM regulation. Higher circuit density in 3D PDN results in even larger

circuit netlist. Larger netlist makes the simulation of huge 3D PDN a challenging

task. Each time domain sample point of the transient simulation depends on the

results from previous time points. Thus, it will take a long time to simulate whole

large networks sequentially. A parallel flow that adopts Message Passing Inter-

face (MPI) on clustered Linux machines is developed which significantly reduces

simulation time.
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3.2 Overview of Reliability Challenges

Three dimensional integrated circuits introduce a technology potential to

enhance the performance, functionality and device packaging density. Stacking

enables integration of heterogenous functional blocks such as digital and DSP cores,

memory, RF and analog modules [22, 27]. Having multiple active layers stacked

on top of each other provide more flexibility for design to reduce cost and power.

The increase in current demand and faster switching frequency of the stacking,

introduce more severe power integrity and reliability challenges compared with

conventional system on-chip. Substrate coupling modeling is a key issue in 3D due

to its significant impact on the performance of the analog circuits in the stacked

chip. This thesis present a comprehensive frequency dependent model for through

silicon via and stacked power layers with substrate coupling in between.

We propose a reliability-aware TSV planning considering thermo-mechanical

stress. Our model considers the impact of frequency dependent TSV and substrate

parasitics on the voltage variation. We extend the reliability model to include elec-

tromigration (EM) constrains in the analysis. We trade block-out space in favor of

decoupling capacitor area in this problem formulation. We propose in this chapter

a unified methodology to address the problem of designing optimal 3D stacking

under reliability constraints. One typically with the following properties and con-

straints:

1. Minimum IR drop across the power grid in layers and including substrate

coupling among the TSVs and tiers.

2. Satisfy electromigration maximum current density constraints.

3. Maximizing lifetime and thermo-mechanical reliability of the chip and finally.

4. Maximizing area for routability and decoupling capacitors allocation.

Electromigration [25] and thermo-mechanical [45] stress are the root cause

of major long term failure problems in 3D stacked ICs and is the focus of this chap-

ter. For the second part of this chapter, we first, present our TSV and stacked

grid electrical modeling scheme that considers substrate coupling. Few benefits of
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frequency domain are the the fact that we can incorporate frequency dependent

parasitic and that we can highlight resonant peaks. Our extracted model demon-

strates variation of peak in frequency spectrum which is not observed in fixed

parasitic model. Time domain transient response is then recovered with vector

fitting [47]. We analyze power noise and reliability of stacked grid here. Design of

stacked power delivery is defined as an optimization formulation to obtain mini-

mum noise under reliability constraints.

Rest of this chapter is organized as follows: Parallel 3D PDN analysis flow

is introduced in Section 3.3.1. Modeling for 3D power delivery is discussed in Sec-

tion 3.3.2. In Section 3.3.3, we will discuss our frequency domain analysis result

for the 3D PDN based on the grid design parameters. For the second part of this

chapter, we discuss reliability-aware analysis of the 3D die stacking: Details of

3D power distribution model are presented in Section 3.4.1. Substrate coupling

model among TSV and each tier is extracted as a frequency dependent electrical

model. We discuss our frequency domain based flow which is applied for power

integrity analysis of 3D PDN model in Section 3.3.1. In Section 3.5 electromigra-

tion and thermo-mechanical reliability aspects of stacking is elaborated. Section

3.5.3 presents our formulation for design of a reliable stacked IC power distribution

along with experimental results; and finally Section 3.6 concludes summary of this

chapter.

3.3 Time and Frequency Domain Analysis of the

Three Dimensional Networks

3.3.1 Parallel 3D PDN Analysis Flow

Design of 3D power delivery requires a custom analysis flow with proper

model of TSV and grid as an input that guides designers to make right design

choices. We discuss our co-simulation flow that can highlight resonance peaks and

maximum voltage drop of stacked die. Most of the conventional simulators fail

to simulate entire system in a reasonable time because of the large scale of the
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3D PDN and special inputs. Figure 3.3 depicts our efficient parallel processing

package for analysis of the entire 3D power distribution network in both frequency

and time domain.

Figure 3.2: Tier to Tier (T2T) power connection model of 3D stacked die.

We apply vector fitting (VF) technique to convert back frequency domain

results into time domain. We our in era that clock frequency of the SOC is reaching

GHz range and as a result SSN from di/dt cannot be ignored. To solve the noise in

the stacked die, the frequency dependent RLGC(f) of the entire system is inserted

into iterative linear solver and is converted back using vector fitting. Conventional

vector fitting technique [60] has unacceptable error margin and the recovered time

domain result has a large error (∆V F ) compared with HSPICE:

∆VV F = V (t)− VV F (t) (3.1)

where ∆V F is the deviation of fitted time domain approximation from the original

time domain signal. We enhanced vector fitting algorithm to reduce the error. We

apply the remainder of the vector fitting ∆V F iteratively into VF process and

perform the vector fitting process until ∆V F reaches acceptable error margin rate

of 10−16.
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Figure 3.3: Stacked PDN reliability-aware and noise co-analysis flow.

We implement our parallel flow using MPI and run the flow on FWgrid

infrastructure (http://fwgrid.ucsd.edu) with multiprocessors to speedup simula-

tion time. We run the parallel flow on clustered Linux machine and our results

demonstrate speedup of up to 22× times with single processor and more than

430× times by using up to 200 processors over HSPICE [20] transient simulation.

Parallel processing reduces PDN simulation time significantly from hours to less

than hundreds of seconds.

3.3.2 Design Planning for the 3D Power Grid

We explore efficient via placement to reduce the power noise in 3D struc-

ture. Power/ground wires in SOC are routed by using orthogonal interconnection.

Peak and average current increases with increase in high performance processing

demand. Current flows through the inductive solder bumps and through silicon
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vias and results in severe SSN and power integrity noise. Die to die through silicon

vias serves both for signal routing and power delivery. Dummy vias are adopted as

heat conductance between the stacked die [42] to balance temperature hotspots.

We study on-die regulation via stacked VRM solution in 3D model. We

analyze the noise impact of placement of the on-chip regulator in different tiers of

the stacked die from bottom to center.

3D Power Distribution Model

We model power delivery with a stacked 3D RLC grid, as shown in Fig-

ure 3.4. In each tier of stacking a 10×10mm2 active die is modeled with mesh

RLC network and the current sink stimuli in the center, representing the active

switching transistors. Through silicon vias with the length of 200µm connect each

layer of the stacked dies and is modeled as a RL in series. RL values are based

on the via process technology. TSV inductance will cause SSN and need to be

accurately modeled. We detail our on-chip VRM allocation in next section.

+
-

V
R

M

Rvia(f)
Lvia(f)

Rm Lm
Is

Vs

Cparasitic+Cdecap

Figure 3.4: 3D PDN parsitic RLCK model with package and VRM.
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On-chip Voltage Regulator

To reduce di/dt event that causes supply voltage variation, an integrated

on-chip voltage regulation in 3D stacked IC is adopted. In conventional power

delivery systems, mounted VRM on the board has critical challenges: long inter-

connect path, parasitic inductance of the package-board which generate SSN, large

decap size and large number of the power/ground pins required by chip. Mentioned

requirements take expensive area of system and make packaging design more com-

plex. Stacked dc-dc converter in 3D structure benefits from minimum interconnect

parasitics, wider bandwidth and easy distribution to multiple domains [51].

It is practical to integrate the regulation circuitry and use small, discrete

external inductors mounted close to the die as switching mode power supply. A

large number of these external inductors would be required, at least one per PDN

node. Inductance component can be embedded in the package as well. In addition,

these physically small components have limited inductance [7]. We use the close

loop impedance of the VRM model as input in to the analytical flow and simulate

full system.

3.3.3 Frequency Domain Analysis of 3D PDN

We discuss our experimental results from the analysis using our proposed

3D PDN model. The sensitivity of the through silicon vias and PDN grid to

different parameters are explored in this section.

Through Silicon Via Distribution Density

Each tier PDN mesh is divided into equal quadrant based on the power

consumption spatial distribution and pitch. We allocate two via to the corner of

each quadrant in the PDN simulation. The via distribution is uniform in each tier.

We vary via distribution density from 10% to 80% of the total allocable locations

in grid. In Figure 3.5, we observe that for low frequency higher via density results

in less output impedance, but in high frequency the PDN with higher via density

has larger impedance peaks. This is because reduced resistance increases the Q
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factor, which leads to higher anti-resonance peak.
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Figure 3.5: Impedance spectrum of 3D stacked PDN versus via distribution

density.

3.3.4 On-chip Inductance Scaling in 3D PDN

Figure 3.6 illustrates our 3D PDN impedance spectrum with and without

on-chip inductance. For high frequencies in the range of GHz the impedance

increases up to 8 times with on-chip inductance compared to RC on-chip power

grid. This tells us that on-chip inductance should no longer be ignored when

operation frequency increases to GHz.

We scale 3 orders of magnitude on-chip inductance in the 3D P/G mesh.

Low frequency impedance magnitude of all three scales are same but as the fre-

quency increases the impedance magnitude is increased up to 10× as depicted in

Figure 3.7.

3.3.5 On-chip Resistance Scaling in 3D PDN

Figure 3.8 shows that as the resistance of the grid increases in low fre-

quencies, 3D PDN impedance magnitude is increased towards DC. This can be

explained by the fact that as the frequency increases the damping effect of the R

becomes dominant and compensates with increasing low frequency impedance.
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Figure 3.6: Impedance magnitude of 3D PDN with and without on-chip

inductance.
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Figure 3.7: On-chip inductance scaling impact on impedance magnitude in 3D

stacking.
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Figure 3.8: Resistance scaling impact on impedance spectrum in 3D stacking.

3.3.6 Sensitivity of Impedance to Stacked Layers

We show how increasing the number of stacked layers from 5 to 10 affects

impedance magnitude and voltage noise. We run the flow on 3D power testcase

with x and y dimension of 32×119 nodes in the grid and 5 to 15 stacked layers. We

observe in Figure 3.9 that the impedance magnitude peak is reduced with more

stacked layers. Figure 3.10 shows simulation time versus number of processors

for both cases on FWgrid machine with up to 200 processors where simulation

time is reduced significantly to less than a minute. Same simulations of case 1

and 2 in HSPICE took 9911sec and 110479sec respectively for 300nsec duration

(Table 3.1).

Table 3.1: Simulation time of 3D PDN versus number of processors on clustered

FWgrid multiple cores for proposed flow versus HSPICE

sec HSPICE
No. of processors

1 p. 4 p. 16 p. 32 p. 64 p. 128 p. 200 p.
case1 9911.32 1531.80 342.20 136.70 68.70 38.57 21.35 23.01
case2 110479.36 2635.06 808.90 214.40 126.50 77.00 52.30 28.75
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Figure 3.9: Impedance spectrum scaling with different stacked layers.
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Analysis of 3D PDN in Time Domain

Higher via density will result in lower voltage noise as Huang et al. con-

cluded in [22]. However, this is not always the case. In Figure 3.5, we can see that

for a certain via placement strategy, higher density may lead to lower impedance

peak below MHz. In addition, it may also result in higher resonance peak at higher

frequencies. This is because more vias in parallel reduce effective resistance, and

thus increase the quality factor Q of the RLC tank which makes anti-resonance

more pronounced. As a result, the output voltage noise depends on the frequency

spectrum of the input current. Figure 3.11 shows the output voltage noise for

different via densities. From Figure 3.11, we can observe that higher via density

may result in larger voltage noise.
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Figure 3.11: Time domain noise magnitude of 3D stacking versus via density.
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3.4 Reliability-aware 3D PDN Model Consider-

ing Substrate Coupling

3.4.1 Substrate Coupling Model in 3D PDN

Substrate coupling in 3D stacking has dominant impact on logic perfor-

mance. We present our modeling scheme for through silicon via in presence of the

substrate coupling. The key technology that enables stacking of multiple dies in

system in package (SiP) is through silicon via. Heterogeneous layers with different

functionalities and high operation frequency can be stacked densely together. Sil-

icon substrate is usually of low resistivity in digital SOC. Thus, silicon substrate

propagate noise during system switching and result in huge noise.

None of the previous works on 3D power distribution [22, 51] to the best of

our knowledge, model and consider the impact of substrate coupling in power noise.

Three dimensional stacking parasitic interacts through the shared silicon substrate

and among TSVs. Each time transition and switching occurs in the digital circuits,

they inject noise into three dimensional stacked packages and among TSV. Silicon

substrate is conductive and power noise easily propagates to analogue circuits

destructively. This impact the performance due to deficient immunity of digital

circuits [52]. Through silicon via model and extraction method are described in

the next Section 3.4.2.

3.4.2 Frequency Dependent Through Silicon Via Model

At high frequencies current does not flow uniformly across the cross section

of the conductor. Structure of through silicon via is shown in Figure 3.12. Instead

because of skin effect current becomes increasingly concentrated near the edge

of surface. Current density varies with respect to frequency. As a result, the

effective cross section area is reduced with the onset of skin effect, causing the

effective resistance at high frequencies to increase. Previous works [39, 4] addressed

modeling of TSV for fix frequency and without consideration of the substrate

coupling effect. Our proposed modeling takes into account frequency dependent
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parasites and substrate coupling more accurately. TSV is electrically modeled and

extracted using High Frequency Structure Simulation (HFSS [1]) full-wave solver

from Ansoft that considers substrate loss of TSV.

SiN
Cu

Si

Vdd TSV
Vss TSV

Figure 3.12: Through silicon via modeling in HFSS [2].

The following properties are assumed for the TSV structure modeling,:

1. TSV is modeled as an array of Vdd and Vss pair in a 200 × 200 µm2 grid for

each tier. TSV has a silicon shared substrate through wafer via hole with

insulation barrier formed on the substrate and via sidewall.

2. Substrate is a low resistive (10Ω · cm) silicon with small loss tangent (less

than 0.0005). Substrate loss could be mitigated by using high resistivity or

thick dielectric as an expensive packaging alternative solution [19, 37] based

on design constraint.

3. TSV height is 100µm.

4. The thin dielectric layer (silicon nitride) surrounding TSV is 0.2µm thick

with εr = 7.

5. TSV and substrate model are extracted over a broad range of frequency from

50MHz to 10GHz.
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Figure 3.13: TSV RLGC equivalent RLCG(f) model with substrate coupling.

We look into sensitivity of noise to dimension of through silicon via and the density

of the TSV pitch varied. We analyze the impact of these parameters to reduce the

power noise and to maximize reliability. S-parameters model of the Vdd and Vss

pairs are obtained from the extraction. S-parameter of the TSV is converted to

equivalent RLGC electrical model as described in Section 3.4.3.

3.4.3 Frequency Dependent Substrate Coupling Model

The extracted S-parameters model for TSV is converted to equivalent fitted

electrical model as shown in Figure 3.13. We follow [12] technique where γ is

the propagation constant and Z is the TSV transmission line based characteristic

impedance:

γ =
√

(R + jωL) · (G+ jωC) = α + jβ (3.2)

Z =

√
(R + jωL)

(G+ jωC)
(3.3)

From Z and γ, equivalent fitted electrical RLGC model is derived. The model is

suitable for frequency domain analysis flow as follows:

R(f) = Re{γ · Z} (3.4)
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Figure 3.14: TSV equivalent resistance R (D=diameter, P=pitch).

L(f) = Im{γ · Z}/ω (3.5)
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Figure 3.15: TSV equivalent inductance L (D=diameter, P=pitch).

Rsubstrate(f) = Rshunt(f) = Re{γ/Z}−1 (3.6)
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Figure 3.16: Substrate equivalent shunt resistance (D=diameter, P=pitch).

Csubstrate(f) = Cshunt(f) = Im{γ/Z}/ω (3.7)

Figure 3.14 to Figure 3.17 depict complete set of TSV extractions for different

combination of TSV geometry and density. TSV RLC parasitic components are

then concatenated to represent stacked die. In our testcase a 1 × 1mm2 die is

partitioned into 200 × 200µm2 uniform sections.

3.4.4 Frequency Dependent Power Grid Model in Each

Tier

Power metal parasitics in each layer of stacked PDN is extracted for a 200

× 200µm2 geometry. Each metal layer is concatenated as a lattice grid electrical

model front to back and left to right. Q3D extraction simulator [2] is adopted to

extract the frequency dependent parasitic of each metal layer as shown in Figure

3.18. Two dies are stacked together with TSV in between.

Figure 3.15 illustrates that inductance sensitivity depends on the pitch and

diameter aspect ratio (pitch/diameter). TSV resistivity is function of its diameter
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Figure 3.17: Substrate equivalent shunt coupling (D=diameter, P=pitch).

because of the skin effect. Figure 3.14 to Figure 3.17 show that in high frequency

(over 1GHz) substrate coupling decreases significantly.

3.5 Reliability of Stacked Power Grid

The reliability of a system is defined as the probability function R(t), over

the interval [0,∞] that the system operates without any failure. The reliability is

defined as function of failure rate, λf (t) or alternatively with Mean Time To Failure

(MTTF ) where MTTF = 1/λf . We use constant failure rate reliability model

in our analysis. Reliability component is represented here by using exponential

distribution [13] with a failure rate, λf , according to Equation(3.8):

R(t) = e−λf (t) (3.8)

3.5.1 Electromigration Constraint

In each power grid node i we have: ∆Vi(t) ≤ ∆Vmax where ∆Vmax is about

5% of nominal Vdd according to signoff corners in below 45nm technologies. Elec-
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Figure 3.18: Power grid model in each tier.

tromigration is a major cause of momentum transfer from electrons to ions that

makes interconnect lattice. In 3D IC, electromigration due to higher current vari-

ation and density, will lead to some major defects: shortening between adjacent

metal layers, TSV and bumps; opening of metal lines and TSV contacts and in-

creased resistance of metal lines and TSV contacts. Mean time to failure due the

EM is modeled by the Black’s model according to [41]:

MTTFTSV EM = kbonding TSVA◦(J − Jcrit)−n
Ea
KT (3.9)

where A◦ is an empirically determined constant. J is the current density in the

interconnect. Jcrit represents the threshold current density and K is the Boltz-

mann’s constant, Ea is the activation energy and n is the scaling factor (usually

n set to 2). EM in stacked wire segment sets an upper bound on the average

current density. Thus, EM imposes a minimum wire width constraint. For a fixed

thickness tk of a layer k and given maximal current density Jcrit, this constraint

for a wire segment between node i and j can be expressed as:

| 1
T

∫ T

0

(Vi(t)− Vj(t)) dx| ≤ Jcrit · ρlt (3.10)

where ρ is the sheet resistance, l is the length of the wire segment, Vi(t) is the

voltage at node i, and Vj(t) is voltage at node j and T represents period. Therefore

the EM rule imposes either a minimum width of the wire with given power pitch

or a minimum pitch with given wire width.
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Black model for EM constraint is extended to take into account TSV exclu-

sive EM factor due to the bonding. Stacked TSV has a bonded interface that may

be Cu-Cu, or Cu-tin alloy bond. In addition to material differences, bond quality

would also affect EM. kbondingTSV bonding coefficient in Equation (3.9) is the TSV

empirical bonding coefficient and is determined by the fabrication process.

3.5.2 Thermo-mechanical Reliability of 3D Stacking

Thermo-mechanical modeling and analysis is a critical step in the design

of a reliable 3D system. Global thermal mismatch between the copper filled TSV

substrate and silicon chip is significant. Micro bumps would break under thermal

stress conditions. Global thermal mismatch depends on both TSV size and pitch.

Copper coefficient of thermal expansion (CTE), ∼17.5µ/◦C, is much higher than

CTE of silicon, ∼2.5µ/◦C [45]. Stacked died has delimitation potential due to

thermal cycling and local thermal expansion mismatch between the copper and sili-

con substrate. Failure could potentially happens in the interface of TSV, dielectric,

substrate, and grid [5]. λTM , effective stress and thermo-mechanical failure rate

of TSV increases with TSV diameter or density reduction [45]. Selvanayagam et

al. [45], performed a comprehensive study on thermo-mechanical stress and strain

for multiple TSV dimensions. Thermal stress will degrade if density of the TSV

increases because of reduction in thermal resistance. Figure 3.19 depicts normal-

ized thermo-mechanical failure for various TSV densities and dimensions. TSV

density(%) in Figure 3.19 shows TSV pitch percentage from maximum allocable

TSV nodes.

3.5.3 Reliability-aware Experimental Results and Analysis

Proposed problem formulation is described in this section to derive the

optimal reliable design parameters, i.e., TSV diameter and pitch of 3D PDN. The

main objective of the optimization is to minimize the power noise while maximizing

reliability. In the design of 3D PDN, two main constraints needs to be satisfied:

1. Electromigration Current Density : Current density should be bounded by
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Figure 3.19: Normalized TSV thermo-mechanical failure rate(%).

the electromigration maximum current density as described in Section 3.5.1.

2. Maximum Routable Area: According to Design Rules Checks, surrounding

TSV there is a block out region where no hard macro could be placed. The

blocked area should be limited by the maximum available area dedicated to

hard macro placement.

In addition, we define decoupling capacitor allocable area as Adecap =

kdecap × Aroutable, where kdecap is the percentage of the routable area (Aroutable).

Therefore; there is a tradeoff between having dense TSVs with large size versus

allocating more decoupling capacitors among tiers in the unblocked area as shown

in Figure 3.20.

Reliability-aware Problem Formulation

The optimization problem is formulated as follows:



53

8
10

12

14
16

18
20

22
24

26

0

0.2

0.4

0.6

0.8

1

0

0.2

0.4

0.6

0.8

1

TSV diameter(  m)

TSV Density(%)

D
ec

o
u

p
lin

g
 C

ap
ac

it
o

rs
(n

F
)

 

Figure 3.20: Decoupling capacitor allocation tradeoff versus TSV.

Min : Failure× (Σi∆VmaxTSV + Σj∆Vmaxtier) (3.11)

Such that

(I) Ablockout ≤ min(Aroutable)

(II) | 1
T

∫ T
0

(Vi(t)− Vj(t)) dx| ≤ Jcrit · ρlp,qt p,q ε 3DPDN

Failure(TSVdiameter, TSVdensity) = 1−R(t)

The objective is to minimize total power noise in TSV which are ∆ViTSV

and in stacked layers ∆Vjtier. The keep out area in constraint (I) should be less

than minimum routable area. Constraint (II) satisfies the EM maximum current

density as discussed in Section 3.5.1. R(t) is the reliability function as described

in Section 3.5.

In the experiments, we model 1 × 1 mm2 of 5 layers of stacked dies with the

tier-to-tier height of 100µm. Multiple diameters of the through silicon via are ex-

tracted and modeled. The current sources in each layer represent the active blocks
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Figure 3.21: Power noise of 3D stacking considering substrate coupling model.

switching profile. The amplitude of the triangular current sources is calculated by

maximum power divided by the total number of supply and nodes. Based on our

flow described in Section 3.3.1, the maximum power noise is obtained as shown in

Figure 3.21. We approximate the maximum voltage noise and reliability with a

polynomial expression function of TSV diameter and pitch to solve the TSV linear

optimization.

Finally, Figure 3.22 illustrates proposed cost function from optimization

where the optimum configuration is derived. Figure 3.22 illustrates that based

on the TSV density and diameter the optimal point is where the TSV density

is the highest and the TSV diameter is in the middle range to minimize noise

and maximize reliability. The noise value and reliability value are fitted into a

polynomial expressions to derive the optimal cost function.
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Figure 3.22: Optimization cost function(Failure rateTSV ×max∆V ).

3.6 Summary

In this chapter, we developed an efficient parallel flow for the analysis of

the 3D PDN. We explored different design parameters including the impact of the

on-chip inductance, on-chip regulator and inductive through silicon via in the 3D

PDN. In the second part of this chapter, a comprehensive 3D PDN stacked model

is introduced. The model specifically focus on the substrate coupling of the 3D

power grid and TSV with frequency dependent parasitic. The S-parameter model

is converted into RLGC(f) electrical model so that we can incorporate it into

the frequency domain analysis flow. Electromigration current density constraint

and reliability issues were discussed in this chapter. An optimization problem

formulation is introduced with the objective of minimizing power noise under reli-

ability constraints. The experimental results demonstrate efficacy of the proposed

framework.
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Chapter 4

What Would be a Worst Current

Scenario?

Worst case current stimulus that leads to maximum voltage noise is the

focus of this chapter. We outline a frequency and time domain co-design flow

that uses frequency domain results to construct time domain input vectors. The

vectors are then adopted in a resonance-aware time domain analysis flow and can

highlight low and mid frequency issues dominated by board and package. In the

second section of this chapter, we propose a rogue wave-based vector generation

algorithm that obtains realist worst-case current load.

4.1 Resonance-aware Methodology for System

Level Power Distribution Network Co-design

4.1.1 Introduction

In the past decade, a number of EDA tools came into the market to assist

designers optimizing PDN while minimizing its footprint in the overall system.

These tools typically are divided into frequency and time domains. The frequency

domain tools typically employ specialized fast electromagnetic solvers that take

advantage of layered dielectric structures in package and board. Due to much

57
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greater complexity and finer feature set of on-die power grids, silicon is usually

modeled as a lattice of lumped RLC elements. For the frequency domain tools,

the emphasis is therefore on analyzing the low and mid frequency PDN system

responses [48].

One shortcoming of frequency domain tools is that the results are not di-

rectly expressed in millivolts of voltage drop seen by transistors. Supply voltage

drop and ground bounce behavior could not be distinguished from the frequency

domain electromagnetic solver results. Thus, it is difficult to reflect modifica-

tions needed to enhance the power delivery. They also do not analyze on-die

power/ground grid structure in minute detail to assist silicon designers detect

missing vias and shorts.

In the last few years, time domain PDN analysis tools grew out of the

static IR drop tools that model full chip power/ground grid structures [54]. In the

new time domain tools, die level interconnect is modeled in fine detail, along with

on-die decoupling capacitors, power gating transistors, and switching elements.

Through proprietary algorithms, time domain tools are now capable of running

transient simulations to hundreds of nanoseconds. The results of time domain

simulations can be very useful because they contain both current demand and

instantaneous voltage information. Current demand, for example, is a critical piece

of information when trying to set frequency domain impedance spec. Localized

voltage drop hotspots can guide silicon designers to improve power/ground mesh

in weak regions.

One limitation of time domain analysis is the necessity to stimulate a highly

complex silicon design that consists of millions of transistors. Often an activity

factor (AF) based input vector is used to toggle a percentage set of gates in the

design at operational frequencies of individual functional blocks. In our work, both

frequency domain and time domain PDN analysis flows are adopted to design the

highly integrated mobile SOC chipsets. In this chapter, we will document a flow

improvement to guide time domain analysis with PDN system resonances obtained

through frequency domain analysis. In this fashion, the time domain analysis can

better highlight PDN system behavior when it is perturbed at or near its resonance
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frequencies.

The rest of this chapter is organized into five sections. Section 4.1.2 consists

of a high level review of theoretical background. Section 4.1.3 focuses on frequency

co-design of PDN system. Section 4.1.4 outlines a resonance-aware time domain

methodology. Section 4.1.5 contains simulation results, and Section 4.3 summarizes

our findings and concludes the chapter.

4.1.2 Theoretical Background: Resonance-aware Modula-

tion

The relative importance in creating the right stimulus for PDN analysis can

be seen in time domain results of Section 4.1.3. In this section, a simple lumped

PDN model having a single resonant frequency at 75MHz is stimulated. The

switching is from a high speed clock (∼1GHz) whose frequency is many times

that of the PDN resonance. For the initial portion of the simulation the circuit

draws a fixed charge per instruction cycle which sets up a steady DC current. The

average of current has no energy near resonance. As a result there is little if any

affect on noise since resonance is not disturbed. This is the period prior to 300ns.

At a later time in the test the charge demand per cycle (top pane after

300ns) is made to vary at a rate coincident with PDN resonance frequency. Now

an AC current component in the package (middle pane) is developed. It perturbs

the target frequency and a corresponding low frequency voltage component (lower

pane) manifests itself in the power domain. It is of interest to note how the

magnitude of this lower frequency component can rival or possibly exceed the

localized high speed droop occurring at the clock rate. This result shows how time

domain stimulus needs to target certain frequencies identified through frequency

domain analysis even though the clock rate is well above PDN resonance.

Load Current Modulation

The notion of load modulation is very applicable for pipelined processors.

The executed instructions can vary in both power magnitude as well as completion
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Figure 4.1: Resonance-aware load current modulation impact on voltage

variation (Top: modulated current, Middle: package current, Bottom: on-chip

voltage variation).

time relative to issue. The mathematics behind the load modulation properties for

both time and frequency domain analysis lend themselves from basic AM radio

modulation theory [53].The equation for a generalized sinusoidal carrier can be

expressed as follows:

y(t) = a(t) · cos(ωct) (4.1)

where we assume a(t) varies slowly compared to the carrier frequency. The term

a(t) shows the envelope of the carrier frequency. For PDN analysis we would replace

the single cosine term representing a carrier with a more appropriate Fourier sum.

This way we represent the cycle-to-cycle current demand of the on-die circuits

whose fundamental clock rate is known. Thus, the modulated current demand

would take on the following form:
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y(t) = a(t) · [α0

2
+

N∑
n=1

(α0cos(nωct) + βn.sin(nωct))] (4.2)

Even though the modulating carrier a(t) is expressed as a general aperiodic signal,

but the PDN issue occurs when enough periodicity exists such that resonance is

only momentarily perturbed. This could be for only a few cycles over an extended

length of time. In the frequency domain, we expect the ‘carrier’ or high speed

current demand which occurs at high frequency to appear as a fundamental clock

spur with its associated harmonics implied through Fourier analysis. In addition,

we expect to see the modulated energy positioned relative to DC and also posi-

tioned around the carrier much like side-band energy with an AM carrier as shown

in Figures 4.8(a) and 4.8(b) [53]. For a typical PDN system and resulting reso-

nant frequencies, we only need to concern ourselves with the energy in the 50MHz

region for standard cores and somewhat higher frequencies for I/O interfaces.

Figure 4.2: RLC resonance with R=40m, L=2nH, and C=10nF .



62

4.1.3 Broadband Frequency Domain Co-design

PDN design for highly integrated mobile chipsets spans from board, pack-

age, and to silicon. PDN modeling is complicated by the following unique proper-

ties:

1. Large problem size. Board PDN network is electrically large with power

shapes ranging in 10’s of millimeters.

2. Wide range of feature sizes. Feature sizes found in a PDN network varies

from 10’s of millimeter on board, to 10’s of microns on package, to micros on

silicon.

3. Fully coupled system. Power delivery shapes and lines are fully coupled in a

single system. Accurate modeling of PDN at board/package and package/die

resonances is critical to ensure sound design.

4. Highly non-uniform die-level capacitive and current loading.

PDN design essentially behaves as a RLC passive circuit. The resistance

R is the accumulated board/package routing parasitic and on-die P/G mesh par-

asitics. The inductance is the accumulation of board and package routing. The

capacitance comes in from silicon intrinsic capacitance and any silicon, package,

and board decoupling capacitors.

Figure 4.2 shows a lumped circuit with 40mΩ of resistance, 2nH of induc-

tance, and 10nF of capacitance. This circuit has a resonance with magnitude

of roughly 5mΩ at about 30MHz. If the current source on the right hand side

perturbs this resonance, a large voltage drop is expected to develop across the in-

ductor. The design of PDN tries to minimize this resonance and, if possible, push

it outside of current spectral bandwidth expected from the current source. One of

the methods for controlling the resonance peak and to shift it to higher frequen-

cies is to break the inductance into segments by inserting shunt capacitances. In

Figure 4.3, a 10uF capacitor and a 100nF capacitor are inserted to break the 2nH

into 1nH, 0.95nH, and 50pH segments. At about 2.5MHz, the effectiveness of the

10uF is maximized. The 0.95nF inductor after this capacitor starts to dominate
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Figure 4.3: RLC resonance after the 2nH inductance is segmented with shunt

capacitances.

the system impedance. The system reaches a resonance at about 20MHz, which

is a product of the 0.95nH inductor and 100nF capacitor. After this frequency,

the 100nF capacitor dominates the impedance profile until around 100MHz when

the 50pH inductor starts to dominate. The system reaches another resonance

peak at around 200MHz and after this point the 10nF capacitor becomes the

dominating factor. This simple RLC example serves as an example of how PDN

system impedance can be controlled via insertion of decoupling capacitors. The

large capacitors are inserted as close to the silicon package as possible.

4.1.4 Resonance-aware Time Domain Methodology

We have developed a method based on current demand shaping which can

be used in time domain simulators to create a stimulus. We generate a current

demand during a VCD analysis run, with important energy content close to the

resonant frequency of the PDN as presented in Figure 4.3. One of the major

challenges of PDN signoff is the ability to generate realistic design stimulus. The
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proper stimulus should excite the power delivery network close to the resonant

frequency. In other words, the ability to create a current stimulus which is design

specific and has enough energy contents close to the resonant frequency of the

system PDN. We have developed a new method based on current demand shaping

which can be used in time domain simulators to create a designer shaped stimulus.

This stimulus will generate a current demand during a VCD analysis which has

important energy content close to the resonant frequency of the PDN as presented

in Figure 4.3. Current modulation has following key parameters:

1. Modulation functions (sine, cosine, pulse, etc.).

2. Modulation frequency (functional block defines).

3. Modulation depth (user defined).

The resonant frequency of the PDN is fixed and is determined by the physical

implementation of the die, package and PCB. Usually the resonant frequency is

close to 20-50MHz as presented in 4.3. We have extracted the impedance profile

for the complete PDN Vdd domains die, complete layout package and layout PCB.

We can create a VCD stimulus or different vectorless runs by knowing the resonant

frequency of the PDN which will stimulate the PDN close to the resonant frequency.

Icomb(t) =



I1 if (t ≤ T1)

0 if (T1 ≤ t ≤ T1 + T3)

I2(t) (T1 + T3 < t ≤ T1 + T3 + T4)

I3(t) T1 + T3 + T4 + n× (T5 + T2) < t ≤ T1 + T2 + T3 + T4 + n× (T5 + T2)

0 T1 + T2 + T3 + T4 + n× (T5 + T2) < t ≤ T1 + T3 + T4 + (n+ 1)× (T5 + T2)

for0 ≤ n

The process of generating the desired current demand is controlled by a

configuration which defines the duration of individual current wavelets. From

multiple vector runs, we can create in time domain a new VCD run with the

desired designed current profile as presented in Figure 4.4. The combined current

shape can be validated using an FFT analysis to ensure that we have maximized



65

Figure 4.4: Current waveform generated from individual wavelets.

the spectral current components in frequency domain close to PDN resonance. The

difference in spectral content for the current demand between a regular vector runs

and the designed VCD run is presented in Figure ??. The basic function for the

final designed current demand is presented below in Figure 4.4:

Figure 4.5: Flow chart of the time domain worst case Z-aware PDN analysis.
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Architectural Perspective of Current Load

Table 4.1 shows how a processor core can stimulate any given resonant

frequency. This goal is achieved by means of executing finite code loops at various

clock frequencies. Table 4.1 is a setup guideline for targeted stimulus such that

assembly code for either test purposes or VCD generation for dynamic IR drop

analysis can be facilitated.

Table 4.1: Setup table for current modulation of the processor.

Cycle

Clock Frequency (MHz)
550 575 600 625 650 675 700 725 750

6 91.67 95.83 100.00 104.17 108.33 112.50 116.67 120.83 125.00
8 68.75 71.88 75.00 78.13 81.25 84.38 87.50 90.63 93.75
10 55.00 57.50 60.00 62.50 65.00 67.50 70.00 72.50 75.00
12 45.83 47.92 50.00 52.08 54.17 56.25 58.33 60.42 62.50
14 39.29 41.07 42.86 44.64 46.43 48.21 50.00 51.79 53.57
16 34.38 35.94 37.50 39.06 40.63 42.19 43.75 45.31 46.88
18 30.56 31.94 33.33 34.72 36.11 37.50 38.89 40.28 41.67
20 27.50 28.75 30.00 31.25 32.50 33.75 35.00 36.25 37.50

In this context, the cycle count is the implied code loop length which is

repeated. Horizontal scale is the clock frequency in MHz. The purpose of any

code loop is to generate a variation in current demand such that the perceived

min and max possible current magnitudes are explored. Generating such stimulus

is the essence of exploring what dynamic range of current variation for any given

system component is, during a specific resonance cycle. Only real code running

on a design for simulation purposes will yield the true bounds so that effective

modulation indexes can then be established for further use.

4.1.5 Experimental Results

We generate the worst realistic di/dt using proposed method, which results

to the worst voltage noise for the complete system. Based on the method presented

above using time domain simulators, we are creating a system level simulation test

bench with package and PCB. The goal is to produce the worst realistic voltage
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I(
A
)

(a) Original on-chip current demand from a vector run.

I(
A
)

(b) Modulated current from the proposed method.

V

(c) Voltage waveform for an instance with modulation where the resonance and low frequency

content is more dominant.

Figure 4.6: Synthetic resonance-aware current generation.

noise. This designer driven simulation scenario can be used for the signoff of the

PDN, to validate the voltage corners used during time domain analysis and to

validate the results of the frequency domain PDN optimization and analysis. As

an example of multi resonances PDN design Figure 4.8 demonstrates time and

frequency domain waveforms of Figure 4.2 with dual resonance of a digital system

clocked at 1.0GHz but having two tone modulations at 20 MHz and 200MHz.

The first pane is the time domain waveform while the later is the frequency do-

main representation of this modulation scenario. In this example, piece-wise linear
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current waveform amplitude is 0.5A. Rise time and fall time is about 0.5ns. Dual

resonance frequency (f1 =20MHz and f2 =200MHz) modulation is performed

based on: a1.sin(2πf1t) + a2.sin(2πf2t), where a1 = a2 = 0.25A and the modula-

tion index is 0.5.

(a) FFT comparison between the two current demands.

(b) The modulated current has a frequency content in the

range of resonance(about 30-40MHz).

Figure 4.7: Frequency energy content of the modulated vector current.

In the provided waveforms one can observe a portion of the 20MHz enve-

lope while multiple cycles of the 200MHz envelope are visible in the time domain

pane. The frequency domain pane on the right side clearly shows that energy exists

at 20MHz and 200MHz. Although this example is contrived, it is the case that

pipelined processors which iterate code loops of fixed length can focus energy into a
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specific frequency while that energy level varies with time. In general, the problem

is more aperiodic in nature, but we need to be aware of what can or will happen

when resonance is perturbed and try to determine the low frequency voltage noise

magnitude.
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4.2 Vector-based Rogue Wave Synthesis Algo-

rithm Using Realistic Current Activity

The goal of the second section of this chapter is to outline our algorithm for

combining realistic vectors and theoretical worst-case load. This final result would

be a synthetic current that represent worst current called rogue wave. With a given

current load pattern I, which is sampled from VCD vector or SPEC benchmarks.

We can synthesize the realistic worst-case current to induce the worst-case voltage

noise. We synthesize the worst-case current by adopting realistic vectors current

pattern.

The current pattern keeps the temporal correlation between two consecutive

current peaks. That means it is likelihood that one current peak will follows its

nearby current peak. Therefore, when synthesizing the worst-case current stimulus,

we use a sliding window to preserve the temporal correlation information.

Algorithm 1 shows our pseudo code for pre-processing of current and sort-

ing. We use the sorted current to do computation for the worst-case synthesis.

The computation involves a heuristic that the descending sorted list is chosen in

the positive first elements, and vice versa. The heuristic cannot guarantee the ele-

ments follow the positive first sections are all positive as it depends on the sliding

window size. Under this heuristic, most of the windows can find the maximum

voltage noise as soon as possible. The enhanced pseudo code is listed below.

We partition the impulse response into equal sliding windows. We use con-

volution operation to find which interval of current pattern will cause the maximum

voltage noise. Because window can preserve the temporal correlation of the cur-

rent pattern, we can have more realistic voltage noise. After we find the position

of the maximum voltage noise, we will use the current peaks in the corresponding

interval of current pattern as our worst-case current stimulus of the window.

4.2.1 Complexity of Rogue Wave Synthesis Algorithm

The complexity analysis of the proposed algorithm is as follows: We assume

there are K intervals for the time spanning with window size of m. The complexity
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Algorithm 1 Algorithm for vector-based rogue wave current generation.

1: M ⇐ is the size of current pattern

2: N ⇐ is the sizeof impulse reseponse

3: for i = 1→ N − window size do

4: sum each current peak of current pattern(i, i+ window size− 1)

5: end for

6: sorted list des = sorting the sum of the intervals of current peak descending

7: sorted list asc = sorting the sum of the intervals of current peak ascending

8: for i = 1→ N − window size step window size do

9: sum each current peak of current pattern(i, i+ window size− 1)

10: if impulse response(i) > 0 then

11: current list = sorted list des

12: else

13: current list = sorted list asc

14: end if

15: for j = 0→M − window size+ 1 do

16: idx current = current list(j)

17: tmp val = convolution of impulse response(i, i+ window size− 1)

18: current pattern(idx crnt, idx crnt+ window size− 1)

19: if tmp val > max val then

20: max val = tmp val

21: max current = current pattern(idx crnt, idx crnt+ win size− 1)

22: else

23: break

24: end if

25: end for

26: end for

for pre-processing sorting of current is O(KlogK). For the for-loop of synthesizing

worst-case current signature, the complexity of convolution is O(mlogm). The

loops repeats convolution for K×(N−m) times. Therefore, the overall complexity

of synthesizing worst-case is O(K×(N−m)×mlogm). Then, the complexity of the
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Table 4.2: Sensitivity of noise to Q-factor setting of synthesized rogue wave.

Lr Cbd Rr Rbd Q
10−9 5× 10−3 5× 10−3 1× 10−3 0.2357
10−9 5× 10−3 1× 10−3 0.5× 10−3 0.9428

50× 10−9 0.5× 10−3 1× 10−3 0.5× 10−3 6.6667
50× 10−9 0.5× 10−3 1× 10−3 0.5× 10−3 2.1082
50× 10−9 0.5× 10−3 0.5× 10−3 0.5× 10−3 3.1623
50× 10−9 4× 10−3 0.5× 10−3 0.5× 10−3 3.5355

algorithm is O(K×(N−m)×mlogm+KlogK). We know that K = ceiling(N/m).

The total complexity of the proposed algorithm can be expressed as O(N2 · logm).

4.2.2 Sensitivity of Voltage Noise to Different Q-factors

The impact of the rogue wave stimuli is demonstrated through a three stage

network model. Table 4.2 and Figures 4.11 to 4.14 illustrate our experimental

results for different Q-factors.

Figure 4.9: Lumped model of multiple stage power distribution.
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(a) Q = 0.2357

(b) Q = 0.9428

Figure 4.10: Synthesized rogue wave stimuli for multiple Q-factors set 1.
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(a) Q = 2.1082

(b) Q = 3.1623

Figure 4.11: Synthesized rogue wave stimuli for multiple Q-factors set 2.
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(a) Q = 0.2357 (b) Q = 0.9428

(c) Q = 2.1082

(d) Q = 3.1623

Figure 4.12: PDN Impedance profile change for different Q-factors.
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(a) Q = 3.5355

(b) Q = 6.6667

Figure 4.13: Synthesize of rogue wave stimuli for multiple Q-factors set 3.
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4.3 Summary

We proposed an enhanced flow for the analysis of PDN under worst-case

realistic load current. The proposed methodology is based on resonance-aware

modulation of core power activity to perturb the PDN under resonance. This

way we mimic core activity realistically under worst-case operation mode to guide

design of a robust PDN.

In second section of this chapter, we proposed an algorithm for generating

a realist current for worst voltage drop. We outlined our vector based rogue wave

current generation algorithm in this chapter. We preserved the temporal char-

acteristics of the vectors by using a flexible sliding window of observation in the

current generation process. The final current load will provide designers a better

understanding of the worst voltage drop.

4.4 Acknowledgments

Chapter 4 is based on the following publication:

• A. Shayan, K. Bowles, S. Dobre, M. Popovich, X. Chen, C. Pan , “Resonance-

aware Modulation Methodology for System Level Power Distribution Co-

design”, IEEE Conference on Electrical Performance of Electronic Packaging

(EPEP), 2009.

The dissertation author was the primary researcher and author, and the

co-authors involved in the above publications directed, supervised, and assisted in

the research which forms the basis for that material.



78

(a) Q = 3.5355

(b) Q = 6.6667

Figure 4.14: Impedance profile in different Q-factor PDN system.



Chapter 5

Low Power Distribution Network

Regulations

On-die regulation is a promising technique both for power saving and noise

reduction. We introduce a regulation design methodology based on on-chip Linear

Dropout Regulators (LDO). We then look into the regulator impact on power noise.

An efficient parallel flow for the design of the complete power distribution system

is proposed. The analysis focus on the impact of the voltage regulator model in

both frequency and time domain response. Based on the experimental results, it

is observed that including the voltage regulator model in the PDN model increases

the transient voltage drop. The increase in noise cannot be ignored in current

processing node with below 1V of supply. The flow runtime is optimized using

parallel processing to speedup slow response simulation time of the off-chip volt-

age regulator. The study highlights the power integrity issues related to voltage

regulator in broadband frequency ranges. The experimental results show speedup

of up to 22× times with single processor and more than 430× times using up to 200

processors compared with HSPICE and other commercial simulators. Simulation

time of PDN is reduced from hours to less than a minute.
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5.1 On-die LDO-based Design and Optimization

of PDN under Worst Loading

We introduce a methodology to design and to optimize power distribution

with on-die Linear Dropout Regulators. An analytical formula for worst voltage

drop is derived that takes into account LDO-PDN system poles and zeros. LDO

power and decoupling capacitor optimization flow is proposed to meet the system

voltage noise requirements.

5.1.1 Introduction

Power distribution network (PDN) design continues to be a major challenge

because of the increased power demand and limited chip resource. Many functional

blocks compete for the expensive chip area. Thus, conventional methods for power

distribution such as decoupling capacitors and pure passive network, are not suf-

ficient for robust power delivery. On-die Linear Dropout Regulator (LDO) circuit

improves some of the shortcomings of pure passive power network [28, 32, 26].

Power routing in multiple voltage domains system is non-uniform and scat-

tered. As a result, the passive network has high inductance and high resistance

impedance. Adoption of on-die LDO relaxes the off-chip impedance. Thus, mul-

tiple voltage domains share same power rail in the input side of the LDOs with

less parasitics to reach a relaxed off-chip impedance. On the output side, LDOs

regulate each domain individually. Multiple voltage domains will also benefit from

the optimal local LDO regulation. Fast response time of the on-die regulator en-

ables real time adoption to the load changes and hence make finer grain power

management feasible for each block.

In this paper, we focus on the design of the power distribution with on-die

linear dropout regulators. In the first step, we derive the impedance profile. Main

dominant poles and zeros of the LDO and PDN system are identified. We introduce

an analytical formulation to obtain the worst case voltage drop in presence of the

LDO. The analytical results will be adopted as means to design and to optimize

power distribution. We analyze LDO power consumption and decoupling capacitor
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area tradeoff for minimizing worst voltage drop. Experimental results show that

we are able to efficiently reduce the worst voltage drop to the target value.

The rest of this chapter is organized as follows. In Section 5.1.2, we de-

scribe the worst case noise optimization problem formulation in the LDO based

PDN system. Section 5.1.3 provides description of the LDO design and the main

poles and zeros in frequency domain. We derive the impedance of the power distri-

bution. Next, we calculate the analytical formulation for the worst voltage drop in

Section 5.1.4. LDO-PDN system tradeoff and experimental analysis are discussed

in Section 5.1.6.

For the second part, we discuss the VRM based analysis flow: In Sec-

tion 5.2.2, we will explain the details of power distribution model, voltage regu-

lator model and 2D partitioned model that we use in the flow. In Section 5.2.3,

we will discuss the methodology and parallel flow. Section 5.2.6, demonstrates the

complete PDN analysis and our experimental results. Finally, we conclude the

summary of this chapter in Section 5.3.

5.1.2 Problem Formulation

On-die LDO regulates the supply rail of the functional blocks and decouples

the power network from noisy off-chip path. The LDO block provides specific

supply voltage and current, based on the functional block load demand. The

LDO-based power distribution model in this work is comprised of both on-chip

decap and off-chip decap to represent a generic scenario. The off-chip decap path

includes the parasitics of the C4 bumps and routing path seen by the load as shown

in Figure 5.1. The contribution of this section is a methodology that:

• Derive the analytical worst voltage drop in presence of the LDO and power

distribution system poles and zeros.

• Split the resource between decap and LDO (area and power) to:

– Minimize the worst voltage drop.

– Maintain the stability of the LDO feedback system.
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Figure 5.1: Model of LDO-based power distribution.

Figure 5.2: LDO-PDN system worst-case noise optimization flow.
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Our goal is to minimize the worst voltage drop (Vmax), such that we meet

our total noise, LDO power and area budget. Problem formulation thus becomes

Equation (5.1):

Minimize
(PLDO ,Con chip ,Coff chip )

Vmax(t) = Iload step(t) ∗ ZLDO−PDN

subject to PLDO < P0

C0 ≤ Con chip < C1

Coff chip < C2

‖ Iload step(t) ‖≤ Ipeak

(5.1)

where ZLDO−PDN is the impedance of the system seen by the load and varies for

different frequencies. We derive dominant poles and zeros of the impedance and

employ them to calculate the step response of the network. Worst case step current,

Iload step(t) is generated by maximizing the current in the positive sections of the

impulse response and minimizing the negative impulse sections. Finally, worst

voltage drop, Vmax is obtained from convolution of the Iload step(t) with ZLDO−PDN

in time domain as illustrated in Figure 5.2.

Magnitude of the step current, ‖ Iload step(t) ‖ is bounded by the peak load

of the functional block, Ipeak. LDO power PLDO, is consumed mainly in the form of

bias current and is bounded by maximum power budget P0. Decoupling capacitors

are constraint with minimum C0 to make feedback loop stabile and C1 and C2 as

area constraints.

5.1.3 LDO Frequency Domain Characteristics

Feedback loop of the on-die LDO and PDN system have three main poles

(Pi) and a zero (Z1) introduced by on-chip and off-chip decoupling, load, power

MOSFET parasitics and error amplifier parasitics as shown in Figure 5.4:

P1 = 1
2π(Ron LDO+Rdie)Cdie

P2 = 1
2π(RdieCint)

P3 = 1
2π(RampCamp)

Z1 = 1
2π(RdieCdie)

(5.2)
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Figure 5.3: Lumped approximation of the LDO-PDN model.

Figure 5.4: LDO poles and zeros impact on the system loop gain.

Description of subscripts are as follows. die represents the on-die decoupling ca-

pacitor, int is the intrinsic load decap, and the LDO ON resistance is shown as on

LDO. Finally, amp shows the error amplifier parasitics as depicted in Figures 5.1

and 5.3.

Impedance Profile of LDO

Output impedance of the LDO is a function of the off-chip and on-chip

network and LDO as detailed in Equation (5.3):

Zo = [Rds ‖ ( 1
SCint

) ‖ (Rdie + 1
SCdie

)

‖ (Rext +Rpar + 1
SCext

+ SLext)] =

≈ SCdieRdsRdie+Rds
SCdieRds+S2CdieCintRdsRdie+SCintRds+1

(5.3)

where Rds is the drain-source ON impedance of the LDO power MOSFET in the

regulation mode. Impedance of the power MOSFET is a function of LDO bias

current, Ids and directly contribute to the LDO total power. In Equation (5.4), λ

is the channel-length modulation parameter of the power device. Therefore, the
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Figure 5.5: Phase of the power distribution impedance Z(f).

more power we burn in the form of LDO bias current, the less we can bring the

impedance. As a result the voltage noise is reduced with the cost of more power

consumption in the LDO block. Here, λ1 is a constant co-efficient for power.

Rds =
1

λIds
∼ 1

λ1PLDO
(5.4)

Figures 5.5 and 5.6 illustrate the output impedance phase and amplitude of the

feedback system in presence of the LDO. Bandwidth of the LDO is roughly early

decades of the MHz range. Thus, the error amp can only regulate the output

voltage up to MHz. Beyond 10s of MHz range, we can only rely on the power

MOSFET and decaps for noise compensation. The impedance profile of the feed-

back loop is reduced by error amp loop gain (Aopamp(f)) factor as shown in Equa-

tion (5.5).

ZLDO closed−loop(f) =
ZLDO open−loop

1 + Aopamp(f)
(5.5)

5.1.4 Analytical Worst-case Voltage Drop

We derive worst case voltage drop from the step response of the system.

Impulse response is then obtained from the derivative of the step response. We
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Figure 5.6: Amplitude of the power distribution impedance Z(f).

partition the impulse response into positive and negative time sections. In the

positive sections of the impulse response, we maximize the voltage convolution

and worst drop by increasing current to the peak. Similarly, in the negative sec-

tions of the impulse response, we minimize the peak current. Superposition of the

maximum and minimum current, leads to the worst voltage drop of the system.

From impedance profile, we identify poles and zeros of the system. We focus on

dominant poles and zeros and derive the worst analytical voltage drop. We then

apply the flow on the testcase to study LDO power and decap tradeoff.

Several published works propose different methods to find the worst case

power supply noise. Ghani et al. investigated the upper bound in a vectorless

methodology that avoids detailed simulation [16]. Shayan et al. focused on the

system resonance and introduced resonance-aware current generation [46]. How-

ever, the voltage drop obtained in this way might not be the upper bound of

noise. Drabkin and Hu et al. [10, 21], obtained an aperiodic stimulus from the

network’s impulse response, which is then used in a time-domain simulation to

find the worst-case voltage swings. Most of these works consider the conventional

passive power networks. The focus of this work is the interaction between LDO
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Figure 5.7: Step response of the LDO based power distribution.

and PDN. We derive the exact voltage drop of system. The impedance of the

network is represented by three poles and zeros in Equation (5.6):

ZLDO−PDN(s) =
(s− z1)(s− z2)(s− z3)
(s− p1)(s− p2)(s− p3)

(5.6)

z1(s) = −2.011× 109

z2(s) = −0.0107 + 0.0156i× 109

z3(s) = −0.0107− 0.0156i× 109

p1(s) = −1.8177× 109

p2(s) = −0.0125 + 0.0142i× 109

p3(s) = −0.0125− 0.0142i× 109

(5.7)

We apply the step current to the system impedance in frequency domain as shown

in Figure 5.7:

v(s) = 1
s
Z(s) = k1

s
+ k2

s−p1 + k3
s−p2 + k4

s−p3

k1 = z1z2z3
p1p2p3

= 1.1008

k2 = (p1−z1)(p1−z2)(p1−z3)
p1(p1−p2)(p1−p3) = −0.1011

k3 = (p2−z1)(p2−z2)(p2−z3)
p2(p2−p1)(p2−p3) = A+Bi = 0.0002 + 0.1396i

k4 = (p3−z1)(p3−z2)(p3−z3)
p3(p3−p1)(p3−p2) = A−Bi = 0.0002− 0.1396i

(5.8)

Step response is converted back to time domain:
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v(t) = k1 + k2e
−p1t + 2e−αt[Acos(βt)−Bsin(βt)]

= 1.1− 1.1e−1.8×109t + 2e−0.0125×109t

×[0.0017cos(βt)− 0.002sin(βt)]

α = 0.0125× 109

β = 0.0142× 109

(5.9)

5.1.5 Exact analytical value of LDO peak voltage drop

We derive the exact solution for the worst case voltage drop in time domain

in Equation (5.10):

Vworst case = k1 + k2e
−p1t0+

+2Ae−αt0 + 2[Acos(βtk)−Bsin(βtk)e
−α
β
arctan(2)]. 1

1−e−απβ

= 1.2048V

(5.10)

We calculate two different extreme time corners from the peak voltage to obtain

t0 and tk. First, when t is small we have:

∂v

∂t
|t is small≈ 0⇒ t0 = 2.1203× 10−9 (5.11)

Next, when t is reaching infinite we have:

∂v

∂t
|t is large≈ 0⇒ tk =

1

β
[arctan(

0.003

0.0017
) + kπ] (5.12)

5.1.6 LDO-based Experimental Results and Tradeoff Anal-

ysis

In the experimental section, we first derive the worst case voltage drop of the

system. We then try to minimize worst voltage drop by optimizing LDO power

and decap area tradeoff. Increasing the bias current of the LDO (power of the

LDO) will reduce the regulation mode impedance of the power MOSFET. We first

calculate the worst voltage drop, based on the step response. Figure 5.8-(a) shows

the step response of the system. Impulse response is obtained from derivative

of step response and is employed to generate the worst load current. Maximum
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Figure 5.8: Worst-case voltage drop based on LDO step response

load current, Iload step(t) is generated based on the impulse response as shown in

Figure 5.8-(b) and represents dominant frequency peaks in time domain.

Worst voltage drop Vmax(t) is obtained from convolution of the impulse re-

sponse and Iload step(t) (Figure 5.8-(c)). Figures 5.9 and 5.10 illustrate the tradeoff

of the LDO power and decoupling capacitors area for voltage drop minimization.

Here, voltage overshoot affects device reliability and timing and voltage under-

shoot results in functional failure. We assume the nominal supply voltage value is

Vdd = 1V in our analysis. Consuming more power in LDO will reduce the power

MOSFET ON resistance Rds, and as a result the voltage drop overshoot and un-

dershoot become smaller. In addition, decap area competes with the LDO power

for reducing worst drop as shown here. The main effect of the decoupling ca-

pacitors are on middle and high frequencies noise compensation(> MHz). While

system rely on the LDO feedback loop and power MOSFET for low frequency

compensation. Overall as shown in Figures 5.9 and 5.10, we meet the target drop.
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Figure 5.9: Peak voltage drop undershoot as a function of LDO power and

on-chip decap.

Figure 5.10: Peak voltage drop overshoot as a function of LDO power and

on-chip decap.
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5.2 Parallel Flow to Analyze the Impact of the

Off-chip Voltage Regulators

5.2.1 Overview of Voltage Regulator Impact

With technology scaling and increase in the complexity of VLSI chips, de-

sign and analysis of power distribution network have become challenging. Noise

margin becomes narrower in successive technology generations which is resulted

from decrease in the Vdd voltage [6]. A poorly designed power network can be-

come the cause for different types of issues such as loss of circuit performance,

temporarily failures, electromigration and chip failures [34, 62].

Inclusion of voltage regulator in the power delivery analysis will increase

the voltage drop up to 10% of the nominal Vdd based on our experimental results.

Due to the low frequency response time of regulator, we need up to micro seconds

transient simulation to highlight the power noise. In this work, a custom flow is

developed which speeds up slow transient simulation time for longer simulation

window. Time domain simulations are pattern dependent where the response of

the PDN to a specific stimulus is obtained. From frequency domain simulation the

anti-resonance peaks are identified. Therefore for the design of a non-conservative

reliable PDN, we need to iterate between both time and frequency domains.

Conventional conservative methodology for designing a good PDN is to

define a target impedance for the network that should be met over a broadband

frequency [50]. This type of design methodology is significantly expensive and

might lead to over conservative designs.

Much research work in academia and industry tries to come up with analysis

solutions [35, 44, 49, 62, 64] to address tremendous number of variables for the

design of PDN. In this work, we developed an efficient parallel processing analysis

flow for the full power distribution network in both frequency and time domain

as shown in Figure 5.11. The regulator-based flow enables iteration between both

domains simultaneously. We run the flow on FWgrid infrastructure [15] using from

one up to 200 processors. The PDN simulations time is reduced from hours down to

hundreds of seconds with speedup of up to 430 times. Frequency domain analysis
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Figure 5.11: Early analysis flow for the complete PDN network.

is performed in a broadband range from DC up to GHz to guide the designers to

identify the weak hotspot locations and meet the target impedance for the entire

range. The time domain waveform is recovered from the frequency domain. That

helps to examine the voltage drop of the PDN during chip performance. Our

experimental results show speedup over HSPICE and Cadence Spectre.

In this chapter, we highlight the effect of the non-linear VRM for power

delivery noise. VRM has low frequency response in the range of hundreds of

KHz. Thus, transient analysis of the complete PDN is challenging and requires

many clock cycles. We demonstrate that including the voltage regulator model

will increase the voltage drop. VRM effect could not be ignored in the nanoscale

technology as Vdd is lowered. The power distribution network includes a complete

path from voltage regulator module, board, and package to on-chip power grids.

To identify the power noise hotspot spatial distribution, we partition 2D

package and on-chip grid model into m × n sections with high resolution. We

demonstrate that this model will help the designers identify the exact location of

the resonance peak of PDN much better than uniform model.

5.2.2 Complete Distributed PDN Model

The power distribution network in our analysis is a complete path includ-

ing non-ideal voltage regulator module, board, and package and die as shown in
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Figure 5.12.
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Figure 5.12: Complete power distribution network model.

Current available commercial PDN extraction tools for board, package and

on-chip PDN include controlled current and voltage sources in addition to RLC

components in their extracted PDN models. Therefore, we extend the flow to

modify nodal analysis instead of nodal analysis to model the complete PDN com-

ponents in frequency domain. We use PowerSI from Sigrity [3] to extract the

RLGC model of the board and package.

Voltage Regulator Model

In this section, we discuss details of switching-mode power supply (SMPS)

model that we adopt in our PDN analysis. A switching mode power supply is a

device which transforms one level of voltage from AC power line or unregulated

DC power line to another level that is required by the logic circuits.

A switching mode power supply is a power supply that provides the sup-

ply voltage using loss-less components such as capacitors(C), inductors(L), and

transformers and the switches that have two stages: ON and OFF mode. Voltage

regulator module is required to maintain the target voltage level within a specified

tolerance such as 1.0V with +/− 2% ripple.

In today’s VRM design the bandwidth is in the range of hundreds of KHz.

Thus, VRM is considered as a low frequency module in the PDN [36]. In order

to use the VRM in the PDN analysis, we need to derive the closed-loop output

impedance (Zoc) of the VRM. Here L is the open loop inductance of the VRM, C
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Figure 5.13: Voltage regulator model.

is the output capacitor, RL and ESRC correspond to the equivalent series resistors

of the L and C as depicted in Figure 5.13. We use small-signal analysis method

to calculate the open loop output impedance Zo as well as the closed-loop output

impedance Zoc [58]:

Zo(s) = RL
(1 + s/ωc)(1 + s/ωL)

1 + s/(Qωo) + s2/ωo
(5.13)

Zoc(s) =
Zo(s)

1 + T (s)
(5.14)

ωc =
1

1 + T (s)
, ωL = L

RL

ωo ≈
1√
LC

, Q ≈
√
L/C

RL+ESRC
(5.15)

In Equation (5.15), RL includes the DC resistance of the inductor L, conduction

resistance of the VRM switches S1 and S2 and the parasitic resistance of the traces.

The ESRC is the equivalent series resistance of the VRM output capacitor C. The

ωo is the power stage double poles and T (s) is the closed-loop gain.

In high frequency Zoc is approximately equal to ESRC . The impedance

of the VRM for high frequencies is the same as the open loop impedance in high

frequency. Impedance is independent from the feedback transfer function T (s)

above VRM bandwidth. The VRM feedback controller only attenuates output
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Figure 5.14: 2D partitioned model for package and on-chip grid.

impedance in low frequency range. We use the closed-loop impedance of the VRM

model in the analysis flow.

Package and On-chip PDN Partitioned Model

We introduce our PDN partitioned model for the package and die in this

section. During PDN model extraction, we partition both package and chip PDN

into n × m sections based on the physical floorplan resolution. Partitioning will

reflect the spatial distribution of noise and will help designers in PDN optimization.

Each partition represents finer spatial distribution of the PDN properties. Based

on the experiment results, this is required especially in the low power chip in order

to optimize the design of the PDN. Power noise sensitivity varies as a function of

area. In our testcases based on the package and chip topology n and m are 4×4

as illustrated in Figure 5.14. In the next section, the details of the MNA-based

analysis methodology and flow are explained.

5.2.3 MNA-based Early PDN Analysis Flow

We implement parallel processing using Message Passing Interface (MPI)

to speedup the matrix solving. In the proposed early analysis, PDN is modeled in

frequency domain applying modified nodal analysis. To recover the time domain

voltage response, vector fitting method is applied. Simulation time is reduced
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compared with HSPICE transient analysis and Cadence Spectre. We ran multiple

clock cycles which is the bottleneck when the PDN includes low frequency modules

such as VRM and PCB.

Zhang et al. [60] proposed an analysis method for the on-chip RLC power

ground models for multiple clock domains based on the frequency domain for single

processor. They applied Laplace transform to the current sources. The log scale

sampling points are solved with nodal analysis for any arbitrary RLC circuit in

the frequency domain.

We adopt their technique, and enhanced and optimized it for the extracted

PDN model. The extracted model includes controlled current and voltage sources.

Thus, we need to extend the flow to modified nodal analysis instead of nodal

analysis. Also, to reduce the CPU time, we implemented the flow using parallel

processing. In each of the processing threads, the solution from previous run is

adopted as the initial guess for the GMRES iterative solver to reduce the iteration

convergence time. In the following section we describe the methodology of our

MNA analysis.

5.2.4 Modified Nodal Analysis-based Frequency Domain

Analysis

The goal of our analysis flow is to identify the resonance frequencies and the

power grid noise due to IR drop, ground bounce and di/dt. Power grid networks

consist of the resistance, capacitance and inductance of the power grids which

introduce multiple anti-resonance frequencies [34]. We derive the impedance profile

for the entire power grid network which includes the closed-loop path from VRM

to die grids.

First, we convert the current sources which represent the die transistors

switching behavior from time domain to frequency domain representation. We as-

sume that the input stimuli I(t) is described in a piecewise linear (PWL) form. To

convert the time domain stimulus into frequency domain, I(s), Laplace transform

is applied. Complex modified nodal analysis matrix is then formed. We solve the

matrix iteratively to compute the frequency domain voltage response. Finally, we
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convert the voltage V (s) using vector fitting to approximate the discrete samples

in partial fractional expression to time domain representation V (t).

Modified nodal analysis is an efficient method to process voltage sources,

and current and voltage dependent circuit elements. The voltage V (s) of the PDN

nodes is calculated as:

[
YR BT

C D

][
V (s)

J(s)

]
=

[
I(s)

E(s)

]
(5.16)

where YR is a reduced form of the nodal matrix excluding the contributions of the

voltage sources, current controlling elements, etc. BT contains the stamps from

the current equations with respect to the additional current variables. Thus, it

contains +/−1 for the elements whose branch relation is introduced. The branch

constitutive relations, differentiated with respect to unknown vectors are presented

in by matrix C and D. It is noted that the zero-nonzero pattern of C is basically

the same as that of BT except for some nonreciprocal elements [55]. The vector I(s)

and E(s) are the excitations from input stimuli. V (s) is the node voltage vector

and J(s) is the input current source vector. We apply the iterative solver Gener-

alized Minimal Residual Method (GMRES) method with Incomplete LU (ILU) as

pre-conditioner to speedup complex matrix solving. We chose GMRES with ILU

preconditioning because of the faster convergence compared to the other available

iterative solvers and direct solver for the Modified Nodal Analysis (MNA) complex

matrix.

The logarithmic scale is used to sample the output voltage response in

frequency domain. To reduce convergence time, we use solution of the previous

iteration as the initial guess for the GMRES next iteration.

In the next flow step, the time domain voltage drop of each node in the

PDN is recovered.
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Figure 5.15: Framework for calculating the voltage response of the P/G

networks.

5.2.5 Time Domain Signal Recovering Using Vector Fit-

ting

Because the clock frequency of the ICs is reaching GHz range and the tran-

sistor current load includes many high frequency components, current signature is

complex. Thus, conventional vector fitting method [9] cannot fit high frequency

components well and the time domain recovered result has a large error (∆VV F ):

∆VV F = V (f)− VV F (f) (5.17)

where ∆VV F is the deviation of the fitted frequency domain approximation and the

original signal. We enhanced the vector fitting process and use the remainder of

the each vector fitting ∆VV F iteration as the next iteration input and perform the

vector fitting process iteratively until ∆VV F reaches the acceptable error boundary,

i.e., less than 1e− 15.
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Figure 5.16: Magnitude of voltage response of PDN in frequency domain

without VRM.

MNA-based Impedance Profile of PDN

To obtain the impedance profile of a given node for the broadband frequency

range, we apply I(s) = 1 current to the node of interest. In this case, from modified

nodal analysis equation Z(s) · I(s) = V (S), we can see that the node voltage V (s)

corresponds to the impedance of the node of interest in that frequency range.

Parallel Processing Flow

We implemented the matrix solver using message passing interface (MPI)

to take advantage of the speedup of parallel computing. We use FWgrid infras-

tructure [15] to run our parallel flow. We run the flow by using from 1 up to

200 processors. In FWgrid, there are 94 dual 1.6GHz Opteron nodes with 2GB

RAM, 2 dual 2.2GHz Opteron nodes with 16GB RAM and 224 dual Xeon (64×
2.8GHz & 160× 3.2GHz) nodes with 4GB RAM. Totally it provides 640 proces-

sors, 1.15TB of Memory and 160TB of storage. Currently, multiple core machines

are also available in market for a low cost.

5.2.6 VRM-based PDN Results and Analysis

In this section, we will discuss the results from running our flow on the power

distribution network model. We first show the results for the package and power



100

grid model connected to an ideal voltage regulator. Then for next section, we add

the details of the board and VRM impedance Zoc as we discussed in Section 5.2.2.

We observe the low frequency anti-resonance peak (in KHz range) resulted from

the regulator model and PCB. The IR drop is worsened after adding the model

for the VRM and the transient result takes longer time compared to ideal VRM

to reach the steady state mode. Therefore this would be a more accurate and

conservative early design analysis as we consider the worst-case voltage drop. This

analysis is very important particularly for the low power platforms power grid

design with low Vdd and narrow noise margin. The measurement and observation

points are from the on-chip power grid to VRM.

Figure 5.17: Recovered time domain voltage response comparison with

HSPICE.

Ideal Power Distribution Network Model

We first use the ideal regulator with package and on-chip power grid in our

analysis. The current stimulus that we apply to the PDN has duration of 20nsec

starting from 40nsec. Current represents the switching current of the transistors in

the chip operation mode and includes a wide range of frequencies. The frequency

domain results show that the ideal PDN network has a resonance peak in the range
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of 100MHz because of package as shown in Figure 5.16.

Figure 5.17, shows the comparison between our time domain recovered sig-

nal using vector fitting and HSPICE transient simulation. Table 5.1 and 5.2 are

the transient simulation time of our flow for 300nsec compared with HSPICE and

Cadence Spectre simulations. In our method each frequency sample solution takes

about 16sec for P/G case 1 with GMRES and ILU as the preconditioner. Anal-

ysis requires a total of 200 frequency sampling points to recover the time domain

wave form. We ran the flow on both single processor and multiple processor Linux

machines as shown in Tables 5.1 and 5.2.

Table 5.1: Simulation time and speedup of proposed frequency flow versus

HSPICE and Cadence Spectre for 300nsec using 1 and 4 cores.

Test
HSPICE Spectre 1 proc. 4 proc.
sec sec sec Speed Up sec Speed Up

case1 44302 1601 2509 17.66 673.98 65.73
case2 55117 3120 2856 19.30 884.88 62.29
case3 62588 3218 2962.6 21.13 899.26 69.60
case4 71643 10918 3226.26 22.21 1030 69.56

Table 5.2: Simulation time and speedup of proposed frequency flow versus

HSPICE and Cadence Spectre for 300nsec using 8 and 16 cores.

Test
HSPICE Spectre 8 proc. 16 proc.
sec sec sec Speed Up sec Speed Up

case1 44302 1601 243.15 182.2 115.62 383.17
case2 55117 3120 525.47 104.89 291.3 189.21
case3 62588 3218 520.14 120.32 268.7 232.39
case4 71643 10918 530 135.18 292.5 244.93
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Figure 5.18: Frequency domain resonance peaks of the PDN with VRM.

5.2.7 Voltage Regulator Module Impact on Noise

In this section, we add the details of the voltage regulator model to the PDN.

The regulator bandwidth is in the range of hundreds of KHz. From the frequency

domain simulation results, we observe additional low frequency resonance peak

for the voltage frequency response as illustrated in Figure 5.18. This is due to the

VRM-board and package-board anti-resonance phenomena [34]. In Figure 5.18, the

KHz peak, the ten MHz peak, and hundreds MHz peak are respectively from

the VRM and PCB, PCB and package, and package and on-chip grid anti-resonant

loop.
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Figure 5.19: Comparison of time domain voltage response with and without

VRM.

The IR drop is worsened after adding VRM model in the flow. Time domain

transient result takes longer time which is about 300nsec compared to the ideal
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case which used to be 100nsec as shown in Figure 5.19. To reduce the IR drop

within the tolerable noise margin, we allocate decoupling capacitors as discussed

next.
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Figure 5.20: Impedance profile for the 4×4 2D PDN partitions.

The broadband impedance profile helps us to identify the location in the

PDN which needs compensation. Figure 5.20 is the impedance profile resonance

peak for the 16 partitions in the PDN based on the 4×4 model in Section 5.2.2.

From the profile, the minimum impedance is about 240mΩ and the maximum

is 317mΩ with about 77mΩ difference. Based on the current consumption and

impedance profile of the hard macro in each partition, we calculate the amount

of decoupling capacitor of that region. To calculate the amount of necessary de-

coupling capacitances in order to maintain a limited voltage drop, one can use the

following:

P = CT · V 2
dd · f · p0−1 (5.18)

where P is the total chip power consumption, Vdd denotes the supply voltage, f is

the clock frequency, CT is the effective chip capacitance, and p0−1 is the probability

that a 0− 1 transition occurs. The original design has a low frequency impedance
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Figure 5.21: PDN voltage response over chip operation current profile.

peak of 1.17Ω at about 158KHz. This was resulted from the VRM and board low

frequency loop resonance. We reduce the peak impedance from 1.17Ω down to less

than 250mΩ by using bulk decoupling capacitors with minimum size, numbers and

ESL value.

In our analysis, first we analyze the PDN under chip switching current

profile. Then we repeat the current stimulus with the resonance frequency period

of the PDN to test the PDN design under worst-case current profiles.

Figure 5.21 is an example where the Vdd node of the on chip PDN takes

about 660nsec to respond to the chip load transition with single stimulus of 20nsec.

Vdd node on-chip has a resonance peak at 30MHz. We repeat the current load

with 30MHz to see the PDN transient response under the switching current with

resonance frequency. The peak IR drop increases from 0.14V to 0.25V compare

to the original single current stimulus as shown in Table 5.1. Up to micro second

simulation period is required to complete the run.

Simulation Time

We run the flow on the 3D power grid test structure with the dimension

of 32×119 nodes with 5 to 10 stacked metal layers. Figure 3.10 shows simulation

time versus number of processors for two cases on FWgrid machine with up to 200
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processors. Simulations of testcase 1 and 2 in HSPICE take 9911sec and 110479sec

correspondingly for 300nsec simulation. Simulation time is reduced to hundreds

sec using parallel flow as illustrated in Figure 3.10.

5.3 Summary

In Chapter 5, we introduced an LDO-based design of the power distributions

with main focus on the impedance and LDO power. We propose a methodology to

define the worst voltage drop in presence of the LDO using step response. The exact

analytical worst voltage drop is outlined. The flow is adopted for optimization of

voltage noise of the PDN. The voltage drop minimization is shown as a convex

problem.

In the second part of this chapter, a parallel flow for analyzing the im-

pact of the off-chip VRM is introduced. The parallel flow reduces the CPU time

significantly from hours to less than hundred seconds. We run the parallel flow

on the clustered Linux machine using up to 200 processors to reduce simulation

time down orders of magnitude. From the parallel flow, we obtain the speedup

of up to 430 times over SPICE simulation. The simulation results are compared

with commercial simulators such as Cadence Spectre. We discussed the impact of

the voltage regulator model in the complete power delivery path which leads to

increase of the voltage drop and longer settling time. Regulator design analysis is

crucial especially in nanoscale low power PDN design with low Vdd values.
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Chapter 6

Power Distribution Impact on

Performance

Final goal for power distribution design is to have a predictable perfor-

mance. In this chapter, we compare the pre-silicon analysis with post-silicon mea-

surements. The sensitivity of Fmax to quality of network is discussed. We introduce

our model for predicting worst-case performance under voltage and temperature

variation. The model enables designers to have an assessment of the PDN design

quality.

Integrity of power delivery network has long been one of the key design

concerns for high power high performance CPUs operating in multi-GHz with tens

of amperes. Arabi et al. documented the sensitivity of CPU performance to voltage

noise in different frequency ranges [38]. Waizman developed a method to accurately

measure CPU PDN impedance using FFT and clock gating [53]. Kantorovich and

Houghton outlined maximum tolerable power supply noise for high performance

CPUs [24]. Because of the low average current consumption that is often less

than 1A, low power processors are not expected to have the same sensitivities to

PDN impedance as high performance processors in GHz range. In Chapter 6, we

quantify performance sensitivity of the low power application processor based on

the quality of its power delivery network.

Rest of this chapter is organized as follows. In the first section of this chap-

ter, we discuss our results from estimation of power integrity impact to low power

107
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processor performance through Pre-Silicon simulation and Post-Silicon Measure-

ments. Section 6.1.1 describes an improved frequency domain simulation flow that

was used to assist silicon, package, and board designs. Section 6.1.2 outlines mea-

surement techniques and the correlation between low and middle frequency power

integrity with maximum performance.

In the second part of this chapter, we present our performance predictive

model: In Section 6.2.2, we review and contrast prior related work. Section 6.2.3

describes our implementation flow and the scope of our study. Section 6.2.4 de-

scribes our modeling methodology using machine learning-based regression tech-

niques. In Section 6.2.6 we describe the impact of different parameters on gate

delay and output slew, and present our proposed worst-case performance model.

In Section 6.2.8 we validate our proposed models against SPICE simulations. Fi-

nally, Section 6.3 concludes this chapter.

6.1 Estimation of Power Integrity Impact to Low

Power Processor Performance through Pre-

Silicon Simulation and Post-Silicon Measure-

ments

We proposed the enhanced pre-silicon simulation to accurately capture the

power delivery quality. The post-silicon performance measurements correlate well

with pre-silicon analysis and demonstrate that power integrity could impact per-

formance up to 15% in low and high frequencies.

6.1.1 Power Delivery Network Pre-Silicon Analysis

Accurate PDN simulation [40, 3] is a key to assist making design decisions

by estimating impact to processor performance. Furthermore, in [53] Waizman

developed a methodology for measuring PDN impedance, and showed correlation

between measurement and one commercial tool. We improved the frequency do-
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main PDN simulation flow in the course of designing the processor chipset.

One weakness in the frequency domain analysis flow was die modeling. For

high performance CPUs, the need for detailed die model is less because on-die

power grid is designed as uniform and robust as possible. Low power processors,

on the other hand, are often designed as part of a larger SOC and can be quite

non-uniform. In modeling of application processor, we enhanced the die model by

allowing current to flow top to bottom through vias, left to right through even

metal layers, and front to back through odd metal layers, as shown in Figure 6.1.

We also greatly increased tile granularity to better capture on-die power grid and

capacitance non-uniformity.

4L

6L, no cap

6L, 1×DSC

6L,2×DSC

6L, 3×DSC

|Z
|(
Ω
)

Frequency

Figure 6.1: System impedance sensitivity due to package layer scaling and die

side cap scaling1.

For low power processors, package and silicon level power grid often are not

designed as robust as high performance processors. Greater grid resistance can

1Over 6500 tiles can be used to model a die. These tiles were used to model the application
processor power grid. We simulated the complete PDN model using a 4-layer package and a
6-layer package. We also studied the impact of including 1, 2, and 3 on-package die-side caps.
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lead to local impedance hotspots. To validate this hypothesis, we compared our

solution to a commercially available solution. The commercially available solution

partitions the silicon to coarse M × N tiles. An electrically equivalent circuit

model is then built for each tile with matching transient response. The model we

proposed is a physical representation of the on-die power grid. To show the need

for fine resolution, we first simulated a die with 3 × 6 tiles using the commercially

available equivalent circuit tile solution and then simulated the design again with

over 6500 tiles using our physical model solution. As shown in the first graph on left

side in Figure 6.2, the impedance obtained from the two die models did not show

any correlation. We found the reason for the discrepancy was that with only 18

equivalent circuit tiles, the impedance at one of the port was heavily dependent on

whether the tile clipped a large memory region. To verify this, we regrouped some

of the 6500 tiles in the physical model differently with higher circuit granularity.

As shown in Figure 6.2, impedance correlation improved dramatically between the

two solutions.
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Figure 6.2: Miscorrelation between commercially available equivalent circuit

model and physical model we developed2.

2The equivalent circuit model used 18 tiles to partition the die, while the physical model used
6500.
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6.1.2 Silicon Measurement for Impact of Power Integrity

on Processor Performance

Post-silicon measurement is critical for correlation. We will look at the

impact of reduction of impedance on Fmax for both low and high frequency ranges.

Our post-silicon measurement consists of two main steps:

1. Direct silicon measurement of the processor impedance using impendence

measurement technique described in [53]. Impedance measurement recon-

struction with three main harmonics correlates the simulation data as shown

in Figure 6.3.

2. Measurement of the processor Fmax while running different types of applica-

tion code with different power activities.

Figure 6.3: Impedance measurement correlation with pre-silicon simulation

using three main harmonics.
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6.1.3 Mid-High Frequency Impedance Resonance Impact

on Performance

Middle frequency resonance is mainly influenced by package and board PDN

quality. Mid-frequency impedance could be improved with improving package

stacking and adding proper decoupling capacitor on die and package. Figure 6.1

depicts the systematic removal of die side capacitor can increase the impedance

peak in the mid-frequency significantly. We systematically reduce the number of

DSC from 3× down to 1× while measuring the Fmax. Table 6.1 is the table showing

the impact of DSC cap removal on improving the impedance and frequency. Single

DSC can significantly reduce impedance mid-frequency peak. Fmax reduction is

from 3.6% to 12% in different supply voltage as we remove the DSCs.

According to Table 6.1, marginal impact to Fmax reduction is noted until

all on-package decaps are removed. This finding correlates to the simulated PDN

impedance in Figure 6.1, where adding the first on-package decap led to the largest

high frequency impedance drop.

6.1.4 Low Frequency Impedance Impact on Performance

Time domain simulation of low frequency voltage droop is challenging, and

is usually ignored due to large problem size (full die) and long simulation time

(up to 100ms). However, we found that low voltage drop could be as important

and can influence the performance of the processor. Pre-silicon frequency domain

impedance simulation can highlight a potential low frequency voltage droop. A

test code can be used post-silicon to verify the low frequency droop and document

the impact on Fmax.

Figure 6.4 and Table 6.2 depict addition of bulk decaps can improve the

impedance profile in low frequency range. Increasing the number of bulk decap

systematically from 1× to 15× could translate to maximum -15% frequency degra-

dation for 1× DSC and up to 5% Fmax improvement for 13× DSC. Figure 6.4 and

Table 6.2 summarize the improvement of the Fmax due to the enhancement of

impedance with board bulk decap across fast, nominal and slow process. Fmax
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Table 6.1: Measured Fmax sensitivity to systematical removal of package

capacitors.

Performance degradation(%)
VDD(V) 3-DSC to 2-DSC 2-DSC to 1-DSC 1-DSC to 0-DSC

0.850 -9.09% -9.09% 0.00%
0.875 0.00% 0.00% 0.00%
0.900 -7.14% -7.14% -7.14%
0.925 0.00% 0.00% -6.67%
0.950 0.00% 0.00% -6.25%
0.975 0.00% 0.00% -5.88%
1.000 -5.56% -5.56% 0.00%
1.025 -5.00% -5.00% -10.00%
1.050 0.00% 0.00% -9.09%
1.075 0.00% 0.00% -8.70%
1.100 0.00% 0.00% -8.33%
1.125 0.00% 0.00% -12.00%
1.150 -3.70% -3.70% -7.41%
1.175 0.00% 0.00% -7.41%
1.200 0.00% 0.00% -3.70%
1.225 -3.57% -3.57% -3.57%
1.250 0.00% 0.00% -3.57%
1.275 0.00% 0.00% -3.57%
1.300 0.00% 0.00% -3.57%
1.325 0.00% 0.00% 0.00%
1.350 0.00% 0.00% 0.00%
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impact for slow process is greater than other processes due to the larger variation

space.

with 1x bulk capacitance

with 5x bulk capacitance
0x DSC
2x DSC
7x DSC

vectors trigger different droop

Frequency

Low freq resonance

Mid freq resonance

Figure 6.4: Impact of systematic increase of bulk cap on improving the low

frequency impedance on Fmax across different processes.

We ran multiple codes for many loop cycles to exercise the low frequency

impedance resonance. Figure 6.5 illustrates that after running the code from 1×
to 27× loops, we may observe up to -9.4% Fmax degradation. This highlights the

importance of maintaining low PDN impedance in the low frequency range.
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Table 6.2: Bulk decap impact on the performance.

Fmax degradation from ideal Freq
Process Fmax (Normalized) 1× bulk cap 5× bulk cap 15× bulk cap
Slow 0.88 -11.42% -0.46% 3.20%
Slow 0.96 -15.48% -5.44% -2.09%
Slow 0.92 -15.21% -4.72% -1.22%
Nominal 1.00 -10.61% -2.73% 0.64%
Nominal 1.00 -10.61% -2.73% 0.64%
Nominal 1.04 -11.20% -3.47% -0.23%
Fast 1.12 -4.66% -2.08% 4.66%
Fast 1.16 -7.96% -1.45% 1.04%

Vdd

ΔFmax = 0

Vdd+100mV
Δ Fmax = 0

Vdd±13% ΔVdd

Δ Fmax = -6.7%

Vdd+100mV±13% ΔVdd
Δ Fmax = -9.3%

Δ Fmax = -6.7%

Δ Fmax =  -9.3%

Δ Fmax = -6.7%

Δ Fmax = -9.4%

Δ Fmax = -6.9%

Δ Fmax =-9.4%

Performance cliff

Loop = 1x Loop = 4x Loop = 7x Loop = 18x Loop = 27x

Figure 6.5: Measurement results for Low frequency voltage droop impact on

Fmax for multiple clock cycles and loops.
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6.2 Worst-case Performance Prediction under

Supply Voltage and Temperature Variation

Power delivery network is a major consumer of interconnect resources in

deep-submicron designs (i.e., more than 30% of the entire routing area) [57]. Hence,

efficient early-stage PDN optimization enables the designers to ensure a desired

power-performance envelope. On the other hand as technology scales, gate delays

become more sensitive to power supply variation. In addition, emerging 3D designs

are more prone to supply voltage and temperature variation due to increased power

density. In this chapter, we develop accurate inverter cell delay and output slew

models under supply voltage and temperature variation. Our models are within

6% of SPICE simulations on average. We use our single-cell delay and output

slew models to estimate the delay of a path (i.e., an inverter chain, etc.). We also

present a methodology to find the worst-case input configuration (i.e., input slew,

output load, cell size, noise magnitude, noise slew, noise offset and temperature)

that causes the delay of the given path is maximized. We believe that our models

can efficiently drive accurate worst-case performance-driven PDN optimization.

6.2.1 Overview of Dynamic Supply Noise

In sub-65nm designs, power/ground voltage level fluctuations (PG noise)

has become a primary concern for power integrity as circuit timing becomes more

susceptible to supply voltage noise. Thus, designers must take into consideration

the impact of supply voltage noise to ensure successful chip design [33]. Rising sup-

ply voltage variation has become a challenge for power distribution system (PDS)

verification. Typically, PDS verification is based on simulation; however, all pos-

sible current waveforms and load circuits are not known early in the design cycle.

Hence, it is important to develop methods of accurately predicting worst-case sup-

ply voltage noise to ensure that the design timing is met.

Existing works [11, 61, 59] on supply voltage noise and its implications on

power distribution network optimization or PDS verification are oblivious to the

timing impacts of supply voltage noise. In this work, we develop early-stage closed-
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form performance models under supply voltage and temperature variations that aid

designers to assess the impact of their PDN design choices on the performance of

the design. Timing degradation due to PG noise is often estimated by considering

voltage drops through static IR-drop analysis. However, these analyses fail to

capture the dynamic behavior of the supply voltage noise.

On the other hand, temperature variation affects transistor characteristics

including threshold voltage, drive current, drive resistance, and off-current. Hence,

it is important to accurately model the impact of temperature on circuit perfor-

mance. Exiting literature [23, 17] propose closed-form expressions that consider

the impact of temperature on cell delay; however, in this work we consider the com-

bined effect of supply voltage and temperature variation on circuit performance.

In addition, emerging 3D designs are more prone to supply voltage noise due

to increase in power/current demand and variations among tiers. Compensation

of the supply voltage variation requires a fair amount of the silicon real estate

(e.g., decoupling capacitance allocation, etc.), routing resources, and increased

packaging cost. Increased power density in 3D designs also requires close attention

to the impact of temperature on circuit performance. Hence, to guarantee a given

performance envelope, designers need to characterize the impact of supply voltage

and temperature variation on circuit timing. Furthermore, [40] points out to a

number of problems caused by dynamic effects of supply voltage noise. These

effects include (1) change in maximum frequency of a critical path, (2) degradation

of the clock network performance, etc. Thus, designers must consider the dynamic

effect of supply voltage noise early in the design cycle.

Finally, the PDN is a major consumer of resources (e.g., more than 30%

of the entire routing area) in wire-limited deep-submicron designs [57]. Conven-

tionally, the PDN is designed to satisfy power integrity constraints, but without

understanding the true implications of supply noise on delay, correct optimization

of PDN is impossible. To close this gap, our present work gives a methodology for

closed-form modeling of the delay impact of supply voltage noise (characterized

by noise slew, offset, and magnitude). We believe our models can efficiently drive

accurate worst-case performance-driven PDN optimization, as shown in Figure 6.6.
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Figure 6.6: Accurate worst-case performance-driven power distribution network

optimization flow.

In this section of chapter, we propose a new modeling paradigm in which

we use machine learning-based nonparametric regression techniques to develop ac-

curate early-stage performance models under dynamic supply voltage and temper-

ature variations. The contributions of our work are as follows.

• We propose a framework for gate delay modeling under supply voltage and

temperature variations, using machine learning-based nonparametric regres-

sion methods. Further, we introduce a reproducible flow to aid automatic

generation of accurate performance estimation models (e.g., using generic

critical paths).

• We develop early-stage performance models using our basic gate delay mod-

els, to enable worst-case performance prediction that can efficiently drive

PDN optimization.

• We validate our models against SPICE simulations using 65nm foundry

SPICE models.

6.2.2 Related Work

Gate delay models under supply voltage noise can be classified as (1) static

or (2) dynamic; with the former type, the dynamic behavior of the noise waveform
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is ignored. The majority of the existing literature focuses on the former type

[8, 18, 31, 43, 56]. Hashimoto et al. [18] propose to replace supply voltage noise

with an equivalent power/ground voltage. However, this method assigns static

voltage value (time-invariant) during the static timing analysis (STA), and cannot

appropriately capture the dynamic behavior of the noise waveform. Martorell et

al. [31] present a probabilistic approach to estimate supply voltage noise bound

given performance criteria. However, they assume that all gates in a combinational

path have the same supply voltage value; this assumption is incorrect due to the

presence of dynamic supply voltage noise.

Chen et al. [8] propose closed-form equations to estimate the change in

delay of buffers in the presence of supply voltage noise. However, the authors

do not consider specific noise waveform characteristics (magnitude, offset, and

slew) in their analysis. In another effort, Weng et al. [56] propose a methodology

to improve the accuracy of gate delay calculation under supply voltage noise by

taking into account (time-varying) IR drop waveforms. To capture the dynamic

impact of supply voltage noise, the authors of [56] partitioned noise waveform to

discrete sections and assign an equivalent DC value across different time intervals.

The DC values are calculated as the average supply voltage values over the entire

interval. This method still does not capture the ‘true’ dynamic behavior of the

supply noise waveform. To assess the impact of supply voltage noise on circuit

performance, [43] suggests that using average supply voltage, rather than dynamic

behavior, can be well-correlated with measurements; however, the authors fail to

demonstrate the limitations of timing analysis using static IR-drop analysis as

noted in [33].

Recently, Okumura et al. [33] have proposed a gate delay calculation ap-

proach which considers the dynamic behavior of the supply voltage noise by con-

sidering noise waveform slew and magnitude. However, in their characterization

setup they do not allow all the relevant parameters (i.e., input slew, noise slew,

noise magnitude, etc.) to change simultaneously; this limits the applicability of

their proposed model. In our present work, we develop new gate delay and out-

put slew models under supply voltage and temperature variations, where all the
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relevant parameters can interact with one another.

6.2.3 Implementation Flow

Figure 6.7 shows our implementation flow, which beings with SPICE sim-

ulations using foundry SPICE models and extracted or CDL SPICE netlists for

each gate type. We measure the 50% delay and output slew of each gate with

respect to a number of different parameters. In our experiments we have three

main axes: (1) cell delay parameters, (2) supply voltage noise parameters, and (3)

temperature. These parameters, and the values that they take on in our experi-

ments, are explained below. Cell delay parameters include (1) input slew slewin,

(2) output load loadout, and (3) cell size cellsize. For supply voltage we use 0.9V

as the nominal value, with noise waveform superimposed on it.

SPICE

Model Generation
(Multivariate Adaptive
Regression Splines) 

Circuit netlist Temperature

Noise characteristics
(magnitude, slew, offset)

Worst-case
Performance

Model

delay output slew

Figure 6.7: Implementation flow.

Supply voltage noise parameters include (1) noise amplitude ampnoise, (2)

noise slew slewnoise, and (3) noise offset offsetnoise. Noise offset denotes the noise

transition time with respect to that of the input signal transition. Finally, temper-

ature denotes the operating temperature of the transistors. In our studies, we use



121

two different cells (1) inverter, and (2) 2-input NAND to show the applicability

of our modeling approach. For worst-case performance model we implement our

basic cell delay and output slew models in C++. Using our basic delay and output

slew models we construct path delay models with arbitrary number of stages and a

mix of different cells. We run a total of 30720 SPICE simulations and gather delay

and output slew values corresponding to different parameters (cf. Table 6.3).

We use Synopsys HSPICE v.Y-2006.03 [20] for SPICE simulations using

65nm foundry SPICE models and netlists. We perform our experiment using

typical corner and normal-Vth (NVT) transistors. We also use MARS3.0 [30] to

implement nonparametric regression techniques.

Table 6.3: List of parameters used for performance modeling.

Parameter Values
slewin {0.00056, 0.00112, 0.0392, 0.1728,0.56, 0.7088}ns
loadout {0.0009, 0.0049, 0.0208, 0.0842}pF
cellsize INV: {1, 4, 8, 20}

ND2D: {1, 2, 4, 8}
ampnoise {0, 0.054, 0.144, 0.27}V
slewnoise {0.01, 0.04, 0.07, 0.09}ns
offsetnoise {-0.15, -0.05, 0, 0.05, 0.15}ns
temp {-40, 25, 80, 125}◦C

6.2.4 Modeling Methodology

Previous delay estimation techniques do not consider dynamic impact of

supply voltage noise on cell delay [18, 31, 43]. By contrast, we propose to pursue a

different modeling paradigm in which we use machine learning-based nonparametric

regression techniques to capture the dynamic impact of supply voltage noise on cell

delay. To illustrate the basic idea, consider the following baseline model generation

flow:

• We begin with a parameterized SPICE netlist for a given inverter cell. We

refer to this as a configurable inverter SPICE specification, which will be

used to generate the representative inverter cell delay under different cell
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and supply voltage noise parameters. For example, a given SPICE simulation

setup can be configured with respect to (1) input slew, (2) output load, (3)

inverter size, (4) supply voltage noise magnitude, (5) supply voltage noise

width (i.e., frequency), (6) voltage noise offset (i.e., with respect to the input

transition), and (7) temperature.

• Using a small subset of selected configurations for training, we run through

each configuration in this training set through SPICE simulations, to obtain

an accurate cell delay for each instance.

• Finally, we apply machine learning-based nonparametric techniques on the

training set of delay to derive the corresponding cell delay estimation models.

In general, the modeling problem aims to approximate a function of several

to many variables using only the dependent variable space. This generic formula-

tion has applications in many disciplines. The goal is to model the dependence of

a target variable y on several predictor variables x1, · · · , xn given R realizations

{yi, x1i, · · · , xni}R1 . The system that generates the data is presumed to be described

by

y = f(x1, · · · , xn) + ε (6.1)

over some domain (x1, · · · , xn) ∈ D ⊂ Rn containing the data [14]. Function

f captures the joint predictive relationship of y on x1, · · · , xn, and the additive

stochastic noise component ε usually reflects the dependence of y on quantities

other than x1, · · · , xn that are neither controlled nor observed. Hence, the aim of

the regression analysis is to construct a function f̂(x1, · · · , xn) that can accurately

approximate f(x1, · · · , xn) over the domain D of interest. There are two main

regression analysis methods: (1) global parametric, and (2) nonparametric. The

former approach has limited flexibility, and can produce accurate approximations

only if the assumed underlying function f̂ is close to f . In the latter approach,

f̂ does not take a predetermined form, but is constructed according to informa-

tion derived from the data. Multivariate adaptive regression splines (MARS) is

a nonparametric regression technique which is an extension of linear models that
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automatically models nonlinearities and interactions, and is used in our methodol-

ogy. In this section, we use MARS-based approach to model the dynamic impact

of supply voltage noise on cell delay.

6.2.5 Multivariate Adaptive Regression Splines

Given different cell and supply voltage noise parameters X , we apply MARS

to construct cell delay model, dcell = f̂(x1, · · · , xn). Variables x1, · · · , xn denote

cell and supply voltage noise parameters. The general MARS model can be repre-

sented as [63]

ŷ = c0 +
I∑
i=1

ci

J∏
j=1

bij(xij) (6.2)

where ŷ is the target variable (i.e., inverter delay and output slew in our problem),

c0 is a constant, ci are fitting coefficients, and bij(xij) is the truncated power basis

function1 with xij being the microarchitectural parameter used in the ith term

of the jth product. I is the number of basis functions and J limits the order of

interactions. In our experiments we set the number of basis functions to 100 and

the order of interactions to 6, i.e., every parameter can interact with all the other

parameters. The basis functions bij(xij) are defined as

b−ij(x
µarch − tij) = [−(xµarch − tij)]q+ (6.3)

=

{
(tij − xµarch)q xµarch < tij

0 otherwise

b−ij(x
µarch − tij) = [+(xµarch − tij)]q+ (6.4)

=

{
(xµarch − tij)q x > tij

0 otherwise

where q (≥ 0) is the power to which the splines are raised to adjust the degree of ŷ

smoothness, and tij is called a knot. When q = 0 simple linear splines are applied.

1 Each basis function can be a constant, a hinge function that is of form max(0, c − x) or
max(0, x− c), or a product of two or more hinge functions.
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The optimal MARS model is built in two passes. (1) Forward pass: MARS

starts with just an intercept, and then repeatedly adds basis function in pairs to

the model. Total number of basis functions is an input to the modeling. Backward

pass: during the forward pass MARS usually builds an overfit model; to build a

model with better generalization ability, the backward pass prunes the model using

a generalized cross-validation (GCV) scheme

GCV (K) =
1

n

∑n
k=1(yk − ŷ)2

[1− C(M)
n

]2
(6.5)

where n is the number of observations in the data set, K is the number of non-

constant terms, and C(M) is a complexity penalty function to avoid overfitting.

6.2.6 Accurate Cell Delay Modeling

In this section, we discuss the impact of supply voltage noise and tempera-

ture variation on cell delay, and note that delay modeling under supply voltage and

temperature variation is a nontrivial task. We show an example of our proposed

delay and output slew models derived from machine learning-based nonparametric

regression techniques. We also propose a methodology to find the worst-case input

configuration that maximizes the delay of a given path.

Cell Delay and Output Slew Models

In the existing literature [18, 31], supply voltage variation is assumed to be

constant (time-invariant). When the supply voltage varies slowly with respect to

the clock period, this is reasonable. This assumption enables to predict the timing

impact of the supply voltage noise: the worst-case delay corresponds to the worst-

case noise that can occur when the target cell is switching. In other words, when

the supply voltage varies slowly, the delay degradation is proportional to the peak

of the noise [43]. However, to better capture the impact of time-varying supply

voltage noise we must consider the noise waveform characteristics including (1)

noise amplitude, (2) noise slew, and (3) noise offset. Figure 6.8 shows the impact

of noise slew on cell inverter delay. We observe that noise slew affects cell delay
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only when it is comparable to input slew. Hence, we must take into consideration

the specific noise waveform characteristics to ensure more accurate delay modeling.

Existing PDN optimization frameworks [61, 59] use fluctuation area, i.e.,

the area under the noise waveform, as the metric to represent the supply voltage

noise. However, it is easy to see that such an approach can incur significant error in

the delay estimation. Consider two scenarios: (1) slewnoise=0.2ns, ampnoise=0.2V

and (2) slewnoise=0.4ns, ampnoise=0.1V. Using a triangular waveform to represent

the supply noise, the two scenarios have different noise waveforms, yet have simi-

lar areas under the noise curve. When we evaluate gate delay under each of these

scenarios, we observe 22% difference. (In this evaluation, we use a single inverter,

with other parameters values being slewin=0.4ns, loadout=0.002pF, cellsize=1X,

offsetnoise=0ns, and temp=25◦C.) We conclude that to accurately model the im-

pact of supply voltage noise on cell delay, we must consider both noise slew and

noise magnitude parameters, and not simply the area under the noise waveform.
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Figure 6.8: Delay of an inverter cell versus noise slew, for different input slew

values.

The other important supply voltage noise characteristic is noise offset,

which denotes the time of the voltage noise transition relative to the time of the in-

put signal transition. We expect that as long as the supply voltage noise waveform

is outside of the input signal transition window, it should not have any impact
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on cell delay. However, when the noise waveform overlaps with the input signal

transition, there will be an effect on cell delay. Figure 6.9 shows the impact of

noise offset on cell delay. In our experiment, input slew and noise slew are 0.09ns

and 0.1ns, respectively. In our delay model, we explicitly consider noise offset as

an input to the model.
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Figure 6.9: Impact of supply voltage noise offset on cell delay.

In addition, cell characteristics are influenced by temperature. Tempera-

ture impacts cell delay through voltage threshold, mobility, etc. parameters [17].

For example, as temperature decreases, both threshold voltage and mobility in-

crease; the latter causes increased saturation current. However, the impact of

temperature on cell delay depends on the gate voltage. The gate voltage at which

the temperature shifts of threshold voltage and mobility exactly compensate each

other’s effects on delay is typically called zero-temperature-coefficient (ZTC) [29].

Hence, cell delay can increase or decrease with the increase in temperature. These

complex relationships between cell delay and the aforementioned parameters make

delay modeling a nontrivial task.

Finally, since our gate delay model depends on input slew, we must also

model output slew of the previous stage of the critical path. Given the above

discussion, we note that approximating CMOS gate delay is a nontrivial task with

non-obvious implications, as seen from Figure 6.8. This has motivated us to explore

machine learning-based nonparametric regression techniques to develop accurate
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cell delay and output slew models. Figure 6.10 illustrates the form of resulting

inverter delay and output slew models using 65nm foundry SPICE models.2

Delay Model
b1 = max( 0, loadout – 0.0208);
b2 = max(0,0.0208 - loadout); · · ·
b98 = max(0, offsetnoise – 0.05)×b92;
b100 = max(0, offsetnoise + 2.4e-12)×b37;
dcell = 1.018e− 11 + 7.353e− 10× b1 − 5.890e− 10× b2
- 2.172e− 11× b3 + · · · − 1.708e− 7× b96 +
2.431e− 7× b98 − 3.031e− 8× b100
Output Slew Model
b1 = max( 0, loadout – 0.0009);
b2 = max(0,cellsize – 4)×b1; · · ·
b99 = max(0, 0.05 – slewnoise)×b55;
b100 = max(0, offsetnoise + 0.15)×b94;
slewout = 1.227e− 11 + 1.529× b1 − 2.051e− 10× b2
+ 2.050e− 9× b3 + · · · − 1.081e− 8× b98
- 4.327e− 9× b99 − 7.422e− 9× b100

Figure 6.10: Sample inverter delay and output slew models in 65nm.

6.2.7 Worst-case Performance Model

In this subsection we formalize the problem of finding the worst-case per-

formance under dynamic supply voltage and temperature variations. We are inter-

ested in the specific configuration, i.e., set of seven parameters (7-tuple) described

in Table 6.3 that causes the delay of a given path with arbitrary number of stages

to be maximum.3 Note that we construct our path delay model using our basic

cell delay and output slew models. Our proposed delay and output slew mod-

els are essentially mappings f and g, respectively, from the set of all 7-tuples Q

(cf. Table 6.3) to the positive reals, i.e., f : Q → R+ and g : Q → R+, where

Q = slewin × loadout × cellsize × ampnoise × slewnoise × offsetnoise × temp.
2Note that our methodology can be straightforwardly applied to future technologies, as long

as necessary SPICE models and device-level netlists are available.
3In our experiments a path consists of (1) only inverter, (2) only 2-input NAND, and (3) a

mix of inverter and 2-input NAND.
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For a single stage the problem of finding the worst-case configuration seeks

~q∗ ∈ Q such that f(~q∗) is maximized. With more than one stage in a path, i.e.,

k > 1, the output slew of the previous stage becomes the input slew to current

stage, and the noise offset must be adjusted accordingly. Then, we seek ~q1
∗ such

that f(~q1
∗) + · · · f(~qk

∗) is maximized, where ~qm
∗ = ~q1

∗ for all stages 1 < m < k,

except that the slewin component is replaced by g( ~qm−1
∗) and the offsetnoise

component is adjusted at the beginning of each stage. Note that the worst-case

configuration is always going to be an element of the cross-product of the various

sets of parameter values. In other words, it is one of |slewin|×|loadout|×|cellsize|×
|ampnoise| × |slewnoise| × |slewnoise| × |offsetnoise| × |temp| configurations. In our

studies, the worst-case configuration is out of 30720 different configurations.

6.2.8 Experimental Results and Validation

To generate our models, we randomly select 10% of our entire data set as

training data; we then test the models on the other 90% of the data. To show that

the selection of the training set does not substantially affect model accuracy, we

randomly select 10% of the entire data set five times and show the corresponding

models’ maximum and average error values (Table 6.4).

Table 6.4: Model stability versus random selection of the training set.

Experiments delay % diff output slew % diff
max avg max avg

Exp 1 56.993 5.660 55.117 6.012
Exp 2 53.342 5.458 56.896 5.976
Exp 3 53.661 5.401 56.237 5.526
Exp 4 55.419 5.552 54.883 5.311
Exp 5 55.015 5.609 55.614 5.672

To show the accuracy of our worst-case performance model, we compare

our worst-case predictions with SPICE simulations. We construct three different

paths with different number of stages, each consists of (1) only inverters, (2) only

2-input NAND, and (3) a mix of inverter and 2-input NAND gates. For (3), we

construct the path starting with an inverter, and then alternating 2-input NAND
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gates with inverter gates. In our experiments, one of the NAND gate inputs is

connected to supply voltage (vdd). We evaluate our predictions using two metrics:

(1) correlation of our predictions against SPICE results, and (2) relative (%) dif-

ference in delays between our proposed model and SPICE. For (1) we rank our

model predictions (total of 30720 data points) in descending order with respect to

the delay of the given path. Each delay value corresponds to a set of parameters

(i.e., 7-tuple including all the parameters shown in Table 6.3). Next, we compare

our predicted worst-case configuration with SPICE, and find the rank (rankSPICE)

of our predicted worst-case configuration within SPICE results. For multi-stage

paths with k > 1 stages, we need to adjust the noise offset for each stage. To

perform this we need to identify the time at which the input to stage i, where

i = 1 · · · k, makes the transition. This value can be estimated by calculating the

delay up to stage i − 1, and subtracting
slewiin
1.6

from it, where slewiin is the input

slew to stage i, and
slewiin
1.6

determines the 50% output slew transition.4

Tables 6.5, 6.6, and 6.7 show the comparison our worst-case performance

model with SPICE for a path consists of (1) only inverter, (2) only 2-input NAND,

and (3) a mix of inverter and 2-input NAND gates, respectively. The second and

third columns, represent our (2) and (1) comparison metrics, respectively. The

fourth column shows where the SPICE worst-case configuration is ranked according

to our proposed model (rankMARS). We observe that our path delay models are

within 4.3% of SPICE simulations. In addition, our predictions are always ranked

in the top 3 (out of 30720 configurations) of the SPICE list (rankSPICE). We note

that the ability of our worst-case performance model to correctly predict worst-

case configuration is beneficial for early-stage design and optimization of power

distribution networks. Finally, the SPICE-computed worst-case performance value

is always among top 5 predictions of our model.

4In our experiments, 10%-90% transition time is the slew value.
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Table 6.5: Comparison of our proposed worst-case performance model and

SPICE for an inverter chain. Rank values are out of 30720 configurations.

#Stage delay % diff rankSPICE rankMARS

1 1.08 1 1
3 3.54 3 2
5 4.29 1 1
10 3.26 2 4
20 2.42 1 1
30 2.88 1 1

Table 6.6: Comparison of proposed worst-case performance model and SPICE

for a 2-input NAND chain. Rank values are out of 30720 configurations.

#Stage delay % diff rankSPICE rankMARS

1 1.34 1 1
3 3.21 1 1
5 3.69 2 3
10 3.11 1 1
20 3.43 2 3
30 2.37 2 2

Table 6.7: Comparison of proposed worst-case performance model and SPICE

for a mixed inverter-NAND chain. Rank values are out of 30720 configurations.

#Stage delay % diff rankSPICE rankMARS

1 1.08 1 1
3 2.73 2 4
5 3.24 3 5
10 3.36 1 1
20 3.93 2 4
30 2.85 1 1

6.3 Summary

In this chapter, we first outlined an improved frequency domain simula-

tion method to analyze and assist silicon, package, and board PDN design. We

then described a method to measure impedance of PDN. Finally, measurement re-
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sults showed good correlation between processor performance sensitivity to PDN

impedance. We quantified the impact of the middle and low frequency power

integrity on the processor performance and Fmax.

For the second part of this chapter, we have developed a methodology,

based on nonparametric regression, to obtain accurate closed-form cell delay and

output slew models under dynamic supply voltage and temperature variations.

Our proposed models are within 6%, on average, of SPICE simulations. We show

that our basic gate delay and output slew models can be used to construct delay

estimates under supply noise for arbitrary critical paths. We also show that our

models can accurately find the worst-case supply noise configuration that leads

to worst-case delay performance. We believe that our proposed models can be

beneficial in an accurate worst-case performance-driven power distribution network

optimization, such as that shown in Figure 6.6.
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Chapter 7

Conclusions

We entered new era for designing nanoscale low power and high perfor-

mance processors where system level understanding of the whole complex power

distribution is necessary. The success of an efficient power distribution will be

translated into different aspects:

• A predictable performance is the main mission of a power distribution. The

performance should be guaranteed under different processor and system on

chip loading scenarios. Usually, designing a predictable goal could be achieved

via cost effective PDN design.

• Maximum performance could be achieved if a fair enough cost-performance

optimization is performed. With a solid power delivery system, architecture

designers could push the processor frequency based on the PVT corners to

the maximum upper bound.

• A robust power delivery sustains the performance of the system both in test

and functional mode. Due to large current demand of the processors in

test mode, performance might vary between functional mode and test mode.

Proper design of PDN resource will achieve comparable results in test mode

as well as the functional mode.

This dissertation, studied system level angels of designing a robust power

distribution. The main contributions of each chapter are summarized as follows.

133
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7.1 Thesis Summary

Chapter 2 provides an overview of different aspects of the whole power

delivery system (PDS) including board, package and die design. An effective early

stage modeling of power delivery system is outlined in this thesis that evolves

through stages of design. A co-simulation time domain and frequency domain flow

is proposed and developed to highlight the quality of the power distribution from

different aspects.

Chapter 3 focus on study of die stacking in mobile chipsets as an alternative

solution for scaling problem. A complete modeling of the 3D chip power distribu-

tion is detailed. The through silicon via and substrate coupling model are adopted

in our Time-Frequency co-simulation flow. The failure mechanism of TSV and

reliability aspects of the 3D stacking structure are discussed. The experimental

results show that single TSV failure could increase voltage variation up to 70% in

a local weak hotspot. A reliability-aware through silicon via and power delivery

optimization flow is proposed to assist the complex design of the 3D stacked dies.

To provide a fair estimation of power integrity quality, PDS designers need

to analyze the worst-case current load of network. We propose in Chapter 4 a

vector-based resonance-aware current generation methodology to highlight the per-

formance of the system under multiple impedance anti-resonance peaks. We pro-

pose an algorithm for generating synthetic vector based rogue wave current with

complexity of O(n2 · logm). The proposed current waveform serves as a realist

mean to assess the performance of the power delivery under worst loading.

Voltage regulation is one of the key pieces of the power distribution. Con-

ventional PDS achieves this goal via bulk regulators and rely on the entire off-chip

path to deliver current. Regulator path is most of the time ignored or is under-

estimated during analysis of the PDS. In Chapter 5, we highlight the problem of

missing VRM in the PDS analysis and emphasize on the requirement of VRM in-

clusion in model. Furthers more, silicon measurement in Chapter 6 shows ignoring

VRM in the loop will lead to unpredictable performance. An efficient parallel flow

is introduced to assess the impact of the VRM noise of system.

On-die regulation is one of the main directions that addresses increase in
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the complexity and power demand of the portable devices. On-die regulation is

beneficial for the whole system because of the faster response and independency

from unbalanced off-chip parasitic. On-die regulation enables optimal power mode

configuration of different functional blocks which conventionally shared the rail.

Each block tapping of the regulator could have its own optimum power configura-

tion. In Chapter 5 an LDO-based power distribution design under worst loading

is outlined and design trafeoff was discussed.

The final goal of power delivery design is that processor and functional

blocks have a predictable performance. We provide a detailed analysis of the

power integrity impact on low power processor performance in Chapter 6. The

correlation of Time-Frequency domain analysis from the previous chapters with

silicon measurement and processors perfronce were studied in Chapter 6. A model

for predicting performance under worst voltage and temperature variation is pro-

posed that achieves SPICE like accuracy.

Overall the framework of this thesis, tries to tackle different aspects of the

power distribution design and provides means for designing a reliable mobile power

delivery.

7.2 Future Research Directions

Looking to future, the complexity and number of applications and blocks

integrated on mobile platforms are substantially increasing. On the other hand,

as technology scales geometry and processor frequency are increasing. Hence, all

these are hints toward a need for more advance power delivery techniques. We

discuss in next section few possible research directions that author believes are

viable or currently need more emphasis.

7.2.1 Architecture/Software/PDN Co-design

(PDN-friendly Architectures)

Currently there is a considerable gap between architecture and power distri-

bution design. More cost and area saving, performance increase and power saving
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would happen if there is an in depth understanding of the architecture and PDN

interactions. A strong motivation exists for developing software as well as the

hardware architectures that perform in awareness of power noise. New system

level policies for hardware and software are needed to adapt to dynamic variation

of the voltage and temperature variation across the PDS system. Going forward

this is one of the key directions for mobile platform power integrity.

7.2.2 Variation-aware Timing-Voltage Analysis Integration

We are reaching sub 16nm era where variation is even more pronounced.

Operational voltage below ∼0.5V along with geometry scaling increase the varia-

tion of chip substantially. There is a strong push for understanding and modeling

of temporal and spatial distribution of the voltage variation. Coupling this in-

formation with timing closure will lead to more reliable design. An integrated

variation-aware Timing-Power closure is a direction for future research in mobile

design.

7.2.3 Distributed On-die Regulations and Power Manage-

ment

Distributed on-chip regulator circuits, policies and techniques are very ap-

pealing for the low power systems. Developing heterogeneous power distribution

with localized regulation address many of the current low power requirements.

Circuit techniques are improving to provide efficient means for on-die distributed

regulations. There are substantial opportunities for research towards on-die regu-

lations. Many interesting research topics are evolving under the umbrella of power

distribution network. Many researchers will contribute to power integrity research

in future from multiple fields such as theory and algorithm, software, architecture,

circuit design, physical design, and electromagnetic.
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