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Abstract

Understanding Membrane Formation in Nonsolvent-Induced Phase Separation

by

Jan Ulric Macaraeg Garcia

Polymer membranes are essential to water security: they purify our drinking wa-

ter, desalinate seawater into potable water, and treat wastewater before its release to

the environment. The separation performance of these membranes is largely determined

by their microstructure. An asymmetric microstructure is advantageous: the smaller

pores on the feed-side of the membrane enable separation while larger pores deeper into

the membrane provide mechanical support without hindering transport of the permeate

across the membrane. Nonsolvent-induced phase separation (NIPS) is a typical way to

make these asymmetric membranes. In NIPS, a polymer solution film is immersed in a

nonsolvent bath, inducing phase separation of the film into a polymer-rich phase that

becomes the membrane matrix and a polymer-poor phase that becomes the membrane

pores. Due to our limited understanding of NIPS, membrane manufacturers continue to

rely on experimental heuristics to link NIPS process parameters to the resulting mem-

brane morphologies.

In this dissertation, we demonstrate the mechanisms of asymmetric membrane for-

mation using phase-field simulations. We show that mass-transfer-induced spinodal de-

composition, thermal fluctuations, and structural arrest are essential and sufficient to

the formation of asymmetric morphologies. Specifically, we show that the competition

between the propagation of the phase-separation and glass-transition fronts determines

the degree of pore-size asymmetry of the membrane. We also explore how these forma-

tion mechanisms change with the glass-transition concentration and dope composition,
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two important parameters in the formulation of NIPS systems.

To complement our study of membrane formation, we also examine coarsening dynam-

ics in the bulk near a glass transition, implemented as a mobility and viscosity contrast

between the polymer-rich and polymer-poor phases. In the case of polymer-poor clusters

in a polymer-rich matrix, the glass transition imposes structural arrest. In the opposite

case, the glass transition changes the transient concentration of the polymer-rich phase,

thus leading to a change in shape of the discrete domains. This effect introduces sev-

eral complexities to the coarsening process, including inversion of the polymer-rich and

polymer-poor phases—a phenomenon normally attributed to viscoelastic phase separa-

tion.
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Chapter 1

Making Polymer Membranes

1.1 Background

Clean water is essential to life, but water security continues to be a global challenge.

Today, three out of ten people lack access to safe drinking water, and six out of ten do not

have access to safely-managed sanitation services [1]. As global population and industrial

activity continue to grow, expanding our water supply to unconventional sources such

as desalination [2, 3] and potable water reuse [4, 5], becomes paramount; this need

underscores the importance of water filtration technologies to our quality of life, not only

today but for decades to come.

Water filtration can be classified according to membrane pore diameter: microfiltra-

tion (0.1 µm - 10 µm), ultrafiltration (10 Å - 1000 Å), and reverse osmosis (3 Å - 5 Å).

Microfiltration removes colloids and bacteria (∼ 1 µm), ultrafiltration rejects dissolved

proteins and viruses (∼ 1000 Å), and reverse osmosis filters particles as small as monova-

lent ions (< 10 Å) [6]. Today, these membranes are ubiquitous; they can be found in any

industry that uses and produces water: oil and gas, materials, pharmaceuticals, food,

wastewater treatment, and of course, production of potable water.
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(a) (b)

Figure 1.1: Scanning electron microscopy (SEM) images of membrane cross-sections
for (a) a symmetric and (b) an asymmetric polymer membrane. Preparation and
characterization details of both membranes are described in Appendix A.

The commercial success of membrane separation can be attributed to the development

of asymmetric membranes. Figure 1.1 shows a side-by-side comparison of (a) symmetric

microstructure whose pores are homogeneous in size and (b) an asymmetric morphology

that exhibits a positive pore-size gradient from the top of the film to the bottom. Before

Loeb and Sourirajan invented asymmetric membranes in 1964 [7], membrane separation

was limited to lab benches due to their low permeate flux. Flux through a symmet-

ric membrane is inversely proportional to its thickness—economics favors the thinnest

membranes possible. However, membranes need finite thickness for structural integrity.

Balancing these two requirements is challenging for symmetric membranes—and is only

possible for membranes of large enough pores. The asymmetric structure solves this

trade-off problem: a thin layer of small pores enables separation while a thick layer of

large pores provides mechanical support without diminishing the flux. Today, symmet-

ric membranes are limited to microfiltration while asymmetric membranes are used for

ultrafiltration and as the porous support for reverse osmosis.

Asymmetric membranes can be made in two ways [8]. Membranes built from a

single material are made by phase inversion—the transformation of a one-phase polymer

2
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solution into a two-phase mixture: a polymer-rich phase that eventually solidifies, forming

the membrane matrix, and a polymer-poor phase that in the end, becomes the membrane

pores. The term “phase inversion” describes how the polymer transforms from the liquid

state to the solid membrane matrix—simply put, phase inversion is phase separation

followed by solidification [9]. Alternatively, asymmetric membranes can be formed as

composite thin films. Composite membranes consist of two different materials—one for

the selective layer and the other for the porous support—joined together by solution

coating or interfacial polymerization [10]. These techniques allow tighter control of the

selective layer’s thickness, enabling higher flux. Despite this advantage, composites have

not supplanted phase inversion membranes for two reasons. First, composite membranes

require multiple fabrication steps, making their production less economical. Second, the

composite’s porous support is in fact, a phase inversion membrane on its own. Thus,

phase inversion techniques are essential to the fabrication of all asymmetric membranes.

Phase inversion techniques are identified with their method of phase separation [6].

The simplest procedure is to cast a hot polymer solution and allow it to cool down to

room temperature. The key to this process—called thermally induced phase separation

(TIPS)—is to choose a substance that acts as a solvent in high temperatures but acts as

a nonsolvent in room temperature. Control of membrane morphology relies heavily on

cooling rates. In practice, TIPS is normally used for making symmetric membranes—

however, it can be used to make asymmetric membranes from materials that cannot be

processed with other techniques [6]. Instead of relying on temperature, other methods

induce phase separation by the introduction of nonsolvent. In solvent evaporation, a

polymer is dissolved in a mixture of a volatile solvent and a non-volatile nonsolvent.

After casting, the film is allowed to dry—evaporation of the volatile solvent enriches the

film in nonsolvent, causing the membrane to precipitate. In another technique, called

vapor induced phase separation (VIPS) [11], the nonsolvent is absorbed into the film from

3
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the atmosphere. Most applications of VIPS use water as the nonsolvent. As VIPS relies

on vapor absorption, phase separation takes longer to complete, contrasting VIPS with

liquid nonsolvent induced phase separation (NIPS) [12, 13]. In NIPS, the cast polymer

solution film is immersed in a nonsolvent bath. Nonsolvent enters the film, displacing

solvent; the film is enriched in nonsolvent, causing phase separation. After its invention

in 1964 [7], manufacturers quickly adopted NIPS and developed it by systematic trial

and error [6].

Today, NIPS users follow well-established heuristics with limited understanding of the

underlying physics. This approach is not adequate in explaining the various morphologies

found in NIPS membranes. In addition to the asymmetric pores shown in Figure 1.1,

membrane makers often have to consider the formation of macrovoids [14]—large, elon-

gated pores that reduce the membrane’s mechanical integrity. To further complicate

matters, macrovoids come in various shapes and sizes. As separation performance is

closely tied to membrane structure, determining how fabrication leads to these various

morphologies is essential. Industry needs to gain fundamental understanding of NIPS to

design membranes for optimal separations.

The NIPS process was first explained by Strathmann and co-workers by tracing the

average composition of the film on top of equilibrium phase diagrams for the polymer-

nonsolvent-solvent system [15, 16, 17]. Although conceptually helpful, their approach

presents an oversimplification as precipitation rates are not captured in their description.

Precipitation rates should change with film depth—otherwise, asymmetric membrane

structures would not be observed. Smolders et al. [18, 19, 20] argued that upon immer-

sion, the top of the film precipitates first. This precipitation is fast—not giving enough

time for domain coarsening, resulting in very small pores. The precipitated top layer

then acts as a barrier to the loss of solvent and gain of nonsolvent for the rest of the

film. Thus, precipitation rate decreases from the top of the film to the bottom. As

4
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precipitation rate decreases, pore size increases due to more coarsening before solidifi-

cation. Unfortunately, these precipitation paths are difficult to observe experimentally.

In response, one-dimensional mass transfer models of the immersed film have been de-

veloped to quantify precipitation delay and polymer concentrations immediately before

phase separation [21, 22, 23, 24, 25, 26, 27, 28]. However, prediction of membrane mi-

crostructures remained out of reach since phase separation kinetics were not treated in

these mass-transfer models.

In Chapter 2, we will outline the derivation of our phase-field model to simulate the

formation of membrane microstrustructures in NIPS. In Chapter 3, we will demonstrate

the mechanisms necessary to form asymmetric membrane morphologies. We then con-

sider membrane formation for different dope formulations in Chapter 4. To complement

our NIPS studies, we will examine the additional effects of hydrodynamics and a glass

transition to bulk phase separation in Chapter 5. Finally, we summarize our findings and

include suggestions for future projects in Chapter 6.

1.2 Permissions and Attributions

1. The content of Chapter 3 has previously appeared in ACS Macro Letters [29]. It

is reproduced here with the permission of the American Chemical Society.

2. The SEM images shown in Figure 1.1 were prepared and characterized in collabo-

ration with Mr. Tatsuhiro Iwama using the facilities of Asahi Kasei Corporation,

Fuji, Shizuoka, Japan.

3. The image analyses shown in Figures A.1 and A.2 were prepared in collaboration

with Mr. James V. Raj through the Future Leaders in Advanced Materials program

of the Materials Research Laboratory, UC Santa Barbara.

5



Chapter 2

Modeling Membrane Formation

2.1 Background

Nonsolvent-induced phase separation (NIPS) is a typical process to make polymer

membranes. In NIPS, a polymer solution is cast into a homogeneous film, then immersed

in a nonsolvent bath. The film is enriched in nonsolvent, inducing phase separation of

the film to a polymer-rich membrane matrix and the polymer-poor pores. NIPS can

be conceptualized as a series of physical phenomena: (1) the mass transfer exchange

of solvent and nonsolvent, (2) the phase separation of the film, (3) the coarsening of

domains, and (4) the solidification of the polymer-rich phase that fixes the membrane

microstructure. Strathmann and co-workers [15, 17] were the first to rationalize mem-

brane formation by tracking a fictitious time-dependent film composition profile through

a ternary (polymer, nonsolvent, solvent) phase diagram that shows the compositions

where the film remains homogeneous, phase separates, or solidifies. Building on this

concept, several groups derived 1D mass transfer models to predict film composition pro-

files and to estimate the delay time between the immersion of the film and the onset of

phase separation [21, 22, 23, 24, 25, 26, 27, 28]. The studies that followed then tackled
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microstructure prediction in 2D. These studies treated mass transfer and phase sepa-

ration simultaneously using various simulation methods in the mesoscale: lattice Boltz-

mann, [30] smoothed particle hydrodynamics, [31] and phase-field simulations. [32, 33, 34]

Though these studies predicted mass-transfer-induced pore formation, they fell short of

explaining the formation of important microstructural features. In particular, none of the

simulations so far have shown microstructures where pore sizes increase from the film-

bath interface to the bottom of the film, a feature peculiar to NIPS membranes. Thus,

we also need to understand the roles played by domain coarsening and solidification of

the polymer-rich phase, parts of the membrane formation process largely left unexplored

by previous studies.

2.2 Derivation of a phase-field model

Predicting membrane morphologies requires simultaneous treatment of mass transfer

and phase separation kinetics in the mesoscale, making phase-field methods well-suited

for the task [35, 36]. A phase-field model describes the microstructure of a material by

tracking a set of order parameters, called “phase-fields,” that vary continuously in the

bulk and across interfacial domains. These methods circumvent the need to explicitly

track interfaces, a challenging task for systems of more than one dimension [35]. Phase-

field methods also allow access to length-scales and time-scales impractical for particle-

based simulations. The challenge, however, lies with the formulation of models consistent

with the thermodynamics and kinetics of the specific system of interest.

The two-fluid model—introduced by de Gennes [37] in 1976—presents a rigorous

approach to incorporate dynamics into field-based methods. The model consists of two

momentum balances—one for each fluid species—connected by drag forces to ensure

conservation of momentum for the whole system. Building on this concept, Doi and

7



Modeling Membrane Formation Chapter 2

Onuki [38] introduced a formalism to derive equations of motion consistent with the two-

fluid model. Tree et al. [33] extended this formalism to three components and derived a

phase-field model for the NIPS system. Sections 2.2.1, 2.2.2, and 2.2.3, largely follow

the development outlined in the methods paper by Tree et al. [33]

2.2.1 Incompressibility assumption

Our model consists of three components: the polymer (p), the nonsolvent (n), and

the solvent (s). Each component is described by a scalar volume fraction field, φi(r),

and a vector-valued velocity field vi(r), where i ∈ {p, n, s}, and r represents spatial

position. Following Flory’s mixing lattice model [39], we characterize the molecular size

of each species with its degree of polymerization, Ni, while assuming constant partial

molar volume, i.e., constant monomer size for all species. This assumption translates to

an incompressible system,

∇ · v = 0 (2.1)

where we define the total mixture velocity,

v =

p,n,s∑
i

φivi. (2.2)

In the equations that follow, the polymer and nonsolvent volume fractions, φp and φn, are

treated as independent phase-fields, while the solvent volume fraction, φs, is implicitly

determined from the incompressibility assumption, φs = 1− φp − φn.

8
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2.2.2 The Rayleighian

The Rayleighian—a functional of the component velocity fields—is at the center of

the Doi-Onuki formalism [38]. Equations of motion can be derived from the Rayleighian

by finding its extrema. The Rayleighian functional, R, consists of three terms:

R[{vi}] = Ḟ [{vi}] + Φ[{vi}]− λG[{vi}] (2.3)

where Ḟ [{vi}] is the time derivative of the Helmholtz free energy of mixing, Φ[{vi}] is

the dissipation potential, and G[{vi}] is a Lagrangian constraint with multiplier, λ.

Free energy

The free energy is the extension of the Flory–Huggins–de Gennes functional [40] for

a ternary system:

F [{φi}] =
kBT

v0

∫
dr

[
f0({φi}) +

1

2

p,n,s∑
i

κi |∇φi|2
]

(2.4)

where kB is Boltzmann’s constant, T is the absolute temperature and v0 is the reference

volume. The integrand has two terms. The first term, f0({φi}), is the homogeneous free

energy of mixing defined by the Flory-Huggins model:

f0({φi}) =

p,n,s∑
i

φi
Ni

lnφi +
1

2

p,n,s∑
i 6=j

χijφiφj (2.5)

where Ni is the degree of polymerization and χij are the Flory-Huggins interaction pa-

rameters. The second term in Equation 2.4 is the interfacial free energy. In this model,

the gradient coefficients, κi, are treated as constants. We take the time derivative of

9
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Equation 2.4 to get

Ḟ [{vi}] =

∫
dr

[
p,n∑
i

φivi · ∇µi

]
(2.6)

where the chemical potential µi is defined as

µi =
δF

δφi
. (2.7)

Dissipation potential

The dissipation potential represents one half of the rate of energy dissipation of the

fluid:

Φ[{vi}] =
1

2

∫
dr

[
p,n,s∑
i

ζi (vi − vm)2 + σ(v) :∇v
]

. (2.8)

The dissipation potential includes two terms. The first term is the total drag force in

the system. Contribution from each species is computed relative to a friction-centered

“medium velocity,”[38]

vm =
1

ζ

p,n,s∑
i

ζivi (2.9)

where ζi is the friction per volume of component i, and ζ =
∑

i ζi is the total friction

density. The friction coefficient density, ζi, is assumed to be proportional to the monomer

friction coefficient and the component density:

ζi = v−10 ζ0φi (2.10)

where the friction coefficient of a monomer of size b in a solvent of viscosity ηs is defined

by the Stokes-Einstein relation, ζ0 = ηsb, omitting the factor of 6π for convenience. The

second term in Equation 2.8 is the non-local viscous dissipation. The viscous stress

10
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tensor, σ(v), is assumed to be quasi-Newtonian:

σ(v) = η({φi})[∇v + (∇v)T] (2.11)

where η({φi}) is a concentration-dependent solution viscosity.

Lagrangian constraint

Finally, the Lagrangian constraint in the Rayleighian enforces system incompressibil-

ity:

λG[{vi}] =

∫
dr p(∇ · v) (2.12)

where the Lagrange multiplier is defined as the pressure, p.

2.2.3 Model summary

Substituting Equations 2.6, 2.8, and 2.12 into Equation 2.3 fully specifies the

Rayleighian. Stationary values of the Rayleighian with respect to vi give equations

of motion for the component velocities. Further mathematical manipulation leads to

two convection-diffusion equations (one for each independent phase-field) linked to a

momentum equation, with the incompressibility constraint:

∂φi
∂t

+ v ·∇φi =∇ ·
[
p,n∑
j

Mij∇µj

]
(2.13)

−∇p+∇ ·
[
η(∇v +∇vT )

]
=∇ ·Π (2.14)

∇ · v = 0 (2.15)
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where the divergence of the osmotic stress tensor is calculated as,

∇ ·Π =

p,n∑
i

φi∇µi, (2.16)

and the matrix of mobility coefficients is given by

Mpp =
b2

ηs
φp(1− φp) (2.17a)

Mpn = Mnp = −b
2

ηs
φpφn (2.17b)

Mnn =
b2

ηs
φn(1− φn). (2.17c)

Note that the final model presented in Eqs 2.13, 2.14, and 2.15 is consistent with the

‘Model H’ universality class that describes conserved systems with flow, as outlined by

Hohenberg and Halperin [41]. The final model can also be simplified to the ‘Model B’

universality class that describes conserved systems with diffusion-only dynamics by set-

ting v = 0. In fact, we take advantage of this simplifiying assumption in most of this

dissertation, using the Model B formulation in Chapters 3 and 4. We also compare and

contrast the phase separation dynamics due to Model B and due to Model H in Chapter 5.

2.3 Incorporation of glass transition dynamics

As will be discussed in Chapter 3, the glass transition is essential to the formation

of asymmetric membranes. Incorporating elastic effects in the model would be ideal;

however, doing so would require significant improvements to our numerical methods.

Instead, we choose to model a solid as a highly viscous fluid with zero mobilities for all

components. However, as shown in Eq 2.17, component mobilities in the current model

are scaled by the inverse of the constant solvent viscosity, ηs, as their derivation follows

12



Modeling Membrane Formation Chapter 2

from the assumption of local Rouse-like friction coefficients,

ζi = b−3ζ0φi (2.18)

where b is the length of a monomer and ζ0 is the Stokes friction coefficient in a dilute

solution of viscosity, ηs:

ζ0 = ηsb. (2.19)

Thus, local mobilities are independent of the mixture viscosity in the current model.

To link high local mixture viscosity with low local mobilities, we use the concentration-

dependent mixture viscosity for the Stokes friction in lieu of the constant solvent viscosity

in Eq 2.19:

ζ0 = η(φp)b, (2.20)

which then leads to the concentration-dependent-viscosity-scaled mobility model:

Mpp =
b2

η(φp)
φp(1− φp) (2.21a)

Mpn = Mnp = − b2

η(φp)
φpφn (2.21b)

Mnn =
b2

η(φp)
φn(1− φn). (2.21c)

With this modification to the component mobilities, we only need to select an ap-

propriate model for the mixture viscosity, η(φp), to complete our model for the glass

transition. We explored modeling η as an exponential function of the local polymer con-

centration, φp(r), diverging to infinity as φp(r) approaches the glass-transition concentra-

tion, φ∗p, similar to the well-known Vogel-Fulcher-Tamman-Hesse (VFTH) and Williams-

Landel-Ferry (WLF) equations[42]. Unfortunately, as discussed in Section B.6, we en-

countered numerical challenges in dealing with a function that grows exponentially to

13



Modeling Membrane Formation Chapter 2

infinity. Instead, we model η as a sigmoidal function of φp(r):

η = ηs +
ηp − ηs

1 + exp
(
− 1
w

(
φp(r)− φ∗p

)) (2.22)

where ηp and ηs represent the pure-component viscosities of the polymer and the solvent,

respectively (assuming ηn = ηs), and w controls the width of the sigmoid. A sigmoid

mimics the exponential growth of viscosity from the VFTH and WLF models, while

bounding its maximum value for computational stability. Selection of the parameters in

Eq 2.22 is extensively discussed in Chapters 3, 4, and 5, in context of their respective

studies.

2.4 Addition of thermal fluctuations

and nondimensionalization

Thermal fluctuations are also essential to membrane formation as will be discussed in

Section 3.4. We add mass and momentum fluctuations[41, 43] to the dimensional model:

∂φi
∂t

+ v ·∇φi =∇ ·
[
p,n∑
j

Mij∇µj

]
+ αθθi(r, t) (2.23)

−∇p+∇ ·
[
η(∇v +∇vT )

]
=∇ ·Π + αξξ(r, t), (2.24)
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where αθ and αξ are noise-scaling factors for the mass and momentum fluctuations, θi

and ξ, respectively, that follow fluctuation-dissipation theorem statistics,

〈θi(r, t)〉 = 0 (2.25a)

〈ξk(r, t)〉 = 0 (2.25b)

〈θi(r, t)θj(r′, t′)〉 = −2kBT∇ · [Mij(r)∇δ(r − r′)]δ(t− t′) (2.25c)

〈ξk(r, t)ξl(r′, t′)〉 = −2kBTδkl∇ · [η(r)∇δ(r − r′)]δ(t− t′), (2.25d)

where the indices i and j refer to species components while k and l refer to dimensional

components. To nondimensionalize our model, we use R0, the root-mean-square (RMS)

end-to-end distance of a reference polymer with degree of polymerization Nr as the

characteristic length scale (R0 = bN
1/2
r ), τ , the Rouse time of the reference polymer in

a solvent of viscosity, ηs, as the characteristic time scale (τ = N2
r ηsb

3/kBT ), b2/ηs as

the characteristic mobility scale, NrkBT/b
3 as the characteristic chemical potential scale,

and ηs/τ as the characteristic pressure scale; we determined the characteristic scales

for the mass and momentum fluctuations as θc = N
−1/4
r /τ and ξc = kBT/R

5/2Nrb
3/2,

respectively, as shown in the next section. Following nondimensionalization, we end up

with the following model where tildes mark scaled quantities:

∂φi

∂t̃
+ ṽ · ∇̃φi = ∇̃·

[
p,n∑
j

M̃ij∇̃µ̃j

]
+ αθN

−1/4
r θ̃i

(
r̃, t̃
)

(2.26)

−∇̃p̃+ ∇̃·
[
η̃(∇̃ṽ + ∇̃ṽT )

]
= Nr∇̃·Π̃ + αξN

1/4
r ξ̃

(
r̃, t̃
)

(2.27)
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where θ̃i and ξ̃ are Gaussian-distributed noise that follow nondimensional fluctuation-

dissipation theorem statistics,

〈θ̃i
(
r̃, t̃
)
〉 = 0 (2.28a)

〈ξ̃k
(
r̃, t̃
)
〉 = 0 (2.28b)

〈θ̃i
(
r̃, t̃
)
θ̃j
(
r̃′, t̃′

)
〉 = −2∇̃·

[
M̃ij(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

)
(2.28c)

〈ξ̃k
(
r̃, t̃
)
ξ̃l
(
r̃′, t̃′

)
〉 = −2δkl∇̃·

[
η̃(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

)
, (2.28d)

where the indices i and j refer to species components while k and l refer to dimensional

components. For computational efficiency in calculating thermal fluctuations, we allow

for local dependence of M̃ij and η̃ but assume zero gradient:

〈θ̃i
(
r̃, t̃
)
θ̃j
(
r̃′, t̃′

)
〉 ≈ −2M̃ij(r̃)∇̃2δ(r̃ − r̃′)δ

(
t̃− t̃′

)
(2.29a)

〈ξ̃k
(
r̃, t̃
)
ξ̃l
(
r̃′, t̃′

)
〉 ≈ −2δklη̃(r̃)∇̃2δ(r̃ − r̃′)δ

(
t̃− t̃′

)
. (2.29b)

In Chapters 3 and 4, we limit our scope to diffusion-only dynamics by setting all

velocities to zero, simplifying our nondimensional model to

∂φi

∂t̃
= ∇̃·

[
p,n∑
j

M̃ij∇̃µ̃j

]
+ αN−1/4r θ̃i

(
r̃, t̃
)
, (2.30)

where the nondimensional mobility matrix is defined as

M̃pp = φp(1− φp)/η̃(φp) (2.31a)

M̃pn = M̃np = −φpφn/η̃(φp) (2.31b)

M̃nn = φn(1− φn)/η̃(φp), (2.31c)

16



Modeling Membrane Formation Chapter 2

where η̃(φp) = η(φp)/ηs. The noise-scaling factor is simplified to α = αθ due to the

absence of momentum fluctuations in Eq 2.30. While the Stokes equation (Eq 2.14) is

not needed in this limit, the local viscosity, η̃, remains as a factor scaling the mobilities

in Eq 2.31. In Chapters 3,4, and 5, we report all equations in their nondimensional form,

allowing us to drop the tildes for convenience.

2.5 Derivation of the fluctuations scales

We determined the characteristic scale for mass fluctuations, θc, by nondimensional-

izing Eq 2.25c using the same characteristic quantities in the preceding section.

〈θi(r, t)θj(r′, t′)〉 = −2kBT∇ · [Mij(r)∇δ(r − r′)]δ(t− t′) (2.32)

= kBT
b2

ηsR5
0τ

(
−2∇̃·

[
M̃ij(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

))
(2.33)

=
kBT

N2
r ηsb

3

N
−1/2
r

τ

(
−2∇̃·

[
M̃ij(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

))
(2.34)

=
N
−1/2
r

τ 2

(
−2∇̃·

[
M̃ij(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

))
(2.35)

= θ2c〈θ̃i
(
r̃, t̃
)
θ̃j
(
r̃′, t̃′

)
〉. (2.36)

Thus, we have shown that,

θc =
N
−1/4
r

τ
(2.37)
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Similarly, we determined the characteristic scale for momentum fluctuations, ξc, by nondi-

mensionalizing Eq 2.25d using the same characteristic quantities in the preceding section.

〈ξk(r, t)ξl(r′, t′)〉 = −2kBTδkl∇ · [η(r)∇δ(r − r′)]δ(t− t′) (2.38)

=
kBTηs
R5

0τ

(
−2δkl∇̃·

[
η̃(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

))
(2.39)

=
(kBT )2

R5
0N

2
r b

3

(
−2δkl∇̃·

[
η̃(r̃)∇̃δ(r̃ − r̃′)

]
δ
(
t̃− t̃′

))
(2.40)

= ξ2c 〈ξ̃k
(
r̃, t̃
)
ξ̃l
(
r̃′, t̃′

)
〉. (2.41)

Thus, we have shown that,

ξc =
kBT

R
5/2
0 Nrb3/2

. (2.42)

2.6 Numerical solution

A semi-implicit time-stepping scheme[36] was implemented to balance computational

costs and the need for a numerically stable solution. For spatial discretization, the

pseudospectral method[44, 45] was selected for its unparalleled accuracy and ease of

implementation using Fast Fourier Transforms (FFT). A full description of these methods

and other requisite methods can be found in Tree et al.[33] Here, we briefly describe the

solution scheme to give the reader an appreciation for the method.

We begin with our partial differential equation (PDE):

∂φi(r)

∂t
= y
(
{φi}, {∇φi(r)}, . . . ,

{
∇4φi(r)

})
, (2.43)

where the braces, {. . .}, refer to the collection of independent phase-fields. Note that our

PDE is fourth-order with respect to spatial derivatives due to the two ∇ operators from

diffusive transport (Equation 2.13) combined with the square-gradient terms in the free

18



Modeling Membrane Formation Chapter 2

energy functional (Equation 2.4). Taking the Fourier transform of both sides, we get,

∂φ̂i(q)

∂t
= ŷ
({
φ̂i(q)

})
, (2.44)

where we defined,

φ̂i(q) =

∫
drφi(r) exp (−jq · r). (2.45)

Note that j in this context represents the unit imaginary number. We then split ŷ into

its linear and nonlinear parts, L and N :

∂φ̂i(q)

∂t
= L

({
φ̂i(q)

})
+N

({
φ̂i(q)

})
. (2.46)

and discretize it in time according to,

φ̂
(n+1)
i − φ̂(n)

i

∆t
= L

({
φ̂
(n+1)
i (q)

})
+N

({
φ̂
(n)
i (q)

})
, (2.47)

taking the linear terms implicitly and the nonlinear terms explicitly. We explored the

use of other time-stepping schemes and included our findings in Section B.7.
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Chapter 3

Mechanisms of Asymmetric

Membrane Formation

3.1 Background

Polymer membranes are essential to water security: they purify our drinking water,

desalinate sea water into potable water, and treat wastewater before its release to the

environment[46, 47]. The separation performance of these membranes is largely deter-

mined by their microstructure. An asymmetric microstructure is advantageous for many

applications[6]: the smaller pores on the feed-side of the membrane enable separation,

while larger pores deeper into the membrane provide mechanical support with minimal

resistance to permeate flow. Nonsolvent-induced phase separation (NIPS)[12, 13]—also

known as “wet-phase inversion” or the “Loeb-Sourirajan process”[7]—is a typical way to

make asymmetric membranes. In NIPS, a homogeneous polymer solution is cast into a

film and then immersed in a nonsolvent bath. The exchange of nonsolvent and solvent be-

tween the bath and the film enriches the film in nonsolvent, inducing phase separation of

the film to a polymer-rich phase that becomes the membrane matrix and a polymer-poor
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phase that becomes the membrane pores.

Selecting process parameters to target specific membrane microstructures is chal-

lenging due to our limited understanding of NIPS; membrane manufacturers rely on

heuristics, but this approach limits the development of more effective membranes. To

understand NIPS, several research groups have modeled the NIPS system with Flory-

Huggins thermodynamics coupled to multicomponent transport equations. Numerical

techniques used to simulate NIPS include lattice Boltzmann, [30] smoothed particle hy-

drodynamics, [31] and phase-field simulations [32, 33, 48, 34]. While these studies have

shown mass-transfer-induced phase separation, they predicted either the unrealistic for-

mation of alternating polymer-rich and polymer-poor layers aligned with the film-bath

interface, or the formation of microstructures with homogeneous pore size distributions.

To our knowledge, no existing numerical study of NIPS has shown the formation of graded

asymmetric pore size distributions, suggesting that physics essential to NIPS membrane

formation is missing in the existing models. In their numerical study of membrane forma-

tion by thermally-induced phase separation (TIPS), Millett and co-workers[49] demon-

strated the formation of graded asymmetric microstructures by anisotropic cooling of a

homogeneous film into a phase-separated membrane. Based on their TIPS model and the

NIPS studies mentioned above, we hypothesize that in addition to mass-transfer-induced

phase separation, two more mechanisms are essential to the formation of asymmetric

microstructures: thermal fluctuations and structural arrest due to solidification of the

polymer-rich phase. Solidification mechanisms[50] in NIPS include crystallization, gela-

tion, and vitrification; we select glassy dynamics for the solidification mechanism in this

study.
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3.2 Phase-field model

We have modified our phase-field model from previous NIPS studies[33, 48, 34] to

incorporate thermal fluctuations and a glass transition. Details of these modifications

are included in Chapter 2. To focus on these two features, we exclude hydrodynamics

in this chapter and use a system of diffusion equations to model NIPS. Phase separation

with hydrodynamics is discussed further in Chapter 5. Using R0, the root-mean-square

(RMS) end-to-end distance of a reference polymer with degree of polymerization Nr as

the characteristic length scale, τ , the Rouse time of the reference polymer in a solvent of

viscosity, ηs, as the characteristic time scale, and NrkBT/b
3 as the characteristic chemical

potential scale, we present our model in dimensionless form:

∂φi(r, t)

∂t
=∇ ·

[
p,n∑
j

Mij({φi})∇µj({φi})
]

+ αN−1/4r θi(r, t) (3.1)

where φp(r, t) and φn(r, t) are the polymer and nonsolvent volume fractions, Mij is the

mobility matrix, µj is the chemical potential of species j, and θi(r, t) are noise terms

that follow fluctuation-dissipation theorem (FDT) statistics[41],

〈θi(r, t)〉 = 0 (3.2a)

〈θi(r, t)θj(r′, t′)〉 = −2∇ · [Mij({φi})∇δ(r − r′)]δ(t− t′). (3.2b)

The incompressibility assumption implicitly gives the solvent volume fraction, φs = 1−

φp − φn. The noise-scaling factor, α ∈ [0, 1], reduces the strength of the fluctuations

in Eq 3.1 for numerical stability, where α = 0 makes the dynamics purely deterministic

while α = 1 sets noise strengths consistent with FDT. For all stochastic simulations in

this work, we set α = 0.04; although this value breaks consistency with FDT, we show

that α = 0.04 is large enough to eliminate nonphysical membrane features observed in
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purely deterministic simulations. A glass transition is introduced in the model through

the use of concentration-dependent mobilities,

Mpp = φp(1− φp)/η (3.3a)

Mpn = Mnp = −φpφn/η (3.3b)

Mnn = φn(1− φn)/η, (3.3c)

where η is the concentration-dependent local viscosity. We confer glassy dynamics by

modeling η as a sigmoidal function of the local polymer volume fraction, φp(r):

η = 1 +
ηp/ηs − 1

1 + exp
(
− 1
w

(
φp(r)− φ∗p

)) (3.4)

where ηp/ηs represents the pure-component viscosity ratio of the polymer and the solvent

(implicitly assuming ηn = ηs), w controls the width of the sigmoid, and φ∗p represents

the glass-transition concentration. A sigmoid mimics the Vogel-Fulcher-Tamman-Hesse

(VFTH) and Williams-Landel-Ferry (WLF) equations[42] with the exponential growth

of viscosity, while bounding its maximum value for computational stability. Setting

w = 5× 10−3 approximates η as a step function, narrow enough such that η = 1 at

φp = 0, but wide enough to avoid computational issues associated with a mathematical

discontinuity. This choice implies that for φp values far enough from φ∗p, η = 1 for

φp(r) < φ∗p, while η = ηp/ηs for φp(r) > φ∗p. Thus, local mobilities are unscaled in

non-glassy regions but they are scaled by ηp/ηs in glassy regions. Setting ηp/ηs = 1

disables the glass transition while ηp/ηs = 1× 104 enables it. The latter value serves as a

balance between faithfully representing a physical glass transition and accessing practical

simulation times; we further justify this choice in Chapter 5 and in Section B.4.

Finally, the chemical potential terms in Eq. 2.23 are calculated as the functional
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derivatives of the system free energy, µi = δF/δφi, where Flory-Huggins-de Gennes

thermodynamics describe the free energy:

F [{φi}] =

∫
dr [f({φi}) + g({φi})] (3.5a)

f({φi}) =

p,n,s∑
i

φi
Ni

lnφi +
1

2

p,n,s∑
i 6=j

χijφiφj (3.5b)

g({φi}) =
1

2

[
∇φp ∇φn

]κp + κs κs

κs κn + κs


∇φp
∇φn

. (3.5c)

Eqs. 3.5b and 3.5c represent the bulk and interfacial free energy contributions, respec-

tively. We set the degree of polymerization of each component as, Np = 20, Nn = Ns = 1,

with the reference, Nr = 20, the interaction parameters as, χpn = 1.048, χps = χns = 0,

and the square-gradient coefficients as, κp = κn = κs = 1.5. Details of our model and

numerical methods are included in Chapter 2.

3.3 Thermodynamic setup

Figure 3.1 shows the ternary phase diagram for the NIPS system in this work. We set

initial film compositions near the critical point based on our findings that such composi-

tions are necessary for mass-transfer-induced phase separation[34]. The nonsolvent bath

composition was set to nearly pure nonsolvent, leaving only small amounts of polymer

and solvent to avoid the singular composition bounds of the Flory-Huggins functional.

We initialized the top-half of the simulation box as the bath and the bottom-half as the

homogeneous film. No-flux boundary conditions were implemented at the bottom of the

film and at the top of the bath, while periodic boundary conditions were imposed on the

lateral sides of the simulation box. To visualize results, only domains corresponding to
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Figure 3.1: Ternary phase diagram for our NIPS system. Each vertex corresponds
to pure polymer (P), pure solvent (S), and pure nonsolvent (N) compositions. The
solid blue line marks the binodal while the dashed blue line marks the spinodal, as
calculated with Flory-Huggins thermodynamics where χpn = 1.048, χps = χns = 0,
Np = 20, Nn = Ns = 1. The dotted blue lines are examples of tie lines. The solid
orange line marks the glass transition concentration, φ∗p = 0.33. Any composition
within the shaded orange area is considered “glassy.” The green circle marks the bath
composition, which is almost pure nonsolvent (φp = 0.02, φn = 0.97). The green
star (φp = 0.25, φn = 0.40), green triangle (φp = 0.20, φn = 0.45), and green square
(φp = 0.15, φn = 0.50) mark the initial homogeneous film compositions used in this
study.

the initial homogeneous film were shown, omitting the nonsolvent bath for clarity. The

glass-transition concentration was set to φ∗p = 0.33, a value close enough to the initial film

compositions so that mobility contrast effects manifest soon after phase separation. In

reality, φ∗p is not arbitrary as it changes with dope formulation and temperature[51, 52].

We study the effects of varying φ∗p in Chapter 4.
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3.4 Role of thermal fluctuations

Figure 3.2 illustrates the effects of thermal fluctuations on mass-transfer-driven mi-

crostructure evolution. In the absence of fluctuations (Figure 3.2a), a pattern of alter-

nating polymer-rich and polymer-poor layers forms parallel to the film-bath interface,

consistent with other numerical studies of NIPS[31, 34]. We attribute the propagation of

the ordered pattern to surface-directed spinodal decomposition (SDSD)[53]. In contrast,

enabling fluctuations (Figure 3.2b) introduces disorder to the dynamics, disrupting the

propagation of this ordered pattern with more isotropic bulk spinodal decomposition.

The two rows of polymer-poor circles at t = 1× 103, manifest the competition between

the order imposed by SDSD and the disorder due to thermal fluctuations. Morphologies

at later times show that deeper into the film, the influence of SDSD wanes and bulk

spinodal decomposition dominates. As shown, setting α = 0.04 is enough to break the

ordered pattern, but the effects of stronger fluctuations, including phase separation by

nucleation, remain unexplored; we leave this complexity to future work.

3.5 Role of the glass transition

Figure 3.3 shows the effects of the glass transition on the 2D microstructure. In the

absence of a glass transition (Figure 3.3a), the progress of microstructure formation varies

with film depth at early times (first three frames). A phase-separation front due to SDSD

follows nonsolvent diffusion into the film. Just above the phase-separation front, domain

sizes increase towards the film-bath interface; but far enough from the front, domain sizes

become more homogeneous, a profile that eventually manifests through the whole film at

late times (last two frames). We attribute these observations to domain coarsening. In a

bulk quench of a system that coarsens only by diffusion, the characteristic domain size,
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L, follows the Lifshitz-Slyozov-Wagner[54, 55] scaling law, L ∼ t1/3. Assuming that a

similar power law applies to mass-transfer-induced phase separation, i.e., the coarsening

mechanisms involved do not change the exponent, we posit that for phase-separated

domains,

L(t, y) ∼ (t− tp(y))1/3, (3.6)

where tp(y) is the time when the phase-separation front arrived at film depth, y. Eq 3.6

offers a crude rationalization for our simulations since phase-separated domains in 2D

span several values of y; nevertheless, it proves useful for the discussion. For domains

just above the phase-separation front, the quantity (t − tp(y)) increases away from the

front, consistent with the observed domain-size profile. However, for domains far enough

from the phase-separation front, we can approximate (t − tp(y)) ≈ t, implying L is no

longer a function of film depth for these mature domains. The same approximation

applies to all values of y, long after the phase separation front has reached the bottom

of the film, explaining the symmetric pore-size distribution at late times. We discuss the

computation of the average domain size for each y-slice in Section B.2.

In contrast, the glass transition dramatically changes the microstructure (Figure 3.3b).

To begin, a polymer-rich skin forms at the film-bath interface. Thermal fluctuations in-

troduce perforations on the polymer-rich skin before it turns glassy. Due to the imposed

mobility contrast, the glassy skin then acts as a barrier to nonsolvent entry, only al-

lowing the nonsolvent to penetrate the film through the perforations, consistent with

the proposed mechanism by Smolders and co-workers[56, 57, 58]. The perforations grow

deeper into the film, forming finger-like structures that eventually become a network

of pores—a stark contrast from the closed-pore morphology formed without the glass

transition. Though similar in appearance, these “finger-like structures” are distinct from

macrovoids[14, 59] that span the thickness of a membrane; we make no claims about
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macrovoid formation in this work.

In addition to the qualitative change in morphology, the glass transition also leads

to a positive pore-size gradient from the film-bath interface to the glass-transition front,

evidenced by the positive slope of the film-depth vs. domain-size curve from y = 0 to

the orange glass-transition line. The mechanism responsible for this pore-size gradient is

the increasing lead of the phase-separation front over the glass-transition front. Phase

separation is induced by the diffusion of enough nonsolvent into the film such that the

film concentration enters the spinodal. Vitrification occurs when the polymer-rich con-

centration crosses the glass-transition concentration. The latter happens deeper into the

spinodal, requiring more nonsolvent than the former. For locations close to the film-bath

interface, the phase-separation and glass-transition fronts would be on top of each other,

as the nonsolvent source is close. Deeper into the film, the time-difference between hav-

ing enough nonsolvent for phase separation and having enough for vitrification becomes

magnified since formed domains of the membrane above act as hindrance to further non-

solvent transport. We plot the propagation dynamics of these two fronts in Figures 3.7

and 3.8. Domain features above the glass-transition front are frozen while those below

it are free to evolve. Following the same assumptions made for Eq 3.6, we posit that for

domains above the glass-transition front:

L(y) ∼ (tg(y)− tp(y))1/3, (3.7)

where tg(y) and tp(y) are the times when the glass-transition and phase-separation fronts

arrived at film depth, y, respectively. Again, Eq 3.7 offers a crude rationalization for

our simulations, but it proves useful for the discussion. Since the phase-separation front

moves faster than the glass-transition front, the quantity (tg(y)− tp(y)) increases with

film depth, leading to the asymmetric pore-size distribution. This proposed mechanism
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is not unfounded; using in-situ experiments, McHugh and co-workers[60] correlated the

transition from a macrovoid morphology to a sponge microstructure with changes to the

propagation dynamics of these two fronts, demonstrating their importance to shaping

membrane morphology.

While Figure 3.3 shows microstructures with a continuous polymer-rich phase, Fig-

ure 3.4 demonstrates that less polymer content in the initial film can lead to an inversion

of the continuous phase to polymer-poor. In the absence of a glass transition (Fig-

ure 3.3a vs. Figure 3.4a), the inversion itself does not change the propagation kinetics of

the phase-separation front; the front in Figure 3.4a has a slight lead in penetrating the

film only because its initial film composition is closer to the binodal, allowing nonsolvent

entry to induce phase separation earlier. On the other hand, the inversion alters front-

propagation dynamics in the presence of a glass transition (Figure 3.3b vs. Figure 3.4b).

Since the polymer-poor phase is continuous in Figure 3.4b, nonsolvent can penetrate the

film without having to form finger-like structures, allowing both the phase-separation and

glass-transition fronts to propagate more quickly. However, this speed-up unevenly favors

the glass-transition front, effectively reducing (tg(y)− tp(y)) for frozen domains. As a

consequence, the domain-size gradient from the film-bath interface to the glass-transition

front becomes less pronounced in Figure 3.4b than it was for Figure 3.3b.

The dynamics of membrane formation also change in 3D, owing to the greater ten-

dency of domains to stay continuous after phase separation. Figure 3.5 shows the 3D

equivalent of Figure 3.3b. The finger-like structures in 2D translate to a 3D pore net-

work that allows the nonsolvent to penetrate the film faster in 3D. The bicontinuous mi-

crostructure in 3D leads to speed-ups for both the phase-separation and glass-transition

fronts. Again, the speed-up unevenly favors the latter—especially for deeper points in

the film—leading to a less-pronounced gradient in domain size for the 3D microstructure.

Similar effects of bicontinuity are shown in Figure 3.6, the 3D equivalent of Fig-
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ure 3.4b. The discrete polymer-rich phase in the 2D morphology translates to a mostly

continuous structure in 3D. Despite the continuous polymer-rich phase, the higher dimen-

sionality still leads to speed-ups for both the phase-separation and glass-transition fronts.

The domain-size gradient in 3D is again less-pronounced due to the larger speed-up of

the glass-transition front.

Despite the bicontinuity of both 3D morphologies (Figure 3.5 vs. Figure 3.6), initial

film composition remains important to the propagation of the phase-separation and glass-

transition fronts. Less polymer content in the initial film leads to less resistance to mass-

transfer, evidenced by faster propagation of both fronts in Figure 3.6. However, the

faster advance of both fronts also leads to less pronounced domain-size asymmetry, as

demonstrated by the decreased slope in the film-depth vs. domain-size curve in Figure 3.6.

While the asymmetric structures observed here in both 2D and 3D are in qualita-

tive agreement with experiments[15, 27], we do not attempt quantitative comparisons.

Instead, our focus was on gaining a mechanistic understanding of NIPS by building a

model step-by-step, adding complexity in each step and considering its role in membrane

formation. We demonstrated that mass-transfer-induced phase separation, thermal fluc-

tuations, and a structural arrest mechanism are necessary and sufficient to form graded

asymmetric pore-size distributions. However, other complexities in experiments remain

unexplored, notably hydrodynamics. As velocities are scaled by the inverse of mixture

viscosity, we assume that flows in any continuous polymer-rich phase are negligible, due

to the high viscosity ratio in our glassy dynamics model. Evidence for this assumption

is provided in Chapter 5. Of course, hydrodynamics can prove to be more significant in

NIPS operating regimes where the continuous polymer-rich phase is not subject to early

vitrification; such complexities, including the physical mechanisms behind the formation

of macrovoids[14, 59] and other membrane morphologies[61, 62], are left to future study.
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3.6 Propagation dynamics of the phase-separation

and glass-transition fronts

Figures 3.7 and 3.8 illustrate the advance of the phase-separation and glass-transition

fronts for the NIPS simulations in this chapter. The location of the phase-separation

front was determined as the deepest point in the film where the difference between the

maximum and minimum polymer concentrations crosses a heuristic threshold. In this

analysis, we set this threshold at φmaxp − φminp = 0.1. The glass-transition front was

recorded as the deepest point in the film where at least one pixel (or voxel) has crossed the

glass transition concentration, φ∗p. In all figures included, the lead of the phase-separation

front on the glass-transition front increases with time, allowing for the formation of

the graded asymmetric pore size distributions. In 2D, the phase-separation and glass-

transition fronts travel slower for the dope composition that leads to a polymer-rich

matrix, evident in comparing Figure 3.7a and Figure 3.7b. Due to the greater tendency

of forming bicontinuous structures, the composition dependence of the front speeds is

reduced in 3D as shown by comparing Figure 3.8a and Figure 3.8b. Overall, both fronts

travel faster in 3D than in 2D.

3.7 Conclusions

In this chapter, we showed that in addition to mass-transfer-driven phase separation,

both thermal fluctuations and structural arrest are necessary and sufficient for the for-

mation of asymmetric microstructures in NIPS. Specifically, the degree of asymmetry is

determined by the increasing lead of the phase-separation front over the glass-transition

front. In the next chapter, we explore the effects of changing the NIPS formulation to

the mechanisms of membrane formation and the resulting membrane morphologies.
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(a)

(b)

Figure 3.2: NIPS simulations (a) without (α = 0) and (b) with (α = 0.04) thermal
fluctuations. Each box shown is 256R0 × 512R0. The y-coordinate corresponds to
film depth, where y = 0 is the film-bath interface and y = 512 is the bottom of the
film. The bath is not visualized for clarity. Polymer-rich regions are light green and
polymer-poor regions are dark blue, color bar included for φp. Initial film composition
is (φp = 0.25, φn = 0.40), corresponding to the green star in Figure 3.1. No glass
transition effects are introduced, i.e., ηp/ηs = 1 for both (a) and (b).
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Figure 3.3: NIPS simulations in 2D and their domain size profiles (a) without and (b)
with glass transition effects for the initial film composition of (φp = 0.20, φn = 0.45),
corresponding to the green triangle in Figure 3.1. Mobility contrasts set at (a)
ηp/ηs = 1, (b) ηp/ηs = 104. Each density plot shown is 512R0 × 512R0. The
y-coordinate corresponds to film depth, where y = 0 is the film-bath interface and
y = 512 is the bottom of the film. The bath is not visualized for clarity. Polymer-rich
regions are light green and polymer-poor regions are dark blue, φp color bar included
in Figure 3.2. The orange line (glass-transition front) in the domain size profile for (b)
corresponds to the deepest point in the film where at least one grid point has crossed
the glass transition concentration, φ∗p.
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Figure 3.4: NIPS simulations in 2D and their domain size profiles (a) without and (b)
with glass transition effects for the initial film composition of (φp = 0.15, φn = 0.50),
corresponding to the green square in Figure 3.1. Mobility contrasts set at (a)
ηp/ηs = 1, (b) ηp/ηs = 104. Each density plot shown is 512R0 × 512R0. The
y-coordinate corresponds to film depth, where y = 0 is the film-bath interface and
y = 512 is the bottom of the film. The bath is not visualized for clarity. Polymer-rich
regions are light green and polymer-poor regions are dark blue, φp color bar included
in Figure 3.2. The orange line (glass-transition front) in the domain size profile for (b)
corresponds to the deepest point in the film where at least one grid point has crossed
the glass transition concentration, φ∗p.
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Figure 3.5: NIPS simulation in 3D and its domain size profile for the initial film com-
position of (φp = 0.20, φn = 0.45), corresponding to the green triangle in Figure 3.1.
Mobility contrast set at ηp/ηs = 104. Each density plot shown is 64R0×256R0×64R0.
The y-coordinate corresponds to film depth, where y = 0 is the film-bath interface and
y = 256 is the bottom of the film. The bath is not visualized for clarity. Polymer-rich
regions are opaque red, polymer-poor regions are translucent blue, and the isosurface
is opaque beige. The orange line (glass-transition front) in the domain size profile
corresponds to the deepest point in the film where at least one grid point has crossed
the glass transition concentration, φ∗p.
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Figure 3.6: NIPS simulation in 3D and its domain size profile for the initial film
composition of (φp = 0.15, φn = 0.50), corresponding to the green square in Figure 3.1.
Mobility contrast set at ηp/ηs = 104. Each density plot shown is 64R0×256R0×64R0.
The y-coordinate corresponds to film depth, where y = 0 is the film-bath interface and
y = 256 is the bottom of the film. The bath is not visualized for clarity. Polymer-rich
regions are opaque red, polymer-poor regions are translucent blue, and the isosurface
is opaque beige. The orange line (glass-transition front) in the domain size profile
corresponds to the deepest point in the film where at least one grid point has crossed
the glass transition concentration, φ∗p.
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(a) (b)

Figure 3.7: Propagation dynamics of the phase-separation (blue circles) and glass–
transition (orange squares) fronts into the film for the 2D NIPS simulations shown in
(a) Figure 3.3b and (b) Figure 3.4b.
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(a) (b)

Figure 3.8: Propagation dynamics of the phase-separation (blue circles) and glass–
transition (orange squares) fronts into the film for the 3D NIPS simulations shown in
(a) Figure 3.5 and (b) Figure 3.6.
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Chapter 4

The Role of Formulation in NIPS

4.1 Background

The relationship between NIPS formulation and membrane morphology is of the ut-

most importance to membrane manufacturers as understanding this relationship enables

them to quickly respond to the demands of an ever-changing market. Moreover, such

understanding would facilitate targeted design of membranes for optimal separations.

Thus, we extend our study of membrane formation mechanisms in Chapter 3 to different

NIPS formulations in this chapter. We will examine how changing the glass-transition

concentration, φ∗p, and the dope (initial film) composition affect the competition between

the phase-separation and glass-transition fronts, and their consequences to the membrane

morphology.

4.2 Phase-field model

Since this chapter focuses on the effects of formulation on the membrane formation

mechanisms discussed in Chapther 3, we use the same phase-field model described in
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Section 3.2. The same thermodynamic setup is also used for this chapter, i.e., the

spinodal and binodal remain the same as before. In Section 4.3, we vary the glass-

transition concentration, φ∗p, while we change the dope composition in Section 4.4.

4.3 Moving the glass-transition concentration, φ∗p

Figure 4.1 shows the locations of the dope and the glass-transition concentrations,

φ∗p, explored in this section. We consider different φ∗p values (0.25, 0.30, 0.33, 0.40, and

0.50) in two sets: first with the dope composition A0 (φp=0.20, φn=0.45) and then with

B0 (φp=0.15, φn=0.50). These were the same dope compositions explored in Chapter 3.

In Chapter 3, we explained how the competition between the phase-separation and

glass-transition fronts determines the pore-size distribution of the membrane. Figure 4.2

plots the phase-separation and glass-transition fronts for dope composition A0 (φp = 0.20,

φn = 0.45) with different values of the glass transition concentration, φ∗p= 0.30, 0.33, 0.40,

and 0.50. Meanwhile, Figure 4.3 shows the corresponding morpholgies and pore-size

distributions at the timepoint when the phase-separation front has reached the bottom

of the film. Since our simulation boxes are not large enough to represent the length of a

real membrane, we restrict microstructural analysis to this timepoint to avoid finite-size

effects. In the limiting case where the dope and the glass-transition compositions are so

close to each other (blue circles), the glass-transition front follows the phase-separation

front with little delay. The gap between them slowly widens farther down the film.

Eventually, the phase-separation front leaves the glass-transition front behind due to the

hindered growth of the finger-like structures (Figure 4.3a). These dynamics result in some

limited degree of asymmetry. Moving the glass-transition concentration farther from the

dope composition (orange triangles) gives the phase-separation front a larger initial lead

which results in a higher degree of asymmetry (Figure 4.3b). However, increasing the
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Figure 4.1: Ternary phase diagram for Section 4.3. The solid cyan line marks the
binodal while the dashed blue line marks the spinodal, as calculated with Flory-Hug-
gins thermodynamics where χpn = 1.048,χps = χns = 0, Np = 20, Nn = Ns = 1.
The brown circle marks dope composition A0 (φp = 0.20, φn = 0.45) and the brown
triangle marks dope composition B0 (φp = 0.15, φn = 0.50). The brown square marks
the nonsolvent bath (φp = 0.02, φn = 0.97). The dotted cyan lines are examples of
tie lines. The overlapping colored triangles represent the glassy areas for different
simulations, where the right edge of a colored triangle marks the glass-transition con-
centration: φ∗p = 0.25 (purple), 0.30 (blue), 0.33 (orange), 0.40 (red), and 0.50 (green).
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lead further (red squares) begins to reduce the degree of asymmetry (Figure 4.3c). In

fact, in the limiting case where the dope and the glass-transition compositions are too

far apart (green diamonds), the phase-separation front reaches the bottom of the film

before any part of the film crosses the glass transition. This prolonged delay in arresting

the coarsening of the phase-separated domains leads to an inverted asymmetric pore-size

distribution (Figure 4.3d), as domains near the film–bath interface had more time to

coarsen than those towards the bottom of the film.

Figure 4.4 shows the phase-separation and glass-transition fronts for dope composi-

tion B0 (φp = 0.15, φn = 0.50) with different values of the glass transition concentration,

φ∗p= 0.25, 0.30, 0.33, 0.40, and 0.50. Meanwhile, Figure 4.5 shows corresponding mor-

pholgies and pore-size distributions at the timepoint when the phase-separation front has

reached the bottom of the film. Compared to the dynamics shown in Figure 4.4, both the

phase-separation and glass-transition fronts propagate faster. We attributte this speedup

to the qualitative change from a continuous polymer-rich structure (Figure 4.3) to a con-

tinuous polymer-poor morphology (Figure 4.5). Inspite of the morphology change, the

same trend between the degree of asmmetry and the distance between the dope and

glass-transition compositions still applies. In the limiting case where the dope and the

glass-transition compositions are so close to each other (purple pluses), the dynamics of

the glass-transition and phase-separation fronts are almost identical. Since there is no

gap between the two fronts, a homogeneous pore-size distibution results above the glass-

transition front (Figure 4.5a). Moving the glass-transition concentration farther from

the dope composition (blue circles and orange triangles) widens the gap between the two

fronts, especially towards the bottom of the film, which results in an asymmetric pore-size

distribution (Figure 4.5b). As before, increasing the lead of the phase separation front

further (red squares) begins to reduce the degree of asymmetry observed (Figure 4.5c).

In fact, in the limiting case where the dope and the glass-transition compositions are too
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Figure 4.2: Propagation dynamics of the phase-separation (unfilled markers) and
glass-transition (filled markers) fronts for dope composition A0 (φp=0.20, φn=0.45),
where the glass-transition concentrations are: φ∗p = 0.30 (blue circles), 0.33 (orange
triangles), 0.40 (red squares), and 0.50 (green diamonds).
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(a) (b)

(c) (d)

Figure 4.3: Microstructures and domain size profiles for dope composition
A0 (φp=0.20, φn=0.45) with glass-transition concentrations, φ∗p = (a) 0.30, (b) 0.33,
(c) 0.40, and (d) 0.50. Each density plot shown is 512R0 × 512R0. The y-coordinate
corresponds to film depth, where y = 0 is the initial film–bath interface and y = 512 is
the bottom of the film. Polymer-rich regions are light green and polymer-poor regions
are dark blue, φp color bar included in Figure 3.2. The orange line (glass-transition
front) in the domain size profile corresponds to the deepest point in the film where at
least one grid point has crossed the glass transition concentration, φ∗p. The timepoints
shown for each simulation corresponds to the moment the phase-separation front has
reached the bottom of the film.
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far apart (green diamonds), the phase-separation front reaches the bottom of the film

before any part of the film crosses the glass transition. Again, this prolonged delay in

structural arrest leads to a more homogeneous pore-size distribution (Figure 4.5d).

4.4 Changing the dope composition

In the previous section, we showed the effects of changing the glass-transition concen-

tration. In practical membrane applications, controlling the glass-transition concentra-

tion is not a straightforward endeavor. For example, substituting a more glassy polymer

in the dope not only changes φ∗p, but also changes the location of the binodal. On the

other hand, the manufacturer has complete control of the dope composition, without

changing other aspects of the model. Figure 4.6 shows the locations of the dope com-

positions we explore in this section. We explore them in two sets. The first is series A,

where we sample dope comositions on the φp = 0.20 axis: A0 (φn = 0.45), A1 (φn = 0.40),

A2 (φn = 0.35), A3 (φn = 0.30), A4 (φn = 0.25). The second is series B, where we sample

dope composition on the φp = 0.15 axis: B0 (φn = 0.50), B1 (φn = 0.45), B2 (φn = 0.40),

B3 (φn = 0.35), B4 (φn = 0.30). The glass-transition concentration for all these simula-

tions are set to φ∗p = 0.33.

Figure 4.7 plots the phase-separation and glass-transition fronts for series A dope

compositions. The propagation of a phase-separation front becomes slower as the dope

composition is moved farther from the binodal. In fact, the phase-separation front only

reached the bottom of the film for A0 and A1, the two dope compositions closest to the

binodal. Other than delaying phase separation, the gap between the phase-separation

and glass-transition fronts also shrink for dope compositions far from the binodal. In

the limiting cases (A3 and A4), the phase-separation and glass-transition fronts are al-

most indistinguishable. Thus, we expect the degree of asymmetry to diminish as dope
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Figure 4.4: Propagation dynamics of the phase-separation (unfilled markers) and
glass-transition (filled markers) fronts for the dope composition B0 (φp=0.15,
φn=0.50), where the glass-transition concentrations are: φ∗p = 0.25 (purple pluses),
0.30 (blue circles), 0.33 (orange triangles), 0.40 (red squares), and 0.50 (green dia-
monds).
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(a) (b)

(c) (d)

Figure 4.5: Microstructures and domain size profiles for dope composition
B0 (φp=0.15, φn=0.50) with glass-transition concentrations, φ∗p = (a) 0.25, (b) 0.33,
(c) 0.40, and (d) 0.50. Each density plot shown is 512R0 × 512R0. The y-coordinate
corresponds to film depth, where y = 0 is the initial film–bath interface and y = 512 is
the bottom of the film. Polymer-rich regions are light green and polymer-poor regions
are dark blue, φp color bar included in Figure 3.2. The orange line (glass-transition
front) in the domain size profile corresponds to the deepest point in the film where at
least one grid point has crossed the glass transition concentration, φ∗p. The timepoints
shown for each simulation corresponds to the moment the phase-separation front has
reached the bottom of the film.
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Figure 4.6: Ternary phase diagram for Section 4.4. The solid cyan line marks the bin-
odal while the dashed blue line marks the spinodal, as calculated with Flory-Huggins
thermodynamics where χpn = 1.048, χps = χns = 0, Np = 20, Nn = Ns = 1. The dot-
ted cyan lines are examples of tie lines. The brown square marks the nonsolvent bath
(φp = 0.02, φn = 0.97). The solid pink line marks the glass transition concentration,
φ∗p = 0.33. Any composition within the shaded pink area is considered “glassy.” Dif-
ferent dope compositions are explored. Filled series A compositions (φp = 0.20): blue
circle A0 (φn = 0.45), orange triangle A1 (φn = 0.40), red diamond A2 (φn = 0.35),
green pentagon A3 (φn = 0.30), and purple hexagon A4 (φn = 0.25). Unfilled
series B compositions (φp = 0.15): blue circle B0 (φn = 0.50), orange trian-
gle B1 (φn = 0.45), red diamond B2 (φn = 0.40), green pentagon B3 (φn = 0.35), and
purple hexagon B4 (φn = 0.30).
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compositions are moved farther from the binodal.

The corresponding morphologies in Figure 4.8 confirm the expected trend. Figure 4.8a

shows the corresponding morpholgy and pore-size distribution for A1 at the timepoint

when the phase-separation front has reached the bottom of the film. Since the phase-

separation fronts never reached the bottom of the film for the following simulations,

Figures 4.8b, c, and d show corresponding morphologies and pore-size profiles at the

maximum simulation time, t/τ = 104 for A2, A3, and A4, respectively. Note that the

morphology and pore-size profile for A0 has been shown earlier in Figure 4.3b. Com-

paring the morphologies reveals that as the dope composition is moved farther from the

binodal, the degree of asymmetry weakens. We also observe that the film experiences

more shrinkage due to the delayed phase separation. Finally, we note that compositions

closer to the binodal (A0 and A1) exhibit tortuous finger-like structures while those dope

compositions farther from the binodal (A2 and A3) lead to more vertically oriented pores.

Figure 4.9 plots the phase-separation and glass-transition fronts for series B dope

compositions. Compared to series A dope compositions, both the phase-separation and

glass-transition fronts move faster due to the inversion of the continuous phase from

polymer-rich to polymer-poor. Nevertheless, the propagation of a phase-separation front

becomes slower as the dope composition is moved farther from the binodal. However, we

observe an unexpected trend: the gap between the phase-separation and glass-transition

fronts widen for dope compositions farther away from the binodal; the trend holds from

B0 to B3. Thus, we expect the degree of asymmetry to increase from B0 to B3.

The corresponding morphologies in Figure 4.10 confirm the expected trend. Fig-

ure 4.10 shows the corresponding morpholgies and pore-size distributions for B1, B2,

B3, and B4. Note that the morphology and pore-size profile for B0 has been shown

earlier in Figure 4.5b. Comparing morphologies reveals that as the dope composition is

moved farther from the binodal, the degree of asymmetry increases. We cannot make
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Figure 4.7: Propagation dynamics of the phase-separation (unfilled markers)
and glass-transition (filled markers) fronts for the series A dope compositions
(φp = 0.20): blue circles A0 (φn = 0.45), orange triangles A1 (φn = 0.40),
red diamonds A2 (φn = 0.35), green pentagons A3 (φn = 0.30), and purple
hexagons A4 (φn = 0.25). Relative locations of these compositions to the binodal
and the glass-transition concentration, φ∗p = 0.33, are shown in Figure 4.6
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(a) (b)

(c) (d)

Figure 4.8: Microstructures and domain size profiles for the series A dope compo-
sitions (φp = 0.20): (a) A1 (φn = 0.40), (b) A2 (φn = 0.35), (c) A3 (φn = 0.30),
(d) A4 (φn = 0.25). The y-coordinate corresponds to film depth, where y = 0 is the
initial film–bath interface and y = 512 is the bottom of the film. Polymer-rich regions
are light green and polymer-poor regions are dark blue, φp color bar included in Fig-
ure 3.2. The orange line (glass-transition front) in the domain size profile corresponds
to the deepest point in the film where at least one grid point has crossed the glass
transition concentration, φ∗p. The timepoint shown for (a) corresponds to the moment
the phase-separation front has reached the bottom of the film. The timepoint shown
for (b), (c), and (d) correspond to the maximum simulation time, t/τ = 104, i.e., the
phase-separation front never made it to the bottom within practical simulation times.
Relative locations of these compositions to the binodal and the glass-transition con-
centration, φ∗p = 0.33, are shown in Figure 4.6.
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a well-informed conclusion on the degree of asymmetry in dope composition B4 due to

the limited extent of its phase separation. We do still observe increased film-shrinkage

with more delay in the phase separation, from B0 to B4, as we did for series A dope

compositions.

4.5 Conclusions

In this chapter, we showed the effect of moving the glass-transition concentration, φ∗p,

and the dope composition, on membrane formation. To form the asymmetric structure,

the glass-transition concentration can neither be too close nor too far from the dope

composition. For 2D microstructures with a continuous polymer-rich phase, moving the

dope composition away from the binodal leads to a weaker degree of asymmetry. However,

the opposite trend is observed for 2D microstructures with a continuous polymer-poor

phase. In both cases, however, more film shrinkage is observed for dope compositions

farther away from the binodal, and we attribute this observation to the increase delay in

the phase separation.
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Figure 4.9: Propagation dynamics of the phase-separation (unfilled markers) and
glass-transition (filled markers) fronts for the series B compositions (φp = 0.15): blue
circles B0 (φn = 0.50), orange triangles B1 (φn = 0.45), red diamonds B2 (φn = 0.40),
green pentagons B3 (φn = 0.35), and purple hexagons B4 (φn = 0.30). Relative
locations of these compositions to the binodal and the glass-transition concentrations,
φ∗p = 0.33, are shown in Figure 4.6.
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(a) (b)

(c) (d)

Figure 4.10: Microstructures and domain size profiles for the series B dope compo-
sitions (φp = 0.15): (a) B1 (φn = 0.45), (b) B2 (φn = 0.40), (c) B3 (φn = 0.35),
(d) B4 (φn = 0.30). The y-coordinate corresponds to film depth, where y = 0 is
the initial film–bath interface and y = 512 is the bottom of the film. Polymer-rich
regions are light green and polymer-poor regions are dark blue, φp color bar included
in Figure 3.2. The orange line (glass-transition front) in the domain size profile cor-
responds to the deepest point in the film where at least one grid point has crossed
the glass transition concentration, φ∗p. The timepoints shown for (a), (b), and (c)
correspond to the moment the phase-separation front has reached the bottom of the
film. The timepoint shown for (d) corresponds to the maximum simulation time,
t/τ = 104, i.e., the phase-separation front never made it to the bottom within practi-
cal simulation times. Relative locations of these compositions to the binodal and the
glass-transition concentrations, φ∗p = 0.33, are shown in Figure 4.6.
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Chapter 5

Coarsening Dynamics with Mobility

and Viscosity Contrasts

5.1 Background

In Chapter 3, we showed that together with mass-transfer-driven spinodal decomposi-

tion and thermal fluctuations, a structural arrest mechanism is necessary for asymmetric

membrane formation. We implmented the glass transition as the structural arrest mecha-

nism by applying a mobility contrast between the polymer-rich and polymer-poor phases.

Using the same glass-transition model, we extended the study of membrane formation

to different NIPS formulations in Chapter 4. In both chapters, NIPS simulations were

restricted to diffusion-only dynamics, neglecting any potential effects from hydrodynam-

ics. In this chapter, we will address how hydrodynamics alter phase separation. We will

also examine how imposing a glass transition changes microstructure evolution in both

cases of diffusion-only coarsening and coarsening with hydrodynamics.
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5.2 Phase-field model and simulations setup

We use the ternary phase-field model presented in Eqs 2.26 and 2.27. Since the

nondimensional and deterministic form of the model is used throughout this chapter, we

drop the tildes and remove the fluctuation terms for convenience:

∂φi(r, t)

∂t
+ v · ∇φi =∇ ·

[
p,n∑
j

Mij({φi})∇µj({φi})
]

(5.1)

−∇p+∇ ·
[
η({φi})(∇v +∇vT )

]
= Nr∇ ·Π (5.2)

∇ · v = 0 (5.3)

where φp(r, t) and φn(r, t) are the polymer and nonsolvent volume fractions, Mij is the

mobility matrix, µj is the chemical potential of species j, p is the pressure, η is the

concentration-dependent viscosity, Nr is the reference polymer degree of polymerization,

v is the total mixture velocity,

v =

p,n,s∑
i

φivi, (5.4)

and ∇ ·Π is the divergence of the osmotic stress tensor calculated as,

∇ ·Π =

p,n∑
i

φi∇µi. (5.5)

As outlined in Section 2.4, we nondimensionalized our model using R0, the root-mean-

square (RMS) end-to-end distance of a reference polymer with degree of polymerization

Nr as the characteristic length scale (R0 = bN
1/2
r ), τ , the Rouse time of the reference

polymer in a solvent of viscosity, ηs, as the characteristic time scale (τ = N2
r ηsb

3/kBT ),

b2/ηs as the characteristic mobility scale, NrkBT/b
3 as the characteristic chemical po-

tential scale, and ηs/τ as the characteristic pressure scale. The solvent volume fraction

is implicitly determined from the incompressibility constraint, φs = 1 − φp − φn. The
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chemical potential, µj, is calculated as the functional derivative of the free energy of the

system, µj = δF/δφi , where the free energy functional is given by [40],

F [{φi}] =

∫
dr [f({φi}) + g({φi})] (5.6a)

f({φi}) =

p,n,s∑
i

φi
Ni

lnφi +
1

2

p,n,s∑
i 6=j

χijφiφj (5.6b)

g({φi}) =
1

2

[
∇φp ∇φn

]κp + κs κs

κs κn + κs


∇φp
∇φn

. (5.6c)

Eqs. 5.6b and 5.6c are the bulk and interfacial free energy contributions, respectively.

The degree of polymerization for each component is set to, Np = 20, Nn = Ns = 1, with

the reference, Nr = 20. The Flory-Huggins interaction parameters are fixed at, χpn = 1.1,

χps = χns = 0, and the square-gradient coefficients are set to, κp = κn = κs = 2.5. Details

of our model and numerical methods are included in Chapter 2.

The mobility and viscosity models are especially important for the motivation of this

chapter. The concentration-dependent local mobilities are defined by

Mpp = φp(1− φp)/η (5.7a)

Mpn = Mnp = −φpφn/η (5.7b)

Mnn = φn(1− φn)/η. (5.7c)

Note that the local mobilities of all components are scaled by the inverse of the concentration-

dependent viscosity, η. Mobility and viscosity contrasts between the polymer-rich and

polymer-poor phases can then be imposed by modeling η as a sigmoidal function of the
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local polymer volume fraction, φp(r):

η = 1 +
ηp/ηs − 1

1 + exp
(
− 1
w

(
φp(r)− φ∗p

)) (5.8)

where ηp/ηs is the pure-component viscosity ratio of the polymer and the solvent (im-

plicitly assuming ηn = ηs), w sets the width of the sigmoid, and φ∗p is the glass-transition

concentration. A sigmoid mimics the exponential growth in viscosity predicted by the

Vogel-Fulcher-Tamman-Hesse (VFTH) and Williams-Landel-Ferry (WLF) relations[42]

while bounding the maximum value of η for computational stability. Setting w = 1× 10−3

approximates η as a step function, narrow enough such that η = 1 at φp = 0, but wide

enough to avoid computational issues associated with a mathematical discontinuity. This

choice implies that for φp values far enough from φ∗p, η = 1 for φp(r) < φ∗p, while η = ηp/ηs

for φp(r) > φ∗p.

The model presented in this chapter so far is consistent with the ‘Model H’ universality

class outlined by Hohenberg and Halperin [41], describing the dynamics of a conserved

incompressible system that evolves with diffusion and hydrodynamics. In this chapter,

we are particularly interested in understanding the contribution of hydrodynamics to

the coarsening of phase-separated microstructures. Thus, we also consider ‘Model B’

simulations where the conserved incompressible system evolves only by diffusion. In our

formulation, Model B can be achieved by setting all velocities in Model H to zero:

∂φi(r, t)

∂t
=∇ ·

[
p,n∑
j

Mij({φi})∇µj({φi})
]

(5.9)

where the mobility matrix, Mij, and the chemical potentials, µj are determined in the

same manner as they were in Model H. Although the momentum equation loses signifi-

cance in Model B, the local viscosity, η, remains as a sigmoidal function that scales the
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component mobilities in the same fashion as they were for Model H.

As we focus on the effects of the mobility and viscosity contrasts in both Model B

and Model H, the scope of the current chapter is limited to bulk simulations of phase

separation. Simulations in this chapter are set in a 512R0 × 512R0 box, discretized by

a 1024 × 1024 grid. Periodic boundary conditions are imposed on all sides of the box to

simulate bulk phase separation. Compositions are initialized homogeneously within the

spinodal region and seeded with random noise of zero mean to kick off phase separation.

In the case of Model H, velocity fields are homogeneously initialized to zero without

any added noise. The phase-field models were solved using the pseudo-spectral method

due to its unparalleled accuracy and ease of implementation[44], combined with a semi-

implicit time-stepping scheme[45, 36] to balance computational costs with the need for

a numerically stable solution. We leave further details of the numerical methods to our

original methods paper.[33]

5.3 Domain characterization

5.3.1 Characterisitic domain size

The characteristic domain size of a 2D microstructure is calculated using

L =
2π

〈q〉
(5.10)

where the first moment of the structure factor modes is given by

〈q〉 =

∑
q

q sp(q, t)∑
q

sp(q, t)
. (5.11)
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The normalized structure factor of the polymer is calculated using

sp(q, t) =
Sp(q, t)∑
q

Sp(q, t)
(5.12)

where Sp(q, t) is isotropically averaged from the Fourier transform of the pair-correlation

function,

Sp(q, t) =
1

V

∑
r

∑
r′

e−iq·r
[
φp(r + r′, t)φp(r

′, t)− 〈φp〉2
]

(5.13)

and V is the number of lattice points.

5.3.2 Characteristic shape and phase continuity

In addition to size, we can also measure the characteristic shape of a 2D microstructure

by examining the shape of its discrete domains. We quantify the ‘circularity’ of an

individual 2D domain using

c =
P 2

4πA
(5.14)

where P is the perimeter of the domain and A is its area. The value of c becomes large for

a thin and elongated—‘stringy’—domain, while c becomes small, approaching unity as

the domain becomes circular. The perimeter of a domain is calculated using the Freeman

chain code[63] and the area is estimated by the number of pixels within the domain. The

shape factor for the microstructure is then taken as the weighted average of c for all

discrete domains:

C =

∑
i

ciAi∑
i

Ai
. (5.15)

We heuristically determined that the threshold for circularity, i.e., the shape factor value

below which all minority domains in a given morphology are qualitatively circular, is

Ccircle = 1.20. We also characterized phase continuity numerically using the burning
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algorithm.[64] A phase is designated continuous if it traverses two opposing sides of a

periodic simulation box.

5.3.3 Characterizing phase composition and phase fraction

We measured the compositions of the polymer-rich (α) and polymer-poor (β) phases

by building a histogram of the independent volume fraction fields (φp and φn) where each

bin has a width of 0.04. The polymer concentrations in the α and β phases, φαp and φβp ,

were calculated as the averages of the highest-occupied bin and the lowest-occupied bin,

respectively. Calculation of the nonsolvent phase compositions, φβn and φαn were done

similarly. We observed that using a histogram is a more robust approach than simply

taking the extrema of φi as a measure of φαi and φβi .

The fraction of the polymer-rich phase, fα, was computed by thresholding the polymer-

concentration field into a binary field, where the threshold value is determined as the

average of φαp and φβp .

5.3.4 The fastest-growing mode and the rate of spinodal de-

composition

In an earlier work [33], we showed that the difference in coarsening dynamics of two

systems with qualitatively similar microstructures (discrete polymer-poor clusters in a

polymer-rich matrix) but with different quench depths are due to the differences in their

fastest-growing modes, qm, and the rate of spinodal decomposition, λm. In the present

work, we explore the coarsening dynamics for qualitatively different microstructures.

Thus, we find it convenient to normalize the domain growth-simulation time curves to

take out the effects introduced by differences in quench depth. We scaled the characteris-

tic domain size by the characteristic domain size that corresponds to the fastest growing

61



Coarsening Dynamics with Mobility and Viscosity Contrasts Chapter 5

mode, 2π/qm, and scale time by the timescale that corresponds to the rate of spinodal

decomposition, 1/λm. Expressions for qm and λm were derived through a linear stability

analysis of Model B, and details of these calculations are discussed by Tree et al.[33]

5.4 Ternary phase diagrams

NIPS is often rationalized using ternary phase diagrams as shown in Figure 5.1.

Polymer solution films are cast in the homogeneous region, H, and then immersed in

the nonsolvent bath. Mass transfer of the nonsolvent into the film induces phase separa-

tion as local compositions enter the binodal region—the union of Regions A and B. We

distinguish between these two regions due to their equilibrium morphologies: Region A

microstructures are discrete polymer-poor clusters in a polymer-rich matrix, and vice-

versa for Region B. These phase-separated domains then coarsen, and the polymer-rich

region eventually solidifies, entering the glassy region, G. We discuss the dynamics of mass

transfer-induced phase separation in a separate publication[34] and focus on coarsening

kinetics and solidification in this present study.

We explore the coarsening of ternary polymer solution in two parts. Figure 5.1a

represents Sections 5.5 and 5.6 where the mixture viscosity is set constant, i.e., the

viscosity contrast in Eq 5.8 is set to unity, ηp/ηs = 1. For Model H, this part translates

to a Newtonian fluid. Figure 5.1b represents Sections 5.7 and 5.8 where mobility and

viscosity contrasts of different magnitudes are applied by setting ηp/ηs accordingly in

Eq. 5.8. The glassy region, G, corresponds to local compositions where φp > φ∗p, i.e., the

compositions where the local mobilities are scaled by ηp/ηs. Thus, the solid glassy phase

is modeled as a highly viscous fluid. For most simulations in this chapter, φ∗p = 0.4; any

deviation from this value will be explicitly stated.

The simulation boxes are initialized with uniform compositions within the spinodal
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region. Though we did not consider phase-separated morphologies formed by nucle-

ation, coarsening kinetics of such microstructures are similar to those produced by spin-

odal decomposition for dilute concentrations. We introduced random noise to the initial

compositions to kick off spinodal decomposition. Due to mass conservation and incom-

pressibility, the average composition of a simulation box does not change from its initial

value,(φ0
p, φ

0
n, φ0

s); note that we use the same notation for the average composition in

this chapter. The location of this average composition within the binodal determines

the equilibrium morphology of the simulation box, as shown in Figure 5.1. Thus, we

study the dynamics of microstructural evolution for different average compositions, by

diffusion and with hydrodynamics, for the case without (Sections 5.5 and 5.6) and with

(Sections 5.7 and 5.8) mobility and viscosity contrasts between the polymer-rich and

polymer-poor domains.

5.5 Coarsening by diffusion (Model B), without mo-

bility contrasts

Figure 5.2 illustrates microstructure evolution by diffusion for a near-symmetric mix-

ture without mobility contrasts. Immediately after spinodal decomposition, the morphol-

ogy stays bicontinuous. Coarsening proceeds mostly by the reshaping of domains through

interfacial diffusion as the system minimizes interfacial energy. Except for perfectly sym-

metric mixtures, bicontinuity is eventually broken, leading to discrete minority domains,

as shown in the second frame. At this point, coarsening by domain coalescence (the

fusion of adjacent domains as they grow) and bulk diffusion (evaporation-condensation,

i.e., Ostwald ripening) also come into play. Domain coalescence becomes less significant

as domains grow larger and become fewer in number as there are no external forces—
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Figure 5.1: Representative ternary (polymer-solvent-nonsolvent) phase diagrams
(a) without and (b) with mobility and viscosity contrasts. Region H is the homo-
geneous region where polymer solution films are cast. Regions A and B are under the
binodal. Equilibrium morphologies in Region A are polymer-rich matrix surrounding
polymer-poor clusters and vice-versa for Region B. The red line between A and B
marks symmetry between polymer-rich and polymer-poor phases. Region G is the
glassy region, where φp > φ∗p. For most simulations in this chapter, φ∗p = 0.4; any
deviation from this value will be explicitly stated. Note that the spinodal boundary
between the unstable and metastable areas of the binodal region is not shown.
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such as thermal fluctuations or externally imposed flows—to push the discrete domains

closer to each other. Interfacial diffusion also becomes less important as domains finish

reshaping from stringy to circular, as shown by the third frame when the shape metric

transitions to C < Ccircle. In the end, the microstructure becomes a collection of discrete

circular domains that continue to coarsen only by bulk diffusion.

Coarsening dynamics change with average composition, (φ0
p, φ

0
n, φ0

s). Figure 5.3a

shows domain size growth for different average compositions along a constant φ0
s–axis

within the spinodal. To remove the effects of quench depth from the dynamics, domain

size and simulation time were scaled accordingly as discussed in Section 5.3.4. Curves

are colored consistently with Figure 5.1, where the orange and blue curves correspond to

average compositions in Regions A and B, respectively. The long–time coarsening trend

for each curve corresponds to their equilibrium microstructure: orange curves collapse

while the blue curves eventually follow the trend set by the blue circles, the average

composition with the least polymer content. We can understand the difference between

the two long–time coarsening trends (the orange trend and the blue circles trend) by

examining the diffusivities that arise from our phase-field model. As outlined by Tree et

al.[33], the polymer diffusivities in the dilute–polymer limit are given by,

lim
φp→0

Dpp =
kBT

ζ0Np

(5.16)

lim
φp→0

Dpn = 0, (5.17)

and the nonsolvent diffusivities in the dilute–nonsolvent limit are given by,

lim
φn→0

Dnn =
kBT

ζ0Nn

(5.18)

lim
φn→0

Dnp = 0. (5.19)
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Figure 5.2: (a) Domain size growth for an average composition of (φ0p=0.20, φ0n=0.60,
φ0s=0.20). The unfilled markers in (a) correspond to the morphologies shown in (b),
where the color bar represents φp. From left to right, C=10.6, 3.0, 1.1, 1.1.
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As shown in Figure 5.2, long–time microstructures constitute circular clusters that coarsen

only by bulk diffusion of material from the smaller clusters to the larger clusters, i.e., Ost-

wald ripening. For the orange curves in Region A, the long–time microstructures are dis-

crete polymer-poor clusters in a polymer-rich matrix, and vice-versa for the blue curves in

Region B. In the former, the long–time coarsening mechanism is the diffusion of nonsol-

vent between clusters across a polymer-rich matrix, and vice-versa for the latter. Com-

paring Eqs. 5.16 and 5.18 reveals that bulk diffusion of nonsolvent and solvent across

a polymer-rich matrix should be faster than the diffusion of polymer material across a

polymer-poor matrix by a factor of Np/Nn. Figure 5.3b demonstrates this inference with

the long-time collapse of all curves by shifting the time axis for the blue curves by a

factor of Np/Nn earlier than the orange curves. Also, note that the long-time coarsening

rate follows t1/3 growth, consistent with the Lifshitz-Slyozov-Wagner (LSW) scaling law

for bulk diffusion [54, 55].

In addition to long–time coarsening behavior, Figure 5.3a also illustrates transient

differences among average compositions. We do not observe significant differences in

the transient behavior of the orange curves, suggesting equivalent dynamics among the

orange curves after accounting for quench-depth effects. This observation is not true for

the blue curves; they temporarily follow the orange curves, before eventually collapsing

on the long–time trend set by the blue circles. The blue circles represent the limiting

case where the average composition is dilute enough in polymer such that its microstruc-

ture immediately becomes circular polymer-rich clusters after spinodal decomposition,

i.e., its average composition is so dilute in polymer that its phase-separated morphology

resembles microstructures engendered from nucleation. As shown in Figure 5.1, equi-

librium compositions in Region B become more symmetric with more polymer content.

In fact, the transition of the blue curves from the orange trend to the blue-circle trend

correlates with the transition of the morphology from discrete curvy domains to discrete
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circular domains. The unfilled markers in Figure 5.3 show the shape metric transition,

C < Ccircle. Before the shape transition, domains are stringy and mostly coarsen by

reshaping through interfacial diffusion; however, after the shape transition, the discrete

domains become circular and coarsen only by bulk diffusion, slowing down their growth

towards the limiting case set by the blue circles.

5.6 Coarsening with hydrodynamics (Model H), with-

out mobility and viscosity contrasts

Figure 5.4 illustrates microstructure evolution with hydrodynamics for a near-symmetric

mixture without mobility and viscosity contrasts. Domains start bicontinuous but quickly

break up into discrete stringy domains, as shown in the first and second frames. Un-

like diffusion-only coarsening, capillary flows engendered from the non-planar and non-

circular interfaces of the bicontinuous morphology accelerate domain growth, which in

itself leads to a faster breakup of bicontinuity. Capillary flows continue to get stronger

until the discrete domains transition from stringy to circular, as shown by the third

frame. As circular domains do not generate capillary flows, coarsening from this point

only proceeds by diffusion, and non-zero velocities are only observed for the occasional

domain coalescence.

Figure 5.5a shows domain size growth, with hydrodynamics, for different average

compositions along a constant φ0
s–axis within the spinodal. Similar to Figure 5.3, differ-

ences in the dynamics due to quench depth were removed by scaling the domain-size and

simulation-time axes as described in Section 5.3.4. Curves are colored consistently with

Figure 5.1, where the orange and blue curves mark average compositions in Regions A

and B, respectively. We observe two long–time trends, one set by the orange squares, and
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Figure 5.3: (a) Domain size growth by diffusion for different average compositions
with the same solvent content (φ0s = 0.20): φ0p = 0.12 (blue circles), 0.16 (blue trian-
gles), 0.20 (blue diamonds), 0.24 (orange pluses), 0.28 (orange pentagons), and 0.32
(orange squares). Orange and blue curves correspond to compositions in Regions A
and B, respectively, as shown in Figure 5.1. To remove the effects of quench depth
from the dynamics, domain size was scaled with the reciprocal of the fastest growing
mode (2π/qm), while simulation time was scaled with the reciprocal of the rate of
spinodal decomposition (1/λm). Unfilled markers indicate when the discrete phase
turns circular, i.e., transition to C < Ccircle. The same data is shown in (b) but
simulation time is shifted by a factor of Np/Nn earlier for the blue curves than the
orange curves. Black line is guide for t1/3 growth.
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Figure 5.4: (a) Domain size growth for an average composition of (φ0p=0.20, φ0n=0.60,
φ0s=0.20). The unfilled markers in (a) correspond to the morphologies shown in the
top row of (b), where the color bar represents φp. From left to right, C=26.7, 2.3,
1.1, 1.1. The bottom row of (b) shows the corresponding velocity fields where the
unit vectors show direction and vector colors show velocity magnitudes, as indicated
by the corresponding color bar. Stringy domains lead to capillary flows as shown by
higher speeds in the first two frames.
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another by the blue circles. The orange squares represent the limiting case in Region A,

where the average composition has enough polymer such that the morphology immedi-

ately after spinodal decomposition is composed of circular polymer-poor clusters. The

blue circles represent the limiting case in Region B, where the morphology immediately

after spinodal decomposition consists of circular polymer-rich clusters in a polymer-poor

matrix. Akin to Figure 5.3a, the difference between the orange-square and blue-circle

trends can be explained by comparing Eqs 5.16 and 5.18: nonsolvent diffuses by a factor

of Np/Nn faster than polymer. Figure 5.3b supports this claim by presenting the same

set of data with the simulation-time axis for the blue curves shifted earlier by a factor

of Np/Nn, leading to the collapse of both long–time trends that follow t1/3 growth, as

predicted for the dynamics of bulk diffusion [54, 55].

Figure 5.5 also reveals transient differences in coarsening behavior due to average

composition. As shown by Figure 5.4, capillary flows generated from non-planar and

non-circular interfaces accelerate coarsening to follow t1 growth, consistent with the Sig-

gia coarsening mechanism [65]. However, coarsening slows down to diffusion-only growth

when minority domains become circular (marked by unfilled symbols) as capillary flows

disappear. Since more symmetric mixtures tend to preserve non-circular interfaces longer,

we observe that average compositions closer to the symmetry line (orange pluses and blue

diamonds) can coarsen with t1 growth longer than those closer to either side of the bin-

odal. However, this accelerated growth is not a permanent advantage for near-symmetric

mixtures. Since capillary flows have driven the morphologies to circular clusters, the

only coarsening mechanism left during the transition towards their respective long–time

trends is bulk diffusion, and its effects are muted for morphologies with larger, but fewer

domains. In the end, bulk diffusion effects catch up, resulting in the eventual collapse of

all curves for long times, as shown in Figure 5.5b.
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Figure 5.5: (a) Domain size growth with hydrodynamics for different average compo-
sitions with the same solvent content (φ0s = 0.20): φ0p = 0.12 (blue circles), 0.16 (blue
triangles), 0.20 (blue diamonds), 0.24 (orange pluses), 0.28 (orange pentagons), and
0.32 (orange squares). Orange and blue curves correspond to compositions in Regions
A and B, respectively, as shown in Figure 5.1. To remove the effects of quench depth
from the dynamics, domain size was scaled with the reciprocal of the fastest growing
mode (2π/qm), while simulation time was scaled with the reciprocal of the rate of
spinodal decomposition (1/λm). Unfilled markers indicate when the discrete phase
turns circular, i.e., transition to C < Ccircle. The same data is shown in (b) but simu-
lation time is shifted by a factor of Np/Nn earlier for the blue curves than the orange
curves. Dashed and solid black lines are guides for t1 and t1/3 growth, respectively.
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5.7 Coarsening by diffusion (Model B), with mobil-

ity contrast

In this section, we study the effects of mobility contrast (ηp/ηs) on microstructure

evolution by diffusion. We examine three different average compositions along a constant

φ0
s–axis: an average composition in Region A (polymer-poor clusters in a polymer-rich

matrix), an average composition in Region B (polymer-rich clusters in a polymer-poor

matrix), and a near-symmetric average composition. Simulation times in this section are

limited to t/τ = 104 due to practical restrictions of our computational tools. We also

examine the phenomenon of “phase inversion,” that is, the switching of the polymer-rich

and polymer-poor phases as the majority and minority domains.

Figure 5.6 shows domain size growth in Region A for different levels of mobility

contrasts. The circles (ηp/ηs = 1) in Figure 5.6 represent the same data shown by

the orange pentagons in Figure 5.3, illustrating coarsening behavior for this average

composition without mobility contrasts. From this base case, we observe that increasing

the mobility contrast (ηp/ηs) slows down the coarsening of domains. This observation is

intuitive for Region A morphologies: discrete polymer-poor domains rely on bulk diffusion

to coarsen, but diffusion of nonsolvent across the polymer-rich matrix is reduced by a

factor of ηp/ηs, thus mimicking a structural arrest mechanism. We also observe that

within the limits of t/τ = 104, there is not much difference in the coarsening dynamics of

ηp/ηs = 104 (squares), 106 (diamonds), and 108 (crosses). We do expect that differences in

their growth rates would be magnified for longer simulation times; coarsening dynamics

for lower values of ηp/ηs begin to relax to the base case of ηp/ηs = 1 sooner than for

higher values of ηp/ηs.

Figure 5.7 shows coarsening dynamics in Region B for different levels of mobility

contrasts. The circles (ηp/ηs = 1) in Figure 5.7a represent the same data shown by the
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Figure 5.6: (a) Domain size growth by diffusion in Region A (φ0p=0.28, φ0n=0.52,
φ0s=0.20) for different mobility contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares), 106 (diamonds), and 108 (crosses). Darker symbols correspond to higher
ηp/ηs. Corresponding microstructures for ηp/ηs= 100 (top row), 104 (middle row), and
108 (bottom row) are shown in (b), where the color bar represents φp.
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blue triangles in Figure 5.3, illustrating coarsening behavior for this average composition

without mobility contrasts. Compared to this base case, we observe that increasing the

mobility contrast, even to ηp/ηs = 108, does not slow down the coarsening of phase-

separated domains. For Region B morphologies, discrete polymer-rich domains rely on

bulk diffusion of the polymer across the polymer-poor matrix. Unlike Region A, mobilities

in Region B are reduced by a factor of ηp/ηs in the discrete phase, not the continuous

phase. As polymer diffusion across the polymer-poor matrix is unhindered, any level of

mobility contrast applied would not slow down the coarsening of Region B morphologies.

Closer inspection of domain size and morphologies at t/τ = 104 in Figure 5.7 reveals

that higher levels of mobility contrast lead to slightly larger domains. This counterin-

tuitive observation is a consequence of composition change in the polymer-rich phase.

Figures 5.8a and 5.8b illustrate how mobility contrasts change the local polymer con-

centrations in the polymer-rich and polymer-poor phases, respectively. For convenience,

we designate the polymer-rich phase as the α–phase and its polymer concentration as

φαp . Similarly, we denote the polymer-poor phase as the β–phase, and its polymer con-

centration as φβp . For ηp/ηs = 1, φαp reaches its equilibrium value almost immediately

after phase separation, as demonstrated by the circles in Figure 5.8a. The enrichment

of the α–phase slows down with increasing levels of mobility contrast. As φαp crosses the

glass-transition concentration, φ∗p, mobilities in the α–phase are reduced by a factor of

ηp/ηs. In fact, raising the mobility contrast to ηp/ηs ≥ 106 practically freezes enrichment

of the α–phase to just above φ∗p within the accessible simulation time, t/τ = 104. Similar

to the enrichment dynamics of the squares (ηp/ηs = 104), we expect that the dynamics

of the diamonds (ηp/ηs = 106) and crosses (ηp/ηs = 108) will relax for longer simulation

times and φαp for these curves will eventually reach equilibrium. On the other hand, Fig-

ure 5.8b shows that φβp reaches its equilibrium value with the same dynamics regardless

of the level of mobility contrast applied. Due to the conservation of mass, the decrease
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Figure 5.7: (a) Domain size growth by diffusion in Region B (φ0p=0.16, φ0n=0.64,
φ0s=0.20) for different mobility contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares), 106 (diamonds), and 108 (crosses). Darker symbols correspond to higher
ηp/ηs. Corresponding microstructures for ηp/ηs= 100 (top row), 104 (middle row), and
108 (bottom row) are shown in (b), where the color bar represents φp.
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in φαp combined with the unchanged φβp increases the fraction of the polymer-rich phase,

fα, as shown in Figure 5.8c. This increase in fα due to the redistribution of polymer

content is demonstated by a mass-balance equation often referred to as the “lever rule”:

fα =
φ0
p − φβp
φαp − φ

β
p

. (5.20)

Holding all other variables the same, a decrease in φαp leads to an increase in fα. We refer

to this result as the “lever effect” for the rest of this chapter. The increase in fα results in

stringier discrete domains which have an advantage in coarsening as shown in Figure 5.3.

At t/τ = 103, the shape metric for the morphologies in Figure 5.7 are C = 1.05, 1.31,

and 1.34 for ηp/ηs = 100, 104, 108, respectively; the stringier domains for higher mobility

contrasts in t/τ = 103 lead to slightly larger domains in t/τ = 104.

Mobility contrasts only introduced slight differences in the dynamics and morphology

of an average composition in Region B as shown in Figure 5.7. However, this limited effect

is not true for all average compositions in Region B. Figure 5.9 shows coarsening dynamics

by diffusion for a near-symmetric average composition in Region B. When ηp/ηs = 1

(circles), morphology development follows diffusion-only coarsening as described for the

blue curves in Figure 5.3. Although this average composition still lies inside Region B

(polymer-rich clusters at equilibrium), applying a mobility contrast does slow down its

coarsening. We attribute this effect to the inversion of the polymer-rich and polymer-poor

domains as the continuous and discrete phases. This ‘phase inversion’ is easiest to see by

comparing the microstructures at t/τ = 104 in Figure 5.9b. Since the polymer-rich phase

becomes continuous with mobility contrasts, bulk diffusion becomes reduced by a factor

of ηp/ηs, similar to the structural arrest mechanism in Region A. However, since this

average composition is near-symmetric, interfacial diffusion remains active in reshaping

the stringy domains, explaining why domain coarsening at ηp/ηs = 104 still proceeds at
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(a)

(b)

(c)

Figure 5.8: Polymer concentrations in (a) the polymer-rich α–phase, φαp , and (b) the

polymer-poor β–phase, φβp and (c) the fraction of the polymer-rich α–phase, fα, for
(φ0p=0.16, φ0n=0.64, φ0s=0.20) with mobility contrasts: ηp/ηs = 100 (circles), 102 (tri-
angles), 104 (squares), 106 (diamonds), and 108 (crosses). Darker symbols correspond
to higher ηp/ηs. The dashed line in (a) marks the glass-transition concentration, φ∗p.
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the same rate as coarsening at ηp/ηs = 108. We expect that at longer simulation times,

effects of higher mobility contrasts will manifest as discrete domains eventually become

circular and interfacial diffusion becomes inactive as a coarsening mechanism.

The phase inversion shown in Figure 5.9 is simply another consequence of the lever

effect. Figure 5.10 shows the dynamics of φαp , φβp , and fα for the same data presented

in Figure 5.9. Akin to the dynamics in Figure 5.8, a larger mobility contrast decreases

φαp which in turn increases fα. In this case, however, the average composition is near-

symmetric, allowing the lever effect to increase fα from fα < 0.5 to fα > 0.5, leading to

the inversion of the continuous majority phase from polymer-poor to polymer-rich.

As demonstrated by morphologies in Figures 5.6, 5.7 and 5.9, the significance of the

lever effect is composition-dependent. In Region A (polymer-poor clusters in polymer-

rich matrix), the lever effect pushes fα farther away from symmetry, leading to smaller

and more circular domains. In Region B (polymer-rich clusters in polymer-poor matrix),

the lever effect pushes fα closer to symmetry. For polymer-dilute average compositions,

the lever effect makes discrete domains stringier, thus slightly increasing coarsening rates.

On the other hand, near-symmetric average compositions experience a phase inversion

that hinders coarsening. Average compositions that experience phase inversion is in-

troduced as “Region C” in the ternary phase diagram shown in Figure 5.11. In this

region, equilibrium morphologies belong to Region B, but transient morphologies belong

to Region A. The boundaries of Region C are determined by both thermodynamics and

the glass transition model. The top vertex of Region C corresponds with the tie-line of

the shallowest quench whose polymer-rich concentration hits Region G. The schematic

assumes near-horizontal tie-lines to conveniently demonstrate the point. The boundary

between Regions A and C is the original equilibrium symmetry line between Regions A

and B. The location of this line can be determined using Eq 5.20 by settting fα = 0.5.

The boundary between Regions B and C is the dynamic symmetry line. For large enough
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Figure 5.9: (a) Domain size growth by diffusion for a near-symmetric mixture in Re-
gion B (φ0p=0.22, φ0n=0.58, φ0s=0.20) for different mobility contrasts: ηp/ηs = 100 (cir-
cles), 102 (triangles), 104 (squares), 106 (diamonds), and 108 (crosses). Corresponding
microstructures for ηp/ηs= 100 (top row), 104 (middle row), and 108 (bottom row)
are shown in (b), where the color bar represents φp.
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(a)

(b)

(c)

Figure 5.10: Polymer concentrations in (a) the polymer-rich α–phase and (b) the
polymer-poor β–phase, and (c) the fraction of the polymer-rich α–phase for (φ0p=0.22,
φ0n=0.58, φ0s=0.20) with mobility contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares), 106 (diamonds), and 108 (crosses). Darker symbols correspond to higher
ηp/ηs. The dashed line in (a) marks the glass-transition concentration, φ∗p.
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Figure 5.11: Representative ternary (polymer-solvent-nonsolvent) phase diagram with
mobility contrast and the dynamic Region C, where morphologies immediately after
phase separation belong in Region A (polymer-poor clusters in a polymer-rich matrix)
while equilibrium morphologies belong in Region B (polymer-rich clusters in a poly-
mer-poor matrix). The solid red line represents the static symmetry line while the
dashed red line marks the dynamic symmetry line. Regions G and H are the glassy
and homogeneous areas.

mobility contrasts, the location of this line can also be determined using Eq 5.20 by set-

ting fα = 0.5, but at the same time subsituting φ∗p for φαp .

Our description of phase inversion due to the lever effect reflects Tanaka’s description

of the same phenomenon due to viscoelastic phase separation [66]. However, unlike

simulations and experiments of viscoelastic phase separation, we have only shown phase

inversion by comparing simulations from different levels of mobility contrast. Figure 5.12

shows that it is indeed possible to demonstrate dynamic phase inversion within one

simulation by careful selection of parameters. As we can only practically simulate up to

t/τ = 104 due to computational limitations, we need to select a modest mobility contrast

of ηp/ηs = 102 to enable the microstructure to relax back to its equilibrium morphology

by the end of the simulation. We also set the average polymer composition, φ0
p, and the

glass transition concentration, φ∗p, close to each other to allow phase inversion to manifest
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Figure 5.12: Dynamic phase inversion by diffusion in Region C due to the lever effect,
where (φ0p = 16, φ0n = 0.64, φ0s = 0.20) and φ∗p = 0.20. The mobility contrast was
set to ηp/ηs = 102. Point of inversion happens between the second and third frames.
Note that the data shown here is only a quarter of a full periodic box. Color bar
represents φp.

as clearly as possible. Although we have shown that phase inversion is achievable by the

simple application of a mobility contrast in diffusion-only dynamics, we do not claim that

other idiosyncrasies of viscoelastic phase separation can be reproduced by our simpler

model.

5.8 Coarsening with hydrodynamics (Model H), with

mobility and viscosity contrasts

In this section, we study the effects of mobility and viscosity contrasts (ηp/ηs) on

microstructure evolution with hydrodynamics. For the rest of this section, we will refer

to the combined effects of mobility and viscosity contrasts simply as a “viscosity contrast”

for convenience. Akin to Section 5.7, we examine three different average compositions

along a constant φ0
s–axis: an average composition in Region A (polymer-poor clusters in

a polymer-rich matrix), an average composition in Region B (polymer-rich clusters in a

polymer-poor matrix), and an average composition in Region C, (transient morphologies

in Region A but equilibrium morphologies in Region B). Simulation times in this section

are limited to t/τ = 104 due to practical restrictions of our computational tools. Viscosity
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contrasts are also limited to ηp/ηs = 104, as solving the Stokes equation at higher levels

of viscosity contrasts become computationally limiting.

Figure 5.13 shows domain size growth in Region A for different levels of viscosity

contrasts. The circles (ηp/ηs = 1) in Figure 5.13 represent the same data shown by

the orange pentagons in Figure 5.5, illustrating coarsening behavior for this average

composition without viscosity contrasts. From this base case, we observe that increasing

the viscosity contrast slows down coarsening; not only do the mobilities in the polymer-

rich matrix get reduced by a factor of ηp/ηs as they were in Figure 5.6, capillary flows

generated from stringy domains also get shut down quickly, as evidenced by comparing

the velocity fields of ηp/ηs = 1 and ηp/ηs = 104 at t/τ = 102. Thus, imposing a viscosity

contrast of ηp/ηs = 104 leads to structural arrest in Region A within t/τ = 104.

Figure 5.14 shows coarsening dynamics in Region B for different levels of viscosity

contrasts. The circles (ηp/ηs = 1) in Figure 5.14 represent the same data shown by the

blue triangles in Figure 5.5, illustrating coarsening behavior for this average composition

without viscosity contrasts. Compared to this base case, we observe that increasing the

viscosity contrast acccelerates coarsening. This counterintuitive result is again caused

by the lever effect. In the absence of hydrodynamics for the same average composition,

Figure 5.7 showed that domain sizes are slightly larger by t/τ = 104 due to the stringer

domains at earlier times. This same effect is magnified by hydrodynamics as shown

in Figure 5.14c. Stronger capillary flows after phase separation (t/τ = 102) lead to

larger, stringier domains. Capillary flows eventually attenuate (t/τ = 103) due to the

applied viscosity contrast, but not before glass-like stringy domains have already been

formed. These domains then continue to coarsen by bulk diffusion, interfacial diffusion,

and domain coalescence. We expect that at some time beyond t/τ = 104, the growth

rate of the squares (ηp/ηs = 104) will slow down to the rate of the circles (ηp/ηs = 1)

as domains become circular and bulk diffusion remains as the only active coarsening
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Figure 5.13: (a) Domain size growth by diffusion in Region A (φ0p=0.28, φ0n=0.52,
φ0s=0.20) for different viscosity contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares). Corresponding microstructures (top-row) and velocity fields (bot-
tom-row) for (b) ηp/ηs= 100 and (c) ηp/ηs = 104. Density color bar represents φp.
Unit vectors in the velocity fields show direction while their colors reflect their mag-
nitude.
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mechanism.

Figure 5.15 shows coarsening dynamics in Region C for different levels of viscosity

contrasts. When ηp/ηs = 1, capillary flows accelerate domain growth and reshaping

right after phase separation. When domains become circular, capillary flows shut down

and coarsening proceeds only by bulk diffusion. Meanwhile, setting ηp/ηs = 104 induces

phase inversion of the continuous phase to polymer-rich, thus slowing down diffusion and

attenuating capillary flows. At some time beyond t/τ = 104, we expect the enrichment of

the polymer-rich phase to reach the equilibrium concentration, the discrete polymer-poor

clusters to coarsen further, coalesce, and eventually become the continuous phase, the

same qualitative morphology at t/τ = 104 for the case without viscosity contrasts.

In the case of diffusion-only dynamics, we demonstrated dynamic phase inversion in

Region C by imposing a modest mobility contrast (ηp/ηs = 102) relative to the maximum

simulation time (t/τ = 104). We applied a similar strategy in Figure 5.16 to illustrate

dynamic phase inversion in Model H. However, the polymer-rich domains tend to stay

continuous longer in the presence of hydrodynamics. The polymer-rich phase remains

continuous even at t/τ = 104, when φαp has already relaxed to its equilibrium value; in

fact, the fraction of the polymer-rich phase at this point is fα = 0.19, relatively far from

symmetry. Of course, we expect the polymer-rich phase to eventually become discrete

at some simulation time beyond t/τ = 104. This simulation demonstrates that flow is

an essential ingredient to the physics of phase-separating systems as it can introduce

unforeseen complexities.

5.9 Conclusions

In this chapter, we explored the coarsening dynamics of Model B and Model H,

and the corresponding effects of mobility and viscosity contrasts. In the absence of
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Figure 5.14: (a) Domain size growth by diffusion in Region B (φ0p=0.16, φ0n=0.64,
φ0s=0.20) for different viscosity contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares). Corresponding microstructures (top-row) and velocity fields (bot-
tom-row) for (b) ηp/ηs= 100 and (c) ηp/ηs = 104. Density color bar represents φp.
Unit vectors in the velocity fields show direction while their colors reflect their mag-
nitudes.
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Figure 5.15: (a) Domain size growth by diffusion in Region C (φ0p=0.22, φ0n=0.58,
φ0s=0.20) for different viscosity contrasts: ηp/ηs = 100 (circles), 102 (triangles),
104 (squares). Corresponding microstructures (top-row) and velocity fields (bot-
tom-row) for (b) ηp/ηs= 100 and (c) ηp/ηs = 104. Density color bar represents φp.
Unit vectors in the velocity fields show direction while their colors reflect their mag-
nitudes.
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Figure 5.16: Microstructural evolution (top-row) with hydrodynamics in Region C
where (φ0p = 0.10, φ0n = 0.70, φ0s = 0.20) and φ∗p = 0.14. The viscosity contrast was
set to ηp/ηs = 102. Color bar represents φp. Velocity-field (bottom-row) unit vectors
show direction while their colors reflect their magnitudes.

these contrasts, we demonstrated that coarsening behavior is concentration-dependent.

Polymer-rich clusters grow slower than polymer-poor clusters due to the difference in

diffusivities between a polymer and a small molecule. We also showed that shape plays

a crucial role in determining the rate of domain growth. In Model B, we showed how

interfacial diffusion becomes less significant once the discrete domains become circular.

In Model H, capillary flows accelerate coarsening up to the point when discrete domains

also become circular.

We showed that mobility and viscosity contrasts are effective in mimicking structural

arrest for specific average compositions. However, these contrasts can also lead to many

unexpected consequences. For specific compositions, we demonstrated how the lever

effect increases the fraction of the polymer-rich phase that then changes domain shape

and coarsening rates. The lever effect can even cause an inversion of the polymer-rich and

polymer-poor domains as the minority and majority phases for near-symmetric mixtures.

This inversion not only changes morphology, but it also changes coarsening dynamics.
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Chapter 6

Conclusions and outlook

6.1 Conclusions

We modeled and studied membrane formation in nonsolvent-induced phase separation

(NIPS) by phase-field simulations. In Chapter 3, we demonstrated that mass-transfer-

driven spinodal decomposition, thermal fluctuations, and structural arrest are essential

and sufficient to the formation of asymmetric membrane microstructures. Specifically, the

competition between the propagation of the phase-separation and glass-transition fronts

determines the pore-size distribution of the membrane. In Chapter 4, we explored how

these membrane formation mechanisms change with the glass-transition concentration,

φ∗p, and the dope composition, two important parameters in the formulation of NIPS

systems. We found that if φ∗p and the dope composition are either too close or too far

from each other, NIPS will lead to a membrane with a homogeneous pore-size distribution;

the distance between φ∗p and the dope composition must be just right to get asymmetric

morphologies.

To reduce complexity, the NIPS simulations in Chapters 3 and 4 were restricted to

diffusion-only transport, neglecting potential effects from hydrodynamics. In Chapter 5,
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we compared bulk phase separation by diffusion and with hydrodynamics. We found

that in general, hydrodynamics accelerates coarsening, but their effects attenuate as the

capillary flows diminish with increased circularity of the discrete domains. In the pres-

ence of a glass transition (implemented as a mobility and viscosity contrast between the

polymer-rich and polymer-poor phases), coarsening behavior significantly depends on the

average composition. For morphologies with continuous polymer-rich domains, the glass

transition serves as an effective structural arrest mechanism. For morphologies with dis-

crete polymer-rich domains, the glass transition changes the transient concentration of

the polymer-rich phase, thus leading to a change in shape of the discrete domains. We

refer to this phenomenon as the “the lever effect,” and it introduces several complexi-

ties to the coarsening process, including phase inversion that is normally attributed to

viscoelastic phase separation[66].

The studies within this dissertation contributes to our fundamental understanding of

membrane formation. Nevertheless, many more mysteries remain in membrane science,

and several of them can be tackled with additional features to the same computational

tools used herein. The following section outlines these ideas for the ambitious researcher

of the future.

6.2 Outlook

6.2.1 Chemical additives

Casting solutions in industry contain additives to modify membrane properties. Sev-

eral decades of heuristic development has led to complex casting solutions. Industrial

formulations are highly guarded secrets; however, certain guidelines are openly known in

literature. For example, acetone and tetrahydrofuran are often added to make membranes
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more dense—conversely, salts such as zinc chloride are used to make membranes more

porous [6]. Surfactants can also be added to control the formation of macrovoids[67]. Ad-

ditives can also be included for mechanical strength and control of the casting solution’s

viscosity.

Polymers can also serve as chemical additives: amphiphilic block copolymers—containing

hydrophilic and hydrophobic blocks—can be added to improve a membrane’s resistance

to fouling[68, 69, 70]. During the film’s immersion in water (the nonsolvent), the hy-

drophobic blocks mix with the polymer-rich phase while the hydrophilic blocks mix with

the polymer-lean phase. After drying, the hydrophobic blocks integrate into the mem-

brane matrix while the hydrophilic blocks partially cover the pores and the membrane

surface. These hydrophilic segments disrupt the hydrophobic interactions between the

membrane material and the foulants, discouraging their adhesion to the surface.

Pursuing this project using our in-house phase-field software would require thermo-

dynamic characterization of the four-component system. In the case of the amphiphilic

block copolymer, derivation of the appropriate free energy functional is required.

6.2.2 VIPS and Solvent evaporation

Vapor-induced phase separation (VIPS) forms membranes by absorption of the non-

solvent from the vapor phase. Venault et al. [68] showed that VIPS membranes with

amphiphilic polymer additives exhibit better anti-fouling properties than NIPS mem-

branes made with the same formulation. VIPS is also often combined with NIPS in the

fabrication of hollow fiber membranes[71, 72] as discussed in Section 6.2.5.

Solvent evaporation is the opposite of VIPS—phase separation is induced by loss of

solvent to the atmosphere. However, just like VIPS, evaporation is often combined with

NIPS: for example, evaporation before nonsolvent immersion is vital to getting defect-
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free skin layers in gas permeation membranes[73]. Solvent evaporation can also play a

role in the fabrication of hollow fiber membranes as discussed in Section 6.2.5.

6.2.3 Viscoelasticity

Tanaka proposed that membrane morphologies are generated from viscoelastic phase

separation[66]. Although we were able to simulate the formation of asymmetric mem-

branes and phase inversion without elastic effects, many membrane features, such as

macrvoids, remain unexplained. Inclusion of elastic effects would allow us to explore if

they do play a role in the formation of these other membrane features.

Viscoelasticity may also prove essential to membranes subjected to external stresses

during formation. As discussed in Section 6.2.5, modelling the formation of hollow fiber

membranes will most likely require the incorporation of viscoelasticity[72]. Viscoelasticity

may also play a role in the formation of dense skin layers of gas separation membranes[73].

These effects are hard to observe experimentally and numerical simulation is the most

straightforward way to test hypotheses regarding the importance of viscoelasticity.

6.2.4 Combining self-assembly and NIPS (SNIPS)

Due to their unique properties, block copolymer applications in membranes are ubiq-

uitous: drug delivery, charge-mosaic membranes, and gas permeation are just a few

[74, 75]. A novel fabrication technique that combines block copolymer self-assembly and

NIPS (SNIPS)—invented in 2007 by Peinemann and co-workers[76]—allows the fabrica-

tion of asymmetric membranes with regularly sized cylindrical pores in the separation

layer. The narrow pore size distribution improves membrane selectivity, essential for

sensitive separations such as the removal of pathogens from drinking water.

A block copolymer is first chosen as membrane material. The block copolymer is then
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dissolved in a mixture of two solvents, one being more volatile than the other. The film is

allowed to dry after casting the solution. As the volatile solvent leaves, block copolymers

near the surface of the film form cylinders. These cylinders form from the surface down

because evaporation drives the composition change leading to the self-assembly. These

cylindrical pores are regularly spaced and exhibit small size variance due to microphase

separation. Following the standard NIPS procedure, the membrane is then immersed

in a nonsolvent bath. The immersion precipitates the rest of the film, allowing it to

form a microporous support below the uniform cylindrical pores. There have only been

a handful of experimental studies [76, 77, 78, 79, 80, 81] done to explore the parameter

space of this process—and no theoretical studies to explain the physics in detail. The

limited literature on SNIPS is a combined result of its novelty and complexity, making

this field an exciting area to study.

6.2.5 Hollow fiber membranes

In Chapters 3 and 4, we simulated the formation of flat-sheet membranes. In reality,

many industrial membreanes are made as hollow fibers. Hollow fiber membranes max-

imize separation area per volume, leading to very compact modules [6]. Hollow fibers

also have better self-mechanical support and are easier to handle during processing and

installation [72].

Fabrication of hollow fibers involves several steps. The dope and bore fluid (non-

solvent) are fed into a spinneret. Internal coagulation begins as soon as the dope and

bore fluid meet upon exiting the spinneret. As the two jets travel through the air-gap

region, phase separation on the external surface is induced by evaporation of solvent and

absorption of nonsolvent from the atmosphere. The hollow fibers are then completely

solidified upon immersion in the nonsolvent bath.
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We can break down the process above to the relevant physical phenomena. The

internal coagulation after the spinneret is similar to NIPS; however, the effects of the

dope and bore solution’s relative velocities need to be considered. In practice, it is known

that their relative velocities govern the thickness of the selective layer [6], suggesting that

shear flow modifies the NIPS process. Meanwhile, VIPS and solvent evaporation govern

the phase separation on the outer surface—again in the presence of flow. Also note

that the nascent fibers headed towards the nonsolvent bath are subjected to elongational

stresses due to their own weight and the force required to pull them for collection; thus,

viscoelasticity needs to be included into any model of the process for it to be useful [72].
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Appendix A

Membranes from the Lab

A.1 Membrane Preparation and Characterization

The scanning electron micrographs (SEM images) showed in Figure 1.1 were pre-

pared and characterized in Asahi Kasei, Fuji City, Japan. A dope solution was prepared

with 24.79 g of polysulfone, 63.73 g of N,N-dimethylacetamide (DMAc), and 9.43 g of 2-

propanol, equivalent to a polymer-nonsolvent-solvent system with dope volume fractions,

(φp = 0.20, φn = 0.68, φs = 0.12). The solution was mixed in a 50 ◦C water bath for 6

hours and stirred overnight in room temperature. The dope solution film was cast on a

polycarbonate substrate in a glove box with 11% relative humidity. The cast film was

immersed in a bath of 2-propanol to make asymmetric membranes (Figure 1.1b). On the

other hand, the cast film that produced the symmetric membrane (Figure 1.1a) was left

to coagulate in open air for 30 minutes, i.e., the asymmetric membranes were made by

NIPS while the symmetric membranes were prepared by VIPS. The films were then dried

overnight in room atmosphere. Membrane samples were prepared for analysis by scan-

ning electron microscopy (Hitachi SEM S-4700) by fracturing them in liquid nitrogen,

staging them with carbon paste, and coating the fracture site with 4 nm of Osmium.
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(a)
(b)

Figure A.1: Image analysis of the SEM image in Figure 1.1a. (a) A binary image
is produced by applying a threshold to the SEM image. (b) Domain analysis of the
processed image quantifies pore-size distribution along the membrane cross-section.

A.2 Image Analysis of Experimental Microstructures

We developed an image analysis script to extract quantitative pore-size distribution

from SEM images. We used available computational tools from the open-source package,

OpenCV[82]. Figure A.1 shows the analysis for the symmetric microstructure in Fig-

ure 1.1a. Similarly, Figure A.2 shows the analysis for the asymmetric microstructure in

Figure 1.1b. The slopes for the best-fit lines in Figures A.1b and A.2b are −3.4× 10−4

and 6.7× 10−2, respectively, in dimensionless units of domain-size per film-depth.
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(a) (b)

Figure A.2: Image analysis of the SEM image in Figure 1.1b. (a) A binary image
is produced by applying a threshold to the SEM image. (b) Domain analysis of the
processed image quantifies pore-size distribution along the membrane cross-section.
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NIPS Simulation Details

B.1 NIPS simulation setup

In 2D, we set a simulation box of size, 512R0 × 2048R0 as shown in Figure B.1. As

we use Fourier transforms to calculate the spatial derivatives, we set periodic boundary

conditions on all sides of the simulation box. To establish no-flux boundary conditions

at the bottom of the film and at the top of the bath, we initialize the concentrations to

be symmetric across the midpoint, y = 1024. For each vertical half of the simulation

box, we set the inner half as the initial film and the outer half as the nonsolvent bath.

In the main manuscript, we showed only the domains corresponding to the film at the

top-half of the simulation box. Pore-size profiling was also limited to the shown domain.

Though we set the initial film composition to be symmetric along the y-axis, we did not

symmetrize the thermal fluctuations, resulting in the microstructures for the two halves

to not be identical, and in fact, they constitute independent statistical realizations of the

film and bath dynamics. Nevertheless, the no-flux boundary conditions at the bottom

of the film and at the top of the bath are satisfied, as shown in Figure B.1. We use

the same setup in 3D with a total simulation box size of 64R0 × 512R0 × 64R0. We
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Figure B.1: NIPS simulations in 2D, showing the entire simulation box, with
glass transition effects (ηp/ηs = 104) for the initial film composition of
(φp = 0.20, φn = 0.45), corresponding to the green triangle in Figure 3.1. Poly-
mer-rich regions are light green and polymer-poor regions are dark blue, φp color bar
included in Figure 3.2.
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used a pseudo-spectral method with semi-implicit time-stepping to solve Eq 3.1. Spatial

discretization is set uniformly in each dimension as one discretization point per unit

length, R0, e.g., Lx/Nx = R0, Ly/Ny = R0 for 2D simulations. We used constant

time-stepping with ∆t = 0.001 and α = 0.04. Simulations were carried out using our

custom phase-field software. Our methods paper[33] includes more details of the requisite

numerical techniques.

B.2 Pore-size Profile Characterization

We calculate the polymer structure factor for each lateral slice of the film: for 2D

simulations, these are structure factors of 1D slices along the y-axis; for 3D simulations,

the computed structure factors are 2D slices along the y-axis,

Sp(q, y) =
1

V

∑
r

∑
r′

e−iq·r
[
φp(r + r′, y)φp(r

′, y)− 〈φp〉2
]

(B.1)

where V is the number of lattice points for that specific y-slice, and r, r′, and q are

vectors in the x− z plane. The second moment of Sp(q, y) for each y-slice,

〈
q2(y)

〉
=

∑
q

(q · q)Sp(q, y)∑
q

Sp(q, y)
, (B.2)

is used to estimate the characteristic domain size, L, by means of

L(y) =
2π

〈q2(y)〉1/2
. (B.3)

The approach described above is more robust than the traditional method of cal-

culating 〈q〉 from the 1D histogram of the n-dimensional structure factor Sp(q). The

calculated value of L using the traditional method is highly sensitive to the number of
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bins used for the histogram, especially in simulations where the number of lattice points

per slice is limited.

B.3 Porosity Profile Characterization

Figure B.2 shows the porosity profiles of the 3D membranes shown in Figures 3.5 and 3.6.

To calculate porosity, a threshold was applied to the density fields to make them binary.

We set the threshold arbitrarily to φthreshp = 0.90φ∗p, i.e., any domain where φp < φthreshp

was considered “porous.” Porosity was then calculated as the fraction of porous domains.

Using this metric, the entire film starts as completely porous as nothing hinders the entry

of nonsolvent. As NIPS proceeds, the polymer-rich membrane matrix forms, reducing

film porosity. Porosity itself is distinct from pore size; two cross-sections can have the

same porosity but exhibit different characteristic pore sizes. Note that we hold more con-

fidence in our pore size analysis than our porosity calculations; we found that porosity is

relatively sensitive to the value of φthreshp , especially for the limited lateral dimensions of

our simulations.

B.4 Selecting the mobility contrast ηp/ηs

As discussed in the main manuscript, we model the viscosity as a sigmoidal function

of the local polymer volume fraction, φp(r):

η = 1 +
ηp/ηs − 1

1 + exp
(
− 1
w

(
φp(r)− φ∗p

)) (B.4)

where w is the width of the sigmoid, φ∗p is the glass-transition concentration, and ηp/ηs is

the effective contrast in local mobilities between the glassy and non-glassy regions. The
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(a)

(b)

Figure B.2: Porosity profiles for the 3D NIPS simulations shown in (a) Figure 3.5 and
(b) Figure 3.6. The orange line represents the glass-transition front.

sigmoidal model mimics the exponential growth in the viscosity of polymer solutions

as predicted by the well-known Vogel-Fulcher-Tamman-Hesse (VFTH) and Williams-

Landel-Ferry (WLF) equations[42] while bounding the maximum η for computational

stability. We need to set ηp/ηs high enough that the sigmoidal model faithfully represents

a physical glass transition. On the other hand, we cannot choose an exceedingly high

value for ηp/ηs as it will slow down microstructure evolution excessively such that we

cannot observe physically meaningful dynamics in accessible simulation times.

Figure B.3 shows a bulk spinodal quench in 1D for different values of ηp/ηs. At
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t = 15.8, the concentrations are practically identical. However, by t = 102, the polymer-

rich phase concentration for ηp/ηs = 1 has reached equilibrium, crossing the glass tran-

sition, φ∗p on the way. We expect this behavior since setting ηp/ηs = 1 disables the

glass transition. Meanwhile, the polymer-rich phase concentrations for ηp/ηs = 104 and

ηp/ηs = 106 are approaching φ∗p but have not crossed its value, as expected of a phys-

ical glass transition. However, by t = 103, the polymer-rich phase concentration for

ηp/ηs = 104 has crossed φ∗p, and the polymer-rich phase becomes even more enriched by

t = 104, although it has still not reached the equilibrium value. On the other hand, the

polymer-rich phase concentration for ηp/ηs = 106 barely crossed φ∗p even by t = 104.

Based on Figure B.3, setting ηp/ηs = 106 would be preferred. In fact, some exper-

imental studies of membrane formation characterize a gel as a fluid with viscosity, 106

centipoise[83, 84]. However, we see that the polymer-rich phase concentration crossing

φ∗p does not qualitatively change the coarse features of the NIPS microstructures shown

in Figures 3.3 and 3.4. Choosing ηp/ηs = 106 leads to sharper interfaces for the finger-

like structures shown in Figure 3.3 but doing so significantly slows down microstructure

evolution. Meanwhile, we observe no large-scale morphological differences between the

two levels of viscosity contrast in Figure 3.4. Thus, we choose to set ηp/ηs = 104, trad-

ing fine microstructural features for faster microstructure evolution for at least one film

composition in 2D.
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(a) (b)

(c) (d)

Figure B.3: Spinodal quench (φp = 0.20, φn = 0.45) in 1D using the same ther-
modynamic parameters in this study for simulations of different mobility contrasts:
ηp/ηs = 100 (solid red line), ηp/ηs = 104 (dashed blue line), ηp/ηs = 106 (dotted green
line). The dashed orange line marks the glass transition concentration, φ∗p. Different
panels correspond to different simulation times, (a) t = 15.8, (b) t = 102, (c) t = 103,
(d) t = 104.

105



NIPS Simulation Details Chapter B

Figure B.4: NIPS simulations in 2D and their domain size profiles for the initial film
composition of (φp = 0.20, φn = 0.45), corresponding to the green triangle in Fig-
ure 3.1. Mobility contrasts set at (a) ηp/ηs = 104, (b) ηp/ηs = 106. Each density plot
shown is 512R0 × 512R0. The y-coordinate corresponds to film depth, where y = 0 is
the film-bath interface and y = 512 is the bottom of the film. Polymer-rich regions
are light green and polymer-poor regions are dark blue, φp color bar included in Fig-
ure 3.2. The orange line (glass-transition front) in the domain size profile corresponds
to the deepest point in the film where at least one grid point has crossed the glass
transition concentration, φ∗p.
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Figure B.5: NIPS simulations in 2D and their domain size profiles for the initial film
composition of (φp = 0.15, φn = 0.50), corresponding to the green square in Figure 3.1.
Mobility contrasts set at (a) ηp/ηs = 104, (b) ηp/ηs = 106. Each density plot shown
is 512R0 × 512R0. The y-coordinate corresponds to film depth, where y = 0 is the
film-bath interface and y = 512 is the bottom of the film. Polymer-rich regions are
light green and polymer-poor regions are dark blue, φp color bar included in Figure 3.2.
The orange line (glass-transition front) in the domain size profile corresponds to the
deepest point in the film where at least one grid point has crossed the glass transition
concentration, φ∗p.
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Figure B.6: Formation of finger-like structures at early times in 2D corresponding to
the simulation in Figure 3.3b. Polymer-rich regions are light green and polymer-poor
regions are dark blue, φp color bar included in Figure 3.2.

B.5 Formation of the finger-like structures in 2D

We include a close-up view of the formation of the finger-like structures at early times

in Figure B.6. These images come from the same simulation as Figure 3.3b.

B.6 Vogel-Fulcher-Tamman-Hesse Viscosity Model

In addition to the phenomenological sigmoidal model used in Chapters 3,4, and 5,

we also explored using a Vogel-Fulcher-Tamman-Hesse (VFTH) relationship between the

local mixture viscosity, η, and the local polymer volume fraction, φp, where the viscosity

diverges to infinity at the glass transition concentration, φ†:

η = A exp

(
γ

φ† − φp

)
(B.5)
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where γ is a non-negative parameter that controls the growth rate of the viscosity towards

the glass transition. Requiring that the mixture viscosity simplify to the viscosity of the

nonsolvent at zero polymer concentration, i.e., φp = 0→ η = ηn, we set the value of the

prefactor, A, as

A = ηn exp

(
−γ
φ†

)
. (B.6)

The pure solvent viscosity, ηs, is not in the model as we implicitly assume ηn = ηs. Note

that for γ = 0, Eq. B.5 simplifies to a constant mixture viscosity of ηn, i.e., our fluid

model becomes Newtonian for γ = 0.

Numerical treatment of this diverging viscosity model is problematic as the largest

numerical value a computer can represent is finite. To deal with this issue, we capped the

largest non-dimensional viscosity in our simulations to η/ηn = 10300, i.e., we treat this

numerical value of the viscosity as equivalent to infinity. Since our code and hardware

limit practical simulations to 106 non-dimensional time units, such a large value is more

than large enough to represent a true diverging viscosity. In fact, using this strategy

allowed Model B simulations without problem. However, the unbounded exponential

growth of the viscosity pushes the relevant physical time-scales beyond the simulation

times accessible with our current computational tools, i.e., the VFTH model slows down

phase separation dynamics to the point where we can no longer observe any phenomena

of interest.

The challenge of using the VFTH model is exacerbated in Model H. Capping the

maximum viscosity allowed solution of the convection-diffusion equation; however, our

current algorithm to solve the velocities from the momentum equation failed to converge

when using the VFTH model.

Although Eq B.5 is closer to the viscosity-composition relationship observed in exper-

iments, we found that our current numerical methods are not well-suited for its adoption.
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Further developments to our numerical methods are necessary to adopt the VFTH model

for the glass transition mechanism.

B.7 Time-stepping algorithms

We explored the use of more accurate time-stepping algorithms to stabilize our sim-

ulations in the presence of fluctuations. As described in Section 2.6, we implemented

the semi-implicit forward Euler as our default time-stepping scheme. Given the PDE,

∂tφ = L(φ)+N(φ), where L and N respectively represent the linear and non-linear terms

of the right-hand side of the original PDE, we discretized the PDE in time as,

φn+1 − φn

∆t
= L

(
φn+1

)
+N(φn). (B.7)

We treated the linear terms of the equation implicitly, taking these terms as determined

by the future time-step values, φn+1, and the nonlinear terms explicitly, as determined by

the current time-step values, φn. To improve the accuracy of our default time-stepper,

we implemented four versions of a predictor-corrector scheme[85, 86]. In each of the

following equations, the sub-equation (a) refers to the predictor step, calculating the

intermediate “predicted” value, φ∗, and the sub-equation (b) refers to the corrector step,

designed to improve the initial prediction and calculate the future value, φn+1.

φ∗ − φn

∆t
= L(φ∗) +N(φn) (B.8a)

φn+1 − φn

∆t
=

1

2

[
L
(
φn+1

)
+N(φ∗) + L(φn) +N(φn)

]
(B.8b)
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φ∗ − φn

∆t
= L(φ∗) +N(φn) (B.9a)

φn+1 − φn

∆t
= L

(
φn+1

)
+

1

2
[N(φ∗) +N(φn)] (B.9b)

φ∗ − φn

∆t
= L(φn) +N(φn) (B.10a)

φn+1 − φn

∆t
=

1

2

[
L
(
φn+1

)
+N(φ∗) + L(φn) +N(φn)

]
(B.10b)

φ∗ − φn

∆t
= L(φn) +N(φn) (B.11a)

φn+1 − φn

∆t
=

1

2
[L(φ∗) +N(φ∗) + L(φn) +N(φn)] (B.11b)

Each predictor-corrector scheme is twice as expensive as the single-step semi-implicit

forward Euler; however, the increased accuracy could allow the use of larger ∆t, and

reduce computation cost in total. For example, if we can maintain the same level of

accuracy for 10∆t, then in total we can reduce computational cost by a factor of five.

Aside from these predictor-corrector schemes, we also explored the use of a multi-step
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method:

3φn+1 − 4φn + φn−1

2∆t
= L

(
φn+1

)
+ 2N(φn)−N

(
φn−1

)
(B.12)

The semi-implicit backward differentiation formula (SBDF) shown above was reported to

perform well in solving Cahn-Hilliard equations with small noise amplitudes[87]. Unlike

the predictor-corrector schemes, SBDF only needs one step, but does require additional

memory as a multi-step method. Implementing adaptive time-stepping with this scheme

is more challenging.

We tested these time-stepping schemes for a ternary system in a 2D bulk quench.

The polymer size was set at Np = 50 and the small-molecule sizes at Nn = Ns = 1.

Interaction parameters were set at χpn = 1.1, χps = χns = 0 and the gradient coefficients

at κp = κn = 2.5. We initialized the system at a homogeneous composition of φp = 0.1,

φn = 0.5 and introduced uniform noise using the same random seed for all tests. We used

the Rouse mobility model without any viscosity-scaling and fluctuations were not enabled.

Figure B.7 reports performance for these various time-steppers. We use the structure

factor measured for one point in k-space at a specific time, S(q = 0.443, t = 1× 102),

as metric for the accuracy of these schemes. Figure B.8 shows the microstructure at

t = 1× 102. As shown in Figure B.7, for small enough time-step sizes, ∆t ≤ 1× 10−4,

all schemes collapse on the same point, representing the accurate value of the metric. As

∆t is increased, deviation from the accurate value also increases. Surprisingly, schemes

in Eqs. B.8, B.10, and B.11 (not shown in Figure B.7) all have limited stabilities. The

maximum usable time-step for each of these three schemes are ∆t = 5× 10−3, 1× 10−3,

and 1× 10−4, respectively. Though these 3 schemes are more accurate than the forward

Euler scheme when stable, their limited stabilities also limit their practical use. We
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Figure B.7: The calculated structure factor, S, at q = 0.443 and t = 1× 102 for
different simulation time-step sizes, ∆t. As expected, all curves collapse to the same
point for small-enough ∆t. SI (blue circles) is Eq. B.7, SBDF (red squares) is Eq. B.12,
PC1 (green x) is Eq. B.8, PC2 (yellow +) is Eq. B.9, and PC3 (purple -) is Eq. B.10.

attribute their instabilities to the linear term taken explicitly in the respective corrector

steps of these schemes. In fact, the instability ceases to be an issue when we take all linear

terms implicitly as done in Eq. B.9. Unfortunately, doing so breaks the symmetric form

of the trapezoidal rule—the basis of the corrector step—leading to a loss of accuracy. The

SBDF scheme proves to be more stable than the predictor-corrector schemes (except for

Eq. B.9) since all linear terms are also taken implicitly. Nevertheless, SBDF still does

not afford enough accuracy improvement to use fluctuations at full strength, i.e., none

of our methods so far allow us to turn fluctuations on with a reduction factor of one.
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Figure B.8: The microstructure at t = 100 for ∆t = 1× 10−4. This specific image
was taken from the test of the SBDF stepper (Eq. B.12), but microstructures are
indistinguishable with the naked eye for different time steppers at ∆t = 1× 10−4.
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