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Let $E$ be an elliptic curve defined over $\mathbb{Q}$ and with complex multiplication by $\mathcal{O}_{K}$, the ring of integers in an imaginary quadratic field $K$. Let $p$ be a prime of good reduction for $E$. It is known that $E\left(\mathbb{F}_{p}\right)$ has a structure

$$
\begin{equation*}
E\left(\mathbb{F}_{p}\right) \simeq \mathbb{Z} / d_{p} \mathbb{Z} \oplus \mathbb{Z} / e_{p} \mathbb{Z} \tag{0.1}
\end{equation*}
$$

with uniquely determined $d_{p} \mid e_{p}$. We give an asymptotic formula for the average order of $e_{p}$ over primes $p \leq x$ of good reduction, with improved error term $O\left(x^{2} / \log ^{A} x\right)$ for any positive number $A$, which previously $O\left(x^{2} / \log ^{1 / 8} x\right)$ by [Wu]. Further, we obtain an upper bound estimate for the average of $d_{p}$, and a lower bound estimate conditionally on nonexistence of Siegel-zeros for Hecke L-functions.

Then we extend the methods to abelian varieties of CM type. For a field of definition $k$ of an abelian variety $\mathcal{A}$ and prime ideal $\mathfrak{p}$ of $k$ which is of a good reduction for $\mathcal{A}$, the structure of $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$ as abelian group is:

$$
\begin{equation*}
\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right) \simeq \mathbb{Z} / d_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / d_{g}(\mathfrak{p}) \mathbb{Z} \oplus \mathbb{Z} / e_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / e_{g}(\mathfrak{p}) \mathbb{Z} \tag{0.2}
\end{equation*}
$$

where $d_{i}(\mathfrak{p})\left|d_{i+1}(\mathfrak{p}), d_{g}(\mathfrak{p})\right| e_{1}(\mathfrak{p})$, and $e_{i}(\mathfrak{p}) \mid e_{i+1}(\mathfrak{p})$ for $1 \leq i<g$.

We use the class field theory and the main theorem of complex multiplication to obtain the average behaviors of $d_{1}(\mathfrak{p})$ when averaged over primes $\mathfrak{p}$ in $k$ with $N \mathfrak{p}<x$. Due to technical difficulties, some unconditional theorems for elliptic curves are not generalized to abelian varieties with CM. However, those allow us to prove the asymptotic formula for the average order of $e_{\mathfrak{p}}$ for elliptic curves over number fields containing the CM-field.

Finally, for elliptic curves $E$ over $\mathbb{Q}$, the asymptotic density $C_{E, j}$ of primes $p \leq x$ with $d_{p}=j$ which is given by [C2]:

$$
\begin{equation*}
C_{E, j}=\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[j k]): \mathbb{Q}]} . \tag{0.3}
\end{equation*}
$$

We prove under an appropriate conditions that these constants are positive.
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## CHAPTER 1

## Introduction

### 1.1 Average order of $e_{p}$

Let $E$ be an elliptic curve over $\mathbb{Q}$, and $p$ be a prime of good reduction. Denote by $E\left(\mathbb{F}_{p}\right)$ the group of $\mathbb{F}_{p}$-rational points of $E$. It is known that $E\left(\mathbb{F}_{p}\right)$ has a structure

$$
\begin{equation*}
E\left(\mathbb{F}_{p}\right) \simeq \mathbb{Z} / d_{p} \mathbb{Z} \oplus \mathbb{Z} / e_{p} \mathbb{Z} \tag{1.1}
\end{equation*}
$$

with uniquely determined $d_{p} \mid e_{p}$. By Hasse's bound, we have

$$
\begin{equation*}
\left|E\left(\mathbb{F}_{p}\right)\right|=p+1-a_{p} \tag{1.2}
\end{equation*}
$$

with $\left|a_{p}\right|<2 \sqrt{p}$. We fix some notation before stating results. Let $\overline{\mathbb{Q}}$ be the algebraic closure of $\mathbb{Q}$. Let $E[k]$ be the $k$-torsion points of the group $E(\overline{\mathbb{Q}})$. Denote by $\mathbb{Q}(E[k])$ the $k$-th division field of $E$, which is obtained by adjoining the coordinates of $E[k]$ to $\mathbb{Q}$. Denote by $n_{k}$ the field extension degree $[\mathbb{Q}(E[k]): \mathbb{Q}]$. Let $\operatorname{Li}(x)$ be the logarithmic integral defined by $\int_{2}^{x} \frac{1}{\log t} d t$. We use the notation $F=O(G)$ if $F(x) \leq C G(x)$ holds for sufficiently large $x$ and a positive constant $C$.

Recently, T. Freiberg and P. Kurlberg [FK] started investigating the average order of $e_{p}$. They obtained that for any $x \geq 2$, there exists a constant $c_{E} \in(0,1)$ such that

$$
\begin{equation*}
\sum_{p \leq x} e_{p}=c_{E} \operatorname{Li}\left(x^{2}\right)+O\left(x^{19 / 10}(\log x)^{6 / 5}\right) \tag{1.3}
\end{equation*}
$$

under Generalized Riemann Hypothesis(GRH) for the Dedekind zeta functions of the field extensions $\mathbb{Q}(E[k])$ over $\mathbb{Q}$, and

$$
\begin{equation*}
\sum_{p \leq x} e_{p}=c_{E} \operatorname{Li}\left(x^{2}\right)\left(1+O\left(\frac{\log \log x}{\log ^{1 / 8} x}\right)\right) \tag{1.4}
\end{equation*}
$$

unconditionally when $E$ has complex multiplication(CM). Here, implied constants depends at most on $E$. (In the summation, we take 0 in place of $e_{p}$ when $E$ has a bad reduction at p.) More recently, J. Wu [Wu] improved their error terms in both cases

$$
\begin{equation*}
\sum_{p \leq x} e_{p}=c_{E} \operatorname{Li}\left(x^{2}\right)+O\left(x^{11 / 6}(\log x)^{1 / 3}\right) \tag{1.5}
\end{equation*}
$$

under GRH, and

$$
\begin{equation*}
\sum_{p \leq x} e_{p}=c_{E} \operatorname{Li}\left(x^{2}\right)+O\left(x^{2} /(\log x)^{9 / 8}\right) \tag{1.6}
\end{equation*}
$$

unconditionally when $E$ has CM.
In this paper, we improve the unconditional error term in the CM case by using a number field analogue of the Bombieri-Vinogradov theorem due to [Hu, Theorem 1]. Also, the result is uniform in the conductors of the elliptic curves under consideration.

Theorem 1.1.1. Let $E$ be an elliptic curve defined over $\mathbb{Q}$ and with complex multiplication by $\mathcal{O}_{K}$, the ring of integers in an imaginary quadratic field $K$. Let $N$ be the conductor of $E$. Let $A, B>0$, and $N \leq(\log x)^{A}$. Then we have

$$
\sum_{p \leq x, p \nmid N} e_{p}=c_{E} L i\left(x^{2}\right)+O_{A, B}\left(x^{2} /(\log x)^{B}\right)
$$

where

$$
c_{E}=\sum_{k=1}^{\infty} \frac{1}{n_{k}} \sum_{d m=k} \frac{\mu(d)}{m} .
$$

### 1.2 Bounds on the sum of $d_{p}$

We are also interested in the average behavior of $d_{p}$. In [K, Corollary 5.33], E. Kowalski proposed several problems in the structure of Mordell-Weil groups of elliptic curve over finite field, and obtained

$$
\begin{equation*}
\sum_{p \leq x} d_{p}<_{E} x \sqrt{\log x} \tag{1.7}
\end{equation*}
$$

by applying the number field analogue of Brun-Titchmarsh inequality. (see [HL, Theorem 4]) In fact, this is true for any CM elliptic curve over any field containing its CM field. In this paper, we improve this upper bound by applying partial summation.

Theorem 1.2.1. Let $E$ be a CM elliptic curve defined over $\mathbb{Q}$ and with complex multiplication by $\mathcal{O}_{K}$, the ring of integers in an imaginary quadratic field $K$. Let $N$ be the conductor of $E$. Let $A>0$, and $N \leq(\log x)^{A}$. Then we have

$$
\sum_{p \leq x, p \nmid N} d_{p} \ll A_{A} x \log \log x
$$

where the implied constant is absolute.

Again, if we only consider a fixed CM elliptic curve over a field containing its CM field (in this case, we do not have the conductor restriction), the above formula holds true with implied constant depending on $E$.

For the lower bound direction, E. Kowalski (see [K]) gives the following unconditional result.

$$
\sum_{N \mathfrak{p} \leq x} d_{\mathfrak{p}} \ggg{ }_{E} \frac{x \log \log x}{\log x}
$$

A. T. Felix, and M. R. Murty (see [FM]) provided a detailed proof of a stronger version than this,

$$
\frac{x \log \log x}{\log x}=o\left(\sum_{N \mathfrak{p} \leq x} d_{\mathfrak{p}}\right) .
$$

They also provided a result which is conditional on GRH for Dedekind Zeta functions of
division fields,

$$
\sum_{N \mathfrak{p} \leq x} d_{\mathfrak{p}} \ggg_{E} x
$$

On a weaker hypothesis, we have

Theorem 1.2.2. Let $E$ be a CM elliptic curve over a number field $L$ containing the $C M$ field $K$. Let $\chi$ be any Grossencharacter of $L$ defined modulo a nonzero integral ideal in $L$. Suppose that there is no zero of $L(s, \chi)$ in the region (3.1) (which we will abbreviate it as NSZC-nonexistence of Siegel-zero condition). Then

$$
\begin{equation*}
\sum_{N \mathfrak{p} \leq x} d_{\mathfrak{p}} \ggg{ }_{E} \frac{x}{\sqrt{\log x}} \tag{1.8}
\end{equation*}
$$

### 1.3 Cyclicity Problem in larger number fields

The cyclicity problem asks for the density of primes $p$ of good reduction for $E$ such that $d_{p}=1$. Let $N$ be the conductor of elliptic curve $E$ and $\mathfrak{f}(x, E)$ denotes the number of primes $p \leq x$ of good reduction for $E$ such that $d_{p}=1$. A. Cojocaru and M. R. Murty obtained that if $E$ is non-CM curve, then

$$
\mathfrak{f}(x, E)=C_{E} \operatorname{Li}(x)+O_{N}\left(x^{5 / 6}(\log x)^{2 / 3}\right)
$$

under GRH for the Dedekind zeta functions of division fields. For CM curves, they obtained

$$
\mathfrak{f}(x, E)=C_{E} \operatorname{Li}(x)+O_{N}\left(x^{3 / 4}(\log N x)^{1 / 2}\right),
$$

under GRH. Unconditional error term in CM case is $O(x \log x)^{-A}$ for any positive $A$. Precisely, A. Akbary and V. K. Murty obtained

$$
\mathfrak{f}(x, E)=C_{E} \operatorname{Li}(x)+O_{A, B}\left(x(\log x)^{-A}\right)
$$

for any positive constant $A, B$, and the $O_{A, B}$ is uniform for $N \leq(\log x)^{B}$. Here, $C_{E}=$ $\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}$.

We are able to generalize to CM elliptic curves defined over a number field $L$ containing the CM field $K$. We state it as a theorem as well. Here, $\mathfrak{f}(x, E)$ is the number of $\mathcal{O}_{L}$-prime ideals $\mathfrak{p} \leq x$ of good reduction for $E$ such that $d_{\mathfrak{p}}=1$.

Theorem 1.3.1. Let $E$ be a CM elliptic curve over a number field $L$ containing the $C M$ field $K$. Let $A>0$ be any positive number. Then we have

$$
\begin{equation*}
\mathfrak{f}(x, E)=C_{E} L i(x)+O_{A}\left(\frac{x}{\log ^{A} x}\right) \tag{1.9}
\end{equation*}
$$

where

$$
C_{E}=\sum_{k=1}^{\infty} \frac{\mu(k)}{[L(E[k]): L]} .
$$

A difficulty in achieving this theorem is the extra factor that comes from main theorem of complex multiplication. We resolve this issue by using the ray class fields.

### 1.4 Analogous theorems for abelian varieties of CM type

We are interested in extending previous theorems to abelian variety setting. Let $\mathcal{A}$ be a $g$-dimensional abelian variety defined over a number field $k$, and $\mathfrak{p}$ be a prime in $k$ such that $\mathcal{A}$ has a good reduction at $\mathfrak{p}$, and denote the reduction by $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$. It is known that $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$ has an abelian group structure

$$
\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right) \simeq \mathbb{Z} / d_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / d_{g}(\mathfrak{p}) \mathbb{Z} \oplus \mathbb{Z} / e_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / e_{g}(\mathfrak{p}) \mathbb{Z}
$$

where $d_{i}(\mathfrak{p})\left|d_{i+1}(\mathfrak{p}), d_{g}(\mathfrak{p})\right| e_{1}(\mathfrak{p})$, and $e_{i}(\mathfrak{p}) \mid e_{i+1}(\mathfrak{p})$ for $1 \leq i<g$. We are interested in finding the statistics of these numbers $d_{i}(\mathfrak{p})$, and $e_{i}(\mathfrak{p})$. However, obtaining any general information regarding $d_{2}(\mathfrak{p})$ through $e_{g}(\mathfrak{p})$ is out of reach within current methods. We are focused on investigating $d_{1}(\mathfrak{p})$. By Weil's Riemann Hypothesis for abelian varieties (see [W]), we have
the following upper bound for $d_{1}(\mathfrak{p})$ :

$$
d_{1}(\mathfrak{p})^{2 g} \leq\left|\mathcal{A}\left(\mathbb{F}_{q}\right)\right| \leq(\sqrt{q}+1)^{2 g}
$$

where $q=N \mathfrak{p}$.
The cyclicity problem for elliptic curves, concerns about the density of primes $p$ that the reduction of the curve modulo $p$ is cyclic (see $[\mathrm{C}],[\mathrm{AM}]$ ). This is originally proposed by J. P. Serre, and proved under GRH by himself. Then R. Murty gave a general framework for this type of problems. Upon generalization of cyclicity problem to higher dimensional abelian varieties, we have a huge technical difficulties in requiring $\mathcal{A}\left(\mathbb{F}_{q}\right)$ to be cyclic. This could be done by requiring $d_{\mathfrak{p}}=1$ in $g=1$ case, but for higher dimensional case, it is clearly not enough to give cyclicity. Instead, we look for the density of primes $\mathfrak{p}$ which $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$ have $d_{1}(\mathfrak{p})=1$. Applying R. Murty's framework for abelian varieties, A. Akbary and D. Ghioca (see [AG, Theorem 1.4]) obtained the analogous theorem for abelian varieties.

Theorem 1.4.1. (A. Akbary, D. Ghioca) Let $\mathcal{A}$ be an abelian variety defined over $\mathbb{Q}$, and assume $G R H$ holds for each extension $\mathbb{Q}(\mathcal{A}[m]) / \mathbb{Q}$. Then the number of primes $p \leq x$ such that $d_{1}(p)=1$ satisfies the asymptotic formula

$$
\begin{equation*}
\sum_{m=1}^{\infty} \frac{\mu(m)}{[\mathbb{Q}(\mathcal{A}[m]): \mathbb{Q}]} \operatorname{Li}(x)+o\left(\frac{x}{\log x}\right) . \tag{1.10}
\end{equation*}
$$

We can formulate the obvious analogue for abelian variety defined over a number field $k$ :
The number of prime ideals $\mathfrak{p}$ with $N \mathfrak{p} \leq x$ and $d_{1}(\mathfrak{p})=1$ satisfies

$$
\begin{equation*}
\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+o\left(\frac{x}{\log x}\right), \tag{1.11}
\end{equation*}
$$

under the assumption of GRH for the extension $k(\mathcal{A}[m])$ over $k$.
In fact, this can be done by applying [M, page 153, Theorem 1]:
Let $K$ be a number field. Let $S$ be the set of all rational primes. For each $q \in S$, the
extension $L_{q}$ is normal over $K$. For square free $k$, define $L_{k}=\prod_{q \mid k} L_{q}, d_{k}=\operatorname{disc}\left(L_{k} / \mathbb{Q}\right)$. Set $L_{1}=K$ and $n_{k}=\left[L_{k}: K\right]$. The $[\mathrm{M}$, page 153, Theorem 1]: states that

Theorem 1.4.2 (Murty). Suppose that

$$
\sum_{k=1}^{\infty} \frac{\mu^{2}(k)}{n_{k}}<\infty
$$

and
(i) we have $\frac{\log \left|d_{k}\right|}{n_{k}}=O(\log k)$
(ii) the number of prime ideals $\mathfrak{p}$ in $K, N \mathfrak{p}<x$, which split completely in some $L_{q}, q>$ $x^{1 / 2} / \log x$ is $o(x / \log x)$.

Suppose further that the Generalized Riemann Hypothesis (GRH) is true for each of the Dedekind zeta functions $\zeta\left(s, L_{k}\right)$. Then the number $f(x, K)$ of prime ideals $\mathfrak{p}$ with $N \mathfrak{p}<x$ which does not split completely in any $L_{q}, q \in S$ satisfies

$$
f(x, K)=C(K) x / \log x+o(x / \log x)
$$

as $x \rightarrow \infty$. The constant $C(K)$ satisfies

$$
C(K)=\sum_{k=1}^{\infty} \frac{\mu(k)}{n_{k}}
$$

For a justification of (1.11), we have (i) by Proposition 3.2.1, and GRH is assumed. Thus, we need to check (ii) for the prime ideals under consideration. By (2.4), we have $q<\sqrt{x}+1$. Since $\mathfrak{p}$ split completely in some $L_{q}$ with $q>x^{1 / 2} / \log x$. Let $p^{f_{p}}=N \mathfrak{p}$ where $p$ is the rational prime lying under $\mathfrak{p}$. Since we have $N \mathfrak{p}<x$, rational primes with inertia degree $\geq 2$ contribute to $O\left(x^{1 / 2}\right)$ which is $o(x / \log x)$. Thus, it is enough to consider primes in $K$ of inertial degree 1 that lie above rational prime $p$. Let $\mathfrak{b}$ be a prime ideal in $L_{q}$ lying above $\mathfrak{p}$. Then the inertia degree of $\mathfrak{b} / p$ is 1 since $\mathfrak{p}$ splits completely in $L_{q}$. Then the rational prime $p$ has inertia degree 1 in $\mathbb{Q}\left(\zeta_{q}\right)$ as well. Since $L_{q} \supseteq \mathbb{Q}\left(\zeta_{q}\right)$, it follows that $p \equiv 1(\bmod q)$. By
the Brun-Titchmarch theorem, we obtain (ii) with bound of $O\left(x \log \log x / \log ^{2} x\right)$.
To avoid notational complication, every summation over prime ideals $\mathfrak{p}$ that we write will be the summation over only primes of good reduction for the abelian variety $\mathcal{A}$. Necessary notations such as CM-type or $(K, \Phi, \mathfrak{a})$ are introduced in the chapter 2. As in the elliptic curve cases, we expect the unconditional result in CM case. (see [AM, Theorem 1.1]):

Conjecture 1.4.1. Let $\mathcal{A}$ be an abelian variety of CM type ( $K, \Phi, \mathfrak{a}$ ) of dimension $g$ defined over a number field $k$. Then for any $B>0$,

$$
\begin{equation*}
\sum_{\substack{N \mathfrak{p} \leq x \\ d_{1}(\mathfrak{p})=1}} 1=c_{\mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) \tag{1.12}
\end{equation*}
$$

where

$$
c_{\mathcal{A}}=\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]): k]} .
$$

A motivation of this conjecture is the change of order of summation:

$$
\begin{aligned}
\sum_{N \mathfrak{p} \leq x} \sum_{m \mid d_{1}(\mathfrak{p})} \mu(m) & =\sum_{m \leq \sqrt{x}+1} \mu(m) \sum_{\substack{N \mathfrak{p} \leq x \\
m \mid d_{1}(\mathfrak{p})}} 1 \\
& =\sum_{m \leq \sqrt{x}+1} \mu(m) \pi_{\mathcal{A}}(x ; m) .
\end{aligned}
$$

Applying the number field analogue of Brun-Titchmarsh inequality due to J. Hinz and M. Lodemann [HL, Theorem 4], we obtain a bound for $\pi_{A}(x ; m)$.

$$
\begin{equation*}
\pi_{\mathcal{A}}(x ; m) \ll \frac{x}{[k(\mathcal{A}[m]): k]}, \tag{1.13}
\end{equation*}
$$

provided that $2 N(m f)<x$, and the implied constant depends on $\mathcal{A}$.
Thus, this bound is only applicable for small values of $m$. As [AG] pointed out, the main difficulty is to deal with large values of $m$, in which we do not know how to obtain such bound when $m$ is close to $\sqrt{x}$. Even when we assume GRH for Dedekind zeta functions of
division fields, we do not have a uniform bound that controls the case $m \sim \sqrt{x}$. What we obtain an asymptotic in short range instead of Conjecture 1.0.1:

Theorem 1.4.3. Let $\mathcal{A}$ be an absolutely simple abelian variety of CM type (K, $\Phi, \mathfrak{a})$ of dimension $g$ defined over a number field $k$, and $\left(K^{\prime}, \Phi^{\prime}\right)$ be its reflex type with $\left[K^{\prime}: \mathbb{Q}\right]=2 g^{\prime}$. Let $[k: \mathbb{Q}]=2 l \geq 2 g^{\prime}$. Then there exists a constant $c$ depending only on $\mathcal{A}$ such that for any $B>0$,

$$
\begin{equation*}
\sum_{m<c x^{\frac{1}{2 l}}} \mu(m) \pi_{\mathcal{A}}(x ; m)=c_{\mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) \tag{1.14}
\end{equation*}
$$

where

$$
c_{\mathcal{A}}=\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]): k]} .
$$

Since $\mathcal{A}$ is of CM-type, we actually have

$$
\begin{equation*}
\pi_{\mathcal{A}}(x ; m) \ll \frac{x^{g}}{m^{2 g}} \tag{1.15}
\end{equation*}
$$

for all $m \leq \sqrt{x}+1$. As it was pointed out by [AG, (4.5)], we are able to use the above when $m>x^{\frac{g}{2 g+1}} \log ^{\frac{1}{2 g+1}} x$. Under GRH for Dedekind zeta functions of division fields, we can deal with the sum over $m \leq x^{\frac{g}{2 g+1}} \log ^{\frac{1}{2 g+1}} x$ easily. Thus, we see that Conjecture 1.4.1 and 1.4.2 are true under GRH for Dedekind zeta functions of division fields with better error terms. The proof is outlined also in [V].

Similarly for the averaging problem, we expect that

Conjecture 1.4.2. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as above. Under the same hypotheses as in Theorem 1.0.7, for any positive B, we have

$$
\sum_{N \mathfrak{p} \leq x} \frac{1}{d_{1}(\mathfrak{p})}=\sum_{m=1}^{\infty} \frac{1}{[k(\mathcal{A}[m]): k]} \sum_{d e=m} \frac{\mu(d)}{e} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right)
$$

A motivation of this conjecture is as before, the change of order of summation:

$$
\begin{aligned}
\sum_{N \mathfrak{p} \leq x} \frac{1}{d_{1}(\mathfrak{p})} & =\sum_{N \mathfrak{p} \leq x} \sum_{d e \mid d_{1}(\mathfrak{p})} \frac{\mu(d)}{e} \\
& =\sum_{m \leq \sqrt{x}+1} \sum_{d e=m} \frac{\mu(d)}{e} \sum_{\substack{N \mathfrak{p} \leq x \\
m \mid d_{1}(\mathfrak{p})}} 1=\sum_{m \leq \sqrt{x}+1} \sum_{d e=m} \frac{\mu(d)}{e} \pi_{\mathcal{A}}(x ; m) .
\end{aligned}
$$

Here, we are able to only obtain short range summation:
Theorem 1.4.4. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k, g, g^{\prime}, l$ be the same notations as above. Under the same hypotheses as in Theorem 1.4.3, for any positive $B$, there is a positive constant $c$ depending only on $\mathcal{A}$ such that

$$
\sum_{m<c x^{\frac{1}{2 l}}} \sum_{d e=m} \frac{\mu(d)}{e} \pi_{\mathcal{A}}(x ; m)=\sum_{m=1}^{\infty} \frac{1}{[k(\mathcal{A}[m]): k]} \sum_{d e=m} \frac{\mu(d)}{e} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) .
$$

We turn our interest to the average behavior of $d_{\mathfrak{p}}$. Now, we consider the case $g \geq 2$. By Lemma 2.3.5, we have the convergence of

$$
C_{\mathcal{A}}=\sum_{m=1}^{\infty} \frac{\phi(m)}{[k(\mathcal{A}[m]): k]} .
$$

In fact, the convergence of this constant is the major difference between $g=1$ (CM elliptic curves) and $g \geq 2$. (abelian varieties of CM type) Since we do not have the estimate (1.13), obtaining similar bound as in Theorem 1.1.2 is still out of reach with current method. The strength of further hypothesis such as GRH or NSZC, is very little here(does not affect the main estimates), compared to $g=1$ case where we had stronger lower bounds with bigger order of magnitude. As before, we conjecture an upper bound result, and prove unconditional upper bound of shorter range sum, and finally unconditional lower bound:

Conjecture 1.4.3. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as above. Under the
same hypotheses as in Theorem 1.0.7, for any positive B,

$$
\begin{equation*}
\sum_{N \mathfrak{p} \leq x} d_{1}(\mathfrak{p})=C_{\mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) . \tag{1.16}
\end{equation*}
$$

Theorem 1.4.5. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k, g, g^{\prime}, l$ be the same notations as above. Under the same hypotheses as in Theorem 1.4.3, for any positive B, there exists a positive constant $c$ depending on $\mathcal{A}$, such that for any $B>0$,

$$
\begin{equation*}
\sum_{m \leq c x x^{\frac{1}{2 l}}} \phi(m) \pi_{\mathcal{A}}(x ; m)=C_{\mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) . \tag{1.17}
\end{equation*}
$$

Theorem 1.4.6. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as above. Under the same hypotheses as in Theorem 1.4.3, for any positive B,

$$
\begin{equation*}
\sum_{N \mathfrak{p} \leq x} d_{1}(\mathfrak{p}) \geq C_{\mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right) \tag{1.18}
\end{equation*}
$$

This is a direct consequence of Theorem 1.4.5:

$$
\sum_{N \mathfrak{p} \leq x} d_{1}(\mathfrak{p})=\sum_{m<\sqrt{x}+1} \phi(m) \pi_{\mathcal{A}}(x ; m) \geq \sum_{m \leq c x^{\frac{1}{2 l}}} \phi(m) \pi_{\mathcal{A}}(x ; m)=C_{\mathcal{A}} \operatorname{Li}(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right)
$$

We remark that the Conjecture 1.4.1, 1.4.2 are true with stronger error term under GRH for the Dedekind zeta function of division fields, and it can be generalized to:

Theorem 1.4.7. Let $\mathcal{A}$ be an absolutely simple abelian variety of CM type ( $K, \Phi, \mathfrak{a}$ ) of dimension $g$ defined over a number field $k$, and $\left(K^{\prime}, \Phi^{\prime}\right)$ be its reflex type with $\left[K^{\prime}: \mathbb{Q}\right]=2 g^{\prime}$. Let $[k: \mathbb{Q}]=2 l \geq 2 g^{\prime}$. Let $f: \mathbb{N} \longrightarrow \mathbb{C}$ be an arithmetic function satisfying

$$
f(m)=O\left(m^{\alpha}\right)
$$

with $0<\alpha<\frac{1}{2 g-1}$. Assume GRH for the Dedekind zeta function of division fields, then

$$
\begin{equation*}
\sum_{m \leq \sqrt{x}+1} f(m) \pi_{\mathcal{A}}(x ; m)=c_{f, \mathcal{A}} L i(x)+O_{\mathcal{A}, \epsilon}\left(x^{\frac{4 g+2 g \alpha-\alpha-1}{4 g}}+\epsilon\right) . \tag{1.19}
\end{equation*}
$$

where

$$
c_{f, \mathcal{A}}=\sum_{m=1}^{\infty} \frac{f(m)}{[k(\mathcal{A}[m]): k]} .
$$

We also remark that the theorems 1.4.3, 1.4.4, and 1.4.5 can be generalized to the following:

Theorem 1.4.8. Let $\mathcal{A}$ be an absolutely simple abelian variety, $(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the its CM-type, reflex type, and field of definition respectively. Let $[K: \mathbb{Q}]=2 g,\left[K^{\prime}: \mathbb{Q}\right]=2 g^{\prime}$, and $[k: \mathbb{Q}]=2 l \geq 2 g^{\prime}$. Let $f: \mathbb{N} \longrightarrow \mathbb{C}$ be an arithmetic function satisfying the growth condition:

$$
f(m)=O\left(m^{\alpha}\right)
$$

for some $\alpha<2$. Then there exists a constant $c>0$ depending only on $\mathcal{A}$ such that for any $B>0$,

$$
\begin{equation*}
\sum_{m<c x^{\frac{1}{2 l}}} f(m) \pi_{\mathcal{A}}(x ; m)=c_{f, \mathcal{A}} L i(x)+O_{\mathcal{A}, B}\left(\frac{x}{\log ^{B} x}\right), \tag{1.20}
\end{equation*}
$$

where

$$
c_{f, \mathcal{A}}=\sum_{m=1}^{\infty} \frac{f(m)}{[k(\mathcal{A}[m]): k]} .
$$

A natural question on the constant $c_{\mathcal{A}, k}=\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]: k]}$ is whether we can determine the sign of it. In general, this is a very difficult problem because of $\mu(m)$. Assume GRH for the division fields $k(\mathcal{A}[m])$ over $k$. Let $k_{0}$ be a finite extension of the field of definition $k$. Assume also GRH for the division fields $k_{0}(\mathcal{A}[m])$ over $k_{0}$ and let $c_{\mathcal{A}, k_{0}}=\sum_{m=1}^{\infty} \frac{\mu(m)}{\left[k_{0}(\mathcal{A}[m]): k_{0}\right]}$. Then the constants $c_{\mathcal{A}, k}$ and $c_{\mathcal{A}, k_{0}}$ are related by an inequality $c_{\mathcal{A}, k} \geq \frac{1}{\left[k_{0}: k\right]} c_{\mathcal{A}, k_{0}}$. We prove
this using (1.11). The number of primes $\mathfrak{p}$ in $k$ with $N \mathfrak{p} \leq x$ and $d_{1}(\mathfrak{p})=1$ is

$$
\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+o\left(\frac{x}{\log x}\right) .
$$

We provide a subset of those primes which has positive density. Consider the finite extension $k_{0}$, then the number of primes $\mathcal{P}$ in $k_{0}$ with $N \mathcal{P} \leq x$ and $d_{1}(\mathcal{P})=1$ is

$$
\sum_{m=1}^{\infty} \frac{\mu(m)}{\left[k_{0}(\mathcal{A}[m]): k_{0}\right]} \operatorname{Li}(x)+o\left(\frac{x}{\log x}\right)
$$

Consider a prime $\mathfrak{p}$ in $k$ that lies below $\mathcal{P}$. Since $\mathcal{A}\left(\mathcal{O}_{k} / \mathfrak{p}\right)$ forms a subgroup of $\mathcal{A}\left(\mathcal{O}_{k_{0}} / \mathcal{P}\right)$ which is fixed by Frobenious automorphism, it follows that

$$
d_{1}(\mathcal{P})=1 \text { implies } d_{1}(\mathfrak{p})=1
$$

Therefore, the correspondence $\mathcal{P} \mapsto \mathfrak{p}$ gives "(at most $\left[k_{0}: k\right]$ )-to-one" mapping. Hence the set $\left\{N \mathfrak{p} \leq x \mid d_{1}(\mathfrak{p})=1\right\}$ contains a subset of size at least

$$
\frac{1}{\left[k_{0}: k\right]} \sum_{m=1}^{\infty} \frac{\mu(m)}{\left[k_{0}(\mathcal{A}[m]): k_{0}\right]} \operatorname{Li}(x)+o\left(\frac{x}{\log x}\right) .
$$

This proves the following theorem:
Theorem 1.4.9. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as above, and $k_{0}$ be a finite extension of $k$. Assume GRH for Dedekind zeta functions of division fields $k(\mathcal{A}[m])$ over $k$, and $k_{0}(\mathcal{A}[m])$ over $k_{0}$. Then we have

$$
\sum_{m=1}^{\infty} \frac{\mu(m)}{[k(\mathcal{A}[m]): k]} \geq \frac{1}{\left[k_{0}: k\right]} \sum_{m=1}^{\infty} \frac{\mu(m)}{\left[k_{0}(\mathcal{A}[m]): k_{0}\right]}
$$

It will be an interesting problem to look for unconditional proof of this.
A difficulty in achieving Conjectures 1.4.1, 1.4.2, and 1.4.3 is an insufficient information on $\pi_{\mathcal{A}}\left(x ;(m f), \mathfrak{a}_{i}\right)$ where $N(m f)>x / 2$. However, it is possible to achieve some information
on the numbers $t(m)$ in Lemma 2.3.7 on average in special cases:
Theorem 1.4.10. Let $\mathcal{A}$ be an absolutely simple abelian variety of dimension 2 defined over a degree 4 CM-field (which is a quadratic extension of an imaginary quadratic field), with CM-type $(K, \Phi, \mathfrak{a})$. Suppose that the reflex type $\left(K^{\prime}, \Phi^{\prime}, \mathfrak{a}^{\prime}\right)$ satisfies $K=K^{\prime}$. Then we have

$$
\sum_{m<\sqrt{x}} t(m)<_{K} x \exp \left(-\frac{1}{6}(\log x)^{2 / 5}\right)
$$

The significance in this theorem is that this opens up a possibility of proving a special case $g=2$ of Conjecture 1.4.1 unconditionally. If we are able to prove

$$
\pi_{\mathcal{A}}\left(x ;(m f), \mathfrak{a}_{i}\right)<_{K}(\log x)^{B}
$$

for some positive absolute constant $B$ in the case $N(m f)>x / 2$, then this would provide an unconditional proof of Conjecture 1.4.1 under the hypotheses of Theorem 1.4.10.

### 1.5 Positivity Conditions for Rational Elliptic Curves

A. Cojocaru obtained the density of primes $p$ of good reduction for $E$ such that $d_{p}=j$ for $j>1$. (see [C2]) It is

$$
C_{E, j}=\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[j k]): \mathbb{Q}]},
$$

under GRH for the Dedekind zeta functions of division fields. For CM curves, it can be shown unconditionally. The positivity of $C_{E}=\sum \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}$ in non-CM case is achievable under GRH, and it can be done unconditionally in CM case.

However, it was not known whether $C_{E, j}>0$ for some $j>1$. In this note, we obtain the positivity under appropriate conditions.

Theorem 1.5.1. Let $E$ be a non-CM elliptic curve over $\mathbb{Q}$, and $N$ the conductor of $E$. Let $A(E)$ be the associated Serre's constant. Suppose also that $\mathbb{Q}(E[2]) \neq \mathbb{Q}$. Let $j>1$ and
$(j, 2 N A(E))=1$. If we assume GRH for division fields, we have $C_{E, j}>0$.

The prime 2 requires a special care, for an elliptic curve $y^{2}=x^{3}+a x+b$ defined over $\mathbb{Q}$, let $K_{2}$ be a quadratic or cubic subfield of $\mathbb{Q}(E[2])$. Precisely, $K_{2}$ is defined as follows,

$$
K_{2}= \begin{cases}\mathbb{Q}\left(\sqrt{-4 a^{3}-27 b^{3}}\right) & \text { if }[\mathbb{Q}(E[2]): \mathbb{Q}]=2, \text { or } 6 \\ \mathbb{Q}(\alpha) & \text { if }[\mathbb{Q}(E[2]): \mathbb{Q}]=3 .\end{cases}
$$

where $\alpha$ is a root of $x^{3}+a x+b=0$ in $\overline{\mathbb{Q}}$.

Theorem 1.5.2. Let $E$ be an elliptic curve over $\mathbb{Q}$ which has CM by the full ring of integers $\mathcal{O}_{K}$ in an imaginary quadratic field $K$. Let $N$ be the conductor of $E$. Suppose that $K_{2} \neq K$. Let $(j, 6 N)=1$. Then $C_{E, j}>0$.

## CHAPTER 2

## Algebraic Background

### 2.1 Elliptic Curves

### 2.1.1 $\quad$ Structure of Reductions modulo $\mathfrak{p}$

Let $E$ be an elliptic curve over $\mathbb{Q}$, and $p$ be a prime of good reduction. Denote $E\left(\mathbb{F}_{p}\right)$ the group of $\mathbb{F}_{p}$-rational points of $E$. It is known that $E\left(\mathbb{F}_{p}\right)$ has a structure

$$
\begin{equation*}
E\left(\mathbb{F}_{p}\right) \simeq \mathbb{Z} / d_{p} \mathbb{Z} \oplus \mathbb{Z} / e_{p} \mathbb{Z} \tag{2.1}
\end{equation*}
$$

with $d_{p} \mid e_{p}$.
Let $E[k]$ be the $k$-torsion points of the group $E(\overline{\mathbb{Q}})$. Denote $\mathbb{Q}(E[k])$ the $k$-th division field, which is obtained by adjoining coordinates of $E[k]$. Denote $n_{k}$ the field extension degree $[\mathbb{Q}(E[k]): \mathbb{Q}]$. To prove (2.1), we consider the structure of $E[k]$ (see $[\mathrm{Si}, \mathrm{p} 86$, Corollary 6.4]).

Proposition 2.1.1. Let $E$ be an elliptic curve over a field $K$ and let $m \in \mathbb{Z}$ with $m \neq 0$.
(a) If $m \neq 0$ in $K$, i.e., if either $\operatorname{char}(K)=0$ or $p=\operatorname{char}(K)>0$ and $p \nmid m$, then

$$
E[m]=\mathbb{Z} / m \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z}
$$

(b) If $\operatorname{char}(K)=p>0$, then one of the following is true:
(i) $E\left[p^{e}\right]=\{O\}$ for all $e=1,2,3 \cdots$.
(ii) $E\left[p^{e}\right]=\mathbb{Z} / p^{e} \mathbb{Z}$ for all $e=1,2,3 \cdots$.

The case that we are interested is $(a)$. Together with the fact that $E\left(\mathbb{F}_{p}\right)$ is finite, we see that the following is true

$$
E\left(\mathbb{F}_{p}\right) \subset E[m]=\mathbb{Z} / m \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z}
$$

which proves (2.1).
Analogous statement for (2.1) for abelian varieties is as follows. Let $\mathcal{A}$ be a $g$-dimensional abelian variety defined over a number field $k$, and $\mathfrak{p}$ be a prime in $k$ such that $\mathcal{A}$ has a good reduction at $\mathfrak{p}$, and denote the reduction by $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$. Then $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$ has an abelian group structure

$$
\begin{equation*}
\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right) \simeq \mathbb{Z} / d_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / d_{g}(\mathfrak{p}) \mathbb{Z} \oplus \mathbb{Z} / e_{1}(\mathfrak{p}) \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / e_{g}(\mathfrak{p}) \mathbb{Z} \tag{2.2}
\end{equation*}
$$

where $d_{i}(\mathfrak{p})\left|d_{i+1}(\mathfrak{p}), d_{g}(\mathfrak{p})\right| e_{1}(\mathfrak{p})$, and $e_{i}(\mathfrak{p}) \mid e_{i+1}(\mathfrak{p})$ for $1 \leq i<g$
Another useful fact about primes of good reduction for abelian varieties is given in the following proposition. (see [ST, Theorem 1])

Proposition 2.1.2 (Neron-Ogg-Shafarevic). Let $\mathcal{A}$ be an abelian variety over K. Suppose that the residue field $k$ of $v$ is perfect. Then the following properties are equivalent:
(a) $\mathcal{A}$ has a good reduction at $v$.
(b) $A_{m}=\operatorname{Hom}\left(\mathbb{Z} / m \mathbb{Z}, A\left(K_{s}\right)\right)$ is unramified at $v$ for all $m$ prime to char $(k)$.

Let $\mathcal{A}$ be an abelian variety over a number field $k$. Denote $\mathcal{A}[m]$ the $m$-torsion points of $\mathcal{A}(\bar{k})$. Then we have the following corollary which can be obtained from (b) of the above proposition:

Corollary 2.1.1. If $\mathfrak{p} \subset k$ is a prime of good reduction for $\mathcal{A}$, and $(m, N \mathfrak{p})=1$. Then $\mathfrak{p}$ is unramified in the division field $k(\mathcal{A}[m])$.

An elliptic curve $E$ over $\mathbb{Q}$ has its reduction modulo $p$ for each rational prime $p$. By the Riemann Hypothesis for varieties (also known as Weil's Conjectures, see [W], also [Si, p142,

Theorem 2.3.1]). Then we have

$$
\begin{equation*}
\left|E\left(\mathbb{F}_{p}\right)\right|=p+1-a_{p} \tag{2.3}
\end{equation*}
$$

with $\left|a_{p}\right|<2 \sqrt{p}$.
For abelian varieties, the Riemann Hypothesis for varieties gives

$$
\begin{equation*}
(\sqrt{q}-1)^{2 g} \leq\left|\mathcal{A}\left(\mathbb{F}_{q}\right)\right| \leq(\sqrt{q}+1)^{2 g} \tag{2.4}
\end{equation*}
$$

where $q=N \mathfrak{p}$.
The following lemma shows the relation between residue field extension and division fields (see [AGP, Lemma 2.3]):

Lemma 2.1.1. Let $(K, v)$ be a discrete valued field, $A / K$ an abelian extension with good reduction at $v, n$ an integer coprime to the residue characteristic of $v, L=K(\mathcal{A}[n])$ and $w$ an extension of $v$ to L. Denote the residue field of $v$ (resp. w) by $k(v)$ (resp. $k(w)$ ). Let $\mathcal{A}_{v} / k(v)$ be the reduction of $A$ at $v$. Then $k(w)=k(v)\left(\mathcal{A}_{v}[n]\right)$.

Proof. The result is also valid when $K$ is a number field, since we can replace $K$ by $K_{v}$. This lemma is an another interpretation of [ST, Lemma 2], since $v$ is unramified in $K(\mathcal{A}[n])$ by Neron-Ogg-Shafarevic. Thus, $L$ equals the fixed field of inertia group $I(w / v)$, and the reduction map $r: \mathcal{A}(L) \longrightarrow \mathcal{A}_{w}(k(w))$ defines a homomorphism

$$
\operatorname{Hom}(\mathbb{Z} / m \mathbb{Z}, \mathcal{A}(L)) \longrightarrow \operatorname{Hom}\left(\mathbb{Z} / m \mathbb{Z}, \mathcal{A}_{w}(k(w))\right),
$$

which is proven to be an isomorphism by [ST, Lemma 2]. Furthermore, this isomorphism commutes with the decomposition group $D(w / v)=G_{k(w) / k(v)}$. This completes the proof of this lemma.

The following lemma can be deduced from above, and it will be used frequently. (see [M, p. 159, Lemma 2])

Lemma 2.1.2. Let $\mathcal{A}$ be an abelian variety defined over a number field $k$, and $\mathfrak{p} \subset k$ be $a$ prime of good reduction for $\mathcal{A}$, and $\mathfrak{p} \nmid m$. Then

$$
m \mid d_{1}(\mathfrak{p}) \Leftrightarrow \mathfrak{p} \text { splits completely in } k(\mathcal{A}[m])
$$

Proof. We look at the reduced variety $\mathcal{A}_{\mathfrak{p}}$ over $\mathbb{F}_{\mathfrak{p}}$. Let $\pi_{\mathfrak{p}}$ be the Frobenious endomorphism of $\mathbb{F}_{\mathfrak{p}}$ given by $\pi_{\mathfrak{p}}(x)=x^{N \mathfrak{p}}$, then $\pi_{\mathfrak{p}}: \mathcal{A}_{\mathfrak{p}} \longrightarrow \mathcal{A}_{\mathfrak{p}}$ is a homomorphism and $\operatorname{ker}\left(\pi_{\mathfrak{p}}-1\right)=\mathcal{A}_{\mathfrak{p}}$. Hence, $\mathcal{A}_{\mathfrak{p}}$ contains $\mathbb{Z} / m \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / m \mathbb{Z}\left(2 g\right.$ summands) if and only if $\pi_{\mathfrak{p}}$ is trivial on $\mathcal{A}_{\mathfrak{p}}[m]$. By Lemma 2.1.1, the decomposition group $D(\mathfrak{q} / \mathfrak{p})$ for prime $\mathfrak{q} \subset k(\mathcal{A}[m])$ lying over $\mathfrak{p}$ is identical to the cyclic group generated by the generator $\pi_{\mathfrak{p}}$ of $G_{\mathbb{F}_{\mathfrak{p}}\left(\mathcal{A}_{\mathfrak{p}}[m]\right) / \mathbb{F}_{\mathfrak{p}}}$. Then $\mathcal{A}_{\mathfrak{p}}$ contains $\mathbb{Z} / m \mathbb{Z} \oplus \cdots \oplus \mathbb{Z} / m \mathbb{Z}$ if and only if $D(\mathfrak{q} / \mathfrak{p})$ is trivial.

### 2.1.2 Weil Paring

Let $E / K$ be an elliptic curve. Let $m \geq 2$ be an integer coprime to char $(K)$. Then by Proposition 2.1.1,

$$
E[m] \simeq \mathbb{Z} / m \mathbb{Z} \oplus \mathbb{Z} / m \mathbb{Z}
$$

Choosing a basis $\left\{T_{1}, T_{2}\right\}$ for $E[m]$, a determinant paring for $P, Q \in E[m]$ can be defined:

$$
E[m] \longrightarrow \mathbb{Z} / m \mathbb{Z}, \quad(P, Q) \mapsto \operatorname{det}(P, Q)=\operatorname{det}\left(\begin{array}{ll}
a & c \\
b & d
\end{array}\right)
$$

where $P=a T_{1}+b T_{2}$, and $Q=c T_{1}+d T_{2}$. However, this is not Galois invariant.
Using a primitive $m$-th root of unity $\zeta_{m}$, and define

$$
e_{m}: E[m] \times E[m] \longrightarrow \mu_{m}, \quad(P, Q) \mapsto \zeta_{m}^{\operatorname{det}(P, Q)}
$$

This non-degenerate paring $e_{m}$ is called Weil paring. (see [Si, p. 94]) An important property of $e_{m}$ is Galois invariance:

$$
e_{m}\left(P^{\sigma}, Q^{\sigma}\right)=e_{m}(P, Q)^{\sigma}
$$

for any $\sigma \in G_{\bar{K} / K}$.
On abelian variety $\mathcal{A}$ of dimension $g$, Weil paring is similarly defined:

$$
e_{\mathcal{A}, m}: \mathcal{A}[m]^{2 g} \longrightarrow \mu_{m}, \quad\left(P_{1}, P_{2}, \cdots, P_{2 g}\right) \mapsto \zeta_{m}^{\operatorname{det}\left(P_{1}, P_{2}, \cdots, P_{2 g}\right)} .
$$

Also, this is non-degenerate and Galois invariant. This allows a proof of the following lemma:
Lemma 2.1.3. (An Extension of [GM, Lemma 2]) Let $k$ be a number field. Let $\mathcal{A} / k$ be an abelian variety of dimension $g$, and $m \geq 2$ be an integer. Then

$$
k\left(\zeta_{m}\right) \subset k(\mathcal{A}[m])
$$

Proof. Let $\sigma \in G_{\bar{k} / k(\mathcal{A}[m])}$, and $P_{1}, \cdots, P_{2 g} \in \mathcal{A}[m]$ such that $e_{\mathcal{A}, m}\left(P_{1}, \cdots, P_{2 g}\right)=\zeta_{m}$ (This is possible because $e_{\mathcal{A}, m}$ is non-degenerate). Then

$$
e_{\mathcal{A}, m}\left(P_{1}^{\sigma}, \cdots, P_{2 g}^{\sigma}\right)=e_{\mathcal{A}, m}\left(P_{1}, \cdots, P_{2 g}\right)^{\sigma}
$$

by Galois invariance. We see that $P_{i}^{\sigma}=P_{i}$ for each $i$. Thus,

$$
e_{\mathcal{A}, m}\left(P_{1}, \cdots, P_{2 g}\right)^{\sigma}=e_{\mathcal{A}, m}\left(P_{1}, \cdots, P_{2 g}\right)
$$

This yields $\zeta_{m}^{\sigma}=\zeta_{m}$. Therefore, we have $G_{\bar{k} / k(\mathcal{A}[m])} \subset G_{\bar{k} / k\left(\zeta_{m}\right)}$. Equivalently, by Galois theory, $k\left(\zeta_{m}\right) \subset k(\mathcal{A}[m])$.

### 2.2 Class Field Theory

### 2.2.1 Main Theorem

We use the main theorem of global class field theory. Before stating the theorem, we list notations for basic objects. (We follow some notations in Neukirch [N])

$$
\mathbb{A}_{k}^{\times} \quad \text { The group of ideles over } k \text {. }
$$

$C_{k}=\mathbb{A}_{k}^{\times} / k^{\times} \quad$ The idele class group over $k$.
$J_{k}$ The group of fractional ideals of $k$
$U_{k, \mathfrak{p}}^{\left(n_{\mathfrak{p}}\right)}=\left\{\begin{array}{ll}1+\mathfrak{p}^{n_{\mathfrak{p}}} & \text { if } \mathfrak{p} \text { is finite, } \\ \mathbb{R}_{+}^{\times} \subset \mathbb{R}^{\times} & \text {if } \mathfrak{p} \text { is real, } \\ \mathbb{C}^{\times} & \text {if } \mathfrak{p} \text { is complex. }\end{array} \quad\right.$ The basic open sets in $\mathbb{A}_{k}^{\times}$
Let $\mathfrak{m}=\mathfrak{m}_{\mathrm{fi}} \mathfrak{m}_{\infty}$ be a modulus, where $\mathfrak{m}_{\mathrm{fin}}$ is a proper fractional ideal of $k$, and $\mathfrak{m}_{\infty}$ is a product of real embeddings of $k$.
$U_{k, \mathfrak{m}}=\left\{s \in \mathbb{A}_{k}^{\times} \mid s_{\mathfrak{p}} \equiv 1\left(\bmod \mathfrak{m}_{\mathrm{fin}}\right)\right.$ for all finite $\mathfrak{p}$, and $s_{\nu}>0$ for real embeddings $\left.\nu \mid \mathfrak{m}_{\infty}\right\}$
Given $\alpha_{\mathfrak{p}} \in k_{\mathfrak{p}}^{\times}$we write

$$
\alpha_{\mathfrak{p}} \equiv 1\left(\bmod \mathfrak{p}^{n_{\mathfrak{p}}}\right) \Leftrightarrow \alpha_{\mathfrak{p}} \in U_{k, \mathfrak{p}}^{\left(n_{\mathfrak{p}}\right)} .
$$

$C_{k}^{\mathfrak{m}}=I_{k}^{\mathfrak{m}} k^{\times} / k^{\times}$, where $I_{k}^{\mathfrak{m}}=\prod_{\mathfrak{p}} U_{k, \mathfrak{p}}^{\left(n_{\mathfrak{p}}\right)}$, and $\mathfrak{m}=\prod_{\mathfrak{p}} \mathfrak{p}^{n_{\mathfrak{p}}}$.
The $C_{k}^{\mathrm{m}}$ is called the congruence subgroup, and $C_{k} / C_{k}^{\mathrm{m}}$ is called the ray class group modulo $\mathfrak{m}$.
$J_{k}^{\mathfrak{m}} \quad$ The group of fractional ideals prime to $\mathfrak{m}$.
$P_{k}^{\mathfrak{m}} \quad$ The group of principal ideals $(a)$ such that $a \equiv 1(\bmod \mathfrak{m})$, and $a$ is totally positive.
$C_{\mathfrak{m}}(k)=J_{k}^{\mathfrak{m}} / P_{k}^{\mathfrak{m}} \quad$ The $\mathfrak{m}$-ideal class group.
Then the following proposition binds the ideal theoretic and idele theoretic view points together.

Proposition 2.2.1. The homomorphism

$$
(): \mathbb{A}_{k}^{\times} \longrightarrow J_{k}, \quad \alpha \mapsto(\alpha)=\prod_{\mathfrak{p} \nmid \infty} \mathfrak{p}^{\nu_{\mathfrak{p}}\left(\alpha_{\mathfrak{p}}\right)}
$$

induces an isomorphism

$$
C_{k} / C_{k}^{\mathfrak{m}} \simeq J_{k}^{\mathfrak{m}} / P_{k}^{\mathfrak{m}}
$$

The following theorem is considered as the main theorem of class field theory, it corresponds all finite abelian extension of a number field $k$ to closed subgroups of finite index in $C_{k}$.

Theorem 2.2.1 (Main Theorem of Class Field Theory). Let $k$ be a number field. Then the following mapping gives an inclusion reversing one-to-one correspondence between finite abelian extensions $L / k$ and the closed subgroups of finite index in $C_{k}$ :

$$
L \mapsto N_{L \mid k} C_{L},
$$

where $N_{L \mid k}: \mathbb{A}_{L}^{\times} \longrightarrow \mathbb{A}_{k}^{\times}$is the norm map.

This correspondence also gives an isomorphism:

$$
\operatorname{Gal}(L / k) \simeq C_{k} / N_{L \mid k} C_{L} .
$$

For any closed subgroup $\mathcal{N}$ of $C_{k}$ which has finite index in it, the above correspondence gives a finite abelian extension $L / k$ such that $N_{L \mid k} C_{L}=\mathcal{N}$. In particular, there is a finite abelian extension $k_{\mathfrak{m}} / k$ corresponding to the congruence group $C_{k}^{\mathfrak{m}}$. This $k_{\mathfrak{m}}$ is called the ray class field modulo $\mathfrak{m}$.

To understand finite abelian extension of a number field $k$, it is enough to investigate the ray class fields via the following lemma.

Lemma 2.2.1. Let $k$ be a number field and $L$ be a finite abelian extension of $k$. Then the corresponding group $N_{L \mid k} C_{L}$ contains a congruence group $C_{k}^{\mathfrak{m}}$ for some fractional ideal $\mathfrak{m} \subset k$. Consequently, it follows by the correspondence theorem that

$$
L \subset k_{\mathfrak{m}}
$$

This lemma works for general finite abelian extensions of $k$, but it is difficult to find $\mathfrak{m}$ explicitly in terms of $L$. However, we will do this for $L=k(\mathcal{A}[m])$ where $\mathcal{A}$ is an abelian
variety defined over $k$ and admits a complex multiplication. See Section 2.3.2 for details.
Another important theorem in class field theory is Artin's reciprocity law, we state an idelic version of this. (see [Si2, p120, Theorem 3.5])

Theorem 2.2.2. Let $k$ be a number field, and let $k^{a b}$ be the maximal abelian extension of $K$. There exists a unique continuous homomophism

$$
\mathbb{A}_{k}^{\times} \longrightarrow \operatorname{Gal}\left(k^{a b} / k\right), \quad s \mapsto[s, k],
$$

with the following property:

- If $L$ is a finite abelian extension of $k$, then

$$
\left.[s, k]\right|_{L}=((s), L / k)
$$

Here $(\cdot, L / k)$ is the Artin map, and $\operatorname{Gal}\left(k^{a b} / k\right)$ is given the profinite topology.

- $k^{\times}$is contained in its kernel.
- The reciprocity map is compatible with norm map:

$$
\left.[s, L]\right|_{k^{a b}}=\left[N_{k}^{L} s, k\right] \text { for all } s \in \mathbb{A}_{L}^{\times}
$$

The correspondence theorem is compatible with Artin map by the following relations:
Theorem 2.2.3. Let $\mathcal{F}$ be the set of all finite abelian extension of $k$ inside $\bar{k}, \mathcal{G}$ be the set of all closed subgroups of finite index in $\mathbb{A}_{k}^{\times} / k^{\times}$, and $\mathcal{H}$ be the set of all closed subgroups of finite index in $\operatorname{Gal}\left(k^{a b} / k\right)$. Then we have the following:

$$
\mathcal{F} \xrightarrow{\text { Correspondence }} \mathcal{G} \xrightarrow{\text { Artin's Reciprocity Law }} \mathcal{H} \xrightarrow{\text { fixed field }} \mathcal{F} \text {, }
$$

via

$$
L \longmapsto N_{L \mid k} C_{L} \longmapsto\left[N_{L \mid k} C_{L}, k\right] \longmapsto L .
$$

We now say that an idele fixes an element if the corresponding element in Galois group fixes the element. Then $s \in \mathbb{A}_{k}^{\times}$fixes $x \in k^{a b}$ means that $\sigma=[s, k] \in \operatorname{Gal}\left(k^{a b} / k\right)$ fixes $x$. Also, we say that $L \subset k^{a b}$ is a fixed field of a subgroup $H$ of $\mathbb{A}_{k}^{\times}$if $L$ is a fixed field of $[H, k] \subset \operatorname{Gal}\left(k^{a b} / k\right)$.

Note that the third isomorphism theorem gives a correspondence between subgoups $H k^{\times}$ of $\mathbb{A}_{k}^{\times}$containing $k^{\times}$and subgroups $H$ of $C_{k}$, also we have

$$
\mathbb{A}_{k}^{\times} / H k^{\times} \simeq C_{k} / H
$$

Thus, we have the identical subgroup index $\left[\mathbb{A}_{k}^{\times}: H k^{\times}\right]=\left[C_{k}: H\right]$. Hence, if one of them is finite, then the other is also finite.

The following lemma is a basic fact from topological group theory.

Lemma 2.2.2. Let $f: \mathbb{A}_{K}^{\times} \longrightarrow \mathbb{A}_{k}^{\times}$be a continuous homomorphism. Suppose that $H \subset \mathbb{A}_{k}^{\times}$ be a closed subgroup of finite index in $\mathbb{A}_{k}^{\times}$, then $f^{-1}(H) \subset \mathbb{A}_{K}^{\times}$is a closed subgroup of finite index in $\mathbb{A}_{K}^{\times}$. Furthermore, $\left[\mathbb{A}_{K}^{\times}: f^{-1}(H)\right] \leq\left[\mathbb{A}_{k}^{\times}: H\right]$.

Proof. First, $f^{-1}(H)$ is clearly a closed subgroup of $\mathbb{A}_{K}^{\times}$by continuity of $f$. Since $H$ is of finite index in $\mathbb{A}_{k}^{\times}$, we have a coset decomposion of $\mathbb{A}_{k}^{\times}$into finite union of cosets, say $\mathbb{A}_{k}^{\times}=\cup_{i} H a_{i}$ with a finite set of representatives $\left\{a_{i}\right\}_{i}$. Let $\left\{b_{j}\right\}_{j} \subset \mathbb{A}_{K}^{\times}$have properties:
(1) $f\left(b_{j}\right) \in\left\{a_{i}\right\}_{i}$ for all $j$.
(2) If $f\left(b_{j_{1}}\right)=a_{i_{1}}$ and $f\left(b_{j_{2}}\right)=a_{i_{2}}$ for $b_{j_{1}} \neq b_{j_{2}}$, then $a_{i_{1}} \neq a_{i_{2}}$.

Then, we claim that $\mathbb{A}_{K}^{\times}$has a coset decomposition $\mathbb{A}_{K}^{\times}=\cup_{j} f^{-1}(H) b_{j}$. We need to establish for any $j, f^{-1}(H) b_{j}=f^{-1}\left(H a_{i}\right)$ for some $i$. Suppose $x \in f^{-1}(H) b_{j}$, then $f(x) \in$ $H f\left(b_{j}\right)=H a_{i}$, so $x \in f^{-1}\left(H a_{i}\right)$. On the other hand, if $y \in f^{-1}\left(H a_{i}\right)$, then $y=y b_{j}^{-1} b_{j}$. Also, $f\left(y b_{j}^{-1}\right)=f(y) f\left(b_{j}\right)^{-1}=f(y) a_{i}^{-1} \in H a_{i} a_{i}^{-1}=H$. Thus, $y \in f^{-1}(H) b_{j}$. Hence, our claim is proved. The last inequality follows from $\left|\left\{b_{j}\right\}_{j}\right| \leq\left|\left\{a_{i}\right\}_{i}\right|$.

### 2.2.2 Imaginary Quadratic Case-Kronecker's Jugendtraum

Kronecker's Jugendtraum stems in an attempt to classifying finite abelian over $K$. This was successful by classifying ray class field over $K$ instead. To this end, Weber function is introduced:

Definition 2.2.1. For any point $P \in E$, Weber function $h: E \longrightarrow \mathbb{C}$ is defined by:

$$
h(x, y)= \begin{cases}x & \text { if } g_{2} g_{3} \neq 0 \\ x^{2} & \text { if } g_{3}=0 \\ x^{3} & \text { if } g_{2}=0\end{cases}
$$

For any nonzero fractional ideal $\mathfrak{m}$ in $K$, the classification of ray class field is as follows:

Theorem 2.2.4. Let $E: y^{2}=4 x^{3}-g_{2} x-g_{3}$ be an elliptic curve over $\mathbb{C}$ that admits $C M$ by the full ring of integers an imaginary quadratic field $K$. The ray class field $K_{\mathfrak{m}}$ is the finite extension obtained by

$$
K_{\mathfrak{m}}=K(j(E), h(E[\mathfrak{m}])),
$$

where $E[\mathfrak{m}]$ denotes $\mathfrak{m}$-torsion points on $E$.

Here, $j(E)$ is the $j$-invariant of elliptic curve $E$. (Definition is given in Section 2.3)
Corollary 2.2.1. Let $L$ be a finite abelian extension of imaginary quadratic field $K$. Then there is a fractional ideal $\mathfrak{m}$ such that

$$
L \subset K(j(E), h(E[\mathfrak{m}]))
$$

### 2.3 Complex Multiplication (CM)

### 2.3.1 Elliptic Curves with CM

Let $E$ be an elliptic curve over $\mathbb{C}$ which corresponds to a complex lattice $\Lambda$. To see a clear exposition of this correspondence, we introduce Weierstrass $\wp$-function. (see [Co])

Definition 2.3.1. Weierstrass $\wp$-function associated to a complex lattice $\Lambda=\left[\omega_{1}, \omega_{2}\right]$ is defined by:

$$
\begin{equation*}
\wp(z ; \Lambda)=\frac{1}{z^{2}}+\sum_{w \in \Lambda-\{0\}}\left(\frac{1}{(z-w)^{2}}-\frac{1}{w^{2}}\right) . \tag{2.5}
\end{equation*}
$$

We simply write $\wp(z)=\wp(z ; \Lambda)$. Note that $\wp(z+w)=\wp(z)$ for all $w \in \Lambda$.

Lemma 2.3.1. Let $G_{k}(\Lambda)=\sum_{w \in \Lambda-\{0\}} w^{-k}$ for $k>2$. Then, Weierstrass $\wp$-function for $a$ lattice $\Lambda$ has Laurent expansion

$$
\begin{equation*}
\wp(z)=\frac{1}{z^{2}}+\sum_{n=1}^{\infty}(2 n+1) G_{2 n+2}(\Lambda) z^{2 n} \tag{2.6}
\end{equation*}
$$

Proof. We have the series expansion

$$
\frac{1}{(1-x)^{2}}=1+\sum_{n=1}^{\infty}(n+1) x^{n}
$$

for $|x|<1$. Thus, if $|z|<|w|$, we have

$$
\frac{1}{(z-w)^{2}}-\frac{1}{w^{2}}=\sum_{n=1}^{\infty} \frac{n+1}{w^{n+2}} z^{n}
$$

Summing over $w \in \Lambda-\{0\}$, we obtain

$$
\wp(z)=\frac{1}{z^{2}}+\sum_{n=1}^{\infty}(n+1) G_{n+2}(\Lambda) z^{n}
$$

Since $\wp$ is an even function, the odd coefficients must vanish and (2) follows.

Lemma 2.3.2. $\wp$-function for a lattice $\Lambda$ satisfies the differential equation

$$
\begin{equation*}
\wp^{\prime}(z)^{2}=4 \wp(z)^{3}-g_{2} \wp(z)-g_{3} \tag{2.7}
\end{equation*}
$$

where $g_{2}=60 G_{4}$, and $g_{3}=140 G_{6}$.

Proof. Let $F(z)=\wp^{\prime}(z)^{2}-4 \wp(z)^{3}+g_{2} \wp(z)+g_{3}$, then $F$ has possible poles at $z=w \in \Lambda$, is holomorphic on $\mathbb{C}-\Lambda$, and $F(z+w)=F(z)$ for all $w \in \Lambda$. But, Laurent series expansions

$$
\wp(z)^{3}=\frac{1}{z^{6}}+\frac{9 G_{4}}{z^{2}}+15 G_{6}+O(z)
$$

and

$$
\wp^{\prime}(z)^{2}=\frac{4}{z^{6}}-\frac{24 G_{4}}{z^{2}}-80 G_{6}+O(z)
$$

imply that $F$ is holomorphic at 0 , and $F(0)=0$. By Liouville's theorem, we have $F(z)=0$ for all $z \in \mathbb{C}$.

Then the correspondence is given by
$\left[\right.$ An elliptic curve $\left.y^{2}=4 x^{3}-g_{2} x-g_{3}\right] \longleftrightarrow \quad\left[\right.$ A lattice $\Lambda$ with $\left.g_{2}(\Lambda)^{3}-27 g_{3}(\Lambda)^{2} \neq 0\right]$.

Then the endomorphism ring of $E$ can be viewed as

$$
\{\alpha \in \mathbb{C} \mid \alpha \Lambda \subset \Lambda\} .
$$

This gives two possibilities, namely non-CM case (or we say that $E$ does not have a complex multiplication):

$$
\{\alpha \in \mathbb{C} \mid \alpha \Lambda \subset \Lambda\}=\mathbb{Z}
$$

and CM case (or we say that $E$ admits a complex multiplication):

$$
\{\alpha \in \mathbb{C} \mid \alpha \Lambda \subset \Lambda\}=\mathcal{O}
$$

In CM case, $\mathcal{O}$ turns out to be an order in an imaginary quadratic field $K$. In particular $\mathcal{O} \otimes \mathbb{Q}=K$, and $K$ is called the CM-field.

Definition 2.3.2. The $j$-invariant $j(\Lambda)$ of a lattice $\Lambda$ is defined to be the complex number

$$
\begin{equation*}
j(\Lambda)=1728 \frac{g_{2}(\Lambda)^{3}}{g_{2}(\Lambda)^{3}-27 g_{3}(\Lambda)^{2}}=1728 \frac{g_{2}(\Lambda)^{3}}{\Delta(\Lambda)} \tag{2.8}
\end{equation*}
$$

The $j$-invariant $j(\Lambda)$ characterizes the lattice $\Lambda$ up to homothety, thus it characterizes the elliptic curve up to isomorphism. It is convenient to have the lattice $\Lambda$ embedded in $K$. This is possible by replacing $\Lambda$ by a lattice $\Lambda^{\prime}=[1, \tau]$ which is homothetic to $\Lambda$. This also holds for abelian varieties with complex multiplication. (see Section 2.3.2)

If an elliptic curve $E$ over $\mathbb{Q}$ admits $C M$ by an order of imaginary quadratic field $K$, then its $j$-invariant is rational. The we have $[K(j(E)): K]=1$. This shows that the class number of $K$ must be 1 . H. Stark [St] proved that there are only nine imaginary quadratic field of class number one, namely $\mathbb{Q}(-d), d=3,4,7,8,11,19,43,67,163$.

In addition, such elliptic curves yields a useful property for division fields. The following lemma is from [M, p165, Lemma 6].

Lemma 2.3.3. Let $E$ be an elliptic curve over $\mathbb{Q}$ with complex multiplication by an order $\mathcal{O}$ of imaginary quadratic field $K$. Then for $m \geq 3$, we have

$$
\mathbb{Q}(E[m])=K(E[m]) .
$$

Proof. It is enough to show that $K \subset \mathbb{Q}(E[m])$. To do this, consider $\tau \in G_{\overline{\mathbb{Q}} / \mathbb{Q}}$ that fixes $\mathbb{Q}(E[m])$. Then we claim that $\tau$ also fixes $K$. Suppose not, then $\tau$ is the complex conjugation on $K$. Let $\lambda \in \operatorname{End}(E)$. Then we have for any $x \in E[m]$,

$$
\tau(\lambda(x))=\lambda(x)
$$

since $\tau$ fixes $E[m]$. On the other hand,

$$
\tau(\lambda(x))=\tau(\lambda) \tau(x)=\tau(\lambda) x=\bar{\lambda}(x)
$$

Thus, $\lambda-\bar{\lambda} \in m \mathcal{O}$ and this forces $m \mid 2$. The result now follows.

### 2.3.2 Abelian Varieties of CM type

The CM theory can be generalized to abelian varieties. The endomorphism rings of abelian varieties are far more complex than those of elliptic curves. However, their center (as an algebra) can be described via CM-field (see [L, p6, Theorem 1.3]):

Definition 2.3.3. A CM-field is a totally imaginary quadratic extension of a totally real number field.

Theorem 2.3.1. Let $\mathcal{A}$ be an abelian variety. Then the center $K$ of End $d_{\mathbb{Q}} \mathcal{A}:=E n d \mathcal{A} \otimes \mathbb{Q}$ is either a totally real field or a CM field.

Furthermore, we have by the following proposition (see [Sh, p36, Proposition 1]) that the degree of $K$ in above theorem is bounded by $2 \operatorname{dim} \mathcal{A}$.

Proposition 2.3.1. Let $\mathcal{A}$ be an abelian variety of dimension $g$ and $\mathfrak{S}$ a commutative semisimple subalgebra of $E n d_{\mathbb{Q}} \mathcal{A}$. Then we have

$$
[\mathfrak{S}: \mathbb{Q}] \leq 2 g
$$

In particular, $K \subset \mathfrak{S}$, which gives $[K: \mathbb{Q}] \leq[\mathfrak{S}: \mathbb{Q}] \leq 2 g$. We are interested in the case that $[K: \mathbb{Q}]=2 g$, and $K$ is a CM field. The following definition generalizes complex multiplication of elliptic curves to abelian varieties. (see [Sh, p41, Theorem 2], also [L, p72])

Theorem 2.3.2. Let $\mathcal{A}$ be an abelian variety of dimension $g$. Suppose that the center of End $\mathbb{Q}_{\mathbb{Q}} \mathcal{A}$ is $K$, and $K$ is a $C M$ field of degree $2 g$ over $\mathbb{Q}$. We say that $\mathcal{A}$ admits complex
multiplication. In this case, there is an ordered set $\Phi=\left\{\phi_{1}, \cdots, \phi_{g}\right\}$ of $g$ distinct isomorphisms of $K$ into $\mathbb{C}$ such that no two of them is conjugate. We call this pair $(K, \Phi)$ the CM-type. Furthermore, there exists a lattice $\mathfrak{a}$ in $K$ such that there is an analytic isomorphism $\theta: \mathbb{C}^{g} / \Phi(\mathfrak{a}) \longrightarrow A(\mathbb{C})$. We write $(K, \Phi, \mathfrak{a})$ to indicate $\mathfrak{a}$ is a lattice in $K$ with respect to $\theta$. In short, we say that $\mathcal{A}$ is of type(CM-type) $(K, \Phi, \mathfrak{a})$ with respect to $\theta$. Under the inclusion $i: K \longrightarrow$ End $_{\mathbb{Q}} \mathcal{A}$, we have that

$$
\mathcal{O}=\{\tau \in K \mid i(\tau) \in E n d \mathcal{A}\}=\{\tau \in K \mid \tau \mathfrak{a} \subset \mathfrak{a}\}
$$

is an order in $K$.

This gives rise to the following composition:

Corollary 2.3.1. Let $\mathcal{A}$ be an abelian variety of dimension $g$ with CM-type $(K, \Phi, \mathfrak{a})$ with respect to $\theta$. Then $\theta \circ \Phi$ maps $K / \mathfrak{a}$ to $\mathcal{A}_{\text {tor }}$, i. $e$.

$$
K / \mathfrak{a} \xrightarrow{\Phi} \mathbb{C}^{g} / \Phi(\mathfrak{a}) \xrightarrow{\theta} \mathcal{A}_{\text {tor }} .
$$

Proof. This is clear from noticing that $\mathfrak{a} \otimes \mathbb{Q}=K$. Also, $\Phi$ is $\mathbb{Q}$-linear, and $\Phi(\mathfrak{a}) \otimes \mathbb{Q}$ is torsion subgroup of $\mathbb{C}^{g} / \Phi(\mathfrak{a})$.

We define a reflex-type of a given CM-type. (see [Sh, p59-62])
Let $K$ be a CM-field of degree $2 g, \Phi=\left\{\phi_{1}, \cdots, \phi_{g}\right\}$ a set of $g$ embeddings of $K$ into $\mathbb{C}$ so that $(K, \Phi)$ is a CM-type. Let $L$ be a Galois extension of $\mathbb{Q}$ containing $K$, and $G$ the Galois group of $L$ over $\mathbb{Q}$. Let $\rho$ be an element of $G$ that induces complex conjugation on $K$. Let $S$ be the set of all elements of $G$ that induce $\phi_{i}$ for some $i=1, \cdots, g$.

A CM-type is called primitive if any abelian variety with the type is simple. The following proposition gives a criterion for primitiveness of CM-type. (see [Sh, p61, Proposition 26])

Proposition 2.3.2. Let $(K, \Phi)$ be a CM-type. Let $L, G, \rho, S$ as above, and $H_{1}$ the subgroup
of $G$ corresponding to $K$. Put

$$
H_{S}=\{\gamma \in G \mid \gamma S=S\}
$$

Then $(K, \Phi)$ is primitive if and only if $H_{1}=H_{S}$.

The following proposition relates a CM-type $(K, \Phi)$ and a primitive CM-type $\left(K^{\prime}, \Phi^{\prime}\right)$. (see [Sh, p62, Proposition 28])

Proposition 2.3.3. Let $L, G, \rho, S$ as above. Put

$$
S^{\prime}=\left\{\sigma^{-1} \mid \sigma \in S\right\}, \quad H_{S^{\prime}}=\left\{\gamma \in G \mid \gamma S^{\prime}=S^{\prime}\right\} .
$$

Let $K^{\prime}$ be the subfield of $L$ corresponding to $H_{S^{\prime}}$, and let $\Phi^{\prime}=\left\{\psi_{1}, \cdots, \psi_{g^{\prime}}\right\}$ be a set of $g^{\prime}$ embeddings of $K^{\prime}$ to $\mathbb{C}$ so that no two of them are conjugate. Then $\left(K^{\prime}, \Phi^{\prime}\right)$ is a primitive CM-type.

We call $\left(K^{\prime}, \Phi^{\prime}\right)$ the reflex of CM-type $(K, \Phi)$. We define a type norm for a given CM-type. The following map is well defined on $K^{\prime \times}$ :

$$
N_{\left(K^{\prime}, \Phi^{\prime}\right)}: K^{\prime \times} \longrightarrow K^{\times}, \quad x \mapsto \prod_{\sigma \in \Phi^{\prime}} \sigma(x) .
$$

Then this map allows an extension to $N_{\left(K^{\prime}, \Phi^{\prime}\right)}: \mathbb{A}_{K^{\prime}}^{\times} \longrightarrow \mathbb{A}_{K}^{\times}$. This extension is called the type norm. It can be seen that $N_{\left(K^{\prime}, \Phi^{\prime}\right)}$ is a continuous homomorphism on $\mathbb{A}_{K^{\prime}}^{\times}$. (see $[\mathrm{Sh}$, p124]) The field of definition $k$ of an abelian variety $\mathcal{A}$ with CM-type $(K, \Phi)$ contains the reflex $K^{\prime}$. In brief, $k \supset K^{\prime}$. Thus, we can also define the type norm on the field of definition:

$$
N_{\Phi_{k}^{\prime}}=N_{\left(K^{\prime}, \Phi^{\prime}\right)} N_{k \mid K^{\prime}}
$$

where $N_{k \mid K^{\prime}}$ is the standard norm map of ideles. Note that if $g=1$ (elliptic curves) then $K=K^{\prime}$.

The following theorem is a version of the Main Theorem of Complex Multiplication for abelian varieties: (see [L, Theorem 1.1, p84])

Proposition 2.3.4 (Main Theorem of Complex Multiplication). Let $\mathcal{A}$ be an abelian variety of dimension $g$ with $C M$ type $(K, \Phi, \mathfrak{a})$ with respect to $\theta$, and defined over a number field $k$. Then:
(i) The extension $k\left(\mathcal{A}_{\text {tor }}\right): k$ is abelian.
(ii) There exists a unique character

$$
\alpha: \mathbb{A}_{k}^{\times} \rightarrow K^{\times}
$$

having the following property. If we define

$$
\psi_{\mathcal{A}}(s)=\alpha(s) N_{\Phi_{k}^{\prime}}\left(s^{-1}\right), \text { for } s \in \mathbb{A}_{k}^{\times}
$$

then the diagram is commutative:

(iii) This character $\alpha$ satisfies $\alpha(s) \overline{\alpha(s)}=N(s)$ and $\alpha(s) \mathfrak{a}=N_{\Phi_{k}^{\prime}}(s) \mathfrak{a}$.

Here, the $\operatorname{map} \psi_{\mathcal{A}}(s)$ on the downward arrow on the left side acts as the multiplication by an idele, and the map $[s, k]$ on the right side acts as the element of $\operatorname{Gal}(\bar{k} / k)$ corresponding to the idele $s$ by Artin's reciprocity law. Now, we are ready to state the analogue of $[\mathrm{M}, \mathrm{p}$ 162, Lemma 4]. The idea of the proof is the same as in [M], but we need a modification due to type norm factor in the Main Theorem of Complex Multiplication.

Lemma 2.3.4. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as before. Let $m \geq 2$ be an
integer. Then there exists a nonzero rational integer $f$ such that

$$
k(\mathcal{A}[m]) \subset k_{(m f)},
$$

where $k_{(m f)}$ is the ray class field corresponding to the principal ideal $(m f) \subset k$.

Proof. By class field theory and Artin's reciprocity, we need to find a subgroup $H$ of $\mathbb{A}_{k}^{\times}$ such that $k(\mathcal{A}[m])$ is a fixed field of $H$. Let $\xi=\theta \circ \Phi$. Then $\xi(x)$ is fixed by elements $[s, k]$ for all $s \in H$ and for all $x \in \frac{1}{m} \mathfrak{a} / \mathfrak{a}$. By the Main Theorem of Complex Multiplication, the following condition should hold:

$$
\xi\left(\psi_{\mathcal{A}}(s) x\right)=\xi(x) \quad \text { for all } x \in \frac{1}{m} \mathfrak{a} / \mathfrak{a}
$$

Thus, $\psi_{\mathcal{A}}(s) x=x$ for all $x \in \frac{1}{m} \mathfrak{a} / \mathfrak{a}$. This is equivalent to

$$
\psi_{\mathcal{A}}(s) x \equiv x(\bmod \mathfrak{a}) \quad \text { for all } x \in \frac{1}{m} \mathfrak{a}
$$

Then we have

$$
\left(\psi_{\mathcal{A}}(s)-1\right) \frac{1}{m} \mathfrak{a} \subset \mathfrak{a} .
$$

We see that $x=\frac{\psi_{\mathcal{A}}(s)-1}{m}$ belongs to the set:

$$
X_{\mathfrak{a}}:=\left\{x \in \mathbb{A}_{K}^{\times} \mid x \mathfrak{a} \subset \mathfrak{a}\right\} .
$$

Denote by $\mathfrak{a} \otimes_{\mathbb{Z}} \mathbb{Z}_{p}$ the $\mathfrak{a}_{p}$, a lattice in $K \otimes_{\mathbb{Q}} \mathbb{Q}_{p}$. Denote $\mathcal{R}_{K}$ by the subset of $\mathbb{A}_{K}^{\times}$such that every component is integral with respect to each places (infinite places included). If $x \in X_{\mathfrak{a}}$, then $x_{p} \mathfrak{a}_{p} \subset \mathfrak{a}_{p}$. Therefore,

$$
H=\left\{s \in \mathbb{A}_{k}^{\times} \left\lvert\, \frac{\psi_{\mathcal{A}}(s)-1}{m} \in X_{\mathfrak{a}}\right.\right\},
$$

Since any order in $K$ contains a nonzero integral ideal, there exists a nonzero rational integer
$f$ independent of $m$ such that:

$$
f \mathcal{R}_{K} \subset X_{\mathfrak{a}} \subset \mathcal{R}_{K}
$$

and

$$
\left\{s \in \mathbb{A}_{k}^{\times} \left\lvert\, \frac{\psi_{\mathcal{A}}(s)-1}{m} \in f \mathcal{R}_{K}\right.\right\} \subset H \subset\left\{s \in \mathbb{A}_{k}^{\times} \left\lvert\, \frac{\psi_{\mathcal{A}}(s)-1}{m} \in \mathcal{R}_{K}\right.\right\}
$$

This can be rewritten as

$$
\left\{s \in \mathbb{A}_{k}^{\times} \mid \psi_{\mathcal{A}}(s) \in U_{K,(f m)}\right\} \subset H \subset\left\{s \in \mathbb{A}_{k}^{\times} \mid \psi_{\mathcal{A}}(s) \in U_{K,(m)}\right\}
$$

where $(\mathrm{fm})$ and $(m)$ are principal ideals generated by fm and $m$ respectively, and we consider product of all real embeddings is included in both modulus. Simply, we have

$$
\left\{s \in \mathbb{A}_{k}^{\times} \mid N_{\Phi_{k}^{\prime}}\left(s^{-1}\right) \in K^{\times} U_{K,(f m)}\right\} \subset H \subset\left\{s \in \mathbb{A}_{k}^{\times} \mid N_{\Phi_{k}^{\prime}}\left(s^{-1}\right) \in K^{\times} U_{K,(m)}\right\}
$$

Equivalently,

$$
\left\{s \in \mathbb{A}_{k}^{\times} \mid N_{\Phi_{k}^{\prime}}(s) \in K^{\times} U_{K,(f m)}\right\} \subset H \subset\left\{s \in \mathbb{A}_{k}^{\times} \mid N_{\Phi_{k}^{\prime}}(s) \in K^{\times} U_{K,(m)}\right\}
$$

Then the conclusion follows since we have

$$
U_{k,(f m)} \subset\left\{s \in \mathbb{A}_{k}^{\times} \mid N_{\Phi_{k}^{\prime}}(s) \in K^{\times} U_{K,(f m)}\right\}
$$

We also have a bound on extension degree of division fields. (see [Ri, Theorem 1.1])

Lemma 2.3.5. Let $\mathcal{A}$ be an abelian variety of CM type ( $K, \Phi, \mathfrak{a}$ ) of dimension $g$ defined over a number field $k$. Then for some $c_{1}, c_{2}>0, n_{m}=[k(\mathcal{A}[m]): k]$ satisfies

$$
m^{\nu} c_{1}^{w(m)} \leq n_{m} \leq m^{\nu} c_{2}^{w(m)}
$$

where $w(m)$ is the number of distinct prime factors of $m, \nu$ is an integer defined by $\operatorname{Rank}(\Phi, K)$, and $2+\log _{2} g \leq \nu \leq g+1$ if $\mathcal{A}$ is absolutely simple. Since the reflex type $\left(\Phi^{\prime}, K^{\prime}\right)$ is always simple and $\operatorname{Rank}(\Phi, K)=\operatorname{Rank}\left(\Phi^{\prime}, K^{\prime}\right)$, we also have that $2+\log _{2} g^{\prime} \leq \nu \leq g^{\prime}+1$ if $\left[K^{\prime}: \mathbb{Q}\right]=g^{\prime}$. Thus, we have

$$
\max \left(2+\log _{2} g, 2+\log _{2} g^{\prime}\right) \leq \nu \leq \min \left(g+1, g^{\prime}+1\right)
$$

A special case of this when $g=1$ is:

Lemma 2.3.6. Let $E$ be a CM elliptic curve defined over $\mathbb{Q}$ and with complex multiplication by $\mathcal{O}_{K}$. Then for $k>2$,

$$
\phi(k)^{2} \ll[\mathbb{Q}(E[k]): \mathbb{Q}] \ll k^{2}
$$

where $\phi$ is the Euler function.

The Theorem 1.1 of [Ri] covers more general case when $\operatorname{End}_{\mathbb{Q}} \mathcal{A}$ contains commutative semisimple algebra of degree $2 g$ over $\mathbb{Q}$. The proof of this is followed from considering $l$-adic Tate module of $\mathcal{A}$. (Definition is given in Section 2.4, see also [ST])

A direct corollary of Lemma 2.3.4 is the following:
Lemma 2.3.7. Let $\mathcal{A},(K, \Phi),\left(K^{\prime}, \Phi^{\prime}\right), k$ be the same notations as before. Suppose also that $\mathfrak{p} \subset k$ is a prime of good reduction for $\mathcal{A}$, and $\mathfrak{p} \nmid m$. Let $f$ be the nonzero integer as in Lemma 2.3.4. Given $m \geq 1$, there are $t(m)$ ideal classes modulo $(m f) \subset k$ such that

$$
\mathfrak{p} \text { splits completely in } k(\mathcal{A}[m]) \text { if and only if } \mathfrak{p} \sim \mathfrak{a}_{1}, \cdots, \mathfrak{p} \sim \mathfrak{a}_{t(m)} .
$$

Furthermore, $t(m)$ satisfies the following identity by class field theory,

$$
\frac{t(m)}{h(m f)}=\frac{1}{[k(\mathcal{A}[m]): k]}
$$

By Lemma 2.3.5, there is an absolute positive constant $c$ depending only on $\mathcal{A}$ such that

$$
t(m)=\frac{h(m f)}{[k(\mathcal{A}[m]): k]} \leq \frac{m^{2 l-\nu}}{T(m f)} c^{w(m)} \leq \frac{m^{N}}{T(m f)}
$$

where $N=N(\mathcal{A})$ is an integer depending only on $\mathcal{A}$.

In a special case $g=1$, we have $t(m)=O(1)$ where implied constant depends only on the imaginary quadratic field $K$.

### 2.4 Image of Galois Representation

### 2.4.1 Serre's Open Image Theorem

Let $E$ be an elliptic curve over $\mathbb{Q}, p$ a prime of good reduction for $E$. We have the Galois representation:

$$
\rho: G_{\overline{\mathbb{Q}} / \mathbb{Q}} \longrightarrow \operatorname{Aut}(E[p]) .
$$

Since $E[p] \simeq \mathbb{Z} / p \mathbb{Z} \oplus \mathbb{Z} / p \mathbb{Z}$, we have $\operatorname{Aut}(E[p]) \simeq G L\left(2, \mathbb{F}_{p}\right)$. The above representation has kernel $G_{\overline{\mathbb{Q}} / \mathbb{Q}(E[p])}$, thus it follows by Galois theory that the representation

$$
\rho: G_{\mathbb{Q}(E[p]) / \mathbb{Q}} \longrightarrow \operatorname{Aut}(E[p])
$$

has the same image as above. We are interested in how large this image can be inside $\mathrm{GL}\left(2, \mathbb{F}_{p}\right)$. An answer is given by Serre in more general statement on Tate modules. We introduce Tate module here, since it is often convenient to combine p-power torsion data together.

Definition 2.4.1. Let $E$ be an elliptic curve over a number field $K$. A l-adic Tate-module is defined by:

$$
T_{l}(E)=\lim _{\leftarrow} E\left[l^{n}\right]
$$

where the inverse limit is taken along the inverse system composed of projections $\pi_{j i}$ :
$E\left[l^{j}\right] \longrightarrow E\left[l^{i}\right]$ for $i \leq j$. The $l$-adic Tate module $T_{l}(\mathcal{A})=\lim _{\leftarrow} \mathcal{A}\left[l^{n}\right]$ for an abelian variety $\mathcal{A}$ can be defined similarly.

Note that $T_{l}(E)$ is a $\mathbb{Z}_{l}$-module of rank 2. (for abelian variety $\mathcal{A}$ of dimension $g, T_{l}(\mathcal{A})$ is a $\mathbb{Z}_{l}$-module of rank $2 g$.) Then we see that $\operatorname{Aut}\left(T_{l}(E)\right) \simeq \operatorname{GL}\left(2, \mathbb{Z}_{l}\right)$. The image of Galois representation inside the automorphism group of $l$-adic Tate module has the following properties (see [Si, p. 92, Theorem 7.9]):

Theorem 2.4.1 (Serre). Let $K$ be a number field and let $E / K$ be an elliptic curve without complex multiplication.
(a) $\rho_{l}\left(G_{\bar{K} / K}\right)$ is of finite index in $\operatorname{Aut}\left(T_{l}(E)\right)$ for all primes $l \neq \operatorname{char}(K)$.
(b) $\rho_{l}\left(G_{\bar{K} / K}\right)=\operatorname{Aut}\left(T_{l}(E)\right)$ for all but finitely many primes $l$.

This theorem is called the open image theorem due to the following equivalent formulation:

Theorem 2.4.2 (Serre). Let $P$ be the set of all rational primes, and $E$ be an elliptic curve defined over $K$ without complex multiplication. Let $G$ be the absolute Galois group of $K$. Then the image $\rho(G)$ under the following homomorphism is open subgroup of $\prod_{l \in P} G L\left(2, \mathbb{Z}_{l}\right)$.

$$
\rho: G \longrightarrow \prod_{l \in P} \operatorname{Aut}\left(T_{l}(E)\right) \simeq \prod_{l \in P} G L\left(2, \mathbb{Z}_{l}\right) .
$$

Since $\prod_{l \in P} \mathrm{GL}\left(2, \mathbb{Z}_{l}\right)$ is compact, $\rho(G)$ is an open subgroup of finite index in $\mathrm{GL}\left(2, \mathbb{Z}_{l}\right)$. In general, for a subgroup $H$ of a compact topological group $G$, the following are equivalent:

- $H$ is open.
- $H$ is an open subgroup of finite index in $G$.
- $H$ is a closed subgroup of finite index in $G$.

The theorem can be rephrased as:
Corollary 2.4.1. If $E$ is non-CM curve, then there exists a positive integer $A(E)$ depending only on $E$ such that

$$
\operatorname{Gal}(\mathbb{Q}(E[k]) / \mathbb{Q}) \simeq G L(2, \mathbb{Z} / k \mathbb{Z})
$$

where $(k, A(E))=1$.

The integer $A(E)$ is called the Serre's constant for $E$. This version had been used in [CM], and it will also be frequently used in this paper.

### 2.4.2 Deuring's Open Image Theorem

Unlike the non-CM case, the image of Galois representation is small. The following theorem is proved by Deuring: (see [D], also [Se])

Theorem 2.4.3. Let $E$ be an elliptic curve over its quadratic imaginary $C M$-field $K$, and $\mathcal{O}=\operatorname{End}(E)$ an order in $K$. Let $G$ be the absolute Galois group of $K$, and $\mathcal{O}_{l}=\mathcal{O} \otimes \mathbb{Z}_{l}$. Then the image $\rho(G)$ of under the following Galois representation is an open subgroup of $\prod_{l \in P} \mathcal{O}_{l}^{\times}:$

$$
\rho: G \longrightarrow \prod_{l \in P} \mathcal{O}_{l}^{\times}
$$

Since $\mathcal{O}_{l}^{\times}$is compact, $\rho(G)$ is a closed subgroup of finite index in $\mathcal{O}_{l}^{\times}$. A corollary in a special case $\mathcal{O}=\mathcal{O}_{K}$ is mentioned in [Ru, Corollary 5.20]

Corollary 2.4.2. If $E$ has $C M$ by the full ring of integers $\mathcal{O}_{K}$ of an imaginary quadratic field $K$ and $N$ be the conductor of $E$, then

$$
\operatorname{Gal}(K(E[k]) / K) \simeq\left(\mathcal{O}_{K} / k \mathcal{O}_{K}\right)^{\times},
$$

where $(k, 6 N)=1$.

We are interested in the arithmetic function:

$$
n \mapsto[\mathbb{Q}(E[n]): \mathbb{Q}] .
$$

We will see in section 2.6 that its value is the same as some multiplicative function up to finite many factors.

### 2.5 Frobenious Endomorphism

Let $\mathcal{A}$ be an absolutely simple abelian variety of dimension $g$ which is of type $(K, \Phi, \mathfrak{a})$. Let $k$ be the field of definition of $\mathcal{A}$. Let $\mathfrak{p}$ be a prime ideal in $k$ of a good reduction for $\mathcal{A}$, and $l$ be a rational prime which is coprime to $\mathfrak{p}$. By [ T , Theorem 2], the characteristic polynomial $f_{\mathcal{A}, \mathfrak{p}}$ for Frobenious endomorphism $\pi_{\mathcal{A}, \mathfrak{p}, l}: T_{l}(\mathcal{A}) \longrightarrow T_{l}(\mathcal{A})$ is independent of $l$, hence $f_{\mathcal{A}, \mathfrak{p}}$ is indeed a rational polynomial. Thus, we drop the dependence on $l$ and just write $\pi_{\mathcal{A}, \mathfrak{p}}$ for Frobenious endomorphism associated with $\mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$. Then $\mathbb{Q}\left[\pi_{\mathcal{A}, \mathfrak{p}}\right]$ is the center of $\mathbb{Q} \otimes \operatorname{End}_{\mathbb{F}_{\mathfrak{p}}} \mathcal{A}\left(\mathbb{F}_{\mathfrak{p}}\right)$, in our case for abelian variety with CM , both are isomorphic to $K$. Furthermore, we have the following:

Proposition 2.5.1. Let $\mathcal{A}, g,(K, \Phi, \mathfrak{a}), k, \mathfrak{p}, l, f_{\mathcal{A}, \mathfrak{p}}$, and $\pi_{\mathcal{A}, \mathfrak{p}}$ be as above. Then all conjugates of $f_{\mathcal{A}, \mathfrak{p}}$ have the absolute value $\sqrt{q}=\sqrt{N \mathfrak{p}}$, and they can be listed as:

$$
\pi_{\mathcal{A}, \mathfrak{p}}:=\pi_{\mathcal{A}, \mathfrak{p}, 1}, \pi_{\mathcal{A}, \mathfrak{p}, 2}, \cdots, \pi_{\mathcal{A}, \mathfrak{p}, g}, \pi_{\mathcal{A}, \mathfrak{p}, 1}^{\prime}, \pi_{\mathcal{A}, \mathfrak{p}, 2}^{\prime}, \cdots, \pi_{\mathcal{A}, \mathfrak{p}, g}^{\prime}
$$

where

$$
\pi_{\mathcal{A}, \mathfrak{p}, i}^{\prime}=\overline{\pi_{\mathcal{A}, \mathfrak{p}, i}} \text { for all } 1 \leq i \leq g
$$

Let $m \geq 1$ be an integer and $x \geq 2$. Denote by $\pi_{\mathcal{A}}(x ; m)$ the number of prime ideals $\mathfrak{p}$ in $k$ which split completely in $k(\mathcal{A}[m])$ and satisfying $N \mathfrak{p}<x$ and have good reductions for $\mathcal{A}$. Let $\sigma_{1}, \cdots, \sigma_{g}, \sigma_{1}^{\prime}, \cdots, \sigma_{g}^{\prime}$ be distinct embeddings of $K$ to $\mathbb{C}$ with $\sigma_{i}^{\prime}=\overline{\sigma_{i}}$ for each $1 \leq i \leq g$. Denote by $\sigma:=\left(\operatorname{Re} \sigma_{1}, \operatorname{Im} \sigma_{1}, \cdots, \operatorname{Re} \sigma_{g}, \operatorname{Im} \sigma_{g}\right)$ be a canonical embedding of $K$ in $\mathbb{R}^{2 g}$.

For such prime ideal $\mathfrak{p}$ in $k$, we have $\pi_{\mathcal{A}, \mathfrak{p}} \equiv 1(\bmod m)$. Consider the following association:

$$
\text { Speck } \xrightarrow{\text { Frobenious }} \mathbb{Q} \otimes \operatorname{End}_{K} \mathcal{A} \xrightarrow{\sigma} \mathbb{R}^{2 g},
$$

via

$$
\mathfrak{p} \longmapsto \pi_{\mathcal{A}, \mathfrak{p}} \longmapsto\left(\pi_{\mathcal{A}, \mathfrak{p}, 1}, \cdots \pi_{\mathcal{A}, \mathfrak{p}, g}\right) .
$$

Thus, each such prime ideal is associated to an algebraic integer $\alpha$ satisfying $\alpha \equiv 1(\bmod m)$
and $|\alpha|<\sqrt{x}$. It is well known that $\sigma$ maps $\mathcal{O}_{K}$ to a $\mathbb{Z}$-lattice $L_{K}$ in $\mathbb{R}^{2 g}$. Then the number of such $\alpha$ is $O\left(x^{g} / m^{2 g}\right)$ where implied constant depends only on $K$. Furthermore, for a fixed $\alpha$, there are at most $2 g$ prime ideals which corresponds to $\alpha$. Hence, we have:

Lemma 2.5.1. Let $\mathcal{A}, g,(K, \Phi, \mathfrak{a}), k$, and $\pi_{\mathcal{A}}(x ; m)$ be as above. Then

$$
\pi_{\mathcal{A}}(x ; m) \ll_{k} \frac{x^{g}}{m^{2 g}}
$$

### 2.6 Multiplicative Functions

### 2.6.1 Elementary Identities

A multiplicative function $f$ is an arithmetic function that satisfies

$$
f(m n)=f(m) f(n)
$$

for all $m, n$ with $(m, n)=1$. If $f$ satisfies $f(m n)=f(m) f(n)$ for all $m, n$ without any condition, then we call $f$ a completely multiplicative function. For example, the functions $\mu(n)$ (Möbius function), $\phi(n)$ (Euler totient function), $\Lambda(n)$ (von-Mangoldt function) are multiplicative functions but not completely multiplicative. The functions $n^{\alpha}, \chi_{d}(n)$ (Dirichlet character) are completely multiplicative functions.

Thus, if we know that $f$ is multiplicative, then the values at prime power $f\left(p^{k}\right)$ for $k \geq 0$ determine the function. If we know that $f$ is completely multiplicative, then the values at prime numbers $f(p)$ determine the function.

We state a basic lemma about multiplicative functions:
Lemma 2.6.1. Let $f$ and $g$ be multiplicative functions, then the Dirichlet convolution $h=$ $f * g$ defined by:

$$
h(n)=\sum_{d \mid n} f(d) g\left(\frac{n}{d}\right)
$$

is also multiplicative.

Applying this lemma multiple times, we obtain:
Corollary 2.6.1. Let $f$ and $g$ be multiplicative functions, then we have

$$
\mathcal{H}(n)=\sum_{d k \mid n} f(d) g(k)
$$

is also multiplicative.

Proof. We can see this directly from $\mathcal{H}=(f * g) * 1$, where 1 denotes the constant function.

Here, we prove the following elementary identity involving Möbius function:
Corollary 2.6.2. Let $j \in \mathbb{C}$ be fixed. Then for any $n \in \mathbb{N}$ :

$$
\frac{1}{n^{j}}=\sum_{d k \mid n} \frac{\mu(d)}{k^{j}}
$$

Proof. By Corollary 2.5.1, we know that both sides are multiplicative. Thus, we establish the identity by evaluating at prime powers, say $n=p^{a}$. The sum gives

$$
1+\sum_{m=1}^{a}\left(\frac{1}{p^{m j}}-\frac{1}{p^{(m-1) j}}\right)=\frac{1}{p^{a j}}
$$

This proves the identity.

This identity is used in [FM], and $j=1$ case in [FK].

### 2.6.2 A Generalization to Euler's Totient Function

We generalize a certain property of Euler Totient function $\phi$.
Definition 2.6.1. We call a function $f: \mathbb{N} \longrightarrow \mathbb{C}$ multiplicative function of $\phi$-type if there is a fixed arithmetic function $g$ and a number $N>0$ such that

$$
f(n)=n^{N} \prod_{p \mid n} g(p)
$$

We present a few examples of multiplicative functions of $\phi$-type.

Example 2.6.1. Euler Totient function

$$
\phi(n)=n \prod_{p \mid n}\left(1-\frac{1}{p}\right)
$$

with $N=1$ and $g(p)=1-\frac{1}{p}$.
Example 2.6.2. The cardinality of $G L(2, \mathbb{Z} / n \mathbb{Z})$

$$
\psi(n)=n^{4} \prod_{p \mid n}\left(1-\frac{1}{p}\right)\left(1-\frac{1}{p^{2}}\right),
$$

with $N=4$ and $g(p)=\left(1-\frac{1}{p}\right)\left(1-\frac{1}{p^{2}}\right)$.
Example 2.6.3. The analogue of Euler Totient function for a quadratic field $K$

$$
\Phi(n)=\left|\left(\mathcal{O}_{K} / n \mathcal{O}_{K}\right)^{\times}\right|=n^{2} \prod_{p \mid n} g(p)
$$

where

$$
g(p)= \begin{cases}1-\frac{1}{p^{2}} & \text { if } p \text { is inert in } K \\ \left(1-\frac{1}{p}\right)^{2} & \text { if } p \text { splits in } K \\ 1-\frac{1}{p} & \text { if } p \text { ramifies in } K\end{cases}
$$

with $N=2$.

This follows from considering prime splitting in quadratic field. Note that $\mathcal{O}_{K} / n \mathcal{O}_{K}$ factors as $\mathcal{O}_{K} /\left(\prod p_{i}{ }^{e_{i}}\right) \mathcal{O}_{K}$ where $n=\prod p_{i}{ }^{e_{i}}$ is the prime factorization of $n$. Then by Chinese remainder theorem, we have

$$
\mathcal{O}_{K} /\left(\prod p_{i}{ }^{e_{i}}\right) \mathcal{O}_{K} \simeq \prod\left(\mathcal{O}_{K} / p_{i}{ }^{e_{i}} \mathcal{O}_{K}\right)
$$

By taking unit groups of both sides,

$$
\left(\mathcal{O}_{K} /\left(\prod p_{i}{ }^{e_{i}}\right) \mathcal{O}_{K}\right)^{\times} \simeq \prod\left(\mathcal{O}_{K} / p_{i} e_{i}^{e_{i}} \mathcal{O}_{K}\right)^{\times} .
$$

For each prime ideals $\mathfrak{p}$ lying above a rational prime $p$, we see that

$$
\left|\left(\mathcal{O}_{K} / \mathfrak{p}^{e} \mathcal{O}_{K}\right)^{\times}\right|=(N \mathfrak{p})^{e}-(N \mathfrak{p})^{e-1}=(N \mathfrak{p})^{e}\left(1-\frac{1}{N \mathfrak{p}}\right)
$$

The characterization now follows by:

$$
N \mathfrak{p}= \begin{cases}p^{2} & \text { if } p \text { is inert in } K \\ p & \text { if } p \text { splits or ramified in } K\end{cases}
$$

Furthermore, the splitting of primes can be written in terms of Kronecker's symbol:
Let $D$ be the discriminant of $K$. Then

$$
\text { A rational prime } p \begin{cases}\text { splits } & \text { if }\left(\frac{D}{p}\right)=1 \\ \text { is inert } & \text { if }\left(\frac{D}{p}\right)=-1 \\ \text { is ramified } & \text { if }\left(\frac{D}{p}\right)=0\end{cases}
$$

Let $[m, n]$ be the least common multiple of $m$ and $n,(m, n)$ be the greatest common divisor ot them. If $f$ is a multiplicative function of $\phi$-type, then it satisfies

$$
f([m, n]) f((m, n))=f(m) f(n) .
$$

This is easy to see from our definition. In fact, if $p^{a} \| m$ and $p^{b} \| n$, then $p^{\min (a, b)} \|(m, n)$ and $p^{\max (a, b)} \|[m, n]$. Thus, we have the well known identity

$$
[m, n](m, n)=m n
$$

and by definition

$$
\begin{gathered}
f([m, n])=[m, n]^{N} \prod_{p \mid[m, n]} g(p), \quad f((m, n))=(m, n)^{N} \prod_{p \mid(m, n)} g(p) \\
f(m)=m^{N} \prod_{p \mid m} g(p), \quad f(n)=n^{N} \prod_{p \mid n} g(p) .
\end{gathered}
$$

Since $g(p)$ for $p \mid(m, n)$ on both sides get multiplied two times, we obtain the identity $f([m, n]) f((m, n))=f(m) f(n)$.

Denote by $\langle n\rangle:=\{h: p|h \Rightarrow p| n\}$, the set of integers whose prime divisors are those of $n$, and $G_{k}:=\operatorname{Gal}(\mathbb{Q}(E[k]) / \mathbb{Q})$.

By the argument given in [FK, Chapter 7], together with open image theorem by Serre, we have the following proposition with some $m \in\langle 2 A(E)\rangle$ when $E$ does not have CM.

Proposition 2.6.1. Let $k=h j$ with $h \in\langle m\rangle$, and $(j, m)=1$. Then $\left|G_{k}\right|=\left|G_{h}\right|\left|G_{j}\right|$, and with $h_{1}=(h, m)$, we have

$$
\left|G_{h}\right|=\left|G_{h_{1}}\right| \prod_{\substack{p^{\nu_{p}} \| h \\ \nu_{p}>m_{p}}} p^{4\left(\nu_{p}-m_{p}\right)} .
$$

Further, $\left|G_{j}\right|=\psi(j)$, and hence

$$
\left|G_{k}\right|=\left|G_{h_{1}}\right| \psi(j) \prod_{\substack{p^{\nu} \nu_{p} \| h \\ \nu_{p}>m_{p}}} p^{4\left(\nu_{p}-m_{p}\right)}
$$

If $E$ is an elliptic curve over its CM-field $K$ with CM by the full ring of integers $\mathcal{O}_{K}$, then the image of Galois representation is small. Let $[K(E[k]): K]=\left|G_{k}\right|$ where $G_{k}$ is the image under the following Galois representation,

$$
\operatorname{Gal}(\bar{K} / K) \longrightarrow \operatorname{Aut}(E[k]) \simeq\left(\mathcal{O}_{K} / k \mathcal{O}_{K}\right)^{*}
$$

As in [FK, Chapter 7], we adopt the same idea in the CM case. We have a homomorphism
of groups

$$
\rho: \operatorname{Gal}(\bar{K} / K) \longrightarrow G:=\prod_{l: \text { primes in } K}\left(\mathcal{O}_{K, l}\right)^{*}
$$

There is natural projection $\pi_{k}: G \longrightarrow\left(\mathcal{O}_{K} / k \mathcal{O}_{K}\right)^{*}$ for each $k$.
Let $\Gamma_{k}=\operatorname{Ker}\left(\pi_{k}\right)$. Then $H:=\rho(\operatorname{Gal}(\bar{K} / K))$ has a finite index in $G$ by Serre's open image theorem. The image of the composition $\pi_{k} \circ \rho$ is isomorphic to $G_{k}$, hence by the first isomorphism theorem,

$$
H / H \cap \Gamma_{k} \simeq G_{k} .
$$

The claim in [FK, Chapter 7, page 19], in the CM case, is as follows.
They take $m$ to be the smallest positive integer that $\Gamma_{m}<H$, but there is no significance that $m$ has to be the smallest. We can take $m \in\langle 6 N\rangle:=\{h: p|h \Rightarrow p| 6 N\}$. Write $m=\prod_{p \mid m} p^{m_{p}}, k=\prod_{p \mid k} p^{k_{p}}$.
Claim: If $k_{p} \geq m_{p}$ for some $p$ and $a \geq 1$, then

$$
\left|H / H \cap \Gamma_{p^{a} k}\right|=\left|H / H \cap \Gamma_{k}\right| \cdot\left|\Gamma_{p^{k_{p}}} / \Gamma_{p^{a+k_{p}}}\right|
$$

Moreover, if $k_{p}=0$, we have $\left|\Gamma_{p^{k_{p}}} / \Gamma_{p^{a+k_{p}}}\right|=\left|\Gamma_{1} / \Gamma_{p^{a}}\right|=\Phi\left(p^{a}\right)$, and if $k_{p}>0$, then

$$
\left|\Gamma_{p^{k_{p}}} / \Gamma_{p^{a+k_{p}}}\right|=\left|\Gamma_{p} / \Gamma_{p^{2}}\right|^{a}=p^{2 a}
$$

From this claim, we obtain that

Proposition 2.6.2. Let $k=h j$ with $h \in\langle m\rangle:=\{h: p|h \Rightarrow p| m\}$, and $(j, m)=1$. Then $\left|G_{k}\right|=\left|G_{h}\right|\left|G_{j}\right|$, and with $h_{1}=(h, m)$, we have

$$
\left|G_{h}\right|=\left|G_{h_{1}}\right| \prod_{\substack{\left.p^{\nu}\right)^{\prime} \| h \\ \nu_{p}>m_{p}}} p^{2\left(\nu_{p}-m_{p}\right)}
$$

Further, $\left|G_{j}\right|=\Phi(j)$, and hence

$$
\left|G_{k}\right|=\left|G_{h_{1}}\right| \Phi(j) \prod_{\substack{p^{\nu_{p}} \| h \\ \nu_{p}>m_{p}}} p^{2\left(\nu_{p}-m_{p}\right)} .
$$

## CHAPTER 3

## Analytic Backbround

### 3.1 Number Field Analogue of Classical Theorems

### 3.1.1 Bombieri-Vinogradov Theorem

The classical Bombieri-Vinogradov Theorem gives an error bound on average in primes in arithmetic progression. Define the Von-Mangoldt function by

$$
\Lambda(n)= \begin{cases}\log p & \text { if } n=p^{k} \\ 0 & \text { otherwise }\end{cases}
$$

and a sum of $\Lambda(n)$ over $n \leq x$ over an arithmetic progression $n \equiv a \bmod q$ :

$$
\psi(x ; q, a)=\sum_{\substack{n \leq x \\ n \equiv a \bmod q}} \Lambda(n)
$$

Each of these sums are approximated by $x / \phi(q)$ by Siegel-Walfisz theorem. The error terms emerging from this approximation for $q \leq \log ^{A} x$ with $A>0$ fixed is bounded by $O(x \exp (-c \sqrt{\log x}))$ for some constant $c>0$. This is a strong upper bound, but the strength is weak in terms of the range of $q$. On average, the error bound becomes $O\left(x / \log ^{A} x\right)$ which is weaker than $x \exp (-c \sqrt{\log x})$, but the strength on the range of $q$ is stronger. In fact, we have

Theorem 3.1.1 (Bombieri-Vinogradov). Let $q>1$ be an integer, and $A>0$ be a fixed
positive number. Then there is $B=B(A)>0$ such that

$$
\sum_{q \leq Q} \max _{(a, q)=1} \max _{y \leq x}\left|\psi(x ; q, a)-\frac{x}{\phi(q)}\right|=O_{A}\left(\frac{x}{\log ^{A} x}\right),
$$

where $Q=x^{1 / 2}(\log x)^{-B}$.

The following form is obtained by partial summation:

Theorem 3.1.2. Let $\pi(x ; q, a)=\#\{p \leq x: p$ is prime,,$p \equiv a(\bmod q)\}$. Then

$$
\sum_{q \leq Q} \max _{(a, q)=1} \max _{y \leq x}\left|\pi(x ; q, a)-\frac{L i(x)}{\phi(q)}\right|=O_{A}\left(\frac{x}{\log ^{A} x}\right),
$$

where $Q=x^{1 / 2}(\log x)^{-B}$.

This result first generalized by R. Wilson(See [Wi]) who proved an analogous theorem with $Q=x^{1 /(n+1)}(\log x)^{-B}$. Then Huxley $[\mathrm{Hu}]$ announced an improved version with $Q=$ $x^{1 / 2}(\log x)^{-B}$.

Let $K$ be a number field of degree $n=r_{1}+2 r_{2}$ with ring of integers $\mathcal{O}_{K}$ and $r_{1}$ the number of distinct real embeddings of $K$, and let $\mathfrak{m}$ be an integral ideal of $K$. Define a $\mathfrak{m}$-ideal class group by an abelian group of equivalence classes of ideals in the following relation:

$$
\mathfrak{a} \sim \mathfrak{b}(\bmod \mathfrak{m})
$$

if $\mathfrak{a b}^{-1}=(\alpha), \alpha \in K, \alpha \equiv 1(\bmod \mathfrak{m})$, and $\alpha$ is totally positive. Let $\alpha, \beta \in K$. Denote by $\alpha \equiv \beta\left(\bmod ^{*} \mathfrak{m}\right)$ if $v_{\mathfrak{p}}(\mathfrak{m}) \leq v_{\mathfrak{p}}(\alpha-\beta)$ for all primes $\mathfrak{p}$ and $\alpha \beta^{-1}$ is totally positive. Then we can rewrite the equivalence relation $\sim$ by

$$
\mathfrak{a b}^{-1} \in P_{K}^{\mathfrak{m}}=\left\{(\alpha): \alpha \equiv 1\left(\bmod ^{*} \mathfrak{m}\right)\right\} .
$$

The $\mathfrak{m}$-ideal class group coincides with our definition $C_{\mathfrak{m}}(K)=J_{K}^{\mathfrak{m}} / P_{K}^{\mathfrak{m}}$ in the previous chapter. Denote by $h(\mathfrak{m})$ the cardinality of $J_{K}^{\mathfrak{m}} / P_{K}^{\mathfrak{m}}$, and $h$ by the class number of $K$. We
have a formula that relates $h(\mathfrak{m})$ and the class number $h$ of $K$. This follows from an exact sequence:

$$
U(K) \longrightarrow\left(\mathcal{O}_{K} / \mathfrak{m} \mathcal{O}_{K}\right)^{\times} \oplus\{ \pm 1\}^{r_{1}} \longrightarrow C_{\mathfrak{m}}(K) \longrightarrow C(K) \longrightarrow 1
$$

Denote by $T(\mathfrak{m})$ the cardinality of the image of the unit group $U(K)$ in $\left(\mathcal{O}_{K} / \mathfrak{m} \mathcal{O}_{K}\right)^{\times} \oplus\{ \pm 1\}^{r_{1}}$. Then we have

$$
h(\mathfrak{m})=\frac{2^{r_{1}} h \phi(\mathfrak{m})}{T(\mathfrak{m})}
$$

where $\phi(\mathfrak{m})=\left|\left(\mathcal{O}_{K} / \mathfrak{m} \mathcal{O}_{K}\right)^{\times}\right|$. J. Zelinsky [Z, Corollary 12] gave a lower bound of $T(\mathfrak{m})$ for nonzero integral ideals $\mathfrak{m} \subset K$ :

Lemma 3.1.1 (Zelinsky). Let $K$ be a number field such that $\mathcal{O}_{K}$ has infinitely many units. Then there is a constant $c>1$ such that

$$
T(\mathfrak{m}) \gg \log _{c} N \mathfrak{m}
$$

Proof. The proof of this follows by considering a unit $a$ with infinite order in $\left(\mathcal{O}_{K}\right)^{\times}$. Assume that $\mathfrak{m} \mid\left(a^{k}-1\right)$ then $N \mathfrak{m} \leq N\left(a^{k}-1\right)$. There is a constant $C>1$ depending only on $a$ such that $\left|N\left(a^{k}-1\right)\right| \leq C^{k}$. Thus, $k \geq \log _{C} N \mathfrak{m}$ and this completes the proof.

Let $1 \leq m<x$ be an integer, then we can improve this result on principal ideals $(m)$ for almost all $m$ :

Theorem 3.1.3. Let $K$ be a number field such that $\mathcal{O}_{K}$ has infinitely many units. Then we have

$$
T((m)) \gg(\log x)^{\frac{1}{2}(\log x)^{2 / 5}}
$$

for almost all integer $1 \leq m<x$, and the number of exceptional $m$ 's is $O\left(x \exp \left(-\frac{2}{5}(\log x)^{3 / 5}\right)\right)$. The implied constants depend only on $K$.

A crucial point in measuring the size of exceptional set of $m$ 's, we need the following classical result on number of integers composed of small primes. (see [MV, Corollary 7.9]):

Proposition 3.1.1. Let $\psi(x, y)$ be the number of all positive integers composed of primes $\leq y$. If $y=(\log x)^{a}$ and $1 \leq a \leq(\log x)^{1 / 2} /(2 \log \log x)$, then

$$
\psi(x, y)<x^{1-1 / a} \exp \left(\frac{(\log a+O(1)) \log x}{a \log \log x}\right)
$$

In particular, if $a=(\log x)^{2 / 5}$, then

$$
\begin{aligned}
\psi(x, y) & <x^{1-1 /(\log x)^{2 / 5}} \exp \left(\frac{((2 / 5) \log \log x+O(1)) \log x}{(\log x)^{2 / 5} \log \log x}\right) \\
& =x \exp \left\{-(\log x)^{3 / 5}+(2 / 5)(\log x)^{3 / 5}+O(1)(\log x)^{3 / 5} / \log \log x\right\} \\
& <x \exp \left\{-(3 / 5)(\log x)^{3 / 5}+(1 / 5)(\log x)^{3 / 5}\right\} \\
& =x \exp \left(-(2 / 5)(\log x)^{3 / 5}\right)
\end{aligned}
$$

Rankin's proof of this proposition begins with the following basic estimate:

$$
\psi(x, y) \leq \sum_{\substack{n \leq x \\ p \mid n \Rightarrow p \leq y}}\left(\frac{x}{n}\right)^{\sigma} \leq x^{\sigma} \sum_{p \mid n \Rightarrow p \leq y} \frac{1}{n^{\sigma}}=x^{\sigma} \prod_{p \leq y}\left(1-\frac{1}{p^{\sigma}}\right)^{-1}
$$

Then for an obtimal choice of $\sigma$ to estimate the Euler product, the upper bound follows. A combinatorial argument is used in proving the lower bound.

Another big idea in proving Theorem 3.1.3 is from P. Erdos and R. Murty [EM]. They show in their introduction that for integer $a \geq 2$, there are at most $O\left(x /(\log x)^{3}\right)$ primes $p \leq x$ such that the order $f(p)$ of $a$ modulo $p$ is less than $\sqrt{p} / \log p$. The proof goes as follows:

If $f(p)<z$ then $p$ divides $V=\prod_{t<z}\left(a^{t}-1\right)$. Let $\omega(V)$ be the number of prime divisors of $V$. Then we have

$$
\omega(V) \ll \sum_{t<z} \frac{t}{\log t} \ll \frac{z^{2}}{\log z}
$$

For $z=\sqrt{x} /(\log x)$, it follows that $\omega(V) \ll x /(\log x)^{3}$. Thus there are at most $O\left(x /(\log x)^{3}\right)$ primes $p \leq x$ such that $f(p)<\sqrt{x} /(\log x)$.

Proof of Theorem 3.1.3. Let $u$ be a unit in $\mathcal{O}_{K}$ having infinite order. Consider

$$
V=\prod_{t<z}\left(u^{t}-1\right)
$$

Let $f(m)$ be the order of $u$ in $\left(\mathcal{O}_{K} / m \mathcal{O}_{K}\right)^{\times}$. Suppose that $f(m)<z$, then we see that $f(p)<z$ for all primes $p \mid m$, and $m \mid V$. Since $u$ has infinite order in $\left(\mathcal{O}_{K}\right)^{\times}, V$ is nonzero. Thus, its norm $N V=N_{\mathbb{Q}}^{K} V$ is a nonzero integer. Since $m \mid V$, it is clear that $m \mid N V$. By the previous argument, we have

$$
\omega(|N V|)<_{K} \sum_{t<z} \frac{t}{\log t}<_{K} \frac{z^{2}}{\log z}
$$

Thus, $m$ is consisted of at most $\frac{z^{2}}{\log z}$ primes. Moreover, the prime divisors of $m$ are contained in the prime divisors of $|N V|$. The number of all $1 \leq m<x$ composed in this way is bounded by the number of $m$ composed of the first $\omega(|N V|)$ primes. Thus, it is $\ll \psi\left(x, c z^{2}\right)$ where $c$ depends only on $K$. Take $z=(\log x)^{\frac{1}{2}(\log x)^{2 / 5}}$, then the number of $1 \leq m<x$ such that $f(m)<z$ is $\ll x \exp \left(-\frac{2}{5}(\log x)^{3 / 5}\right)$. This completes the proof.

Theorem 3.1.3 can be generalized to integral ideals. We want a lower bound of $T(\mathfrak{m})$ similar to Theorem 3.1.3 for integral ideal $\mathfrak{m} \subset K$ such that $N \mathfrak{m}<x$. There is a limitation to the following theorem since this cannot imply Theorem 3.1.3. Note that $N((m))=m^{[K: \mathbb{Q}]}$, thus we cannot require $m<x$. We need the following analogous proposition to Proposition 3.1.1:

Proposition 3.1.2. Let $K$ be a number field. Denote by $\Psi(x, y)$ the number of all integral ideals $\mathfrak{m}$ in $K$ with $N \mathfrak{m} \leq x$ composed of prime ideals $\mathfrak{p}$ with $N \mathfrak{p} \leq y$. If $y=(\log x)^{a}$ and $1 \leq a \leq(\log x)^{1 / 2} /(2 \log \log x)$, then

$$
\Psi(x, y)<x^{1-1 / a} \exp \left(\frac{(\log a+O(1)) \log x}{a \log \log x}\right)
$$

where the implied constant depends only on $K$.

To prove this, we use the Euler product for the Dedekind zeta function of $K$ :

$$
\Psi(x, y) \leq \sum_{\substack{N \mathfrak{m} \leq x \\ \mathfrak{p} \mid \mathfrak{m} \Rightarrow N \mathfrak{p} \leq y}}\left(\frac{x}{N \mathfrak{m}}\right)^{\sigma} \leq x^{\sigma} \sum_{\mathfrak{p} \mid \mathfrak{m} \Rightarrow N \mathfrak{p} \leq y} \frac{1}{N \mathfrak{m}^{\sigma}}=x^{\sigma} \prod_{N \mathfrak{p} \leq y}\left(1-\frac{1}{N \mathfrak{p}^{\sigma}}\right)^{-1}
$$

Theorem 3.1.4. Let $K$ be a number field with infinite $\left(\mathcal{O}_{K}\right)^{\times}$. Let $\mathfrak{m}$ be a nonzero integral ideal of $K$, and let $T(\mathfrak{m})$ defined as above. Then we have

$$
T(\mathfrak{m}) \gg(\log x)^{\frac{1}{2}(\log x)^{2 / 5}}
$$

for almost all $\mathfrak{m}$ with $N \mathfrak{m}<x$, and the number of exceptional $\mathfrak{m}$ 's is $O\left(x \exp \left(-\frac{2}{5}(\log x)^{3 / 5}\right)\right)$. The implied constants depend only on $K$.

Proof. Similarly as before, let $u$ be a unit of infinite order. Let $V=\prod_{t<z}\left(u^{t}-1\right)$. Denote by $f(\mathfrak{m})$ the order of $u$ modulo $\mathfrak{m}$. Suppose that $f(\mathfrak{m})<z$ for some $\mathfrak{m}$ with $N \mathfrak{m}<x$. Then $\mathfrak{m} \mid V$. We define $\omega_{K}(\mathfrak{b})$ for integral ideals $\mathfrak{b}$ by the number of distinct prime divisors of $\mathfrak{b}$. Taking norms, we obtain $N \mathfrak{m} \mid N V$. As before, we have

$$
\omega_{K}(|N V|)<_{K} \frac{z^{2}}{\log z} .
$$

Take $z=(\log x)^{\frac{1}{2}(\log x)^{2 / 5}}$. We see that $N \mathfrak{m}$ is an integer composed of prime ideal divisors of $|N V|$. Consider

$$
B=\{N \mathfrak{m}<x \mid \mathfrak{m} \text { is an integral ideal of } K \text { composed of prime ideal divisors of }|N V|\}
$$

Let $F$ be the set of all integral ideals with $N \mathfrak{m}<x$ composed of the first $\omega_{K}(|N V|)$ prime ideals (where prime ideals arranged norm-ascending order), then the above sum is bounded by the cardinality of $F$. This set has cardinality $\ll x \exp \left(-\frac{2}{5}(\log x)^{3 / 5}\right)$, thereby proving the theorem.

We improve Proposition 3.1 .1 by inserting extra factor $R^{\omega(n)}$.

Proposition 3.1.3. Let $R>1$ be fixed. Let $\psi_{2}(x, y)$ be a sum over numbers composed of primes $\leq y$ defined by:

$$
\psi_{2}(x, y)=\sum_{\substack{m<x \\ p \mid m \Rightarrow p \leq y}} R^{\omega(m)}
$$

If $y=(\log x)^{a}$ and $1 \leq a \leq(\log x)^{1 / 2} /(2 \log \log x)$, then

$$
\psi_{2}(x, y)<x^{1-1 / a} \exp \left(\frac{(\log a+O(R)) \log x}{a \log \log x}\right) .
$$

The proof of this proposition parallels with Proposition 3.1.1. For,

$$
\psi_{2}(x, y) \leq \sum_{\substack{n \leq x \\ p \mid n \Rightarrow p \leq y}}\left(\frac{x}{n}\right)^{\sigma} R^{\omega(n)} \leq x^{\sigma} \sum_{p \mid n \Rightarrow p \leq y} \frac{R^{\omega(n)}}{n^{\sigma}}=x^{\sigma} \prod_{p \leq y}\left(1+\frac{R}{p^{\sigma}}+\frac{R}{p^{2 \sigma}}+\cdots\right)
$$

We see that the Dirichlet series part behaves like $R$-th power of the previous one in Proposition 3.1.1. Again with $z=(\log x)^{\frac{1}{2}(\log x)^{2 / 5}}$, we obtain the upper bound by the above proposition:

$$
\sum_{m \in F} R^{\omega(m)} \ll K, R x \exp \left(-\frac{2}{5}(\log x)^{3 / 5}\right)
$$

Let $\pi_{K}(x ; \mathfrak{m}, \mathfrak{a})=\#\{\mathfrak{p}:$ prime ideal; $N(\mathfrak{p}) \leq x$, and $\mathfrak{p} \sim \mathfrak{a} \bmod \mathfrak{m}\}$.
The following is a number field analogue of the Bombieri-Vinogradov theorem due to Huxley [Hu, Theorem 1].

Theorem 3.1.5 (Huxley). For each positive constant $B$, there is a positive constant $C=$ $C(B)$ such that

$$
\sum_{N(\mathfrak{q}) \leq Q} \max _{(\mathfrak{a}, \mathfrak{q})=1} \max _{y \leq x} \frac{1}{T(\mathfrak{q})}\left|\pi_{K}(y ; \mathfrak{q}, \mathfrak{a})-\frac{\operatorname{Li}(y)}{h(\mathfrak{q})}\right|=O_{B}\left(\frac{x}{(\log x)^{B}}\right)
$$

where $Q=x^{1 / 2}(\log x)^{-C}$. The implied constant depends only on $B$ and on the field $K$.

### 3.1.2 Brun-Titchmarsh Inequality

The classical Brun-Titchmarsh inequality concerns about an upper bound of the number of primes in arithmetic progression:

Theorem 3.1.6 (Brun-Titchmarsh). Let $a, q$ be integers with $(a, q)=1$. Let $\pi(x ; q, a)$ as above, and $x, y$ be positive real numbers with $y \geq 2 q$. Then

$$
\pi(x+y ; q, a)-\pi(x ; q, a) \leq \frac{2 y}{\phi(q) \log (y / q)}\left(1+O\left(\frac{1}{\log (y / q)}\right)\right)
$$

There is a number field analogue of Brun-Titchmarsh inequality due to J. Hinz and M. Lodemann [HL, Theorem 4].

Theorem 3.1.7 (Hinz-Lodemann). Let $\mathfrak{H}$ denote any of the $h(\mathfrak{q})$ elements of the group of ideal-classes mod $\mathfrak{q}$ in the narrow sense. If $1 \leq N \mathfrak{q}<X$, then

$$
\sum_{\substack{N \mathfrak{p}<X \\ \mathfrak{p} \in \mathfrak{H}}} 1 \leq 2 \frac{X}{h(\mathfrak{q}) \log \frac{X}{N \mathfrak{q}}}\left\{1+O\left(\frac{\log \log 3 \frac{X}{N \mathfrak{q}}}{\log \frac{X}{N \mathfrak{q}}}\right)\right\}
$$

### 3.2 Zero-Free Regions of L-functions

In this chapter, we derive a stronger lower bound than the unconditional result, but weaker than GRH-conditional result, by assuming weaker assumption than GRH. To this end, we use a classical zero-free region result for Hecke L-functions: (see [F])

Theorem 3.2.1. (Fogels, 1962) Let $K$ be a number field, $\chi$ be any Grossencharacter of $K$ defined modulo its conductor $\mathfrak{f}$. We denote by $L(s, \chi)$ the associated $L$-function. Let further $D=|\Delta| N \mathfrak{f}=D_{0}>1$ where $\Delta$ denotes the discriminant of the field, and $N \mathfrak{f}$ the norm of $\mathfrak{f}$. Then there is a positive constant $c($ which depends only on $[K: \mathbb{Q}]$ ) such that in the region

$$
\begin{equation*}
\sigma \geq 1-\frac{c}{\log D(1+|t|)} \geq \frac{3}{4} \quad(\sigma=\operatorname{Re} s, t=\operatorname{Im} s) \tag{3.1}
\end{equation*}
$$

there is no zero of $L(s, \chi)$ in the case of a complex $\chi$. For at most one real $\chi$ there may be in (3.1) a simple zero $\beta$ of $L(s, \chi)$ (which we call Siegel-zero).

Here, we use an analogous lemma, which generalizes Dirichlet's Theorem on arithmetic progressions. (see [F])

Lemma 3.2.1. Let $K$ be a number field, $\mathfrak{m}$ be a nonzero integral ideal, and $\mathfrak{a}$ be an integral ideal prime to $\mathfrak{m}$. Let

$$
\psi(x, \mathfrak{m}, \mathfrak{a}):=\sum_{\substack{N \mathfrak{b} \leq x \\ \mathfrak{b} \sim \mathfrak{a} \bmod \mathfrak{m}}} \Lambda(\mathfrak{b}) .
$$

Then

$$
\begin{equation*}
\psi(x, \mathfrak{m}, \mathfrak{a})=\frac{x}{h(\mathfrak{m})}-\frac{\overline{\chi_{1}}(\mathfrak{a})}{h(\mathfrak{m})} \frac{x^{\beta_{1}}}{\beta_{1}}+O\left(x e^{-c \sqrt{\log x}}\right) . \tag{3.2}
\end{equation*}
$$

Applying partial summation, we have

$$
\begin{equation*}
\pi(x, \mathfrak{m}, \mathfrak{a}):=\#\{N \mathfrak{p} \leq x \mid \mathfrak{p} \sim \mathfrak{a} \bmod \mathfrak{m}\}=\frac{\operatorname{Li}(x)}{h(\mathfrak{m})}-\frac{\overline{\chi_{1}}(\mathfrak{a})}{h(\mathfrak{m})} \operatorname{Li}\left(x^{\beta_{1}}\right)+O\left(x e^{-c_{1} \sqrt{\log x}}\right) \tag{3.3}
\end{equation*}
$$

for some positive constants $c, c_{1}$ depending only on $K$. Here, $\chi_{1}$ is a real character having a Siegel-zero $\beta_{1}$, and the implied $O$-constant depends only on $K$.

### 3.2.1 Chebotarev Density Theorem

Let $K$ be a number field and $L$ a normal extension of $K$ with Galois group $G=G(L / K)$. Let $d_{L}$ and $d_{K}$ denote the absolute values of discriminants of $L$ and $K$. Let $n_{L}=[L: \mathbb{Q}]$, $n_{K}=[K: \mathbb{Q}]$. For each conjugacy class $C$ of $G$, define

$$
\pi(x, L / K)=\mid\left\{\mathfrak{p}: \mathfrak{p} \text { unramified in } L,[\mathfrak{p}, L / K]=C, N_{K / \mathbb{Q}} \mathfrak{p} \leq x\right\} \mid
$$

The Chebotarev density theorem gives an asymptotic density of primes whose Artin symbol lie in a conjugacy class $C$. Indeed,

$$
\pi_{C}(x, L / K) \sim \frac{|C|}{|G|} \operatorname{Li}(x) \quad \text { as } x \rightarrow \infty
$$

For practical applications, it is often useful to have the above in quantitative form. J.C. Lagarias and A.M. Odlyzko. (see [LO]) Their version include both conditional theorem on GRH and unconditional theorem. The conditional theorem states that

Theorem 3.2.2. There exists an effectively computable positive absolute constant $c_{1}$ such that if the GRH holds for the Dedekind zeta function of $L$, then for every $x>2$,

$$
\left|\pi_{C}(x, L / K)-\frac{|C|}{|G|} L i(x)\right| \leq c_{1}\left\{\frac{|C|}{|G|} x^{1 / 2} \log \left(d_{L} x^{n_{L}}\right)+\log d_{L}\right\}
$$

Furthermore, for practical use, we use a bound of discriminant of number field given by Serre [Se2, Proposition 6]:

Proposition 3.2.1. Let $K$ be a number field of degree $n$ over $\mathbb{Q}, P(K)$ be the set of primes dividing $d_{K}$. Then we have

$$
\log d_{K} \leq(n-1) \sum_{p \in P(K)} \log p+n|P(K)| \log n
$$

An unconditional density theorem depends on Siegel-zero $\beta_{0}$ (real and simple) of Dedekind zeta function which satisfies:

Theorem 3.2.3. If $n_{K}>1$ then $\zeta_{K}(s)$ has at most one zero $\beta_{0}$ in the region defined by $s=\sigma+i t$ with

$$
1-\left(4 \log d_{K}\right)^{-1} \leq \sigma \leq 1, \quad|t| \leq\left(4 \log d_{K}\right)^{-1}
$$

We state the unconditional Chebotarev density theorem:

Theorem 3.2.4. Let $K$ be a Galois extension of $\mathbb{Q}$. Let $\beta_{0}$ as above. Then there exist effec-
tively computable positive absolute constants $c_{3}$ and $c_{4}$ such that if $x \geq \exp \left(10 n_{K}\left(\log d_{K}\right)^{2}\right)$, then

$$
\left|\pi_{C}(x)-\frac{|C|}{|G|} \operatorname{Li}(x)\right| \leq \frac{|C|}{|G|} L i\left(x^{\beta_{0}}\right)+c_{3} x \exp \left(-c_{4} n_{K}^{-1 / 2}(\log x)^{1 / 2}\right),
$$

where the $\beta_{0}$ term is present only when $\beta_{0}$ exists.

### 3.3 Sieve Methods

The use of sieve theory in elliptic curves originates from [GM]. They use their [GM, Lemma 3] to prove that any elliptic curve $E$ over $\mathbb{Q}$ with an irrational 2-division point, has infinitely many reduction $E\left(\mathbb{F}_{p}\right)$ modulo $p$ such that $E\left(\mathbb{F}_{p}\right)$ is cyclic. The prime 2 requires a special care, for an elliptic curve $y^{2}=x^{3}+a x+b$ defined over $\mathbb{Q}$, let $K_{2}$ be a quadratic or cubic subfield of $\mathbb{Q}(E[2])$. Precisely, $K_{2}$ is defined as follows,

$$
K_{2}= \begin{cases}\mathbb{Q}\left(\sqrt{-4 a^{3}-27 b^{3}}\right) & \text { if }[\mathbb{Q}(E[2]): \mathbb{Q}]=2, \text { or } 6 \\ \mathbb{Q}(\alpha) & \text { if }[\mathbb{Q}(E[2]): \mathbb{Q}]=3 .\end{cases}
$$

where $\alpha$ is a root of $x^{3}+a x+b=0$ in $\overline{\mathbb{Q}}$. We want to impose that $p$ does not split completely in $K_{2}$. We will see that this condition can be implemented as a congruence relation. Now, [GM, Lemma 3] states that

Lemma 3.3.1 (Gupta, Murty). Let $S_{\epsilon}(x)$ be the set of primes $p \leq x$ such that all odd prime divisors of $p-1$ are distinct and $\geq x^{\frac{1}{4}+\epsilon}$, $p$ does not split completely in the field $K_{2}$, and $E$ has good reduction at $p$. Then if $K_{2} \neq \mathbb{Q}$ there is an $\epsilon>0$ such that $\left|S_{\epsilon}(x)\right| \gg x / \log ^{2} x$.

On the other hand, for $E$ an elliptic curve over $\mathbb{Q}$ with CM by the full ring of integers $\mathcal{O}_{K}$, which necessarily have a quadratic CM-field $K$, we impose additional congruence relation. Then we have:

Lemma 3.3.2. Let $S_{\epsilon}(x)$ be the set of primes $p \leq x$ such that all odd prime divisors of $p-1$ are distinct and $\geq x^{\frac{1}{4}+\epsilon}, p$ does not split completely in the field $K_{2}, p$ splits completely in the
imaginary quadratic $C M$ field $K$, and $E$ has good reduction at $p$. Then if $K_{2} \neq \mathbb{Q}$ there is an $\epsilon>0$ such that $\left|S_{\epsilon}(x)\right| \gg x / \log ^{2} x$.

In order to justify the insertion of congruence conditions, we use the following generalized version of sieve lemma by Heath-Brown (see [He, Lemma 1]):

Lemma 3.3.3 (Heath-Brown). Let $k=1,2,3$, and put $K=2^{k}$. Let $u$, $v$ be coprime integers such that $K|u-1,16| v$ and $\left(\frac{u-1}{K}, v\right)=1$. Then there exists $\alpha \in\left(\frac{1}{4}, \frac{1}{2}\right]$, possibly depending on $k, u, v$ such that

$$
\left|\left\{p \leq x \mid p \equiv u(\bmod v), \frac{p-1}{K}=P_{2}(\alpha)\right\}\right| \gg \frac{x}{(\log x)^{2}} .
$$

Here $n \in P_{2}(\alpha)$ means that $n$ is a product of at most 2 primes and each prime divisors of $n$ is at least $n^{\alpha}$. Note that contribution of primes $\ll \sqrt{x}$ is at most $O(\sqrt{x} / \log x)$. Thus, we may have in Lemma 3.3.2 that $\frac{p-1}{K}=P_{2}(\alpha)$ with each odd prime divisor of $\frac{p-1}{K}$ is $\geq x^{\alpha}$. Heath-Brown modified the proof of [BFI, Theorem 10] to include congruence conditions. [BFI, Theorem 10] states that:

Theorem 3.3.1 (Bombieri, Friedlander, Iwaniec). An arithmetic function $\lambda(q)$ is called well factorable of level $Q$ if for any $Q_{1}, Q_{2} \geq 1$ such that $Q_{1} Q_{2}=Q$ there exist two functions $\lambda_{1}\left(q_{1}\right), \lambda_{2}\left(q_{2}\right)$ supported in $\left[1, Q_{1}\right]$ and $\left[1, Q_{2}\right]$ respectively such that

$$
\left|\lambda_{1}\right| \leq 1, \quad\left|\lambda_{2}\right| \leq 1 \quad \text { and } \quad \lambda=\lambda_{1} * \lambda_{2} .
$$

Let $a \neq 0, \epsilon>0$ and $Q=x^{4 / 7-\epsilon}$. For any well factorable function $\lambda(q)$ of level $Q$ and any $A>0$ we have

$$
\sum_{(q, a)=1} \lambda(q)\left(\psi(x ; q, a)-\frac{x}{\varphi(q)}\right) \ll \frac{x}{(\log x)^{A}}
$$

the implied constants depends at most on $\epsilon$, a and $A$.

We will now show that the conditions in Lemma 3.3.1 can fit into the conditions in Lemma 3.3.2, hence proving Lemma 3.3.1.

Case 1) Quadratic case:
Let $\Delta=d_{K_{2}}$ be the discriminant of $K_{2}$. For prime $p$ to be inert in $K_{2}$, we need $\left(\frac{\Delta}{p}\right)=-1$. We establish this by requiring $p$ to satisfy the congruences: Let $p_{0} \neq 3$ be a prime which divides $\Delta$ if exists.

$$
\begin{gathered}
\left(\frac{q}{p}\right)=1 \text { if } 3 \mid \Delta, q \neq 3 \\
\left(\frac{3}{p}\right)=-1 . \\
\left(\frac{q}{p}\right)=1 \text { if } 3 \nmid \Delta, q \neq p_{0} \mid \Delta \\
\left(\frac{p_{0}}{p}\right)=-1 .
\end{gathered}
$$

Then by the Chinese Remainder Theorem(CRT), we have a congruence $p \equiv u_{0}(\bmod v)$ such that $p$ does not split completely in $K_{2}$ and $16 \mid v$. Now, we modify our choice of $u_{0}$ by finding another prime $q_{0}$ and letting $u_{1}=u_{0} q_{0}^{2}$. Another requirement on $u$ is $\left(\frac{u-1}{K}, v\right)=1$ where $K$ is the largest power of 2 dividing $u-1$.

We see that $u_{1}=u_{0}\left(q_{0}^{2}-1\right)+u_{0}$. Let $\rho \mid\left(u_{0}-1, v\right)$ be a prime. Then $\rho \neq 3$ from our definition of $u_{0}$. For $\rho \geq 5$, we require

$$
q_{0}^{2}-1 \equiv 3(\bmod \rho)
$$

This is achievable by $q_{0} \equiv 2(\bmod \rho)$. For $\rho \mid v$, but $\rho \nmid u_{0}-1$, we set $u \equiv 2(\bmod \rho)$. Let $q_{0} \equiv 3(\bmod 16)$ so that $q_{0}^{2}-1 \equiv 8(\bmod 16)$. Find prime $q_{0}$ by CRT and Dirichlet's theorem on primes in arithmetic progression, and let $u(\bmod v)$ be the congruence satisfying

$$
\begin{gathered}
u \equiv u_{1}(\bmod \rho) \text { where } \rho \mid\left(u_{0}-1, v\right) \text { is an odd prime } \\
u \equiv 2(\bmod \rho) \text { where } \rho \nmid u_{0}-1, \text { but } \rho \mid v .
\end{gathered}
$$

Then $p \equiv u(\bmod v)$ satisfies all conditions in [He, Lemma 1].

Case 2) Cubic case:
This is when $\mathbb{Q}(E[2])=K_{2}$ is a cubic field over $\mathbb{Q}$. By Kronecker-Weber theorem, $K_{2} \subset \mathbb{Q}\left(\zeta_{n}\right)$ for some $n$. Then we can establish a congruence modulo $n$ such that $p$ does not split completely in $K_{2}$. Let $v=16 n$, and denote the resulting congruence modulo $v$ as $u_{0}(\bmod v)$. For odd primes $\rho \mid\left(u_{0}-1, v\right)$, we set $u_{1}=u_{0}\left(q_{0}^{3}-1\right)+u_{0}$. Let $q_{0} \equiv 2(\bmod \rho)$ if $\rho \neq 7$, and $q_{0} \equiv 3(\bmod 7)$ if $\rho=7$. For $\rho \mid v$, but $\rho \nmid u_{0}-1$, we set $u \equiv 2(\bmod \rho)$. Finally, let $q_{0} \equiv 5(\bmod 8)$. Find prime $q_{0}$ satisfying above congruences by CRT and Diricchlet's theorem on primes in arithmetic progression, and let $u(\bmod v)$ be the congruence satisfying

$$
\begin{gathered}
u \equiv u_{1}(\bmod \rho) \text { where } \rho \mid\left(u_{0}-1, v\right) \text { is an odd prime } \\
u \equiv 2(\bmod \rho) \text { where } \rho \nmid u_{0}-1 \text {, but } \rho \mid v .
\end{gathered}
$$

## CHAPTER 4

## Proof of Theorems

### 4.1 Average order of $e_{p}$

### 4.1.1 Proof of Theorem 1.1.1

Throughout this section, let $E$ be an elliptic curve over $\mathbb{Q}$ that has CM by $\mathcal{O}_{K}$, where $K$ is one of the nine imaginary quadratic fields with class number 1 . Let $N$ be the conductor of $E$. By Hasse's bound, we have

$$
\begin{equation*}
\sum_{p \leq x, p \nmid N} e_{p}=\sum_{p \leq x, p \nmid N} \frac{p}{d_{p}}+O\left(\sum_{p \leq x} \sqrt{p}\right), \tag{4.1}
\end{equation*}
$$

where the error term is $O\left(\sqrt{x} \sum_{n \leq x} 1\right)=O\left(x^{3 / 2}\right)$. As done in both [FK] and [W], we use the following elementary identity

$$
\begin{equation*}
\frac{1}{k}=\sum_{d m \mid k} \frac{\mu(d)}{m} \tag{4.2}
\end{equation*}
$$

Thus we obtain

$$
\begin{aligned}
\sum_{p \leq x, p \nmid N} \frac{p}{d_{p}} & =\sum_{p \leq x, p \nmid N} p \sum_{d m \mid d_{p}} \frac{\mu(d)}{m} \\
& =\sum_{k \leq \sqrt{x}+1} \sum_{d m=k} \frac{\mu(d)}{m} \sum_{p \leq x, p \nmid N, k \mid d_{p}} p .
\end{aligned}
$$

We split the sum into two parts as in [W]:

$$
\begin{aligned}
S_{1} & =\sum_{k \leq y} \sum_{d m=k} \frac{\mu(d)}{m} \sum_{p \leq x, p \nmid N, k \mid d_{p}} p, \\
S_{2} & =\sum_{y<k \leq \sqrt{x}+1} \sum_{d m=k} \frac{\mu(d)}{m} \sum_{p \leq x, p \nmid N, k \mid d_{p}} p .
\end{aligned}
$$

Here $y$ is a parameter satisfying $3 \leq y \leq 2 \sqrt{x}$, and which will be chosen optimally later. We treat $S_{2}$ using trivial estimate

$$
\begin{equation*}
\left|\sum_{d m=k} \frac{\mu(d)}{m}\right| \leq 1 \tag{4.3}
\end{equation*}
$$

and Lemma 2.5.1, obtaining

$$
\begin{equation*}
\left|S_{2}\right| \ll \sum_{y<k \leq \sqrt{x}+1} x \cdot \frac{x}{k^{2}} \ll \frac{x^{2}}{y} . \tag{4.4}
\end{equation*}
$$

Let $E_{k}(x)$ be defined by the relation $\pi_{E}(x ; k)=\frac{\operatorname{Li}(x)}{n_{k}}+E_{k}(x)$. Our goal for treating $S_{1}$ is making use of Theorem 3.1.5. First, we take care of the inner sum by partial summation. Thus,

$$
\begin{aligned}
\sum_{p \leq x, p \nmid N, k \mid d_{p}} p & =\int_{2-}^{x} t d \pi_{E}(t ; k) \\
& =x \pi_{E}(x ; k)-\int_{2}^{x} \pi_{E}(t ; k) d t \\
& =\frac{x \operatorname{Li}(x)}{n_{k}}-\int_{2}^{x} \frac{\operatorname{Li}(t)}{n_{k}} d t+O\left(x\left|E_{k}(x)\right|+\int_{2}^{x}\left|E_{k}(t)\right| d t\right) \\
& =\frac{1}{n_{k}} \operatorname{Li}\left(x^{2}\right)+O\left(x \max _{t \leq x}\left|E_{k}(t)\right|+1\right) .
\end{aligned}
$$

Next, we combine this with the trivial estimate $\pi_{E}(x ; k) \ll x / k^{2}$ and Lemma 2.3.6, obtaining

$$
\begin{equation*}
S_{1}=c_{E} \operatorname{Li}\left(x^{2}\right)+O\left(x \max _{t \leq x}\left|E_{2}(t)\right|\right)+O\left(\frac{x^{2}}{y \log x}+\sum_{3 \leq k \leq y} x \max _{t \leq x}\left|E_{k}(t)\right|+\sqrt{x}\right) \tag{4.5}
\end{equation*}
$$

where

$$
c_{E}=\sum_{k=1}^{\infty} \frac{1}{n_{k}} \sum_{d m=k} \frac{\mu(d)}{m} .
$$

The series defining $c_{E}$ is convergent by Lemma 2.3.6, and positive due to [FK]. Here, Lemma 2.3.6 is used in bounding $\sum_{y<k} \frac{1}{n_{k}} \operatorname{Li}\left(x^{2}\right)$.

Let $\mathfrak{f}=(f)$ be a nonzero principal ideal of $K$ which appears in Lemma 2.3.7. Let $\widetilde{\pi_{E}}(x ; k)=\#\{\mathfrak{p}: N(\mathfrak{p}) \leq x, \mathfrak{p} \nmid k \mathfrak{f}, \mathfrak{p}$ splits completely in $K(E[k])\}$. By [AM, (3.2)], we have

$$
\begin{equation*}
\pi_{E}(x ; k)=\frac{1}{2} \widetilde{\pi_{E}}(x ; k)+O\left(\frac{x^{1 / 2}}{\log x}\right)+O(\log N) \text { uniformly for } k \geq 3 \tag{4.6}
\end{equation*}
$$

The factor $1 / 2$ comes from rational prime $p$ which splits in $K$, and the first error term comes from counting rational primes $p \leq x$ of degree 2 in $K$, while the second error term comes from possible primes dividing $N$. For a detailed explanation, we refer to [AM, page 9]. By Lemma 2.3.7 and $t(k)=O(1)$, we have

$$
\begin{equation*}
\widetilde{\pi_{E}}(x ; k)-\frac{\operatorname{Li}(x)}{[K(E[k]): K]}=\sum_{i=1}^{t(k)}\left(\pi_{K}\left(x, k \mathfrak{f}, \mathfrak{m}_{i}\right)-\frac{\operatorname{Li}(x)}{h(k \mathfrak{f})}\right) \tag{4.7}
\end{equation*}
$$

for a fixed nonzero integral ideal $\mathfrak{f}$ of $K$. Again by $t(k)=O(1)$ and applying Lemma 3.1.5 as in [AM, page 10],

$$
\begin{equation*}
\sum_{3 \leq k \leq \frac{x^{1 / 4}}{N(f)(\log x)^{C / 2}}} \max _{t \leq x}\left|\widetilde{\pi_{E}}(t ; k)-\frac{\operatorname{Li}(t)}{[K(E[k]): K]}\right|<_{A, B} N \log N \frac{x}{(\log x)^{A+B+1}} \tag{4.8}
\end{equation*}
$$

where $C=C(A, B)$ is the corresponding positive constant in Lemma 3.1.5 for the positive constant $A+B+1$.

Note that $T(\mathfrak{q}) \leq 6$ since there are at most 6 units in imaginary quadratic fields. Writing $\widetilde{E_{k}}(x)=\widetilde{\pi_{E}}(x ; k)-\frac{\operatorname{Li}(x)}{[K(E[k]): K]}$, and using a bound $\max _{t \leq x}\left|E_{2}(t)\right| \ll x / \log ^{B} x$ (see [AM,

Lemma 2.3]), we have

$$
\begin{equation*}
S_{1}=c_{E} \operatorname{Li}\left(x^{2}\right)+O_{A, B}\left(\frac{x^{2}}{(\log x)^{B}}\right)+O\left(\frac{x^{2}}{y \log x}+\sum_{3 \leq k \leq y} x \max _{t \leq x}\left|\widetilde{E_{k}}(t)\right|+\frac{x^{3 / 2} y \log N}{\log x}\right) \tag{4.9}
\end{equation*}
$$

Now, taking $y=\frac{x^{1 / 4}}{N(f)(\log x)^{C / 2}}$, we obtain
$S_{1}=c_{E} \operatorname{Li}\left(x^{2}\right)+O_{A, B}\left(\frac{x^{2}}{(\log x)^{B}}+x^{7 / 4} N(\mathfrak{f})(\log x)^{C / 2-1}+\frac{x^{2} N \log N}{(\log x)^{A+B+1}}+\frac{x^{7 / 4} \log N}{N(\mathfrak{f})(\log x)^{1+C / 2}}\right)$.

Note that $N=N(\mathfrak{f})\left|d_{K}\right|$ as in [AM, page 7, Remark 2.8], where $d_{K}$ is the discriminant of $K$. Combining with the estimate of $\left|S_{2}\right|$ in (4.4), it follows that

$$
\begin{equation*}
\sum_{p \leq x, p \nmid N} \frac{p}{d_{p}}=c_{E} \operatorname{Li}\left(x^{2}\right)+O_{A, B}\left(\frac{x^{2}}{(\log x)^{B}}+\frac{x^{2} N \log N}{(\log x)^{A+B+1}}+x^{7 / 4} N(\log x)^{C}\right) \tag{4.11}
\end{equation*}
$$

Theorem 1.1.1 now follows.

### 4.2 Bounds on the sum of $d_{p}$

### 4.2.1 Proof of Theorem 1.2.1

Let $N$ be the conductor of a CM elliptic curve $E$ satisfying $N \leq(\log x)^{A}$. We use the following elementary identity

$$
k=\sum_{d m \mid k} m \mu(d)
$$

We unfold the sum similarly as in the proof of Theorem 1.1.1:

$$
\begin{aligned}
\sum_{p \leq x, p \nmid N} d_{p} & =\sum_{p \leq x, p \nmid N} \sum_{d m \mid d_{p}} m \mu(d) \\
& =\sum_{k \leq \sqrt{x}+1} \sum_{d m=k} m \mu(d) \sum_{p \leq x, p \nmid N, k \mid d_{p}} 1 .
\end{aligned}
$$

We introduce a variable $y$ and split the sum as shown in the proof of Theorem 1.1.1:

$$
\begin{aligned}
\sum_{p \leq x, p \nmid N} d_{p} & =\pi_{E}(x ; 2)+\sum_{3 \leq k \leq \sqrt{x}+1} \phi(k) \pi_{E}(x ; k) \\
& \leq \frac{2 x}{\log x}+\sum_{3 \leq k \leq y} \phi(k) \frac{1}{2} \widetilde{\pi_{E}}(x ; k)+\sum_{y<k \leq \sqrt{x}+1} \phi(k) \pi_{E}(x ; k) .
\end{aligned}
$$

The inequality in the last line is due to the primes $\mathfrak{p}$ in $K$ which lie above primes $p$ in $\mathbb{Q}$ that split completely in $K$. For each rational prime $p$ that splits completely in $\mathbb{Q}(E[k])=K(E[k])$, corresponds to two primes $\mathfrak{p}, \mathfrak{p}^{\prime}$ in $K$ that lie above $p$. Let $S_{1}, S_{2}$ denote the second sum and the third term respectively:

$$
\begin{aligned}
& S_{1}=\sum_{3 \leq k \leq y} \phi(k) \frac{1}{2} \widetilde{\pi_{E}}(x ; k), \\
& S_{2}=\sum_{y<k \leq \sqrt{x}+1} \phi(k) \pi_{E}(x ; k) .
\end{aligned}
$$

Now, we use Lemma 3.1.7 to give an upper bound for each $\widetilde{\pi_{E}}(x ; k)$ :

$$
\begin{equation*}
\widetilde{\pi_{E}}(x ; k) \leq 2 \frac{t(k) x}{h(k \mathfrak{f}) \log \frac{x}{N(k f)}}\left\{1+O\left(\frac{\log \log 3 \frac{x}{N(k f)}}{\log \frac{x}{N(k f)}}\right)\right\} . \tag{4.12}
\end{equation*}
$$

Then we treat $S_{1}$ by (4.12), and $S_{2}$ by the trivial bound $\left(\pi_{E}(x ; k) \ll \frac{x}{k^{2}}\right)$ in Lemma 2.3. As a result, we obtain

$$
\begin{aligned}
& S_{1} \ll x \sum_{3 \leq k \leq y} \frac{\phi(k)}{n_{k} \log \frac{x}{k^{2} N(f)}}, \\
& S_{2} \ll x \sum_{y<k \leq \sqrt{x}+1} \phi(k) \frac{1}{k^{2}} \ll x \log \frac{\sqrt{x}}{y},
\end{aligned}
$$

where the implied constants are absolute. We apply partial summation to $S_{1}$ with $\phi(k)^{2} \ll$ $n_{k}$, and $\sum_{k \leq t} \frac{1}{\phi(k)}=A_{1} \log t+O(1)$. Note that, we have $3 \leq y \leq 2 \sqrt{x}$. Let $M=N(\mathfrak{f})$. We
use $a_{k}=\frac{1}{\phi(k)}, A(t)=\sum_{k \leq t} a_{k}=A_{1} \log t+O(1)$, and $f(t)=\frac{1}{\log \frac{x}{t^{2} M}}$.
Thus

$$
f^{\prime}(t)=-\frac{1}{\log ^{2} \frac{x}{t^{2} M}} \frac{1}{\frac{x}{t^{2} M}}(-2) \frac{x}{M} t^{-3}=2 \frac{1}{t \log ^{2} \frac{x}{t^{2} M}}
$$

We also restrict $y$ with $3 \leq \frac{x}{y^{2} M}$. By the way, we have

$$
\frac{d}{d t}\left(\log \log \frac{x}{t^{2} M}\right)=\frac{1}{\log \frac{x}{t^{2} M}} \frac{1}{\frac{x}{t^{2} M}} \frac{x}{M}(-2) t^{-3}=-2 \frac{1}{t \log \frac{x}{t^{2} M}}
$$

This yields $\frac{f(t)}{t}=-\frac{1}{2} \frac{d}{d t}\left(\log \log \frac{x}{t^{2} M}\right)$.

$$
\begin{aligned}
\sum_{3 \leq k \leq y} \frac{1}{\phi(k) \log \frac{x}{k^{2} M}} & =\sum_{3 \leq k \leq y} a_{k} f(k)=\int_{3-}^{y} f(t) d A(t) \\
& =\left.A(t) f(t)\right|_{3-} ^{y}-\int_{3}^{y} A(t) f^{\prime}(t) d t \\
& =A(y) f(y)-A(3) f(3)-\int_{3}^{y}\left(A_{1} \log t\right) f^{\prime}(t) d t+O\left(\int_{3}^{y} f^{\prime}(t) d t\right) \\
& =\left(A_{1} \log y\right) f(y)-\int_{3}^{y}\left(A_{1} \log t\right) f^{\prime}(t) d t+O(1) \\
& =\left(A_{1} \log y\right) f(y)-\left.\left(A_{1} \log t\right) f(t)\right|_{3} ^{y}+\int_{3}^{y} A_{1} \frac{f(t)}{t} d t+O(1) \\
& =\frac{1}{2} A_{1}\left(\log \log \frac{x}{9 M}-\log \log \frac{x}{y^{2} M}\right)+O(1) .
\end{aligned}
$$

Hence, it follows that

$$
\begin{equation*}
S_{1} \ll x \log \log \frac{x}{N(\mathfrak{f})} \ll x \log \log x, \tag{4.13}
\end{equation*}
$$

provided that $3 \leq \frac{x}{y^{2} N(f)}$.
Choosing $y=\sqrt{\frac{x}{3 N(f)}}$, it follows that

$$
\begin{equation*}
S_{1}+S_{2} \ll_{A} x \log \log x \tag{4.14}
\end{equation*}
$$

Therefore, Theorem 1.2.1 now follows.
Note that the trivial bound in Theorem 1.2.1 given by Lemma 2.5.1 is $\ll x \log x$. The
number field analogue of Brun-Titchmarsh inequality (Lemma 3.1.7) contributed to the saving.

### 4.2.2 Proof of Theorem 1.2.2

We begin with the same method as in [FM, page 23], and use (4.6), (4.7):

$$
\begin{aligned}
\sum_{p \leq x} d_{p} & =\sum_{k \leq \sqrt{x}+1} \phi(k) \pi_{E}(x ; k) \\
& >\sum_{3 \leq k \leq y} \phi(k)\left(\frac{\operatorname{Li}(x)}{[K(E[k]): K]}+\widetilde{\pi_{E}}(x ; k)-\frac{\operatorname{Li}(x)}{[K(E[k]): K]}\right)+O\left(\frac{y^{2} \sqrt{x}}{\log x}\right) \\
& \gg \frac{x \log y}{\log x}+\sum_{3 \leq k \leq y} \phi(k)\left(\widetilde{\pi_{E}}(x ; k)-\frac{\operatorname{Li}(x)}{[K(E[k]): K]}\right)+O\left(\frac{y^{2} \sqrt{x}}{\log x}\right) \\
& =\frac{x \log y}{\log x}+\sum_{3 \leq k \leq y} \phi(k) \sum_{i=1}^{t(k)}\left(\pi_{K}\left(x, k \mathfrak{f}, \mathfrak{m}_{i}\right)-\frac{\operatorname{Li}(x)}{h(k \mathfrak{f})}\right)+O\left(\frac{y^{2} \sqrt{x}}{\log x}\right) .
\end{aligned}
$$

Here, an important point is that the $O$-term in Lemma 3.2.1 does not depend on $\mathfrak{m}$.
Applying this to our lower bound, and using $t(k)=O(1)$, we deduce under NSZC,

$$
\begin{equation*}
\sum_{p \leq x} d_{p} \ggg>_{E} \frac{x \log y}{\log x}+O\left(x y^{2} e^{-c^{\prime} \sqrt{\log x}}\right)+O\left(\frac{y^{2} \sqrt{x}}{\log x}\right) . \tag{4.15}
\end{equation*}
$$

Choosing $y=e^{c^{\prime \prime} \sqrt{\log x}}$ where $2 c^{\prime \prime}<c^{\prime}$, the lower bound becomes

$$
\sum_{p \leq x} d_{p} \gg_{E} \frac{x}{\sqrt{\log x}}+O\left(x e^{\left(2 c^{\prime \prime}-c^{\prime}\right) \sqrt{\log x}}\right) .
$$

Theorem 1.2.2 now follows.

### 4.3 Cyclicity Problem in larger number fields

### 4.3.1 Proof of Theorem 1.3.1

We have the following:

$$
\begin{aligned}
\sum_{N \mathfrak{p} \leq x} \sum_{m \mid d_{1}(\mathfrak{p})} \mu(m) & =\sum_{m \leq \sqrt{x}+1} \mu(m) \sum_{\substack{N \mathfrak{p} \leq x \\
m \mid d_{1}(\mathfrak{p})}} 1 \\
& =\sum_{m \leq \sqrt{x}+1} \mu(m) \pi_{E}(x ; m)
\end{aligned}
$$

where $\pi_{E}(x ; m)=\#\{N \mathfrak{p}<x: \mathfrak{p}$ splits completely in $L(E[m])\}$.
Let $S_{1}=\sum_{m \leq \log ^{B_{1}} x}$, and $S_{2}=\sum_{\log ^{B_{1}} x<m<\sqrt{x}+1}$ where $B_{1}$ will be chosen optimally later. For elliptic curves, we have

$$
\begin{equation*}
\pi_{E}(x ; m) \ll \frac{x}{m^{2}} \tag{4.16}
\end{equation*}
$$

by Lemma 2.5.1 (see also [K, Lemma 5.2]). Thus, we obtain $S_{2} \ll x / \log ^{B_{1}} x$. Here and after, all implied constants will depend at most on $L$.

We treat $S_{1}$ by Lemma 2.3.7. In fact,

$$
\pi_{E}(x ; m)=\sum_{i=1}^{t(m)} \pi\left(x ; m f, \mathfrak{a}_{i}\right)
$$

where $t(m) \leq m^{N} / T(m f)$ as in Lemma 2.3.7. Here, $N$ depends only on $E$. We write

$$
\pi\left(x ; m f, \mathfrak{a}_{i}\right)=\frac{\operatorname{Li}(x)}{h(m f)}+E_{i}(x,(m f)) .
$$

Then

$$
\begin{aligned}
\pi_{E}(x ; m) & =\sum_{i=1}^{t(m)}\left(\frac{1}{h(m f)} \operatorname{Li}(x)+E_{i}(x,(m f))\right) \\
& =\frac{1}{[L(E[m]): L]} \operatorname{Li}(x)+\sum_{i=1}^{t(m)} E_{i}(x,(m f)) .
\end{aligned}
$$

Therefore,

$$
\begin{aligned}
S_{1} & =\sum_{m \leq \log ^{B_{1}} x}\left(\frac{\mu(m)}{[L(E[m]): L]} \mathrm{Li}(x)+\mu(m) \sum_{i=1}^{t(m)} E_{i}(x,(m f))\right) \\
& =c_{E} \operatorname{Li}(x)+O_{E}\left(\frac{x}{\log ^{B_{1}} x}\right)+O_{E}\left(\sum_{m \leq \log ^{B_{1}} x} t(m) \max \left|E_{i}(x,(m f))\right|\right) \\
& =c_{E} \operatorname{Li}(x)+O_{E}\left(\frac{x}{\log ^{B_{1}} x}\right)+O_{E, B_{2}}\left(\frac{x}{\log ^{B_{2}} x}\right)
\end{aligned}
$$

with

$$
c_{E}=\sum_{m=1}^{\infty} \frac{\mu(m)}{[L(E[m]): L]} .
$$

Therefore, the constant $c_{E}$ is nonnegative since it is the asymptotic density of a certain set of prime ideals.

### 4.4 Analogous theorems for abelian varieties of CM type

### 4.4.1 Proof of Theorem 1.4.7

We begin with:

$$
\begin{aligned}
\sum_{m \leq \sqrt{x}+1} f(m) \pi_{\mathcal{A}}(x ; m) & =\sum_{m \leq y} f(m) \pi_{\mathcal{A}}(x ; m)+\sum_{y<m \leq \sqrt{x}+1} f(m) \pi_{\mathcal{A}}(x ; m) \\
& =S_{1}+S_{2}
\end{aligned}
$$

where $y$ will be determined later.
To treat $S_{1}$, we use Chebotarev density theorem. (see Theorem 3.2.2):

$$
\begin{aligned}
S_{1} & =\sum_{m<y} f(m)\left(\frac{1}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+O\left(x^{1 / 2} \log m x\right)\right) \\
& =\sum \frac{f(m)}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+O\left(\sum_{m>y} \frac{f(m)}{[k(\mathcal{A}[m]): k]} \frac{x}{\log x}\right)+O\left(\sum_{m<y} x^{1 / 2}|f(m)| \log x\right)
\end{aligned}
$$

$S_{2}$ can be bounded by Lemma 2.5.1:

$$
S_{2} \ll \sum_{m>y} m^{\alpha} \frac{x^{g}}{m^{2 g}} \ll \frac{x^{g}}{y^{2 g-\alpha-1}} .
$$

By Lemma 2.3.5, the error terms can be simplified to:

$$
O\left(\frac{x}{y \log x}+x^{1 / 2} y^{\alpha+1} \log x+\frac{x^{g}}{y^{2 g-\alpha-1}}\right)
$$

Choosing $y=x^{\beta}$ with $\beta=(g-1 / 2) /(2 g)$, the error terms become

$$
O_{\mathcal{A}, \epsilon}\left(x^{\frac{4 g+2 g \alpha-\alpha-1}{4 g}+\epsilon}\right) .
$$

### 4.4.2 Proof of Theorem 1.4.8

We split the range of sum into two parts $S_{1}=\sum_{m \leq \log ^{B_{1}} x}$, and $S_{2}=\sum_{\log ^{B_{1}} x<m<c x x^{\frac{1}{2 l}}}$. It is easier to bound $S_{2}$ as before. We have $S_{2} \ll \frac{x}{\log ^{B_{1} x}}$ by Theorem 3.1.6 (Brun-Titchmarsh
inequality), and Lemma 2.3.5. For $S_{1}$, by Lemma 2.3.7, we write

$$
\begin{aligned}
\pi_{\mathcal{A}}(x ; m) & =\sum_{i=1}^{t(m)} \pi_{\mathcal{A}}\left(x ;(m f), \mathfrak{a}_{i}\right) \\
& =\sum_{i=1}^{t(m)}\left(\frac{1}{h(m f)} \operatorname{Li}(x)+E_{i}(x,(m f))\right) \\
& =\frac{1}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+\sum_{i=1}^{t(m)} E_{i}(x,(m f))
\end{aligned}
$$

where $\pi_{\mathcal{A}}\left(x ;(m f), \mathfrak{a}_{i}\right)=\#\left\{N \mathfrak{p} \leq x \mid \mathfrak{p} \sim \mathfrak{a}_{i}\right\}$.
We substitute this into the sum $S_{1}$, then by Lemma 3.1.6 (Bombieri-Vinogradov theorem), and Lemma 2.3.5 we have

$$
\begin{aligned}
S_{1} & =\sum_{m \leq \log ^{B_{1}} x}\left(\frac{f(m)}{[k(\mathcal{A}[m]): k]} \operatorname{Li}(x)+f(m) \sum_{i=1}^{t(m)} E_{i}(x,(m f))\right) \\
& =c_{f, \mathcal{A}} \operatorname{Li}(x)+O_{\mathcal{A}}\left(\frac{x}{\log ^{B_{1}} x}\right)+O_{\mathcal{A}}\left(\sum_{m \leq \log ^{B_{1}} x} m^{\alpha} t(m) \max \left|E_{i}(x,(m f))\right|\right) \\
& =c_{f, \mathcal{A}} \operatorname{Li}(x)+O_{\mathcal{A}}\left(\frac{x}{\log ^{B_{1}} x}\right)+O_{\mathcal{A}, B_{2}}\left(\frac{x}{\log ^{B_{2} x}}\right)
\end{aligned}
$$

where

$$
c_{f, \mathcal{A}}=\sum_{m=1}^{\infty} \frac{f(m)}{[k(\mathcal{A}[m]): k]} .
$$

Combining the estimates for $S_{1}$ and $S_{2}$ finishes the proof. Note that the assumption $\alpha<2$ guarantees the convergence of the series defining $c_{f, \mathcal{A}}$.

### 4.4.3 Proof of Theorem 1.4.10

Recall that

$$
t(m)=\frac{h(m f)}{[K(\mathcal{A}[m]): K]} \leq \frac{m^{2 g-\nu}}{T(m f)} c^{w(m)}
$$

where $f$ is the integer as in Lemma 2.3.4 and $\nu$ is the integer as in Lemma 2.3.5. Also, note that the field of definition is assumed to be the CM field $K$. Since we have $g=2$ in our case, the number $\nu=3$ is the only possibility by Lemma 2.3.5. Thus, we have

$$
t(m) \leq \frac{m}{T(m f)} c^{w(m)}
$$

By Dirichlet's unit theorem, $K$ has infinitely many units. Then by Theorem 3.1.3, the for almost all $m$ within $1 \leq m<\sqrt{x}$, such that $T(m f) \gg \exp \left(\frac{1}{5}(\log x)^{2 / 5}\right)$. The exceptional $m$ 's contribute to $O\left(\sqrt{x} \exp \left(-\frac{1}{5}(\log x)^{3 / 5}\right)\right)$. Denote by $B$ the set of these exceptional $m$ 's. Then the summation is bounded above by:

$$
\sum_{m<\sqrt{x}} t(m)<_{K} \sum_{m<\sqrt{x}} \frac{m c^{w(m)}}{\exp \left(\frac{1}{5}(\log x)^{2 / 5}\right)}+\sum_{m \in B} m c^{w(m)}
$$

The first sum on the right is bounded above by:

$$
\frac{\sqrt{x}}{\exp \left(\frac{1}{5}(\log x)^{2 / 5}\right)} \sum_{m<\sqrt{x}} c^{w(m)} \ll K_{K} \sqrt{x} \exp \left(-\frac{1}{5}(\log x)^{2 / 5}\right) \sqrt{x}(\log x)^{c-1} \ll x \exp \left(-\frac{1}{6}(\log x)^{2 / 5}\right) .
$$

On the second sum, we have the following upper bound:

$$
\sqrt{x} \sum_{m \in B} c^{w(m)}
$$

Then by Proposition 3.1.3, the above is bounded by:

$$
\sqrt{x} \sqrt{x} \exp \left(-\frac{1}{6}(\log x)^{3 / 5}\right)=x \exp \left(-\frac{1}{6}(\log x)^{3 / 5}\right)
$$

Therefore, Theorem 1.4.10 now follows.

### 4.5 Positivity Conditions for Rational Elliptic Curves

### 4.5.1 Proof of Theorem 1.5.1

By Proposition 2.6.1, it follows that

Corollary 4.5.1. Let $E$ be a non-CM elliptic curve. Then we have

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}=\left(\sum_{k \in\langle 2 N A(E)\rangle} \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}\right) \prod_{p \nmid 2 N A(E)}\left(1-\frac{1}{\psi(p)}\right)
$$

For $j>1$ with $(j, 2 N A(E))=1$, similar formula holds true,

Corollary 4.5.2. Let $E$ be a non-CM elliptic curve. Then we have

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[j k]): \mathbb{Q}(E[j])]}=\left(\sum_{k \in\langle 2 N A(E)\rangle} \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}\right) \prod_{p \nmid 2 N A(E)}\left(1-\frac{\psi(j)}{\psi(j p)}\right) .
$$

Thus, positivity of $\sum \frac{\mu(k)}{[\mathbb{Q}(E[k]): \mathbb{Q}]}$ is equivalent to positivity of $\sum \frac{\mu(k)}{[\mathbb{Q}(E[j k]): \mathbb{Q}]}$ in $(j, 2 N A(E))=$

1. On the other hand, positivity of former one follows from [CM, Theorem 1.1]. Therefore, we have Theorem 1.5.1.

### 4.5.2 Proof of Theorem 1.5.2

First, notice that

$$
C_{E, j}=\sum_{k=1}^{\infty} \frac{\mu(k)}{[\mathbb{Q}(E[j k]): \mathbb{Q}(E[j])][\mathbb{Q}(E[j]): \mathbb{Q}]} .
$$

We prove positivity of $C_{E, j}[\mathbb{Q}(E[j]): \mathbb{Q}]$.
Since $(j, 6 N)=1$, we know that $\mathbb{Q}(E[j])$ contains $K$. Proving positivity of $C_{E, j}[\mathbb{Q}(E[j])$ : $\mathbb{Q}]$ is equivalent to proving that of

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{[K(E[j k]): K(E[j])]}
$$

Note that the number of primes $\mathfrak{p}$ in $K$ with $N \mathfrak{p} \leq x$ that lie above $p$, and $p$ is inert in $K$, is $O\left(\frac{\sqrt{x}}{\log x}\right)$. We are now ready to prove Theorem 1.5.2.

Hence, we see that

$$
\begin{equation*}
\mid\left\{N \mathfrak{p} \leq x: E \text { has a good reduction at } \mathfrak{p}, d_{1}(\mathfrak{p})=1\right\} \left\lvert\, \gg \frac{x}{\log ^{2} x}\right. \tag{4.17}
\end{equation*}
$$

The following proposition is proved in $[\mathrm{CM}]$.

Proposition 4.5.1. Let $E$ be an elliptic curve over $\mathbb{Q}$ which has CM by $\mathcal{O}_{K}$. Then we have

$$
C_{E} \geq \frac{1}{2}
$$

if $K \subseteq \mathbb{Q}(E[2])$. On the other hand,

$$
C_{E} \geq \frac{1}{4}
$$

if $K \nsubseteq \mathbb{Q}(E[2])$.

We provide an alternative proof of this proposition based on our theory. In fact, we have

$$
C_{E}=\frac{1}{2}+\frac{1}{2} \sum_{k=1}^{\infty} \frac{\mu(k)}{[K(E[k]): K]}
$$

if $K \subseteq \mathbb{Q}(E[2])$. On the other hand,

$$
C_{E}=\frac{1}{2}-\frac{1}{2[K(E[2]): K]}+\frac{1}{2} \sum_{k=1}^{\infty} \frac{\mu(k)}{[K(E[k]): K]}
$$

if $K \nsubseteq \mathbb{Q}(E[2])$. Since $E[2]$ is not rational over $\mathbb{Q}$, we see that $[K(E[2]): K]=[\mathbb{Q}(E[2])$ : $\mathbb{Q}] \geq 2$ in the second case. Moreover,

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{[K(E[k]): K]} \geq 0
$$

because this is the density of prime ideals $\mathfrak{p}$ such that $N \mathfrak{p} \leq x, d_{1}(\mathfrak{p})=1$, and $E$ has a good
reduction at $\mathfrak{p}$. (see Theorem 1.3.1)
Applying methods shown in [FK, Chapter 7] (see Proposition 2.6.2) to CM case, we have

Corollary 4.5.3. Let $E$ be an elliptic curve that has $C M$ by $\mathcal{O}_{K}$. Then we have

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{\left|G_{k}\right|}=\left(\sum_{k \in\langle 6 N\rangle} \frac{\mu(k)}{\left|G_{k}\right|}\right) \prod_{p \nmid 6 N}\left(1-\frac{1}{\Phi(p)}\right)
$$

For $j>1$ with $(j, 6 N)=1$, similar formula holds true,
Corollary 4.5.4. Let $E$ be an elliptic curve that has $C M$ by $\mathcal{O}_{K}$. Then we have

$$
\sum_{k=1}^{\infty} \frac{\mu(k)}{[K(E[j k]): K(E[j])]}=\left(\sum_{k \in\langle 6 N\rangle} \frac{\mu(k)}{\left|G_{k}\right|}\right) \prod_{p \nmid 6 N}\left(1-\frac{\Phi(j)}{\Phi(j p)}\right) .
$$

If $k \in\langle 6 N\rangle$ and $(6 N, m)=1$, then $\left|G_{j k m}\right|=\left|G_{k}\right|\left|G_{j m}\right|$. Thus, $\left|G_{j k m}\right| /\left|G_{j}\right|=\left|G_{k}\right|\left|G_{j m}\right| /\left|G_{j}\right|$. Since $\Phi$ is a multiplicative function of $\phi$-type, we have $m \mapsto\left|G_{j m}\right| /\left|G_{j}\right|$ is a multiplicative function from positive integers coprime to $6 N$.

These corollaries show that positivity of any one of the constants mentioned, would provide positivity of the other. The LHS of Corollary 4.5.3 represents the density of prime ideals $\mathfrak{p}$ such that $N \mathfrak{p} \leq x, E$ has a good reduction at $\mathfrak{p}$, and $d_{1}(\mathfrak{p})=1$. This density must be positive because of (4.17), otherwise the number of the prime ideals above would be $O\left(\frac{x}{\log ^{3} x}\right)$ which contradicts (4.17).
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