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Abstract

Improving Performance of Solid-State Drives using Machine Learning

by

Chandranil Chakraborttii

Flash-based storage drives such as solid-state disks are replacing traditional spinning

disk drives for an increasing number of applications. User interfacing cloud-based applications

benefit from the low, sub-millisecond access latency of solid-state drives (SSDs). Virtually all

smartphones are using flash memory as their storage media due to features such as low power

consumption, larger storage density, small footprint and shock resistance. SSDs provide faster

boot times, higher read and write bandwidth as well as improved durability. Nevertheless,

flash-based storage devices show several disadvantages. Technology scaling, 3D integration as

well as multi-level bit cells have continuously increased storage density and capacity, however,

this has also reduced the reliability of flash. Flash memory also suffer from overheads such as

garbage collection, which can reduce write bandwidth and introduce high tail latency. Further-

more, while NAND flash devices provide significantly lower latency than spinning disks, flash

has still orders of magnitude higher latency than DRAM.

This work leverages machine learning techniques to improve the performance of flash

based storage systems. This improvement reflects in three major directions - improving re-

sponse time, reliability and lifetime of flash based storage devices. For improving response

time, we leverage sequence-to-sequence machine learning techniques to learn the spatial IO

vii



access patterns thereby improving prefetching performance. To achieve high performance, we

address the challenges of prefetching in very large sparse address spaces, as well as prefetch-

ing in a timely manner by predicting ahead of time. To improve reliability, we propose an

approach of automatically predicting and interpreting future drive failures. Finally, we present

a machine learning based approach for reducing the number of rewrites required to store data

in log structured file systems via death-time prediction of logical block addresses. We leverage

the predicted death-times in designing ML-DT , a near-optimal data placement technique that

minimizes the number of extra writes required to store data in log structured storage systems

thereby improving device lifetime.
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Chapter 1

Introduction

Flash memory is a persistent storage technology. Flash memory is used as a means

of persistent storage in mobile devices and as mass storage for cloud or general computing

systems. Modern flash-based solid-state drives (SSDs) present as a high-performance and cost-

effective storage solution, providing terabytes of capacity, over a million I/O operations per

second (IOPS), and sub 100 microsecond read latency. The two most common types of flash

storage include NAND flash and NOR flash. NAND flash provides higher write and erase

speeds than NOR flash; hence, it is used more commonly than NOR flash.

Prior to the advent of SSDs, hard disk drives (HDDs) were the most popular sec-

ondary storage choice. A conventional HDD is a storage device with spinning disks and a head

to read the data, making it susceptible to mechanical failures. On the other hand, SSDs can store

data within a chip without requiring any moving parts and hence is less prone to mechanical

failures. Flash-based solid-state drives (SSDs) offer superior read/write performance and have

higher ability to withstand harsh conditions such as shocks, vibrations, and temperature fluc-

1



tuations, compared to the traditional hard-disk drives (HDDs). For example, the slowest SSD

can outperform the fastest HDD in terms of the number of read/write operations. Flash storage

devices can perform read operations as fast as dynamic random-access memory (DRAM) and

can perform write operations hundreds of times faster than HDDs. For example, a computing

system running Windows 10 operating system (OS) in SSD can start a usable desktop in less

than 10 seconds [2]. SSDs are more economical in terms of power usage as they are tuned to

go to sleep and wake up quickly and reliably. They can also withstand vibrations, making them

durable and ideal for use within portable devices [3]. Although the storage cost per bit is higher

for SSDs, they are faster, cooler, and more silent than traditional HDDs. Additionally, SSDs

have a lower Annual Replacement Rate (ARR) than their hard-disk drive counterparts [4].
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Figure 1.1: Annual Size of Global Datasphere

The recent decade has seen a major shift towards NVME flash-based storage from

traditional HDDs, especially for data centers supporting cloud services. Studies [2] have shown

2



an 5-fold increase in the use of SSDs for cloud systems in the last decade alone. The lower

access latency combined with lower power consumption and higher bandwidth render make

flash-based solid-state drives (SSDs) a higher-performance alternative to hard disk drives in the

cloud and mobile environments.

Recent advances in flash technologies such as transistor scaling and multiple layered

cells (MLC) have increased the storage density and capacity, and modern SSDs can offer a stor-

age capacity of tens of terabytes (TB). In addition to the huge volume, SSD’s high throughput

meets the requirements for enterprise applications by virtue of its massively parallel architec-

ture at the back-end, including multiple channels, multiple dies per channel, multiple logic units

(LUNs) per die, and multiple planes per LUN. Parallel I/O operations can be performed among

independent planes giving rise to a great potential for very high I/O performance.

Along with the rise of the popularity of SSDs, the recent decade has also seen an

explosion in storage requirements for data. From Figure 1.1, we can see a nearly exponential

increase in storage requirements since 2010. Future storage requirements are expected to in-

crease further to 175 zeta bytes (ZB) in the year 2025 [5]. Data centers are high-performance

computers that store and process data. Every organization, which requires handling of user

data uses data centers. Data centers usually consist of racks and cabinets containing computer

hardware and batteries with backup generators to guard against power breakdown. They also

maintain high-grade cooling systems to keep the computers from overheating. Data in the cloud

are stored in data centers located in remote locations, and the users access them via the internet.

Data centers store massive amounts of data worldwide and are projected to store most user data

3



in the future. They allow fast, reliable, and secure access to data. Investments in data centers

have seen a continuous year upon year increase, as can be seen from Figure 1.2.

0

2

4

6

8

10

12

14

2017 2018 2019 2020 2021 2022 2023

U
SD

 (
B

ill
io

n
s)

Year

Investment in Global Data Center Market  

Figure 1.2: Investment in Global Data Center Market

Modern data centers offer a variety of services at different pricing levels with perfor-

mance depending on cost. For example, training AlexNet [6] on a virtual machine (VM) with

no GPU support will take significantly longer time for training than a system with GPU sup-

port. In modern data centers, just optimizing for performance is not enough as we need to take

into account the cost of the hardware and operational costs. Hence the most important metric

for optimization is total cost of ownership (TCO)/Performance. The goal is to maximize the

return on investment and performance given the cost or hardware constraints. Requirements of

such a system include high reliability, efficient resource utilization, and high endurance. High

reliability requires the system components to be robust to unforeseen circumstances (such as

power failures or voltage fluctuations) and continue delivering high performance. In contrast,
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high resource utilization ensures that we get the maximum performance out of the system. High

endurance deems the system can run without replacement or repair for a significant period to

recuperate the investment. (5000-50000 write/erase cycles for flash drives).

Flash drives are very attractive for use within mass storage systems. However, they

have some limitations. The flash memory chips have a limited lifetime as the number of write

operations per memory cell is limited, and the performance of flash chips degrades over time

due to wear out. To improve the lifetime of flash, the system firmware needs to distribute the

writes as evenly as possible, referred to as wear leveling. Thus, it is challenging to guarantee a

‘stable’ flash memory-based system that is as highly reliable as a disk-based system. Although

SSDs have lower Annual Failure Rates (AFR) than disk-based alternatives [4], they are more

susceptible to bad sectors and block errors. With the recent advances in flash technology, the

flash chip capacity has increased manifolds over the past decade, but it also resulted in a de-

crease in the reliability of flash memory [7]. Moreover, SSD-related failures are considered

more critical than HDD-related failures. According to a study, SSD-related failures resulted in

the replacement of 79% of the drives in the cloud, compared to 11% for HDD-related failure [8].

Hence, SSDs remain vulnerable to sudden device failures resulting in data loss or application

crashes, which is undesirable.

Another limitation of Solid-state drives (SSDs) is the access latency or the bandwidth

bottleneck. Although SSDs deliver significantly higher speeds than HDDs, SSDs still remain a

performance bottleneck of computing systems [9]. Processors and DRAM technologies support

three orders of magnitude lower access latency. As a result, the system’s performance is often
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bottlenecked by the speed of SSDs, resulting in poor utilization of resources as higher levels of

memory have to wait for the slower SSDs to respond to the request.

SSDs also suffer from the problem of write-amplification due to a lack of support

for in-place data updates. Instead of overwriting the data directly in place, SSDs need to first

perform an erase operation before another program operation (erase-then-write) can occur. Fur-

thermore, erase operations are performed at the granularity of blocks, whereas a block can hold

multiple 4K pages (the unit of writes). As a result, SSDs support updates by implementing

a log-structured storage mechanism [10], where overwritten pages are appended to an open

block. A logical-to-physical (L2P) translation table maps logical block addresses (LBA) to

physical locations in the flash chips. When an LBA is overwritten, the L2P is updated so that

the LBA points to the new physical location of the page, invalidating the old physical location

of the LBA. When an SSD exhausts its blocks, garbage collection (GC) cleans up the blocks

by moving valid pages to other free blocks, inducing write amplification in the process. Write

amplification is problematic for two reasons. First, by introducing additional writes, the lifetime

and endurance of the SSDs are reduced. Second, the extra GC writes introduce performance

interference by delaying the regular user reads. Modern SSDs and operating systems offer a

wide range of telemetry data for analysis. Utilizing I/O access tracing in hardware and software

enables the collection of large, clean, and automatically labeled datasets that can fuel powerful

machine learning models. This work attempts to alleviate the problems mentioned above using

machine learning techniques.

To improve the reliability of SSDs, we introduced a novel machine learning (ML)
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based technique to predict which drives are likely to fail within a specific time range in the

future. In order to train the machine learning model to predict failures, we first collect the

telemetry information from more than 30,000 SSDs running live applications in Google data-

centers over a period of 6 years. We show that our proposed approaches can effectively predict

failures in drives with high accuracy and recall, thereby capturing all predicted failures. Further-

more, we leverage autoencoders to interpret the reasons for why the machine learning model

flags a drive to fail. We discuss the project in more detail in Chapter 3.

For improving resource utilization, we propose a deep neural network (DNN) based

prefetching to reduce response time. Prefetching predicts future block accesses and preloads

them into the main memory ahead of time. In Chapter 4, we discuss the challenges of prefetch-

ing in SSDs, explain why prior approaches fail to achieve high accuracy, and present a neu-

ral network-based prefetching approach that significantly outperforms the state-of-the-art. To

achieve high performance, we address the challenges of prefetching in very large sparse address

spaces, as well as prefetching in a timely manner by predicting ahead of time. We collect I/O

trace files from several real-world applications running on cloud servers and show that our pro-

posed approach consistently outperforms the existing stride prefetchers by up to 800× and prior

prefetching approaches based on Markov chains by up to 8×. Furthermore, we propose an ad-

dress mapping learning technique to demonstrate the applicability of our approach to previously

unseen SSD workloads.

In order to improve the endurance of SSDs, we present a machine learning-based

approach for reducing write amplification in log-structured file systems via death-time pre-
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diction of logical block addresses. We define the death-time of a data element (LBA) as the

number of write I/O accesses before which a given data element is overwritten. We leverage

the sequential nature of I/O accesses to train lightweight yet powerful, temporal convolutional

network (TCN) based models to predict death-times of logical blocks in SSDs. We leverage

the predicted death-times in designing ML-DT , a near-optimal data placement technique that

minimizes write amplification (WA) in log-structured storage systems. Our proposed approach

results in up to 14% reduction in write amplification compared to the best baseline technique.

Additionally, we present a mapping learning technique to test the applicability of our approach

to new or unseen workloads and present a hyper-parameter sensitive study.
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Chapter 2

Background

In this chapter, we first provide background on flash memory and provide details on

the garbage collection process and write amplification within SSDs. We then describe prefetch-

ing in systems and finally discuss the various machine learning models used in this thesis.

2.1 Flash Memory

Flash memory was invented by Fujio Masuoka in 1980 and later commercialized by

Toshiba in 1987. SanDisk Corporation (formerly SunDisk) followed Toshiba and entered the

commercial market in 1989. The first commercial flash drive shipped by SanDisk was a 20MB

solid-state drive (SSD) plugged in using a PC card and retailed for over $1000 and was used

by IBM in their Thinkpad laptop series [11]. In 1995, some of the mission-critical applications

in military and aerospace industries started using flash-based SSDs, as they offered superior

read/write performance and the ability to withstand harsh conditions such as shocks, vibrations,

and temperature fluctuations. The latest generation of SSDs introduced by GigaByte in 2019
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can perform sequential reads at the rate of 15000 megabytes per second (MBps) and sequential

writes at the rate of 15200 MBps [11].

In flash memory, the data is written serially in an entire chip or large block of contigu-

ous data bytes [12]. Flash memory is popularly used as a means of persistent storage in mobile

devices and as mass storage for cloud or general computing systems. The two most common

types of flash storage include NAND flash and NOR flash. NOR flash was the first one to be

developed, although NAND flash is used more commonly as NAND flash provides higher write

and erase speeds compared to NOR flash. Typically in an enterprise environment, an array of

NAND flash memory is used as secondary storage of user data. In contrast to traditional hard

disk drives, which use rotating disks, modern SSDs use flash chips to store data.

Source 
Line Word Line Control Gate

Channel

Floating Gate

Bit 
Line

Substrate

Tunnel Oxide 
layer

Gate Oxide 
layer

Figure 2.1: Representation of flash memory cell

The Flash memory cell (FMC) is the fundamental building block of flash memory. It

follows a similar design to standard MOSFET (metal-oxide-semiconductor-field-effect transis-

tor), but unlike a MOSFET, the FMC has two gates. The cells represent an electric switch where
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the two gates, a floating gate (FG) and a control gate (CG), control the amount of current flow-

ing between the two terminals (source and drain). FG and CG are used to control the voltage in

the cell resembling the logical states 0 and 1. The internal architecture of a flash memory cell is

shown in Figure 2.1. Hence, NAND flash drives or SSDs are non-volatile memory devices that

store individual bits on floating gate transistors. Floating gate transistors are arranged in large

bit cell arrays, increasing not only the storage capacity but also the access latency. Flash cells

suffer from limited endurance and frequent bit errors, which are exacerbated by transistor scal-

ing and the introduction of techniques such as multi-level cells [13]. To ensure data integrity,

multiple reads using different reference voltages need to be performed, and the controller needs

to perform error detection and correction as part of each read, increasing the read latency. As

a result, the I/O access latency of SSDs (100us) is three orders of magnitude higher than the

latency of reading DRAM (100ns).

Host Interface Logic

Processor
RAM 
Buffer

Buffer
manager

Flash 
controller

Flash memory channels

Host connection

Flash memory packages

Figure 2.2: General architecture of a Flash SSD
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The general architecture of an SSD is presented in Figure 2.2. The SSD contains a

NAND flash memory array, an embedded CPU (optional), Flash Memory Controllers (FMCs),

and Dynamic Random Access Memory (DRAM). The host interface controller supports a spe-

cific bus interface protocol, such as Serial Advanced Technology Attachment(SATA), Statistical

Analysis System (SAS), or Peripheral Component Interconnect (PCI-e) [14]. Lately, NVMe

(Non-Volatile Memory Express) has come forth as a new interface providing additional fea-

tures such as lower latency and scalable bandwidth compared to other storage interfaces. The

NVMe interface allows the host resources to be utilized for memory and computations for flash

management, such as address mapping and wear leveling.

Flash memory is composed of multiple blocks, which are further composed of mul-

tiple pages. A page is a unit of a read operation, while a block is a unit of erase operation.

In contrast to HDDs, SSD’s performance scales with the number of NAND flash chips on a

device [15]. The flash memory controllers transfer data between DRAM and NAND flash chips

using Direct Memory Access (DMA). They are also responsible for maintaining data integrity

using Error Correction Codes (ECC) such as BCH (Bose Chaudhuri Hocquenghem code) [16],

or Reed Solomon [17]. An FMC is also responsible for multi-way interleaving over multiple

NAND flash chips on a shared I/O bus using multiple chip-enabled signals [15]. Multi-channel

interleaving can also be used with independent channels and FMCs. This combination of multi-

channel interleaving over multiple NAND flash chips deployment improves the performance

of both sequential and random accesses. Dedicated hardware for FMC is also used for fur-

ther improving the performance and power efficiency. It can also be used for implementing an
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application-specific instruction set processor which can support a wide variety of NAND flash

memory commands. The Embedded CPUs, in combination with SRAM, are responsible for

maintaining the execution environment for supporting the Flash Translation Layer (FTL) [18],

the flash management firmware. The FTL interprets the host commands and maintains a map-

ping table [15] as it translates a logical block address (LBA) to a physical address on the NAND

flash memory chips. Usually, a 32 bit RISC (Reduced instruction set computer) processor is

used, but based on the requirements, multiple embedded CPUs can be integrated to support

multiple host requests simultaneously. The DRAM is responsible for storing FTL metadata and

user data temporarily. The DRAM is typically operated at a high clock frequency as it is the

target of data transfers from both the FMCs and the host interface [15].

2.1.1 Garbage Collection and Write Amplification in Flash

Garbage collection is method of automatic memory management in log structured

storage systems [19]. An essential property of flash is that in order to update the data already

written, it needs to erase the old data first and then rewrite the whole data again as erase opera-

tions happen at a block-level. Flash memory is typically divided into blocks, which are further

divided into pages. Data can be written at the page level. However, erases or updates can only

be performed at the granularity of blocks. Hence, to free-up, the space taken up by stale data,

all the valid pages within the block must be copied to empty pages of another free block first.

Thereafter, we can perform the erasure at block level to prepare it for new valid incoming data

[20].

If the data within the pages of a block are invalidated (also called stale pages), only the
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pages with valid data in that block are read and rewritten into another previously erased or empty

block. This frees up the pages by erasing all stale data to make space for new incoming data.

This process of copying live data to new blocks and reclaiming old blocks is called Garbage

Collection (GC). GC is a cardinal process with all SSDs, but it can be designed in various ways,

which can impact the overall SSD performance and lifetime.

Total SSD 
Capacity
(1 TB)

Overprovisioned 
space (100 GB)

User space
(900 GB)

1 TB SSD ( 0 % OP) 1 TB SSD ( 10 % OP)

Figure 2.3: Overprovisioning in SSDs

To facilitate copying of valid data to new free blocks, the SSD usually reserves a

portion of the memory as spare, also known as the over-provisioned capacity (OP). It is defined

as the ratio between the reserved capacity (physical capacity - user capacity) vs. the physical

capacity of the device (Figure 2.3). Increasing the OP ratio increases the speed of the device

by reducing the number of writes needed in GC. It also increases device lifetime by spreading

wear-leveling over more physical blocks. However, it comes at the cost of reduced storage

capacity of the device.

Over Provisioning (OP) = (Total SSD capacity - User capacity ) / Total SSD capacity

The garbage collection algorithms are responsible for copying all valid data into a free
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space and erasing the original invalid data. The lifecycle of a block within an SSD is shown in

Figure 2.4. In a fresh SSD, all blocks start out as free-blocks. Written pages are appended to

an open-block and when the block is fully written, it is regarded as a closed-block. As pages

are overwritten, closed-blocks contain an increasing number of invalid pages. Finally, the GC

mechanism cleans a block by moving all the valid pages to another block before erasing it, so

that it can be added back to the list of free-blocks. Garbage collection is performed when there

are no free blocks available or when the number of free blocks in the device is lower than a

predefined threshold value. The steps followed during a typical garbage collection process is

listed below are:

• The virtual blocks meeting the conditions are shortlisted for deletion.

• The valid physical pages are copied into a block with free pages available.

• The entire physical block is freed to make space for new data

Free blocks

Open block

Garbage 
Collector

Closed blocks
User writes

GC writes

Figure 2.4: Lifecycle of an SSD block

Garbage Collection is performed at the Flash Translation Layer [18] for NAND Flash

memory devices. The Flash translation layer (FTL) is a software/hardware mechanism inside

NAND flash memory that maps logical blocks in an SSD to physical blocks. Since the data

within the logical blocks may span multiple physical blocks, the garbage collection may erase

more than one physical block. Garbage collection induces a performance overhead on flash
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devices as more number of writes are used to store the data within the flash memory. This

overhead is measured using a metric referred to as called Write Amplification (WA), defined as

the ratio of the physical pages required to be programmed inside the device for storing logical

block data from the host.

WA = Num pages programmed inside SSD / Num page updates issued by host

Write amplification due to internal copying directly reduces application throughput

and the lifetime of the device due to increased writes and wear leveling. The impact of garbage

collection on write amplification is influenced by the level of over-provisioning and the choice

of reclaiming policy. There exist two common techniques for reclaiming victim blocks for GC.

Greedy mechanisms [21] choose the block with the lowest number of valid blocks. Cost-benefit

mechanisms [22] consider the future writes that may invalidate additional pages before choosing

a victim block. In a fresh SSD, all blocks start out as free blocks. Written pages are appended

to an open block, and when the block is fully written, it is regarded as a closed block. As pages

are overwritten, closed blocks contain an increasing number of invalid pages. Finally, the GC

mechanism cleans a block by moving all the valid pages to another block before erasing it so

that it can be added back to the list of free blocks.

2.2 Prefetching

A computer system typically consists of several levels of memory running at different

performance (registers, cache, DRAM, SSD, SATA, etc.) with the goal of reducing the overall
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access time. A memory hierarchy [23] has been developed which determines the memory

organization of the system. Prefetching in systems is the process of preloading data from a

slow storage device into faster memory, generally DRAM, to decrease the overall read latency.

Accurate and timely prefetching can effectively reduce the performance gap between different

levels of memory.

There are three important metrics used to compare prefetchers, including coverage,

accuracy, and timeliness of prefetchers [9]. Coverage is the ratio of the number of SSD reads

that can be prefetched to the total number of SSD reads. Accuracy is the ratio of the number

of data blocks being prefetched to the number of prefetched data blocks that were actually

requested by the application. Timeliness requires data blocks to be prefetched sufficiently ahead

of time so that the data is present in DRAM whenever the application performs the read request.

If the prefetched data blocks are not available when they are needed, the application is required

to stall, rendering prefetching ineffective. Furthermore, if the data is prefetched too early, it

may not be available anymore when it is actually needed due to the eviction from the capacity-

limited cache. Inaccurate prefetches that read in unneeded data are harmful as they waste I/O

bandwidth and DRAM capacity. If prefetching is performed too conservatively, coverage is low,

and the overall performance gains are limited. Hence, the ideal prefetcher has high coverage,

high accuracy and executes timely prefetches so that the data is fetched exactly when needed.

A basic prefetching mechanism is shown in Figure 2.5.

The SSD prefetcher (P) is responsible for predicting candidate data blocks (C) to

prefetch from the SSD (S) into a fast cache (DRAM) buffer (B) of size. The cache eviction
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policy (E) is responsible for evicting the data blocks from B in order to make space for new

incoming data. Candidates x2 and x3, however, were present in the cache when requested, and

hence, resulted in a cache hit. In this example, at times, P determines candidates x1, x2, x3,

and x4 for prefetching, but the actual data requested at time t is x1, x2, and x3. Here, x1 was

prefetched too early while x4 was inaccurately prefetched, resulting in cache miss in both cases.

SSD (S)
x1 x2 x3

x1
Cache eviction policy (E)

Data Requested (R)

Buffer (B)

Data evicted (D)

Prefetcher (P)

Candidates (C)

x4 x3 x2
x1  x2
x3  x4

Figure 2.5: Demonstration of Prefetching in SSDs

2.3 Machine Learning Techniques

Machine learning is the science of developing systems that can learn automatically

from data to make decisions or inferences without being explicitly programming the system to

perform the task [24]. There are several broad areas of machine learning including supervised

learning [25], unsupervised learning [26], semi-supervised learning [27], and reinforcement

learning [28]. One of the goals of supervised learning is to build predictive models that can

learn from labeled examples, where the labels represent the category to which a particular ex-

ample belongs, and upon training the model, it can be used to make predictions on unseen

examples of data that the model has not seen before. The goal of unsupervised learning is to

draw inference from the data in the absence of labels, for example, is to find patterns or group-

ings within the unlabeled data set [29]. Semi-supervised learning [30] approaches utilize a large
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number of unlabeled examples together with a relatively small number of labeled examples of

data to train predictive models. In this thesis, we use supervised, semi-supervised, and unsuper-

vised learning approaches to improve the performance of storage systems. Next, we describe

the specific machine learning techniques that we used in this thesis.

Original Dataset Transformed Dataset

Majority ClassMajority Class Majority ClassMajority Class

Copies of the  
minority class

Figure 2.6: Demonstration of Oversampling process

2.3.1 Oversampling and Boosting

One of the problems that is sometimes encountered while building predictive mod-

els is that there are a very few examples of one category (also known as the minority class)

and relatively large number of examples for the other category (also known as the majority

class) present in the labeled or training dataset. This often leads to a model that overfits to the

examples of majority class. One of the ways to deal with this class imbalance problem is to

use oversampling techniques that artificially add samples to the minority classes using various

methods (such as SMOTE [31]) to make the dataset more balanced and improve learning (Fig-

ure 2.6). The performance of Machine Learning models can also be improved by combining
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several learners, a process called Boosting [32]. The basic principle behind the working of the

boosting algorithm [33] is to generate multiple weak learners and combine their predictions to

form one strong rule. These weak rules are generated by applying base ML algorithms on differ-

ent distributions of the data set. These algorithms generate weak rules for each iteration. After

multiple iterations, the weak learners are combined to form a strong learner that will predict a

more accurate outcome.

We used SMOTEBoost [34] and RUSBoost [35] algorithms for classifying the obser-

vations. It employs a mix of SMOTE [31] and the standard boosting procedure AdaBoost [36]

to model the minority class. It works by giving the model not just with minority class data

points that were misclassified in the previous boosting iteration, but also with broader repre-

sentation of those instances (achieved by SMOTE). SMOTE also increases the diversity in the

minority class samples in each iteration by creating synthetic samples. The SMOTE (Synthetic

Minority Over-Sampling Technique) function takes feature vectors with dimension(v, n) and

the target class with dimension(v,1) as the input. It returns final features vectors with dimension

(v’, n) and the target class with dimension (v’,1) as output SMOTE [31]. Figure 2.7 demon-

strates boosting process used in machine learning. Boosting uses the performance of trees from

previous iteration to assign weights to the next tree to be built. More weight is assigned to data

that are difficult to separate. Models are produced sequentially one by one to update each of

the weights. After all trees are generated, new information is predicted based on the weighted

performance of the trees on input data.
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Figure 2.7: Demonstration of Boosting

2.3.2 Isolation Forests

Anomaly detection [25] methods are commonly used to find rare events or obser-

vations in the data which differ significantly from the majority of the data points. Anomaly

detection can be performed in a supervised, semi-supervised, and unsupervised manner. It

works well with imbalanced data since it makes a model using the majority class. We used un-

supervised and semi-supervised approaches for detecting anomalous data points using Isolation

Forests [37]. Semi-supervised approaches use only good, non-anomalous data points for train-

ing. It assumes that we only know which data points are non-anomalous, and we do not have

any information on the anomalous data points. While making predictions, the model evaluates

similarity between the new observations with respect to the training data and checks whether it

fits the model. A supervised approach, on the other hand trains on both genuine and anomalous

data points. It doesn’t require labelling which can be hard and time consuming. We use the iso-

lation forest algorithm to separate out the anomalous data points. The Isolation Forest algorithm

separates data points by randomly selecting a feature, followed by randomly selecting a split
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value between the maximum and minimum values of the selected feature. We build multiple

decision trees so that the trees isolate the observations in their leaves. Ideally, each leaf of the

tree isolates exactly one observation from the data set. Isolation Forest can scale up to tackle

huge data sizes with high-dimensionality.

Figure 2.8: General architecture of vanilla ANN

2.3.3 Long Short Term Memory Networks

Artificial neural networks (ANN or NN) [38] combine machine learning algorithms

for solving specific tasks. The architecture of neural networks is analogous to a synapse within

our nervous system where a signal can be transmitted from one neuron to the other. The layers

are connected further by links defined between neurons from one layer to the next. Neural

Networks similarly consist of layers, where each layer contains many artificial neurons. A

NN typically comprises multiple layers, each performing a computational task that contributes

towards a solution to the task at hand. The first layer is called the input layer, which feeds the

input to the NN in a numerical format. The input layer is followed by one or more layers which

eventually lead to the final layer called the output layer. The output layer performs similarly
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to a decision-maker, and the layers between the input and the output layer are called “hidden”

layers. The hidden layers are responsible for the ‘actual learning’ of the data. The general

structure of a vanilla ANN is shown in Figure 2.8. Deep learning, also called deep structured

learning or hierarchical learning, is part of a broader family of ML techniques based on ANN

[39].

The data in an ANN ”propagates” by way of transformation sequentially starting from

the input layer, through the hidden layers, eventually ending at the output layer. Such a network

is called a ’feedforward neural network’. Recurrent neural networks (RNN) [40], work similar

to vanilla NN, with the difference that RNNs utilizes a concept of memory using a different

kind of link, which enables feedback. Contrary to feedforward NN, the outputs of some layers

are fed back to the inputs of previous layers. This enables them to analyze sequential data while

taking into account the input sequence of the data. The feedback links work in the reverse

direction and help to learn abstractions based on context. The general architecture of an RNN

is shown in Figure 2.9.

A A AA A

xt xt xt xt xt

ht ht ht htht

=

Figure 2.9: General architecture of vanilla RNN

Long short term memory (LSTM) [41] is a variant of recurrent neural network ar-
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chitecture used in the field of deep learning. LSTMs are a subset of artificial neural networks,

which can take time and sequence into consideration. (i.e., they have a temporal dimension).

LSTMs were designed by Sepp Hochreiter and Juergen Schmidhuber to learn and recognize

patterns in sequential data (for e.g., weather data [42], stock markets [43], IO accesses [9],

etc.) and are capable of learning long-term dependencies in data due to the feedback connec-

tions. They can process the entire data sequence, not only just single data points as in pictures.

LSTMs are popularly used in a wide variety of problems such as speech recognization, market

prediction, grammar learning and protein homology detection.

Figure 2.10: General architecture of an LSTM cell

The architecture of an LSTM cell is shown in Figure 2.10. It is composed of four

layers with three logistic gates and a ‘tanh’ [44] layer in contrast to RNNs, which have a single

neural net layer of ‘tanh’. Gates are used to control the information passed through the cell. The
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output is typically a value in the range between 0-1, which determines the amount of information

retained from the previous layer. ( output ‘0’ means ‘reject all’ and output of ‘1’ means ‘include

all’). At a given time, C(t) and h(t) represents the cell state and hidden state, respectively, and

the current data input is represented by x(t). The first layer in an LSTM cell is the sigmoid

layer, and it takes into two inputs - h(t-1) and x(t) and generates two outputs - h(t) and C(t).

It is called the forget gate as its output (between 0-1) determines the amount of information

to be discarded. The output is then point-wise multiplied with the previous cell state C(t-1).

The second sigmoid layer takes in two inputs - h(t-1) and x(t) is called the additional gate as it

determines what new information is added to the current cell state. The layer computes a vector

of the new candidate values. The point-wise multiplication decides the amount of information

to be added in that particular cell state. The result is added to the output of the forget gate

multiplied with the previous cell state C(t). Finally, the output is computed using a combination

of sigmoid and ’tanh’ layer. The sigmoid layer determines the part of the cell state be kept in the

output while the ’tanh’ layer transforms the output in the range (-1,1). The output is generated

by point-wise multiplication to produce the output of the cell h(t).

We propose to utilize Long Short-Term Memory (LSTM) based sequence-to-sequence

neural networks to learn spatial I/O access patterns of application block-level I/O traces for

prefeteching. LSTMs can leverage the sequential nature of IO accesses and have a “memory”

that allows the model to look at recent accesses while making a decision. The architecture is

capable of capturing long-term dependencies in data and can IO sequences of different lengths.

LSTMs integrate model training and representation learning together without requiring addi-
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tional domain knowledge, enabling the discovery of unseen patterns in the data to improve the

generalization capability of a model. We leveraged LSTMs to separate the complex and inter-

leaved I/O streams in data and addressed the challenge of timeliness of predictions by predicting

multiple I/O accesses ahead of time. This enabled us to build a neural network-based prefetcher

which we discuss in Chapter 4.

2.3.4 Auto Encoders

Auto encoders [45] are artificial neural networks which can learn efficient represen-

tations of input data, known as codings. These codings typically represent input data in lower

dimensions, making it a popular use case for dimensionality reduction [46], [47]. Auto en-

coders work by learning to copy their inputs to their outputs. They work by compressing the

input into a latent-space representation, and then reconstructing the output from this represen-

tation. This type of network is composed of two parts:

Original Input     Latent Representation Reconstructed Output

Encoder Decoder

Figure 2.11: Internal design of Auto Encoders

• Encoder: This is the part of the network that compresses the input into a latent-space

representation. It can be represented by an encoding function h = f(x).

• Decoder: This part aims to reconstruct the input from the latent space representation. It

can be represented by a decoding function r = g(h).
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For example, it is possible to limit the size of the internal representation, or you can add noise

to the inputs and train the network to recover the original inputs. These constraints prevent

the auto encoder from trivially copying the inputs directly to the outputs, which forces it to

learn efficient ways of representing the data. In short, the encodings are byproducts of the auto

encoder’s attempt to learn the identity function under some constraints.

Figure 2.12: Demonstration of Embeddings [1]

2.3.5 Embeddings

An Embedding is a lower-dimensional space representation that can translate high di-

mension vectors. Embeddings are particularly useful for sparse vectors as they can represent the

sparse input more effectively using less data such as a representation of words. The distribution

of block address IO access follows a similar sparse pattern and can be represented by a sparse

vector. The key to this approach is the concept of using a dense distributed representation for

each input value. Embedding captures semantic similarities between data points places them

close to each other in the embedding space. Embeddings can be learned from multiple models

and can be reused. Popular Embeddings such as AlexNet [6], Word2Vec [48] and ImageNet
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[49] are reused for various natural language processing (NLP) tasks. Embeddings are learned

jointly with a neural network model with a certain task in mind (typically related to natural lan-

guage processing tasks such as designing a chatbox, or document classification). The size of the

vector space is specified as part of the model, such as 50, 100, or 300 dimensions. The vectors

are typically initialized with small random numbers. The embedding layer is used before the

first layer of a neural network and is fit in a supervised way using the backpropagation algorithm

[50]. When the input to a neural network contains symbolic categorical features (e.g., features

that take one of k distinct symbols, such as words from a closed vocabulary), it is common to

associate each possible feature value (i.e., each word in the vocabulary) with a d-dimensional

vector for some d. These vectors are then considered parameters of the model and are trained

jointly with the other parameters. The one-hot encoded-words are mapped to the word vectors.

If a multilayer perceptron model is used, then the word vectors are concatenated before being

fed as input to the model. If a recurrent neural network is used, then each word may be taken

as one input in a sequence. This approach of learning an embedding layer requires a significant

amount of training data [51]. In Figure 2.12, we see an example of embeddings transforming a

sequence of numbers to a higher dimensional representation.

2.3.6 Temporal Convolutional Networks

Temporal Convolutional Networks (TCNs), proposed by Lea et al. (2016) [52], is a

variant of convolutional neural network (CNN) [53] which employs causal convolutions [54]

and dilations [55] to learn from sequential data with temporality. TCNs typically follow an

encoder-decoder architecture and can process sequences of any length, mapping it to an output
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Figure 2.13: General architecture of temporal convolutional networks

sequence of identical length. To accomplish this, the TCN uses a 1D-fully convoluted net-

work architecture (FCN), where the length of every hidden layer is identical to the input layer.

Padding of zero length (kernel size - 1) is added to keep succeeding layers the same length. i.e.,

convolutions where output at time t is convolved only with data elements from time t and earlier

in the preceding layer. Using dilated convolutions, the TCNs can look back at history with size

linear in the depth of the network and the filter size. An important feature is that the output

(at time t) is only convolved with the data elements that appeared before t. Furthermore, as the

convolutions in TCN are causal, is no information “leakage” from future to past [56] . TCNs

can be represented as 1D FCN + causal convolutions (Figure 2.13)

TCNs provide several advantages over RNN based architectures by offering paral-

lelism of computation, flexible receptive field size, and requiring lower memory for training.

We used TCNs for learning representations and identifying patterns in IO accesses. As TCNs
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implement memory (causal dilated convolutions), it considers recent data to differentiate be-

tween interleaved I/O accesses, enabling effective predictions. TCNs also track the behavior of

I/O accesses and how they evolve over time to enable accurate predictions based on the current

state of the system.
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Chapter 3

SSD Failure Prediction

3.1 Introduction

NAND flash based solid state drives (SSDs) represent an important storage tier in

data centers holding most of today’s warm and hot data. However, as SSDs are built from

semiconductors lacking mechanical components such as spinning disks, they are also more

reliable and less prone to failures compared to HDDs. The number of SSDs shipped each

year has increased steadily by 42.5% over the last decade, now exceeding exabytes of storage

capacity every year [57]. SSD manufacturers have employed three main techniques to increase

the storage density over the past years including planar scaling, 3D integration, and multi-level

cells. While beneficial for the storage density, these mechanisms have reduced the endurance,

retention, and reliability of SSDs [58], [13], [59], requiring increasingly sophisticated encoding

and fault tolerance mechanisms. Nevertheless, even with advanced fault tolerance techniques

and low failure rates, large Hyperscale data centers utilizing 100,000’s of SSDs suffer from
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multiple device failures daily. Data center operators are interested in predicting SSD device

failures for two main reasons. First, even with RAID [60] and replication [61] techniques

in place, device failures induce transient recovery and repair overheads affecting the cost and

tail latency of storage systems. Second, predicting near-term failure trends helps to inform the

device acquisition process enabling to save costs and avoid capacity bottlenecks. As a result, it

is important to predict both the short-term individual device failures as well as near-term failure

trends.

Prior studies on predicting storage device failures [62], [63], [64], [65] focused

primarily on traditional hard disks, however, due to the fundamentally different architecture

of SSDs, prior techniques and findings are not readily applicable to SSDs. Research that has

particularly focused on SSDs [66], [67], [18], [68] generally concentrated on understanding

specific errors and issues within SSDs, limited to a controlled laboratory environment. Most

studies that analyzed SSDs in the field focused on understanding correlations among specific

workloads, their induced number of writes and bit errors, as well as their effect on the reliability

of SSDs [69] [70], [71]. Alter [72] and Schroeder [7] analyzed authentic SSD logs collected

in the Google cloud to leverage machine learning (ML) techniques for predicting the likelihood

of SSD failures. While most related to our work, their proposed models either fall short on

determining failed drives, or produce a large number of false positives, thereby lowering the

performance of the prediction models. In particular, these two prior works suffer from the

following main challenges. First, as they utilize black-box ML techniques, they are unaware

of the underlying failure reasons rendering it difficult to determine the failure types that these
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models can predict. Second, the models in prior work struggle with dynamic environments that

suffer from previously unseen failures that have not been included in the training set. These two

challenges are especially relevant for the SSD failure detection problem which suffers from a

high class imbalance. In particular, the number of healthy drive observations is generally orders

of magnitude larger than the number of failed drive observations, thus posing a problem for

many ML models.

We determine the best performing ML approaches for predicting SSD failures and

then explore optimization techniques, including feature selection and data normalization, to ad-

dress the challenges of large feature spaces and highly imbalanced datasets. Consistent with the

prior work [72], we use the receiver operating characteristic area under the curve (ROC AUC)

score [73] to evaluate the performance. With these optimizations in place, our best approach

outperforms all prior approaches by at least 9.5% ROC AUC score. To address the challenges

mentioned earlier, we propose utilizing 1-class ML models that are trained only on the major-

ity class. By ignoring the minority class for training, our 1-class models avoid overfitting to

an incomplete set of failure types, thereby improving the overall prediction performance by up

to 9.5% in terms of ROC AUC score. The benefit of our proposed technique becomes even

more evident when we reduce the types of failures included in the training set of the baselines

approaches, showing 13% to 33% improvements using our proposed 1-class approaches over

prior work. Furthermore, we introduce a new learning technique for SSD failure detection, 1-

class autoencoder, which enables interpretability of the trained models while providing high

prediction accuracy.
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In particular, 1-class autoencoders provide insights into what features and their com-

binations are most relevant to flagging a particular type of device failure. This enables cate-

gorization of failed drives based on their failure type, thus informing about specific procedures

(e.g., repair, swap, etc.) that need be applied to resolve the failure. Given the low overall fail-

ure rates of SSDs, and the importance of predicting all failures, the goal is to predict all SSD

failures with fewest number of false positives. An incorrect prediction of a drive going to fail

as healthy is much more costly (due to the possibility of data loss, application crashes, etc.)

than wrongly flagging a healthy drive as a potential failure. In particular, for highly imbalanced

datasets where typically only one out of 10,000 SSDs fail, only a recall of greater than 99%

represents a useful result.

To summarize, in this work, we address the challenge of accurately predicting the

failure of individual SSDs with a comprehensive analysis [74], [37], [45], [75] of various

machine learning (ML) models. For analysis and evaluation of our proposed techniques, we

leverage a cloud-scale dataset from Google that has already been used in prior work [72],

[76]. This dataset contains 40 million observations from over 30,000 drives over a period of six

years. For each observation, the dataset contains 21 different SSD telemetry parameters includ-

ing SMART (Self-Monitoring, Analysis and Reporting Technology) parameters, the amount of

read and written data, error codes, as well as the information about blocks that became non-

operational over time.
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3.2 Research Questions (RQ)

The following lists the research questions that we are looking to answer in this project.

3.2.1 RQ A: Which SSD telemetry features contribute to SSD failures?

The current knowledge about SSD failure characteristics is mainly supplied by ven-

dors based on accelerated lab testing under controlled conditions using synthetic traces. There

are some prior large-scale field studies on SSD failures from Facebook [4], and Google [12],

[72], but they are limited in their scope, and little is understood about SSD failures in real-

world situations. In this project, we collect a wide variety of SSD telemetry information (24

parameters) and run feature selection algorithms to select the most relevant characteristics that

contribute to SSD failures.

3.2.2 RQ B: Can we predict SSD failures by training only on healthy drives (one

class training)?

One of the major challenges in predicting SSD failures is class imbalance, as healthy

drive data are easier to collect compared to failures (which are inherently rare). To address the

challenge, we proposed a technique of predicting SSD failures which only uses the majority

class for training the models. The approach is easier to scale and is independent of the number

of failed drive data samples in the data.
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3.2.3 RQ C: How does the performance of one-class model training compare

with state-of-the-art techniques?

Training on one class offers many advantages, as discussed above. In this project, we

compare the performance of our one-class models with state-of-the-art SSD failure prediction

techniques and show that our approach improves the model performance by up to 1.3×. Our

approach also takes lower training and inference time due to the lower number of input features.

3.2.4 RQ D: Can we interpret SSD failures?

Recent advances in the field of interpretable machine learning focus on understand-

ing how a machine learning model reaches its decisions. It helps in making the models more

transparent and less biased. In this project, we want to query the model to find out why a model

flags a particular SSD is destined to fail. This helps vendors understand why a drive failed and

also can help in re-servicing the drives to prolong the lifetime. While training on autoencoder

based models, we used the reconstruction error to interpret reasons why a particular drive was

flagged by the model.

3.2.5 RQ E: Can one class models be used to predict unseen SSD failures?

Since one class training does not require failed SSD samples in training, we show that

our approach based on training on healthy drives can predict not only unseen SSD failures but

also outperform the state-of-the-art approaches for predicting SSD failures.
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3.3 Research Contributions

Prior work on SSD failure prediction suffers from three shortcomings:

(i) the limited overall accuracy of predicting failures,

(ii) the inability of reliably predicting previously unseen failure types, and

(iii) the lack of interpretability of predictions.

To address these challenges, we provide the following contributions. First, we pro-

vide a comprehensive analysis of machine learning techniques to predict SSD failures with the

highest recall and accuracy for both the majority and minority classes with fewest number of

false positives. We optimize our approaches by addressing the challenges of imbalanced data

sets and feature explosion. Second, we show how 1-class predictive models can be used to pre-

dict previously unseen failures in a dynamic data center environment. Third, we propose 1-class

autoencoder, an approach to interpret the predictions of our model, to enable understanding of

the most important reasons for failures.

3.3.1 Accurate Prediction of SSD Failures

Our data set contains observations from over 30,000 drives from a major cloud service

provider over a time span of 6 years where each SSD observation contains the values of 24

distinct features including SMART features, the amount of read and written data, error codes,

board temperature and power characteristics and more. Predicting device failures from this data

poses two challenging problems. First, due to the large feature space, machine learning models
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suffer from the curse of dimensionality as the time requirements of an algorithm grow with the

number of features, often exponentially. Secondly, the data from which our models need to infer

failures suffer from a significant class imbalance problem, as there exist a significantly greater

number of healthy than failed devices in our data set.

3.3.1.1 Feature Selection

To address the curse of dimensionality introduced by large feature sets we developed

a feature selection mechanism for improving SSD failure prediction. The goals was to select the

most distinguishing features from this data set for training that enable to detect SSD failures. In

contrast to prior work on finding anomalous behavior in cloud systems [77], we performed an

extensive study of eight different filtering mechanisms to rank the different features in order of

their importance. We observed that except for the top 12 candidates, the order computed by the

different selection algorithms varied substantially and, in fact, utilizing the mechanisms individ-

ually lead to high variation in model performance. To address this challenge, we developed an

approach to combine the rankings of different feature selection algorithms subsequently lead-

ing to the best model performance both in terms of training runtime and accuracy, as we will be

showing in Section 3.5. To further motivate the application of feature selection mechanisms, we

can perform a principal component analysis (PCA) of the feature space which transforms high

dimensional data into a 3D space. The distance between points in the lower dimensional space

hereby reflect the correlation between the selected features. Figure 3.1 shows the PCA for the

full feature space.

Each blue dot represents an observation of a healthy drive and each red cross repre-
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sents an observation of a failed drive in the low-dimensional feature space. As can be seen,

some of the red crosses reside within the blue observation cloud rendering it challenging for the

predictive model to separate healthy from failed SSDs. In contrast, Figure 3.2 shows the PCA

after feature selection. Failed SSD observations are now clearly separated from the healthy

observation enabling the machine learning model to perform accurate predictions. As a re-

sult, applying feature selection does not only improve the runtime but also the accuracy of the

machine learning models.

Figure 3.1: PCA with all 21 Features

In contrast, Figure 3.2 shows the PCA after feature selection. Failed SSD observations

are now clearly separated from the healthy observations enabling the machine learning model

to perform accurate predictions. As a result, applying feature selection does not only improve

the runtime but also the accuracy of the machine learning models.
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Figure 3.2: PCA with Top 9 Selected Features

3.3.1.2 Class Imbalance

A major challenge in anomaly detection is to deal with the inherent class imbalance

problem. Among the over 30,000 drives that we examined, about 4,000 SSDs failed at some

point in time, however, for the most of its lifetime, every SSD behaves like a healthy drive. This

resulted in a training dataset containing over 40 million data points for healthy drives (majority

class) while only 15,000 data points for failed drives (minority class). Distinguishing between

healthy and failed drive observations is further aggravated by the fact that some of the drives

were put back into service after repair and then failed again, requiring to be treated as separate

failure observations. Some drives that failed during the data collection process were removed

and hence we no longer received data for them. Hence, while we had thousands of observations

from each healthy drive, we only had limited observations from each failed drive as illustrated

in Figure 3.3.

Since the size of the majority class is three orders of magnitude larger than the size of
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Figure 3.3: Illustration of data collection process

the minority class, recognizing instances of the minority class during classification is challeng-

ing, since many of the ML algorithms are designed to be biased toward the majority class. The

data points at which the minority instances are positioned among the majority instances in an

imbalanced scheme contributes to the increase in misclassification rate, thus commonly referred

to as data difficult factors [31]. These factors include, but are not limited to, small disjuncts,

class overlap, borderline, noise, outliers, and rare instances [74].

Prior research [72], [77], [78], [79] used techniques including Random Forest [72],

Neural Networks [80], k-Nearest Neighbours (k-NN) [81], and 2-Class Support Vector Ma-

chines (SVM) [82] for predicting storage device failures. While these techniques work well for

many applications, they are not free from limitations. We observe that these approaches cannot

cope well with the high class-imbalance and overfit to the failure types contained in the training

dataset. In Section 3.5 we show that our proposed techniques based on 1-class predictive mod-

els, and oversampling and boosting outperform prior works by up to 9.5% and reduce training

times by up to 1.8×. We also evaluate our proposed feature selection techniques and perform a

sensitivity study on how far ahead the models can predict the failures.
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3.3.2 Predicting unseen failures

As outlined in Section 5.3, flash devices suffer from a variety of different failures

induced by write amplification, grown bad blocks, controller errors, and backup battery issues.

As some of the failures are workload-dependent and SSD technologies change, that is, the

move from TLC to QLC cells, it is difficult to collect data about every failure type. Hence, it is

unlikely that any training dataset would cover all types of device failures that may occur in the

future.

We observed that previous approaches to detect SSD failures generally fail to pre-

dict unseen failure types that have not been experienced by the model during training. In this

work, we propose to improve the adaptivity of the predictive models by training them only on

the majority class instances. By utilizing only healthy drives as training data, the models can

learn a strong representation of healthy drives, without overfitting to a limited set of known or

previously seen failure types.

We introduce two mechanisms to enable this approach including 1-class isolation

forest and 1-class autoencoders [47]. The generic isolation forest [37] is a popular algorithm

for performing anomaly detection based on Random Forest. The algorithm leverages the fact

that anomalous data points generally satisfy fewer conditions than normal data points. Hence,

an anomaly score can be computed by counting whether the number of conditions required to

separate a given data point is below a certain threshold. We also explored different contamina-

tion factors (the fraction of anomalous data points) to inform the model about this additional

information. Utilizing these optimizations, we show in Section 3.5 that anomalous drives can
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be determined with a high recall of 0.99, even though the model had never seen a failed drive

during training. Furthermore, to the best of our knowledge, this is the first work to use 1-class

autoencoders for predicting SSD failures. We designed an 1-class autoencoder based model that

generates a compressed knowledge representation of the original input of healthy drive obser-

vations as well as a trained decoder which, in return, tries to generate healthy drive observations

from the compressed representation. We remove all failed drive observations from the dataset

for training the autoencoder model, in order to enable the model to learn a compressed repre-

sentation of what a healthy SSD should look like. Reconstruction error [83] is used to interpret

the decisions emitted by this model. Figure 3.4 shows the internal design of autoencoders. We

first encode and then decode a particular sample of SSD using the autoencoder model. If the

input and output are similar, the input likely corresponds to a healthy drive, whereas, if the input

and output suffer from a large reconstruction error, then the sample is flagged as an anomaly

(failed drive).

Original Input     Latent Representation Reconstructed Output

Encoder Decoder

Figure 3.4: Autoencoder Design

As we show in Section 3.5, training on only the healthy drives provides the following

benefits. First, the training is not limited by learning from a few samples in the minority classes.

Second, the training examples from healthy drives are easier and cheaper to record, which

improves the scalability of our approach. Third, ignoring the minority class during training
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improves the ability of the model to predict previously unseen failures.

3.3.3 Interpreting SSD Failures

Understanding the reasons for an SSD drive failure is of primary concern for manu-

facturers and data center operators to improve the reliability and to inform about the required

maintenance and repair procedures. This enables them to choose appropriate drives for a par-

ticular workload, providing the best reliability as well as enabling fast re-servicing of drives.

Providing an understanding of SSD failures also helps with increasing the transparency of our

predictions and avoids running full diagnostic tests to determine the causes of a failure.

Autoencoders have shown promise in interpreting model predictions generated by

DNN based models (Cite). We leverage our neural network based 1-class autoencoder approach

to enable this capability by creating a compressed lower-dimensional representation of healthy

drive observations as explained in the previous section. We then use this representation to select

anomalous observations that do not conform to the representation, thereby generating an output

that differs significantly from representation of healthy observations.

The observations that produce a reconstruction error greater than a chosen threshold

are flagged as failures. We then categorize these generated outputs by separating them into

buckets, each one representing the error while reconstructing the input for each feature. The

features that produce a larger than average error for a particular drive are then marked as sig-

nificant and reported. We show in Section 3.5 how interpreting this data provides insights into

why the model predicted a particular device as a failed drive.
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3.4 Methodology

Our dataset contains SSD Telemetry data from over 30,000 drives over a period of 6

years collected from Google datacenters. In total the dataset contains 40 million observations

with 21 different telemetry parameters. Around 4,000 drives failed during this period leading

to 15,000 observations classified as failed from the total of 40 million observations. The dataset

contained information on four different SSD models (MLC A, B, C and D) and contained no

information on specific vendors. Our feature selection process (see Section 3.5.5.2) did not

select the model as a significant feature and hence we excluded it during training process. Of

the drives that failed, approximately 90% of the drives failed only once while the rest failed up

to four times. For our work, we label each failure as a separate case. Drive replacement times,

upon failure varied widely ranging from under a week (80% of the cases), to over three months

(10% of the cases).

Around 30% of the drives that failed during the data collection process were replaced

while the rest were removed, and hence no longer appeared in the dataset. As a result, we ob-

tained approximately 300 observations for each healthy drive and 4 to 140 observations for each

failed drive. The entire list of metrics of features present in the dataset is shown in Table 3.1.

Traditionally, the drive replacement policy at cloud service providers uses a rule-

based approach [84]. Whenever certain parameters such as UECC error count, reserve block

count, etc., reach a certain value, the drive is replaced. However, this approach suffers from two

shortcomings. First, these rules do not comprehensively predict all the failures, and hence the

drives fail unexpectedly in certain cases, resulting in data loss and application crashes. Second,
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Features Datatype Description
drive id string Unique ID assigned to each drive
model string Drive model type
timestamp int Time (in us) since the drive was first put in use
read count int Number of read operations in the drive’s lifetime
write count int Number of write operations in the drive’s lifetime
erase count int Number of erase operations in the drive’s lifetime
status read only boolean Status flag indicating if the drive is operating in read only mode
cumulative p/e cycle int Number of times a memory cell is erased and reprogrammed
factory bad block count int Number of non-operational data blocks upon drive purchase
cumulative bad block count int Number of blocks which became non-operational during the drive’s lifetime
status dead boolean Status flag indicating if the drive is currently failed
correctable error count int Number of uncorrectable ECC errors during read
erase error int Number of erase operations that resulted in an error
final read error int Number of read operations that resulted in an error, even upon retry
final write error int Number of write operations that resulted in an error, even upon retry
meta error int Number of errors while accessing the drive’s internal metadata
read errror int Number of read operations that resulted in error, but succeeded upon retry
response error int Number of bad responses from the drive
timeout error int Number of operations that timed out without completion
uncorrectable error (UECC) int Number of uncorrectable ECC errors encountered during read operations
write error int Number of write operations that resulted in error, but succeeded upon retry

Table 3.1: All 21 features collected

these rule sets have also been shown to be overly conservative, leading to many cases where

drives are replaced even though they were still operating normally. The aggregate number of

drive failures per week is also beneficial for cloud providers as they can order replacements in

advance. These issues motivated us to develop a more flexible and accurate approach based on

machine learning techniques.

3.4.1 Data Preprocessing

The data collected contained features in string, date time, and integer format. We en-

sured that all the data collected was transformed into numeric format so that it can be processed

by the machine learning models. String values, such as Drive model name, were converted into

categorical features, and date and time were converted into UNIX timestamps. We treated each
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data point as an independent observation and normalized all the non-categorical data values to

be between 0 and 1. We created separate datasets, identified by the parameter N, by selecting

daily observations before a predicted failure occurred. For instance, N = 3 contains all obser-

vations for each drive 3 days before the drive either failed or was still functional. We leverage

this data in order to find out how far ahead our proposed models can predict the failures.

3.4.2 Feature Selection

One of our primary goals was to select the most distinguishing features that are highly

correlated to the failures for training. We used three different feature selection methods, Filter

[85], Embedded [86], and Wrapper [87] techniques, and implemented eight different algo-

rithms including Pearson ranking [88], Spearman ranking [89], Chi square test [90], Analysis

of Variance (ANOVA) [91], Recursive Feature Elimination [92], Extra Trees [93], Lasso Reg-

ularization [94], Elastic Net [95], and Ridge Regression [96], for selecting the most important

features contributing to failures for our dataset.

3.4.2.1 Filter Methods

Filter methods for feature selection use statistical measures to provide scores for each

feature. The features were then ranked by this score and only the top significantly correlated fea-

tures were selected. Specifically, we used Pearson correlation [97], Spearman correlation [98],

Elastic Net [99], and Kendall Tau [100] ranking algorithms to rank the features.
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3.4.2.2 Wrapper Methods

Wrapper methods select different combinations of features and then evaluate them to

pick the most relevant features. A prediction model is typically used to evaluate the combina-

tions and assign scores based on model accuracy. We used different search processes including

Random Forest [101], Recursive Feature Elimination with Extra Trees classifiers [102] and

Logistic Regression [103] to select the top features.

3.4.2.3 Embedded Methods

Embedded methods pick the most relevant features that contribute to the accuracy of

the model during the creation and training of the model. LASSO (L1) [104], Elastic Net [99],

and Ridge Regression (L2) [105] are the most commonly used regularization methods. These

methods optimize the learning procedure by training models with lower complexity, where fea-

tures with non-zero coefficients are selected for training the model, thus serving as methods for

feature selection. The three methods above provide feature rankings which were then merged

into a single list, giving equal importance to each method. As we show in Section 3.5, the

elaborate feature selection process improves both the training time and the prediction accuracy

significantly over the baseline that utilizes all 21 features. The resulting set of top features is

shown in Table 3.2. We validated the feature selected with domain experts, who confirmed

that there is a strong correlation between the features that were picked by the feature selection

algorithms and actual parameters which indicate wear out and failures in SSDs.
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Final Selected Top Features
correctable error count
cumulative bad block count
cumulative p/e cycle
erase count
final read error
read count
factory bad block count
write count
status read only

Table 3.2: Top features selected

3.4.3 Oversampling and Boosting

Prior research [72], [77], [78], [79] used techniques including Random Forest [72],

Neural Networks [80], k-Nearest Neighbours (k-NN) [81], and 2-Class Support Vector Ma-

chines (SVM) [82] for predicting storage device failures. While these techniques work well for

many applications, they are not free from limitations. We observe that these approaches cannot

cope well with the high class-imbalance and overfit to the failure types contained in the training

dataset.

We noticed there were two directions to improve the model’s ability to separate the

two classes (healthy and failed). One way is to enhance the learning of the minority class

which has fewer training examples and the other one is to address the class imbalance itself. To

improve the learning of the minority class, several learners can be combined which is referred

to as Boosting [32]. The basic principle behind the boosting mechanism is to leverage multiple

weak learners and combine their predictions to form one strong rule. SMOTEBoost [34], uses

oversampling and boosting (using AdaBoost classifier [36] to generate additional synthetic data
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samples for the minority class. Using SMOTE and AdaBoost [36], the algorithm models the

minority class not only by providing the learner with the minority class (failed) observations

which were mispredicted in the previous boosting iteration but also with broader representation

of those instances (generated by SMOTE). Traditionally, Boosting algorithms provide equal

weights to all mispredicted examples and since the training set consists of observations from

the majority class (healthy drives), the training set is still skewed towards the majority class.

To address this, SMOTE is introduced during each round of boosting to increase the number of

minority class samples for the weak learners and focus on these cases in the distribution at each

boosting round. This process also enhances the diversity among the classifiers in the ensemble

by producing a different set of synthetic samples at each iteration [106].

Supervised techniques, in particular, have shown promise in isolating anomalies, but

due to the inherent high-class imbalance, there exist very few training examples of the minority

class. In order to capture all the failed drives, a relatively large class separation threshold has

to be chosen producing a large number of false positives. Furthermore, we show that our intro-

duced 1-class approaches can outperform prior work and can predict unseen failure types not

seen during training.

3.4.4 1-Class ML Models

For training the 1-class models, autoencoder and isolation forest, we used the H2O

library [107] and split the dataset into training and test set. The training set contains data from

90% of the healthy drives but does not contain any samples of failed drives. For 1-class isolation

forest, we use 250 trees, with a max depth of 20 to get a good representation of a healthy drive
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from the input data. Increasing the tree size and max depth beyond these values decreased

precision of the model, indicating overfitting. We also experimentally explored the best value

for the contamination factor hyperparameter. The initial hyperparameter values were based on

domain knowledge and we performed extensive parameter sweeping and tuning (also for the

baselines) to come up with the final hyperparameter values and models. While our training set

has zero contamination (no failed drives), we need to inform the model about the contamination

factor during inference so that the model can adjust the threshold to select between failed and

healthy drives. The empirically determined contamination factor depends on the number of

days the model needs to predict ahead and ranges between 0.016 and 0.002.

The 1-class autoencoder model utilizes 4 hidden layers comprising of 50, 25, 25 and

50 neurons respectively. The neurons utilize a tanh activation function. We utilize the Adam

optimizer [108] and train the model for 100 epochs. We use early stopping with a patience

value of 5 ensuring that the training of the model stops when the loss does not decrease after

5 consecutive epochs. Increasing the number of hidden layers beyond 4 increases the training

time significantly without providing performance benefits. We use 10-fold cross validation to

evaluate all models.

3.4.5 Deployed System

The processed dataset containing only the top selected features is subsequently used

for training the different ML models. In a datacenter we envision our SSD failure prediction
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technique to be implemented as shown in the block diagram in Figure 3.5. The telemetry traces

are collected periodically from all SSDs in the datacenter and sent to the preprocessing pipeline

transforming all input data into numeric values while filtering out incomplete and noisy values.

Following data preprocessing, feature selection is performed to extract the most im-

portant features from the data set. The preprocessed data is then either utilized for training

or inference. For inference, device anomalies are reported and classified according to our 1-

class autoencoder approach. SSDs can then be manually analyzed by a technician or replaced

directly. As an alternative, a scrubber can be leveraged to validate the model predictions by

performing a low level analysis of the SSD, finding grown bad sectors and other drive issues.
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Figure 3.5: Block diagram of the Deployed System

3.5 Results

3.5.1 Oversampling and Boosting

In this section, we compare the performance of different ML techniques for predicting

SSD failures with our oversampling and boosting technique. For SSD failure prediction, the

primary goal is to predict all SSD failures since the cost of not catching (mispredicting) a drive
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that is going to fail is much higher than classifying a healthy drive as a failure which can be

refuted by scrubbing [109]. Nevertheless, as performing scrubbing induces a performance

overhead, both achieving high recall for failed devices and high accuracy for healthy devices

is important. To satisfy these requirements, for all the experiments we chose a high enough

threshold to capture all failures and then try to predict these failures with the fewest number of

false positives. We also record the receiver operator characteristic area under curve (ROC AUC)

score [110] for each experiment which is a measure of the predictive performance of the binary

classifier. This metric is selected as it is insensitive to the class imbalance as in our case and

have also been used in prior work [72]. SMOTEBoost and RUSBoost algorithms were chosen

as it is specifically designed to learn from imbalanced datasets. They employ oversampling

to make the dataset more balanced and use boosting [111] to improve learning. Since these

methods are designed to learn from the minority class, we included 90% of healthy and faulty

observations in the training set and remaining observations in the test set. We only included the

selected top features for training, using k neighbor = 5, n estrimators = 50 and learning rate of

1.2.

We can see that SMOTEBoost works best in predicting drive failures achieving near

perfect precision, recall and Fscore as well as a ROC AUC score of when predicting one week

in advance. This model is up to seven times better in predicting failed drives compared to

the next best model, Isolation Forest. Neural network and One-class SVM based models as

used in prior works [72, 109, 77] performed poorly delivering low precision and suffering

from a high number of false positives in the failed class. One-class SVM and neural network
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Learning Technique Class Accuracy (%) Precision Recall Fscore

SMOTEBoost
N-Fail (0) 97.5 0.98 0.97 0.97

Fail (1) 94.3 0.96 0.95 0.95

RUSBoost
N-Fail (0) 99.7 0.99 0.99 0.99

Fail (1) 57.6 0.24 0.4 0.34

Table 3.3: Results from SMOTEBoost and RUSBoost

based methods performed almost as bad as random, with AUC scores close to 0.5. The Random

Forest and Isolation Forest based models performed more than twice better than Neural Network

and 1-class SVMs for precision for failed drives, but still provide much lower accuracy than

SMOTEBoost.
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Figure 3.6: Predicting 1 week ahead (N=1)
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Figure 3.7: Predicting 2 weeks ahead (N=2)
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Figure 3.8: Predicting 3 weeks ahead (N=3)
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Figure 3.9: Predicting 4 weeks ahead (N=4)

Figure 3.10: Comparison of Different Machine Learning Approaches for Prediction of Healthy
(H) and Failed (F) drives

.

The models were trained using the SAMME.R [112] algorithm. Table 3.10 shows

the performance of SMOTEBoost and RUSBoost for predicting SSD failures when predicting

1 week ahead. From the figures and table above, we can see we oversampling and boosting

is effective is predicting SSD failures with high precision, recall and accuracy. The classifier

achieves highest ROC-AUC score compared to the baseline techniques we used. However,
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one critical limitation of this approach is the inability to predict failure types not seen during

training. Hence, the models tend to overfit to the set of known failure types seen during training

and the performance degrades on predicting failures on new unseen data. To overcome this

problem, we discuss the performance of 1-class approaches next which requires training only

on the majority class.

3.5.2 Accurate Prediction of SSD Failures

In this section, we compare the performance of our proposed 1-class isolation forest

and 1-class AutoEncoder techniques to three baselines used in prior work. In particular, we

compare against, Random Forest, 2-Class SVM, and Neural Networks (NN) as those have been

used in prior work on SSD failure detection [72]. For the baselines, whenever available, we

use the same model architecture and hyperparameters as proposed in prior work [72]. For the

hyperparameters that we could not find in prior work, we performed a design space exploration

and report the best numbers that we could find.

For imbalanced datasets, traditional metrics (accuracy, precision, recall and fscore)

alone can be deficient in measuring the performance of the classifier. Since the dataset is im-

balanced, overfitting to the majority class (predicting all observations as the majority class) can

skew performance and still reflect good overall precision, recall and fscore. The receiver oper-

ating characteristic curve, or ROC curve [73], is a graphical plot that illustrates the diagnostic

ability of a binary classifier system as its discrimination threshold is varied. The ROC curve

is created by plotting the true positive rate (TPR) against the false positive rate (FPR) at var-

ious threshold values. The true-positive rate is also known as sensitivity, recall or probability
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of detection in machine learning [113]. The false-positive rate is also known as probability of

false alarm [114] and can be calculated as (1 - specificity). The area under the curve (ROC

AUC) [110] is calculated to give a single score for a classifier model across all threshold val-

ues. This is inline with prior work that utilizes the ROC AUC metric for evaluating anomaly

detection models [72].

To evaluate the five ML techniques we first label all 40 million observations in the

dataset to separate between healthy and failed drive observations. We then perform a 90% -

10% split of the dataset into training set and evaluation set. For training the 1-class models

we remove all failed drive observations from the training set, however, the evaluation set is

identical between our proposed 1-class techniques and the three baselines. We use 10-fold

cross validation for evaluating all approaches.
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Figure 3.11: ROC AUC Score comparison of the five evaluated Machine Learning Techniques

Figure 3.11 illustrates the comparative performance of different ML techniques for

predicting SSD failures one day ahead. Among the baselines, Random Forest performs best,

providing a ROC AUC score of 0.85. Both our 1-class models outperform the best baseline.
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Figure 3.12: Accuracy, Precision, Recall and Fscore for the five evaluated Machine Learning
Techniques

In particular, 1-class isolation forest achieves a ROC AUC score of 0.91, representing a 7%

improvement over the best baseline while 1-class AutoEncoder, outperforms Random Forest by

9.5%.

ROC AUC determines the ability of a model to distinguish between classes (failed vs.

healthy in our application). To achieve good performance, models need to achieve both high

recall and precision for both failed and healthy classes. Figure 3.12 explores these metrics for

the five approaches in more detail for N=1.

It shows that Random Forest performs equally well than our proposed 1-class Models

in terms of Precision and Recall on the majority class of healthy (H) drives, however, performs

considerably worse on predicting the minority class of failed (F) drives. For the minority class,

1-class AutoEncoders improve precision by 6% over Random Forest as well as by 68% and

72% over the Neural Network and SVM baselines respectively.
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3.5.3 Adaptivity to Unseen Failures

In the previous section we showed that our proposed 1-class models are capable of

outperforming the 2-class models by up to 72% under the best case scenario for the baselines

in terms of precision (31% in terms of ROC AUC score), where 90% of all failures types are

contained in the training set. We now evaluate the model’s ability in adapting to new datacenter

environments, induced, for instance, by new workloads or new hardware. Therefore, in Fig-

ure 3.13, we sweep the number of failed drive observations included in the training set from

10% to 100%, simulating dynamic environments where new failure types emerge over time.

Figure 3.13 shows the ROC AUC score for the three baselines and our proposed 1-

class techniques with a variable percentage of failed drives included in the training set. Note

that our 1-class techniques do not include any failed drives in the training set and hence we plot

their performance as a straight line. The baselines’ performance, however, depends significantly

on the number of minority samples in the training set. For instance, if only 50% of the failed

drive observations are included in the training set, our proposed 1-class Autoencoder technique

outperforms Random Forest by 13% and NN and SVM by 33%. This shows that particularly in

dynamic environments, our 1-class techniques are a better choice than the techniques utilized

in prior works.
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Figure 3.14: Interpreting SSD Failure Reasons

3.5.4 Interpreting SSD Failures

Autoencoders have shown promise in interpreting model predictions generated by

DNN based models [115, 116, 117, 118]. This work proposes 1-class Autoencoders for in-

terpreting SSD failures. In particular, our technique exposes the reasons determined by our

model to flag a particular device failure. This is achieved by utilizing the reconstruction er-

ror generated by the model while reproducing the output using the trained representation of a

healthy drive. The failed drives do not conform to the representation, thereby, generating an
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output which differs significantly from the actual observations producing a large reconstruction

error. We study the reconstruction error per feature to generate the failure reasons. The features

which contribute more than the average error per feature to the reconstruction error, is defined

as a significant reason.

Figure 3.14 shows how often a feature was flagged as a significant failure reason by

the autoencoder model, aggregated for all observations from failed drives. The y-axis displays

all features utilized by the model, representing a potential failure reason while the x-axis shows

the failed drive number. For each drive, we report the failure reason by means of a scatterplot.

From Figure 3.14, we can see that many failed drives show a higher than normal number of

correctable errors counting the number of failed reads that could be corrected leveraging error

correcting codes (ECC). This indicates that a high number of uncorrectable errors frequently

leads to failures, however, it is also only a significant feature in approximately 35% of the

drives.

Cumulative bad block represents another important reason determined by the model

indicating SSD failures as it shows frequent anomalies, however, again only in less than 30%

of the cases.

In summary, this analysis shows that there exist particularly relevant features that in-

dicate device failures in many cases, however, only the combination of several features enables

accurate failure prediction. . This shows that some of the failed drives has different amount

of bad blocks as compared to healthy ones. Degradation of this parameter value is usually an

indication of increase of number of blocks being unusable. Other features which appeared as a
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reason for failure, albeit much sparingly than the two above include write count, erase count and

cumulative pe cycle which is a measure of the drive age. This shows that there does not exist a

single reason but rather a combination of different parameters that lead to SSD failures. We also

note that, cumulative UEC (Uncorrectable error count) which has been researched extensively

[119, 120, 121] for SSD failure correlation contributed to less than 1% of the failures according

to our Autoencoder based model.

3.5.5 Sensitivity Studies

In the following we provide two additional sensitivity studies. In the first, we evaluate

the ability of our models to predict failures multiple days in advance. Predicting further ahead

is beneficial for logistical reasons and acquisition purposes. In the second study, we evaluate

the effect of feature selection on the five approaches.
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Figure 3.15: ROC AUC score when predicting up to 4 days ahead
.
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3.5.5.1 Predicting ahead in Time

To optimize drive maintenance and the acquisition of new spare drives, it is prefer-

able to predict drive failures further ahead in time. While the previous sections have focused on

predicting one day ahead, Figure 3.15 evaluated ROC AUC performance on predicting multiple

days (N) ahead. As expected, for all five models, prediction performance degrades when pre-

dicting further ahead. So while for 1-class Autoencoders performance degrades considerably,

1-class isolation forest can maintain the performance better. In particular, for N = 4, the 1-class

isolation forest model becomes the best performing technique outperforming the Random For-

est baseline by 6% and SVM and NN by 11% and 13% correspondingly in terms of RUC-AUC

score.

3.5.5.2 Feature Selection

As mentioned above we used feature selection algorithms for selecting the most im-

portant features contributing to failures in our dataset. Tables 1 and 3.2 list the features before

and after feature selection. Figure 3.16 demonstrates the potential benefit of using feature selec-

tion by comparing the model performance (in terms of ROC AUC score improvement) with the

original 21 features against the performance of the model trained with only 9 features. As can be

seen, all techniques benefit from feature selection, for instance, Random Forest’s absolute ROC

AUC score improves by 3.7% when utilizing feature selection, while 1-class Autoencoder’s

ROC AUC performance increases by 3.3%. Feature selection also reduces the number of fea-

tures used for training the models resulting in up to 41% (for autoencoder models) reduction in

training times as can be seen from Table 3.4.
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3.6 Discussion

We discuss the results from our proposed Anomaly Detection based 1-class models

below. By ignoring the minority class for training, our 1-class models avoid overfitting to an

incomplete set of failure types, thereby improving the overall prediction performance. This

makes them particularly useful in a real world setting where new types of failures emerge over

time.

3.6.1 1-Class Isolation Forest

Anomaly detection approaches leveraging isolation forests are generally trained on

both the majority and minority class. Perhaps surprisingly, we found that isolation forests

trained only on the minority class performed exceptionally well, particularly for detecting un-

seen failures outperforming the performance of baseline approaches (Random Forest, 2 class

SVM and Neural Network based models). 2-class models use data from both classes to learn

a representation for each class. Since the number of samples for failed drives in our case is

significantly lower than good working SSDs, the model has less samples to learn from and

hence is more likely to misclassify previously unseen failed SSDs. 1-class models, in contrast,

learn a representation of a good working SSD and are more likely to classify previously unseen

anomalies correctly (1-class models do not suffer from overfitting to the limit training set of

failed SSDs).

Our approach does not require training on all different failure types to detect failures

and hence both generalizes and scales well when provided with new healthy observations. The
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approach outperforms autoencoders when predicting more than two days ahead and is faster to

train requiring fewer training samples. Nevertheless, it was not able to outperform autoencoders

(for N=1 and N=2) due to a higher false positive rate (anomalies as reported by the model which

are not actual failures). We plan to use second level supervised binary classification in the future

to teach the model about the known failures to eliminate more false positives during evaluation.
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Figure 3.16: Impact of Feature Selection Techniques

3.6.2 1-Class Autoencoder

To our knowledge, this is the first application of a deep learning based 1-class autoen-

coder for predicting SSD failures. We used the data from healthy drives to create an encoded

representation of a healthy drive. Upon providing the test data points to the encoded repre-

sentation, we recorded the difference between the observed and generated output. Since the

anomalous data points do not fit the encoding well, they tend to have higher error values. As in

1-class isolation forests, the autoencoder does not need to train on the minority dataset. autoen-

coders performed best while predicting failures up to 2 days ahead, achieving highest accuracy,
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precision and ROC AUC score with a recall of 0.99. It performed worse than 1-class isolation

forests when predicting ahead 3 or more days achieving lower precision, however, autoencoders

enable interpretation of the model predictions. In particular, we can learn why the model flagged

an observation as a failure to inform the repair and maintenance procedure.

ML Technique Features Training Time (sec)

Random Forest
9 695.4
21 1095.6

Neural Network
9 1496.87
21 2550.87

SVM
9 1156.6
21 1885.6

Isolation forest
9 499,57
21 686.54

Autoencoder
9 1750.57
21 2781.89

Table 3.4: Model training time (N = 1)

3.7 Conclusion

This paper provides a comprehensive analysis of machine learning techniques to pre-

dict SSD failures in the cloud. Therefore, we collect SSD telemetry information from over

30,000 drives over a period of six years from Google’s datacenters. We observe that prior

works on SSD failure prediction suffers from the inability to predict previously unseen failure

types motivating us to explore 1-class machine learning models such as 1-class isolation forest

and 1-class autoencoder. We show that our approaches outperform prior work by 9.5% ROC-

AUC score by significantly improving on the prediction accuracy for failed drives. For dynamic

environments, where only a subset of the different drive failure types are part of the training
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set, our 1-class techniques improve over the baselines by 13%. Finally, we show that 1-class

autoencoders enable interpretability of model predictions by exposing the reasons determined

by the model for predicting a failure.

3.8 Publications

Research papers summarizing our investigations were accepted at Symposium on

Cloud Computing, 2020 (Improving the accuracy, adaptability, and interpretability of SSD fail-

ure prediction models), and Non-volatile Memories Workshop, 2020 (Explaining SSD failures

using anomaly detection).
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Chapter 4

Neural Network based Prefetching

4.1 Introduction

The recent deceleration of Moore’s law [122] calls for new approaches for optimiza-

tion of resources. SSDs have replaced the spinning disks (HDDs) for many applications in

cloud services due to their higher I/O performance [123], lower failure rate [2], and better

endurance [124]. Nevertheless, although SSDs deliver significantly higher speeds than HDDs,

SSDs still remain a performance bottleneck of computing systems [125], as processors and

DRAM technologies support three orders of magnitude lower access latency. Two common ap-

proaches to hide the high access latency of storage devices are caching and prefetching. Caching

utilizes less dense but faster types of memory to store frequently used data items, filtering out

many accesses of the slow SSDs. Examples include Linux’s page cache [126] and filesystem

caches [127]. Prefetching [128] approaches read data from SSDs in advance, in order to serve

the later demand accesses from the cache with low latency. Prefetching can be implemented

68



either in software, e.g., within operating system [129], [130] or within the SSD itself [131].

Figure 4.1: Prefetching motivation

In Figure 4.1, we show the benefits of using prefetching in SSDs. Without prefetch-

ing, as shown in the figure, every IO request from the DRAM is sent to the SSD, and the SSD

responds with the data. Due to the difference in the two devices’ performance as described pre-

viously, the DRAM needs to wait until the SSD responds with the data. This process is wasteful,

and hence prefetching is used to overcome this problem. As shown in the figure below, with

prefetching, the SSD speculatively preloads SSD data to DRAM. Therefore, the DRAM does

not need to wait for the SSD to respond with the data as it is already available in the DRAM.

In case the requested data is not present, the IO request is sent to SSD, which responds with the

appropriate data blocks.

Existing prefetching mechanisms [132], [133] are limited by the computational com-

plexity and difficulty of correctly predicting future I/O accesses. For instance, the read-ahead
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prefetcher [134] is limited to prefetching the next data item within a file to accelerate sequential

accesses. More advanced prefetchers [135], [136] that can learn complex I/O access patterns

have been dismissed because of their computational cost. Recently, storage vendors, includ-

ing Samsung, have proposed SmartSSDs [137], adding computational capabilities to SSDs.

These devices offer new opportunities as they enable offloading of prefetching to hardware, re-

moving the burden from the host CPU. While this approach addresses the compute overhead

of prefetching, predicting future I/O accesses accurately remains a challenge. Real-world ap-

plications not only perform sequential accesses, but also exhibit complex workload patterns

[138]. Applications are frequently used by multiple users simultaneously, performing indepen-

dent tasks, resulting in a mix of sequential and random I/O requests which are difficult to model

and challenging to predict. Furthermore, in existing systems, I/O accesses need to traverse a

deeply layered software stack, transforming the easy to predict accesses on the application side

into seemingly random accesses on the SSD level. Predicting future memory accesses from

multiple interleaved I/O access streams on the SSD device layer hence represents a challenging

problem.

Modern SSDs and operating systems offer a wide range of telemetry data for analysis.

Utilizing I/O access tracing in hardware and software enables the collection of large, clean, and

automatically labeled datasets that can fuel powerful machine learning models. In this work,

we leverage Long Short-Term Memory (LSTM) [139] based sequence-to-sequence neural net-

works to learn spatial I/O access patterns of applications from block level I/O traces collected

from a diverse set of data center applications. LSTMs are capable of capturing long-term depen-
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dencies in data and can address sequences of different lengths. LSTMs integrate model training

and representation learning together, without requiring additional domain knowledge, enabling

the discovery of unseen patterns in the data to improve generalization capability of a model. In

this work, we leverage LSTMs to deliver the following contributions. First, our model provides

high accuracy even in the presence of complex interleaved I/O streams. Second, it addresses the

challenge of timeliness by predicting multiple I/O accesses ahead of time. Third, to cope with

the dynamic behavior of applications and to improve the reusability of our model, we propose

an address mapping learning (AML) technique enabling our model to predict different types of

workloads.

To demonstrate the practicality of our approach, we build a simulator enabling us to

measure timeliness in addition to prediction accuracy. We utilize I/O traces to train the neural

network models offline and predict future logical block addresses (LBAs) at runtime using the

simulator. To reduce address space, we take the l1 norm between a pair of consecutive memory

accesses as input to the model in addition to the requested I/O size. This enables the model to

also predict the size of the incoming I/O request, representing the amount of data blocks to be

prefetched ahead of time. We show that our approach enables predicting LBAs sufficiently far

ahead to compensate for the read latency of accessing flash as well as for the inference latency

of our model. We present an analysis of the impact of predicting N steps ahead into the future

and evaluate the impact of cache size on the performance of our prefetcher. We compare our

work with three baselines, a naive approach that only prefetches the most frequently accessed

LBAs, a stride prefetcher [140], and the Markov chain based prefetcher [141], showing an

71



improvement of up to 800× over the stride prefetcher and up to 8× over the Markov chain

prefetcher.

4.2 Research Questions

The following lists the research questions that we are looking to answer in this work.

4.2.1 RQ A: Can sequence-to-sequence deep learning models learn the IO access

patterns in real-world applications?

Real-world applications typically exhibit complex IO patterns. Often an application

is used by multiple users simultaneously, each running their own jobs. This often results in a

mix of sequential and random IO requests, which are is difficult to model and hard to learn by

any algorithm as used in traditional prefetchers. Time series neural networks (NN) have been

shown to learn complex data patterns keeping temporality in mind [40]. In this project, we

show that sequence-to-sequence LSTM based models can be used to separate the interleaved

streams to generate accurate predictions about future IO accesses.

4.2.2 RQ B: Can the neural network address timeliness by predicting multiple

accesses ahead of time?

In order to compensate for model prediction time and the time required to preload

the data, the neural network prefetcher needs to predict several accesses ahead of time. Time
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series forecasting allows models to predict several accesses ahead but usually at the cost of

performance. In this project, we show that the NN prefetcher can maintain performance even

while predicting multiple accesses ahead of time to address the timeliness of predictions.

4.2.3 RQ C: How does the performance of the neural network-based prefetcher

compare with state of the art?

For some simple IO workload patterns, NN-based prefetching might be costly to com-

pute as it needs additional resources. In this thesis, we perform a comparative study between

NN-based pre-fetchers and state-of-the-art pre-fetchers to find out which workload patterns are

complex enough to demand NN-based prefetching.

4.2.4 RQ D: Can we use the learned IO access patterns to predict IO accesses in

new, unseen workloads?

Different workloads show similar I/O access patterns due to shared design patterns

and commonly used data structures. An ideal prefetcher would be trained once on a varied set

of applications, providing high-performance even for previously unseen applications. Such a

prefetcher is also likely to be more robust with respect to dynamically changing data inputs

or code changes to the original application. We show that learned IO access patterns can be

used to predict IO accesses in unseen workloads. We also discuss the conditions where such an

approach would be useful.
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4.2.5 Neural Network based Prefetching

While most work on I/O prefetching has focused on conventional techniques, some

prior works have explored using machine learning techniques. Hashemi [142] used neural

network based sequence models for prefetching DRAM accesses. Prior work has also utilized

semantic locality and context for prefetching in primary memory using Reinforcement Learn-

ing [143]. Peled et. al. [144] argue semantic locality can capture the relationship between data

elements resulting in a high-level abstraction of data locality based on inherent program seman-

tics instead of memory layout, and that semantic locality transcends spatio-temporal concerns.

In addition, the work also used program context, which approximated semantic locality by ut-

lizing machine context (hardware and software) as features for model training. The prefetcher

identifies access patterns in DRAM accesses by applying reinforcement learning methods over

code and machine attributes, which provide hints on memory access semantics.The models

proposed in this work, however, cannot be applied to our problem as prefetching I/O accesses

differs significantly from prefetching DRAM accesses. First, I/O accesses do not contain in-

struction information to enable stream disambiguation, second, I/O accesses do not have a fixed

size like DRAM accesses, third, I/O accesses and DRAM accesses interact differently with the

OS, and fourth, I/O prefetching models need to account for timeliness. A second line of work

utilized Markov chains [145] for prefetching data from SSDs [141, 131]. We compare our ap-

proach with these prior works in Section 4.6, confirming prior observations that Markov chain

based prefetchers perform poorly on real world applications where the I/O streams are more

complex [146].
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4.3 Problem Statement

We assume a digital system that consists of the following components. A flash based

digital storage device (SSD) that provides high capacity but low performance, and a high access

latency. A central processing unit (CPU) that can process data at orders of magnitude faster

than the SSD. In addition, the system is comprised of a cache (usually DRAM) that is placed

in between the CPU and the SSD. The CPU can access data with low latency from the cache,

however, the cache capacity is orders of magnitude smaller than the SSD capacity. Reads access

a specific logical block address (LBA) and are generally more performance critical than writes,

as future operations depend on the data supplied by the reads, which is why this work focuses

on reads. The goal we aim to achieve is to accurately predict future LBAs so that they can be

prefetched into the cache, enabling low latency accesses by the CPU. In addition to the LBA,

we also need to predict the size of the I/O, as prefetching only parts of an I/O access is useless.

Thus, an efficient prefetching mechanism requires optimizing three metrics, particularly, the

coverage, accuracy, and timeliness.

Coverage or recall refers to the ratio of future memory accesses that are attempted

to be prefetched. Prefetching of an LBA is accurate if the same LBA is subsequently accessed

by a demand read. Accuracy is hence defined as the ratio of accurate prefetches to executed

prefetches. A prefetch is timely if it is executed sufficiently ahead of time of the demand read.

In particular, Tcand +Tread < PA∗Tarrival must hold, where Tcand represents the time to compute

a prefetch candidate, Tread represents the time to perform a read from the SSD, Tarrival repre-

sents the inter arrival time between demand reads, and PA represents prefetch-ahead, which is
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the number of accesses we need to predict into the future. Executing prefetches too early is

generally of a lesser concern as prefetches can be stored for a finite time in the cache. As a

result, the time that a prefetch can be executed too early is bounded only by the cache capacity.

Storage accesses to an LBA are generally handled by the operating system. User

applications, however, generally communicate with the storage devices by reading and writ-

ing files. Consequently, the filesystem layer within the OS needs to map file accesses to LBA

accesses before they can be submitted to the storage device. Furthermore, to improve perfor-

mance, the OS maintains several caching layers in the filesystem and logical block layer, aiming

to filter out a significant fraction of all application accesses. The result of this architecture is

that even a seemingly easy to predict operation on the application layer, such as reading a file

sequentially, may result in a very hard to predict access patterns on the LBA level, as perceived

by the SSD. Finally, the storage device is generally accessed by different application threads

simultaneously, resulting in multiple interleaved I/O streams that are indistinguishable by the

SSD. In summary, the existing storage stack architecture renders predicting future I/O accesses

a challenging problem. Predictive models need to be able to separate multiplexed I/O streams

and then predict future LBAs from within the hard to predict sequences. In addition, they need

to provide information on the number of data blocks to prefetch, starting from the initial pre-

dicted LBA.
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4.4 Proposed Prefetching Technique

Learning SSD storage accesses for prefetching is a challenging task for the following

reasons. As SSDs are increasing their storage capacity to 16TB and beyond, drives are now

supporting billions of logical block addresses. As prefetching is only successful if every bit of

the logical block address is predicted accurately, models are required to predict which LBA to

prefetch with perfect accuracy within a very large LBA space. This space is often sparse, as the

operating system allocates blocks within the filesystem layer, and hence, even sequential data

within files may be mapped to arbitrary LBAs within the SSD. Furthermore, as prefetches need

to be timely, predicting only the next LBA and the requested I/O size is not sufficient, and it is

required to predict several accesses into the future. Finally, to support dynamically changing

workloads, we evaluate our proposed address mapping learning technique to determine whether

prefetching models can learn generalized patterns within complex I/O access patterns.

4.4.1 Data Preparation for Reducing the Output Label Space

We preprocess the input dataset to address the problem of large logical block address

space. The number of unique memory addresses within an SSD is typically of the order of

billions, rendering a separate class for each memory address impractical. To reduce the address

space, we take the l1 norm of each pair of consecutive LBAs (LBA delta). For example, if con-

secutive I/O accesses starting from LBA 10000 are requested as 10001, 10003 and 100006, the

corresponding LBA deltas were recorded as 1, 2, and 3, respectively. This significantly reduces

the number of classes that our model needs to predict. We identify the top 1000 frequently oc-
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curring LBA deltas and assign each one of them to a class in decreasing order of frequency. All

remaining LBA deltas are assigned to a separate class representing a “no prefetch” operation,

thus limiting the number of classes for model to predict to 1001. The reason for choosing LBA

deltas over actual addresses is to increase the coverage of LBA deltas in the data. For example,

for Microsoft Research Cambridge traces [147] (MSR 1), the top 1000 most frequently occur-

ring LBAs covered only 2.77% of all the LBA accesses, whereas the top 1000 most frequently

occurring LBA deltas covered 91.66% of all LBA accesses. The coverage of top 1000 frequent

LBA deltas for the datasets used in this study ranged between 54% and 92%, as seen in Table 1.

Expanding the number of classes to beyond 1000 is possible with more computational power,

however, for our datasets, we chose 1000, as it provides a considerable coverage for LBAs and

is a sufficiently large size to prove the practicality of our approach.

The requested I/O sizes for the analyzed real world applications ranged from 4KB

to several MBs with up to 10,000 different I/O sizes for an individual application. In order to

reduce the number of possible target I/O size values, we round off each observed I/O size to the

nearest number that is a power of 2, 2n, and use n as an I/O size class. This reduces the number

of possible target I/O sizes for most applications to 16 while still supporting requests of size

up to 64MB. A limitation of this approach is that, in the worst case, roughly twice as many as

required 4KB blocks may be prefetched from the SSD.

4.4.2 Model Architecture

We designed our proposed neural network model to predict both the I/O size and LBA

deltas at the same time. The model has two separate input layers, one for I/O size and one for
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LBA delta, where each input layer is an embedding layer [148] consisting of 500 neurons.

The inputs to the model are categorical, one-hot, representation of the two features, LBA deltas

and I/O size, each being fed to a separate embedding layer. The model has two hidden LSTM

layers, where each LSTM layer has 500 hidden nodes. The outputs of the two embedding layers

are first concatenated and then fed to the shared LSTM layers. The final output layer is split

into two branches, where each branch is a dense layer consisting of softmax [149] nodes. The

number of neurons in the LBA delta output layer is 1001, representing top 1000 LBA deltas

and a “no prefetch” LBA delta, and the number of neurons in the I/O size output layer ranged

between 12 and 20, depending on the I/O sizes present in each dataset. The model architecture

is shown in Figure 4.2. The number of neurons in each of the first three layers of the model

was set to 500 to ensure a good representation of input features, and we used a dropout [150]

of 0.2 to prevent overfitting of the model. Having an initial embedding layer facilitates better

representation of the input features and helps the subsequent LSTM layers to learn effectively

from sequential data.

4.4.3 Timeliness

As discussed in Section 4.3, a prediction from the prefetcher is timely only if the

following equation holds: Tcand +Tread < PA ∗Tdemand . We empirically determined Tcand to be
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Figure 4.2: Model architecture

79



734µs by measuring the inference latency of our model. We measured the latency of accessing

an Intel P3600 NVMe based SSD using the flexible I/O tester (FIO) [151] to be 300µs on

average under 80% workload. For the traces that we examined, the average time between two

successive I/O requests ranged between 800µs and 1200µs, and the minimum time was 10µs. As

a result, a good PA value is in the range of 5 > PA > 100. We evaluate a range of PA values and

its impact on prediction accuracy in Section 4.6. Predicting further ahead in the future typically

reduces the accuracy due to the increased uncertainty. We find that, in order to increase the

accuracy in case of a high PA value, training the model with longer history of sequences can

improve performance.

4.4.4 Address Mapping Learning

Different workloads show similar I/O access patterns due to shared design patterns

and commonly used data structures. For instance, array-based data structures used by applica-

tions generally entail sequential I/O access patterns. Furthermore, as most applications leverage

the same underlying filesystem, it is likely that I/O accesses show common patterns. An ideal

prefetcher would be trained once, on a varied set of applications, providing high performance

even for previously unseen applications. Such a prefetcher is also likely to be more robust with

respect to dynamically changing data inputs or code changes to the original application.

Model 

SSDs in servers 

Trace 1 

Trace 2 

Extract LBA 
deltas 

Extract LBA 
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Mapping Learning 

Mapping Learning 

Predict I/O size 
and LBA 

inference 
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Figure 4.3: Block diagram of the Address Mapping Learning process
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To test the idea that applications share common patterns that can be learned, we train

the model on traces from one dataset (source) and evaluate the performance of the prefetcher on

another dataset (recipient). The mapping of addresses to labels is done by sorting the frequency

distribution of LBA deltas from both the source and recipient traces and assigning them labels

in decreasing order of frequency of occurrences. We call the process of extracting the LBA

deltas, training the model on source dataset, and using the model to predict LBA deltas and

I/O sizes for the recipient dataset as Address Mapping Learning (AML) and present the block

diagram of this process in Figure 4.3.

4.5 Methodology and Experimental Setup

4.5.1 Model Training

For our experiments, we used a total of 10 block-level I/O traces from three different

sources running applications in live production servers. The datasets included traces describ-

ing enterprise storage traffic in commercial office virtual desktop infrastructure (VDI) [147],

as well as traces from live production servers at Microsoft SNIA [152] and Microsoft Re-

search Cambridge [153]. We did not use any synthetic benchmarks, as used in previous work

[141, 131], as those traces do not accurately represent the complexity and interleaved patterns

exhibited in real applications. The utilized trace files are open-source and can be obtained online

[154], [155], [152].

Table 4.1 provides information about the datasets used in this study. From the table,

we see that the coverage of top 1000 LBA deltas is consistently higher than direct memory
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Table 4.1: Dataset Description

Trace Source Dataset Name
Represented

Name
Num obs

Coverage
Offset
(%)

Coverage
LBA Delta

(%)
VDI 2016022315.csv VDI 1 5226120 58.76 66.96
VDI 2016030817.csv VDI 2 4443487 63.94 70.08
VDI 2016030819.csv VDI 3 2902328 68.94 69.8
VDI 2016031115.csv VDI 4 2408227 68.65 72.35
MSR proj 3.csv MSR 1 2244642 2.77 91.66
MSR mds 0.csv MSR 2 1211034 63.46 76.94
MSR src1 1.csv MSR 3 45746222 28.6 77.7
MSR usr 1.csv MSR 4 45283980 2.64 82.12

Microsoft buildserver-2.csv MS 1 1600430 2.77 28.84
Microsoft buildserver-7.csv MS 2 1714151 8.97 55.49

addresses (offset), and hence it was selected as one of the features for training the model. The

datasets also contained other information such as the I/O size, response time, filename, file

location, etc. In this work, we only used the timestamp, offset (LBA), and I/O size as features.

We trained our model using Google’s Tensorflow [156] library on a Intel Xeon server with 8

CPU cores running at 1.7 GHz containing 96 GB of DRAM. The server also had 4 NVIDIA

Tesla 2080TI GPUs for training the model. We split the dataset into training and test set, where

the training set contained the first 70% of the I/O accesses, and the test set contained the last

30% of the I/O accesses. The sequence of LBA deltas, ordered by timestamps, is fed to the

model for training. For all the experiments, we trained our model using Adam optimizer [157]

with a cross-entropy loss function, and a learning rate of 10−3 for up to 1000 epochs, and

stopped model training if there was no improvement in validation loss, with validation loss not

decreasing by at least 10−5 for five consecutive epochs.
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Figure 4.4: Block diagram of the evaluation process using our simulator

4.5.2 Prefetcher Simulation Environment

To enable the comparison of our prefetcher against prior baselines, evaluating only

recall and precision is not sufficient. As motivated before, analyzing the prefetcher’s timeli-

ness is required to evaluate the end-to-end performance gains of prefetching, as even the most

accurate prefetcher will not improve the performance if it lacks timeliness. As shown in Sec-

tion 4.4.3, in order to compensate for the model’s prediction latency and the latency to perform

a read from the SSD, it is required to generate predictions ahead of time (PA). We evaluate

the end-to-end performance as follows. As we iterate through the test dataset, the evaluation

models continuously generate prefetch candidate predictions that are inserted into the cache.

Every I/O access is checked against the cache to see if the LBA is present, where the

access is recorded as a hit, otherwise it is recorded as a miss. We utilize the Least Recently Used

(LRU) [158] eviction policy for our experiments. The architecture of the simulator is presented

in Figure 4.4. We choose variable cache sizes of LBAs for the stride, Markov-based, and our

proposed prefetcher, and run experiments to provide a comparative study in Section 4.6.
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4.5.3 Baselines

We compare our proposed prefetcher to three baselines. The first, naive prefetch-er,

baseline always predicts the most common delta of a trace. The second baseline implements

a Markov chain predictor [141], [131]. This method treats each LBA access as a state and

predicts the next LBA based on the previous state by computing a probability distribution over

the probabilities of transition from one state to another. The third baseline is a stride prefetcher

which is commonly used in software and hardware systems. The stride prefetcher concurrently

observes 128 I/O access streams. Each access is mapped to a stream based on hashing the

most significant bits of the LBA. For each stream, the stride prefetcher tracks the last three I/O

accesses. If the difference between the three I/O accesses match, the prefetcher detects a stride

and prefetches the next access. Note that the stride prefetcher’s results are optimistic, as it only

prefetches one access ahead of time and does not compensate for timeliness. In the next section,

we evaluate our proposed prefetcher in terms of prediction accuracy, timeliness, and capability

to generalize to different workloads.

4.6 Results

4.6.1 Prefetcher Accuracy, Precision and Recall

Table 4.2 shows the comparative performance of our neural network based pre-fetcher

against the three chosen baselines. The table lists the dataset name, number of samples in the

dataset, and the accuracy for the three chosen baselines, Naive prefetcher, Stride prefetcher, and

Markov chain based prefetcher. For our approach, we provide the accuracy, precision, and recall
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results. For each sample, our prefetcher predicts both LBA and I/O size in increments of 4KB

blocks, as the minimum block size for a drive operation in SSD is typically of 4KB size [137].

We only count the actual blocks that are correctly prefetched. For each data sample, we prefetch

only the top predicted LBA and I/O size using the prediction with the highest confidence. We

used a batch size of 64, look back of 64, and predict-ahead of 64 in this experiment. Each

prefetcher has a cache size of 1000 for this experiment. In the next section, we present a more

detailed analysis of the impact of cache size on the performances of the prefetchers.

As shown in Table 4.4, our proposed prefetcher consistently outperforms all three

baselines delivering up to 11× improvement over the Markov chain based prefetcher using

Microsoft SNIA traces with the same cache size (Dataset: MS 2). For VDI traces, our pro-

posed prefetcher achieves the highest accuracy, providing 800× improvement over the stride

prefetcher (Dataset: VDI 4). Our prefetcher also achieved the highest precision and recall

compared to the baselines. The Markov chain based prefetcher performed considerably worse

compared to our prefetcher, with the accuracy ranging between 7% and 25%, performing even

worse than the Naive prefetcher in several cases (Dataset: MS 1, VDI 1, VDI 2, MSR 4).

4.6.2 Impact of Cache Size, Look-Back, and Predict-Ahead

In this section, we present an analysis of the impact of look back, predict-ahead, and

cache size on our proposed prefetcher’s performance. In order to ensure the availability of data

in the cache when the data block is requested, we trained the model to predict N steps ahead

for varying values of N, and evaluated the performance of the prefetcher. Higher values of

N typically resulted in lower accuracy due to the increased uncertainty in predicting further

85



Table 4.2: Performance comparison of Our proposed prefetcher against baselines
Dataset
Name

No. Samples
Naive

Prefetcher
Stride

Prefetcher
Markov

Prefetcher
Our

(Accuracy)
Our

(Precision)
Our

(Recall)
VDI 1 5226120 0.17 0.01 0.09 0.73 0.76 0.71
VDI 2 4443487 0.21 0.01 0.07 0.59 0.75 0.49
VDI 3 2902328 0.19 0.02 0.12 0.66 0.73 0.57
VDI 4 2408227 0.21 0.05 0.09 0.73 0.77 0.69
MSR 1 2244642 0.14 0.01 0.21 0.41 0.66 0.31
MSR 2 1211034 0.09 0.21 0.17 0.49 0.65 0.33
MSR 3 45746222 0.12 0.001 0.16 0.79 0.89 0.46
MSR 4 45283980 0.33 0.007 0.15 0.53 0.66 0.38
MS 1 1600430 0.27 0.02 0.25 0.63 0.79 0.53
MS 2 1714151 0.41 0.003 0.07 0.77 0.83 0.61

ahead in the future, while improving timeliness. To improve our prefetcher’s predict-ahead

performance, we found that it is necessary to increase the look back size for increasing values of

PA, where, as described in Section 4.4.3, good values for PA are in the range of 5 < PA < 100.

Low values (< 5) of PA result in cache misses as the data cannot be fetched soon enough,

whereas higher values of PA (> 100) result in untimely predictions as the data gets evicted

before requested. Table 4.3 shows the performance of our prefetcher for different values of PA

showing the accuracy of predicting the LBA and I/O size, as well as the cache hit ratio (Net

Hit ratio). We measured accuracy as the actual number of 4KB data blocks that were correctly

prefetched for three different values of PA, 32, 64, and 128.

In general, the accuracy of predictions decreases as we predict further ahead, pro-

ducing the worst performance when predicting 128 samples ahead. For MS SNIA traces, the

performance was comparable for PA equal to 32 and 64, and the accuracy degraded signifi-

cantly for PA=128, whereas for VDI and MSR Cambridge traces, the performance degradation

was gradual. These results show that our approach is successful in prefetching SSD accesses,

as PA equal to 32 or 64 is generally sufficient to ensure timeliness in real-world settings. Nev-
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Table 4.3: Impact of different predict values on our prefetcher performance

Dataset
Predict Ahead = 32 Predict Ahead = 64 Predict Ahead = 128

Accuracy
(LBA)

Accuracy
(Size)

Net Hit
ratio

Accuracy
(LBA)

Accuracy
(Size)

Net Hit
Ratio

Accuracy
(LBA)

Accuracy
(Size)

Net Hit
Ratio

VDI 1 0.72 0.65 0.71 0.69 0.65 0.73 0.42 0.6 0.33
VDI 2 0.76 0.51 0.58 0.64 0.51 0.59 0.41 0.42 0.29
VDI 3 0.73 0.88 0.69 0.48 0.88 0.66 0.42 0.67 0.37
VDI 4 0.71 0.66 0.71 0.71 0.66 0.73 0.32 0.34 0.31
MSR 1 0.65 0.49 0.41 0.65 0.49 0.41 0.34 0.19 0.29
MSR 2 0.59 0.69 0.49 0.59 0.69 0.49 0.19 0.61 0.33
MSR 3 0.95 0.67 0.66 0.91 0.61 0.79 0.13 0.61 0.19
MSR 4 0.59 0.77 0.51 0.49 0.77 0.53 0.49 0.47 0.28
MS 1 0.93 0.67 0.61 0.93 0.52 0.63 0.62 0.52 0.49
MS 1 0.89 0.71 0.73 0.88 0.69 0.77 0.57 0.69 0.47

Table 4.4: Impact of cache size on the accuracy of our and two baseline prefetchers
Dataset
Name

Cache Size = 10 Cache Size = 100 Cache Size = 1000
Markov

Prefetcher
Stride

Prefetcher
Our

Prefetcher
Markov

Prefetcher
Stride

Prefetcher
Our

Prefetcher
Markov

Prefetcher
Stride

Prefetcher
Our

Prefetcher
VDI 1 0.05 0.001 0.68 0.05 0.001 0.69 0.09 0.011 0.73
VDI 2 0.05 0.0001 0.55 0.05 0.0001 0.55 0.07 0.0015 0.59
VDI 3 0.04 0.0001 0.64 0.04 0.0001 0.64 0.12 0.0014 0.66
VDI 4 0.01 0.006 0.7 0.01 0.006 0.71 0.09 0.005 0.73
MSR 1 0.12 0.00005 0.39 0.12 0.00005 0.39 0.21 0.0011 0.41
MSR 2 0.09 0.1 0.41 0.09 0.1 0.41 0.17 0.21 0.49
MSR 3 0.07 0.0002 0.75 0.07 0.0002 0.76 0.16 0.001 0.79
MSR 4 0.06 0.0005 0.51 0.06 0.0005 0.51 0.15 0.007 0.53
MS 1 0.16 0.004 0.57 0.16 0.004 0.57 0.25 0.02 0.63
MS 1 0.02 0.0003 0.71 0.02 0.0003 0.71 0.07 0.003 0.77

ertheless, to support upcoming storage devices that support even higher request ratios, reducing

the inference latency and predicting even further ahead will be required.

Table 4.4 presents the impact of varying cache size on our prefetcher’s performance.

The table shows the accuracy of our approach compared to the Markov and Stride prefetchers

for cache sizes of 10, 100, and 1000 LBAs, respectively. From the table, we can see that

our prefetcher consistently outperforms the baselines for each cache size, and the performance

improvement using VDI traces is as high as 800× over the Stride prefetcher, and 8× over

the Markov prefetcher (Dataset: MS 1) . While the baselines show marginal improvements

using larger cache sizes, our prefetcher benefits significantly from a larger cache size. This
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suggests that while our prefetcher provides high accuracy and coverage, its timeliness can still

be improved. For a large cache, prefetched blocks remain in the cache for a longer time and

hence, prefetching exactly at the time when the LBA is requested is less important. Achieving

perfect timeliness would require adjusting PA dynamically, as the inter-arrival time between

requests varies at runtime.

4.6.3 Evaluation of Address Mapping Learning

In this section, we evaluate whether our prefetcher can learn common patterns among

workloads to predict accesses for previously unseen workloads. In the previous sections, we

obtained the training and test datasets from different portions of the same workload and the trace

file. In this section, we define two types of dataset sources. Similar sources are those where

the training and test data are from the same application, however, with different data inputs,

different execution times, and only small run time modifications in applications. Dissimilar

sources are those where the training and test data are from completely different applications.

Table 4.5 shows the prediction accuracy for different types of sources. We show the

accuracy of the model when it is trained and tested on similar source traces, and also when

it is trained and tested on the dissimilar source traces. In Table 4.5, for our proposed AML

technique, the model is trained on the source trace and tested on the recipient trace. For instance,

when training on MS 1 and evaluating on MS 2 trace files, the accuracy of our address mapping

approach is 84% which is only 3% less than training and evaluating both on MS 2 (fourth

column). The overall effectiveness of AML depends on the frequency distribution of LBA

deltas in the two datasets. The results in Table 4.5 show that our approach can be applied
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Table 4.5: Performance of Address Mapping Learning (AML)
Similar Source Dissimilar Source

Source Trace MSR 3 MSR 1 MS 1 VDI 1 VDI 3 MSR 3 MS 1 VDI 4
Recipient Trace MSR 2 MSR 4 MS 2 VDI 2 VDI 4 VDI 3 VDI 1 MSR 2
Accuracy on Source Trace 0.95 0.63 0.93 0.75 0.87 0.92 0.92 0.82
Acuracy on Recipient Trace 0.59 0.59 0.87 0.72 0.75 0.75 0.75 0.72
AML Accuracy 0.37 0.39 0.84 0.52 0.47 0.31 0.22 0.35

to diverse workloads, as long as they share some similar characteristics. This increases the

practicality of our approach, as we can train specific models for various workloads, and expect

at least a moderate increase in performance for other workloads.

4.7 Conclusion

In this paper, we showed how to leverage neural network models to predict future

storage I/O accesses to improve SSD performance via prefetching. We addressed several chal-

lenges such as the large and sparse logical block address space, ensuring timeliness of prefetch-

ing, predicting both the address and size of I/O accesses, as well as the challenge of training

predictive models that can generalize across different workloads. We achieved generalization

across workloads by leveraging a large set of real world cloud application traces. We compared

the performance of our prefetcher to existing techniques and used an in-house simulator devel-

oped to test the accuracy, coverage, and timeliness of our proposed prefetcher. Our proposed

model outperforms prior approaches such as the stride prefetcher by up to 800× and Markov

chain based prefetcher by up to 8×.
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4.8 Publications

Research papers summarizing project findings were accepted at European conference

on Machine Learning, 2020 (Learning I/O Access Patterns to Improve Prefetching in SSDs) and

Symposium on Cloud Computing, 2018 (SSD qos improvements through machine learning).
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Chapter 5

Reducing Write Amplification in SSDs using

Machine Learning

5.1 Introduction

Modern flash-based solid-state drives (SSDs) present as a high-performance and cost-

effective storage solution, providing terabytes of capacity, over a million I/O operations per

second (IOPS), and sub 100µs read latency. However, SSDs suffer from limited endurance due

to wear out. In particular, the existing 3D NAND and quad-level cell (QLC) based SSDs support

between 5000-50000 write/erase cycles [159], which if exceeded, may result in data loss. Thus,

it is imperative to minimize the number of writes applied to a flash storage cell.

Unfortunately, SSDs suffer from the problem of write-amplification due to lack of

support for in-place updates. Instead of overwriting the data directly in-place, SSDs need to

first perform an erase operation, before another program operation (erase-then-write) can occur.
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Furthermore, erase operations are performed at the granularity of blocks, whereas a block can

hold multiple 4K pages (the unit of writes). As a result, SSDs support updates by implementing

a log-structured storage mechanism [160], where overwritten pages are appended to an open

block. A logical-to-physical (L2P) translation table maps logical block addresses (LBA) to

physical locations in the flash chips.

When an LBA is overwritten, the L2P is updated so that the LBA points to the new

physical location of the page, invalidating the old physical location of the LBA. When an SSD

exhausts its blocks, garbage collection (GC) cleans up the blocks by moving valid pages to other

free blocks, inducing write amplification in the process. Write amplification is problematic for

two reasons. First, by introducing additional writes, the lifetime of the SSDs is reduced. Second,

the extra GC writes introduce performance interference by delaying the regular user reads.

Figure 5.1: LBA write frequency distribution for VDI

The magnitude of write amplification (WA) in SSDs depends on two factors, par-

ticularly, the mapping mechanism deployed by the flash translation layer (FTL) and the write

patterns. For applications that exhibit sequential write patterns with uniform write frequencies
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across LBAs, WA tends to be low, as there is a high probability that LBAs within the same block

are overwritten with temporal proximity. However, for most applications, the write frequency

of LBAs follows a highly skewed distribution, as shown in Figure 5.1 for a virtual desktop trace

(VDI) application. As a result, prior work [161], [162], [163], [164], [10], [165], [166, 167]

focused on reducing WA by optimizing the data placement policy within FTL. For instance,

by separating the frequently written LBAs (hot) from rarely written LBAs (cold) and placing

them into different blocks, write amplification can be reduced. The key idea behind these tech-

niques is that placing the LBAs with similar write frequencies on the same block increases the

likelihood that all LBAs within that block will be overwritten by the user-writes with temporal

proximity.

We observe that while temperature-based techniques can reduce write amplification,

they cannot eliminate it. We propose Oracle-DT , a novel mechanism that utilizes the death-

times of LBAs to eliminate write amplification in log-structured storage, such as in SSDs.

Hereby, death-time is defined as the number of I/O writes after which an LBA will be overwrit-

ten in the future, and by grouping LBAs with similar death-times within the same block, write

amplification can be eliminated. Oracle-DT requires perfect future knowledge about death-

times and a potentially large number of concurrently opened blocks. As these requirements

are impractical, we propose ML-DT , a mechanism leveraging machine learning to predict the

future death-times of LBAs. We evaluate ML-DT using VDI, TPC-H, and RocksDB application

traces and show that it can reduce write amplification by up to 14% over prior work. To sum

up, this paper makes the following contributions:
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• Oracle-DT , a data placement strategy that eliminates write amplification

• ML-DT , a practical approach leveraging death-time information to minimize write am-

plification

• Evaluation of machine learning techniques to predict LBA death-times

• Experimental evaluations showing up to 14% improvement over prior work

• Exploration of mapping learning techniques to generalize machine learning models across

applications

5.2 Research Questions

The following lists the research questions we are looking to answer in this project.

5.2.1 RQ A: Can sequence-to-sequence deep learning models learn the death-

time patterns of logical block addresses in real-world applications?

As mentioned earlier, real-world applications usually have complex workload patterns

due to the mix of sequential and random IO requests from multiple users. Additionally, the data

in an SSD is often fragmented due to the inherent inability of flash chips to support in-place

writes [168]. Due to this, an SSD needs to perform GC to provide free blocks for additional

writes. In this thesis, we are interested in leveraging deep learning techniques to learn the

spatio-temporal death-time patterns to predict death-time of an incoming LBA. This allows us

to place pages with similar lifetime together and reduce garbage collection overhead.
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5.2.2 RQ B: Can we design a data placement policy for optimizing GC overhead,

having perfect knowledge of future death-times?

We introduce a data placement strategy based on perfect knowledge of death times

and compare the performance with existing data placement strategies. We show that our ap-

proach results in the near elimination of garbage collection overhead. We used this placement

strategy while allocating blocks to incoming LBAs using predicted death times generated by

the trained ML model.

5.2.3 RQ C: How does the performance of our machine learning-based data

placement policy (ML-DT) compare with state-of-the-art techniques?

We compare the performance of SOTA data placement strategies with our approach

and show that our approach can reduce GC by up to 14% on ten traces from three real-world

applications.

5.2.4 RQ D: Can we use the learned death-time patterns to predict IO death time

patterns in new, unseen workloads?

As discussed earlier, different workloads show similar I/O write patterns due to shared

design patterns and commonly used data structures. We show that trained models on one source

can be reused to predict death times on different applications with similar characteristics and

discuss the situations when the approach is useful.
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5.3 Prior Work on reducing Write Amplification (WA)

In this section, we first introduce the write amplification problem in log structured

storage systems and then discuss prior techniques proposed in this domain for reducing write

amplification.

5.3.1 Write Amplification Problem

In log-structured storage systems such as an SSD, data is not updated in-place, but

instead, appended to a log. The log maintains multiple versions of the same data item. To

bound the storage capacity of log-structured storage systems, garbage collection (GC) needs

to be performed to remove the overwritten data elements from the log. Furthermore, a level

of indirection (mapping table) is required to map logical data elements to their most recent

physical location in the log. The most recent version of a logical data element is considered as

valid, whereas all other versions are considered as invalid.

In SSDs, the log is constructed of blocks which hold multiple pages referring to the

unit size of a write. As a result, garbage collecting a block requires all valid pages to be moved

to a new block, and only then the cleaned block can be erased. Moving pages during this process

induces write amplification. In a fresh SSD, all blocks start out as free-blocks. Written pages are

appended to an open-block and when the block is fully written, it is regarded as a closed-block.

As pages are overwritten, closed-blocks contain an increasing number of invalid pages. Finally,

the GC mechanism cleans a block by moving all the valid pages to another block before erasing

it, so that it can be added back to the list of free-blocks.
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5.3.2 Hot-Cold Separation

Temperature-based techniques such as hot-cold separation, have been proposed to al-

leviate the write amplification problem. These techniques maintain multiple logs (open blocks

in an SSD) and map LBAs to blocks based on their update frequency. These approaches dis-

tinguish between the user-writes issued by the application and the GC-writes issued internally

by the GC mechanism to clean blocks. These mechanisms group frequently written pages into

the same block to reduce the average number of valid blocks within a hot block, thus reducing

GC induced write amplification. This technique can be extended by maintaining more than two

open blocks representing the temperature of its contained pages. For instance, when a hot page

is garbage collected, it is first demoted to a warm block and if a page is garbage collected from a

warm block, it is further demoted to a cold block. Temperature-based mechanisms do not incur

any metadata storage overheads besides tagging each block according to its temperature.

5.3.3 Frequency-based approaches

Frequency-based approaches [159], [165], [164], [10] differ from hot-cold separa-

tion, as they measure the update frequency of LBAs directly, instead of inferring the temper-

ature from the block in which the LBA is currently residing in. These approaches map each

LBA to a specific stream and then assign an open block to each stream. Frequency-based

approaches can react faster to workload changes compared to temperature-based techniques,

however, they induce extra overheads for learning the update frequency of a given LBA. Multi-

stream SSDs [169] have been deployed to leverage this technique.
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5.4 Death-time Technique

We propose a novel placement mechanism for log-structured stores that minimizes

write amplification. While in this section, we focus on SSDs, our technique can be applied

to other log-structured stores as well. Our approach leverages death-time of an LBA, defined

as the number of I/O writes before said LBA is overwritten. By grouping LBAs with simi-

lar death-times into the same block and assuming there are sufficient number of concurrently

opened blocks, a write-amplification of 1 can be achieved, which represents an ideal data place-

ment strategy. The idea of grouping blocks using death-times has been proposed before for

the application layer [170]. In contrast to this work, we leverage death-time within the FTL,

transparently to the user, for minimizing write-amplification. We introduce the basic operating

principle of our death-time aware placement technique with an example shown in Table 5.2. In

this example, we assume an SSD where each block can contain only two LBAs and we observe

writes to three different LBAs, A, B and C. In Table 5.2, the first row shows the elapsed time, the

second row shows the write sequence of LBAs, and the third row shows the absolute death-time

for each LBA write. Rows 4 through 6 show three different allocation policies and how they

place LBAs into blocks. Every unique block being used is represented by a color. Furthermore,

the rows show the number of blocks in use at every time step. The policies strive to utilize as

few blocks as possible to minimize overprovisioning, respectively write-amplification.

The fourth row shows how a conventional baseline FTL that applies writes sequen-

tially to a single open block absorbs the write sequence. The first two blocks are written into

the orange block. At time 3 the orange block is closed and the blue block is opened. At time
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5, the orange and blue closed blocks still contain valid LBAs (based on death-time information

on 2nd row). As a result, the green block is opened absorbing the next writes. At time 7, the

blue block can be reused as all LBAs within it have been overwritten. This policy requires three

blocks to absorb the write sequence.

The fifth row in Table 5.2 shows the operation of a hot-cold frequency-based allo-

cation policy. LBA C is considered a cold LBA, whereas A and B are considered hot LBAs.

As a result, at time 1, C is placed into the orange block, whereas A and B are placed into the

blue block at times 2 and 3 respectively. At time 4, the blue block is closed and a new hot block

(green) is opened. At time 7, both A and B within the blue block have been overwritten, enabling

to reuse the blue block at time 7. This policy requires three blocks to absorb the write sequence.

The sixth row of Table 5.2 shows how the death-time allocation policy places LBAs

into blocks. LBA C, written at time 1, and LBA B, written at time 3, have have similar death-

times of 5 and 4 respectively and are hence placed into the orange block. The LBAs written

at time 2 and time 4 are placed into the blue block. At time 5, the death-times of all LBAs in

the orange block have elapsed and hence it can be reused. Oracle-DT minimizes the number

of blocks currently in use requiring two blocks to absorb the write sequence. Frequency-based

policies suffer from the fact that they classify hot and cold blocks in advance. Oracle-DT on

the other hand, ignores the write frequency of individual LBAs, potentially placing hot and cold

LBAs into the same block as long as they share a similar death-time.

In Section 5.6, we show that a death-time policy with perfect future knowledge (Oracle-

DT ) and sufficient concurrently opened blocks can provide an ideal write amplification of 1.
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Figure 5.2: Baseline vs. Frequency vs. Oracle-DT Policy

5.4.1 Death-Time Analysis

While Oracle-DT eliminates write amplification, it is impractical, as it requires per-

fect knowledge of future writes. It also requires a large number of open blocks at the same

time to capture the variability of death-times. This is illustrated in Figure 5.3 showing the LBA

death-times for a write access sequence for the VDI application. Death-times vary significantly

and hence a large number of concurrently open blocks is required to capture all active death-

times. To address these limitations, we devise a practical solution, by predicting the death-times

of LBAs with a machine learning technique and then mapping the death-time ranges to a fixed

number of open blocks. Our proposal is based on the analysis of over 700 million written LBAs

from 10 real-world traces from the SNIA repository (VDI [171], RocksDB [171], and tpc-h

benchmark (MonetDB)) [147], [172], from which we make the following observations.

1. Real-world workloads exhibit skewed write patterns (see Figure 5.1) where a significant

number of I/O accesses are covered by only a few LBAs. As a result, the distribution of

LBAs has a long tail and the corresponding death-times follow a similar pattern.

2. The death-times of LBAs vary widely, from a few I/Os to thousands of I/Os (see Fig-

ure 5.3). Separating I/O streams based on death-times enables the invalidation of pages
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Figure 5.3: Death-times varying widely (sample)

within a block solely via user-writes.

3. User-writes originating from similar locations tend to have similar death-times. Hence,

the LBAs of I/O accesses can be used to separate streams of data with similar death-times

together within the same open block.

4. Real-world workloads often contain multiple jobs running in parallel, generating inter-

leaved write patterns. We noticed that the death-times are also interleaved.

5. For a given LBA, death-times often change over time. As a result, using prior history of

assigning data to blocks can be inefficient, resulting in higher WA.

6. The requested I/O sizes for the analyzed real-world applications ranges from 4KB to sev-

eral MBs, with up to 10,000 different I/O sizes for an individual application, motivating

a technique that considers I/O size for computing death-times.
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5.4.2 Learning Death-Time Patterns

Based on the observations above, we developed a machine learning based technique

to predict future LBA death-times. As shown earlier, the death-time patterns follow a skewed

distribution which depends on both the spatial and temporal properties of I/O writes. Further-

more, I/O accesses are sequentially dependent on each other and follow a sparse distribution.

Sequence models for time-series data have been shown to be effective in leveraging the spatial

and temporal patterns. Some sequence models, such as LSTMs [139] and GRUs [173], also

have an attached memory which allows the models to look at recent previous accesses to gen-

erate effective predictions. We train the machine learning models on real-world trace data. The

traces were pre-processed by first removing all the read operations and then determining the

death-time for each write operation.

Without loss of generality, we express death-time as a monotonically increasing counter

that is incremented at every write. We express the problem of predicting the next death-time of

an LBA (Next-DT) as a sequence learning problem utilizing three main features: (1) the logical

block address, (2) the I/O size, and (3) the previous death-time (Prev-DT) of an LBA.

Next-DT. The goal of ML-DT is to accurately predict the death-time of a written

LBA. As an SSD block contains multiple (e.g., 64) LBAs, each block covers a death-time range.

Furthermore, as the number of open blocks in a practical SSD is limited, we cannot assign an

open block to each existing death-time range. As a result, we partition the death-times into N

ranges where N reflects the number of open blocks. Instead of predicting the exact death-time

for each LBA write, we only predict the death-time range, corresponding to the block that the
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LBA should be written to. The number of output labels (next-DT) is hence equal to the number

of open blocks offered by an SSD.

Logical Block Address. The LBA range supported by modern terabyte sized SSDs

is large (exceeding 30 bits) and sparse (applications cover only a subset of LBAs), and hence is

difficult to learn for a machine learning model. To address this challenge, we first partition the

LBA into a high and a low part. This not only reduces the number of bits of the feature vector

but also exploits the fact that different streams within an application can be often identified

via the high order bits of an LBA. We experimented with more than two LBA range partitions,

however, we did not see additional benefits. The raw LBA values were normalized between 0-1,

which allowed the model to learn the locality and sparsity of the I/O write accesses. To address

sparsity, we leverage an embedding layer [174] of 500 neurons to map the sparse LBA inputs

to a dense internal feature vector. As the distribution of IO writes follows a sparse pattern (most

I/O accesses target a few LBAs), we represented it by a sparse vector (embedding layer) as they

can represent the input more effectively using less data. The key to this approach is the concept

of using a dense distributed representation for each input value. Embedding captures semantic

similarities between data points places them close to each other in the embedding space.

I/O Size. Applications can update the same LBA using different I/O sizes, writing

multiple LBAs in the process with a single I/O operation. We explored two techniques to

handle this. In the first approach, we split every multi-LBA write into multiple single-write

LBAs and then predict the death-time for each single LBA write individually. In the second

approach, we leverage I/O size as another feature to enable the ML model to capture the I/O
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size internally. Both techniques provided equal performance, and hence we opted for the second

simpler technique.

Prev-DT. Our model leverages the previous death-time of an LBA as feature. Sim-

ilarly, next-DT and prev-DT also reflect death-time ranges, instead of precise death-times.

Hence, the model prediction is based on the open block to which the LBA was written. The

storage overhead for maintaining prev-DT for each LBA is hereby bounded by the number of

open slots. Prev-DT of an LBA can be derived from the block ID that the LBA is currently

located in (before the overwrite) and hence does not introduce significant meta-data storage

overheads.
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Figure 5.4: Model Architecture

Model Architecture. The proposed model architecture is shown in Figure 5.4. The

inputs to the model are categorical, one-hot representation of the input features, each being

fed to a separate embedding layer for dimensionality reduction. The sparse embedding vectors

are concatenated and fed through a Dropout [175] of 0.2 to prevent overfitting of the model.

Death-time prediction is performed by a temporal convolutional network (TCN) [52], a vari-

ant of convolutional neural network (CNN) [176], employing causal convolutions [177] and

dilations [178] to learn from sequential data with temporality. As TCNs implement memory
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(causal dilated convolutions), it considers recent data to differentiate between interleaved I/O

accesses, enabling effective death-time predictions. TCNs also track the behavior of I/O ac-

cesses and how they evolve over time to enable accurate predictions based on the current state

of the system.

We empirically observed that two hidden TCN layers are sufficient, where each layer

includes 500 neurons. The final output layer is a dense layer consisting of Softmax [179] nodes.

The number of neurons in the output layer is set to the number of open blocks available in the

SSD. Our proposed machine learning model is application-specific and needs to be trained on

relevant traces. To improve the generality of our technique and to alleviate the deployment in a

real system, Section 5.5.4 introduces a mapping learning technique that enables reusing of the

same model across different traces.

We also explored different machine learning models such as LSTM [139], SVM

[180], and Random Forest [181] to perform death-time prediction, however, TCNs turned out to

be superior. In particular, TCN allows parallelism of the computed convolutions since the same

filter is used in each layer. The convolutions in the architecture are causal, which means that

there is no information “leakage” [182] from future to past. TCNs also consume less resources

for training and can take in inputs of arbitrary lengths by varying the 1D convolutional kernels

[183]. TCNs are capable of effectively capturing very long history sizes (i.e., the ability for the

networks to look very far into the past to make a prediction) by using a combination of deep

networks (augmented with residual layers) and dilated convolutions [178]. LSTM is chosen as

a baseline as it is a popular DNN based technique used in time series forecasting in multiple
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applications [180], and it also has a memory to look at recent data for handling sequential

time series data. Random Forest [181] and SVMs [180] are two popular ML classification

algorithms which do not take into account the time series nature of the data. We also use a

random classifier which randomly picks a block, as a baseline. We replace the LSTMs with

TCN in our model architecture and RF and SVM models are fed 2-dimensional data as input.

5.4.3 ML-DT Flash Translation Layer

To leverage ML-DT , our model needs to be integrated into an FTL. We assume a

flash based system supporting N + 1 append points or open blocks, where N > 1 and N open

blocks are assigned for servicing user-writes and one open block is assigned for servicing GC-

writes. Although Oracle-DT does not need a GC block by eliminating write amplification,

ML-DT cannot provide such a strict guarantee, and hence there needs to exist a block to absorb

rare GC-writes. Each one of the open user-write blocks is assigned a death-time range and for

each user-write, the block with the closest death-time range is chosen for placing the write. For

instance, LBAs within the range 0− 100 are directed to the first open block, LBAs within the

range 101− 300 are directed to the second open block, et cetera. For a system with n open

blocks, the ranges are set according to the nth-percentile of death-times.

Each open block keeps track of the start LBA of the block, valid pages bitmap, write

pointer, death-time original, death-time counter, and a status flag. When the write pointer

reaches the maximum pages per block, the block is closed and a new block is requested, ini-

tialized with the death-time of the block that was just closed. The death-time-original is set
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to the upper limit for the death-time range for the particular block. The death-time counter is

initialized as death-time-original and is decremented after every I/O. Each block maintains a

death-time counter which is initialized as maximum value for the range, and is decremented for

each I/O. If the death-time range of a block is chosen optimally, the death-time counter reaches

0 only when the block is full. However, as the ML model is imperfect and the number open

blocks is limited, we need to handle the case of non-optimal death-time assignments.

In particular, in the case where the death-time counter of a block reaches 0 and the

block is not full, it will be assigned incoming pages from the adjacent (nearest) two death-time

ranges to close the block as quickly as possible. For instance, assuming the SSD has 10 open

blocks for user writes, if block 2 (range 11− 20th percentile) is not full while the death-time

counter reaches zero, pages usually assigned to to the 1st and 3rd percentile will be temporally

assigned to block 2. For edge cases, block 1 (0− 10th percentile) and block 10 (91− 100th

percentile), we use the nearest two open blocks.

Hence, by increasing the death-time range of the block, it will absorb more writes,

getting closed faster. By absorbing other block’s writes, additional non-full blocks are generated

with a death-time of zero. To address this challenge, whenever a non-full block reaches a

death-time of zero, the death-times are re-computed for all the three blocks using the following

formula: death time new = (page per block−writepointer)/100∗death time old. If after a

programmable amount of time, the block still does not get closed, all future incoming I/Os,

referred to as priority writes are redirected to said block. We keep track of the number of user-

writes (UW), GC-writes (GW), and priority-writes (PW) required to store our data and compute
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WA as

WA =UW/(UW +GW +PW ).

5.5 Implementation

In this section, we discuss the implementation details of ML-DT and its integration

into an SSD simulator. We also describe our dataset preparation technique. Then, we describe

the experimental setup used for training the models and replaying the trace on a virtual SSD.

The size of virtual SSD is adjusted based on each trace. More specifically, we adjusted the

size of the SSD so that the normal capacity, excluding the over provisioning, can tightly fit

the number of unique LBAs present in the trace. This ensures that GC needs to be performed

multiple times during the experiments, causing write amplification.

5.5.1 Datasets and Data Preparation

We leverage traces from ten real-world workloads from three different sources for our

experiments. We consider two features for input to ML models - LBA and I/O size. We parse

the traces to transform LBA and I/O size into numeric features. We separate each LBA into two

parts: the upper and lower significant half of the bits are separated and hashed into values in the

range 0−100. This allows the model to distinguish between the interleaved I/O accesses using

the higher bits while predicting in a stream using the lower bits. In addition, the full LBA is

normalized to a value between 0− l, where l is the LBA size. The requested I/O sizes for the
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examined real-world applications ranges from 4KB to several MB with up to 10,000 different

I/O sizes for individual applications.

In order to reduce the number of possible I/O size values, we round-off each observed

I/O size, m, to the nearest number, s = 2m, and use s as an I/O size class. This reduces the

number of possible I/O sizes to 16 while still supporting requests of sizes of up to 64MB. We

remove the I/O accesses that do not have a death time towards the end of the trace.

5.5.2 Machine Learning Models

Training of machine learning models was performed on a NVIDIA Titan-X GPU. For

each incoming I/O, we examine the input features (LBA, LBA-high, LBA-low, and I/O size) to

predict the LBAs death-times. The training time for one epoch for TCN based models ranged

between 84 and 192 seconds, depending on the trace.

Here, we observed that the deployed TCN [52] models were significantly faster to

train than comparable LSTMs [184], while providing higher performance. The inference was

performed on one Intel Xeon CPU core running at 1.7 GHz, and the inference times ranged

between 102 and 315 µs. Data to the model was fed in batches of 64. We used tanh activation

function [185] and Adam optimizer [108]. The models were trained for 10 to 32 epochs until

convergence [186]. Each class predicted by the model represents a range of death-times based

on the percentile value of death-times observed in 10% of the randomly selected subset of the

trace file. The number of classes (open blocks), representing the death-time ranges, is adjustable

during training time. In Section 5.6, we show that 20 open blocks are sufficient to minimize
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WA for ML-DT .

5.5.3 FTL Simulator

In order to compute WA for each workload using different data placement schemes,

we developed a FTL simulator that uses virtual SSDs, where the SSD size can be adjusted for

each trace. The SSD size can be computed based on the number of unique LBAs in the trace,

and the number of open blocks available can be varied. Whenever the number of free blocks

is lower than a threshold value (0.1% of total free blocks, a.k.a. GC Threshold), the simulator

picks the block with least number of valid pages for recycling. We use a page size of 4K, where

each block contained 64 pages and has a size of 256K. The trace simulation was performed on

a single Intel Xeon CPU core running at 1.7 GHz with 16 GB RAM.
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Figure 5.5: Mapping Learning Architecture

5.5.4 Mapping Learning

To support dynamically changing workloads and to support previously unseen work-

loads, we propose a mapping learning technique to determine whether models can learn gener-

alized death-time patterns from complex I/O access patterns. Different workloads show similar

I/O access patterns due to shared design patterns and commonly used data structures [9]. For

example, array-based data structures used by applications generally entail sequential I/O access
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patterns. Furthermore, as applications generally leverage the same underlying file system, it is

likely that I/O accesses show common patterns. An ideal model would need to be be trained

once on a varied set of applications, and yet accurately predict death-times for unseen applica-

tions. Such a model architecture is also likely to be more robust with respect to dynamically

changing data inputs or code changes to the original application. To test the idea that applica-

tions share common access patterns that can be learned, we trained the model on traces from

one dataset (source) and evaluated the model’s performance on another dataset (recipient). The

number of prediction classes are kept same in the two workloads and a 1-1 label mapping is

done in sequential order. For instance, Class 1 from the first workload corresponds to Class 1

of second workload. We call the process of training the model on source dataset, and using it to

predict death-times for the recipient dataset as Mapping Learning, and present a block diagram

of this process in Figure 5.5.

5.6 Results

In this section, we first analyze the performance of ML models for predicting death-

time ranges. Then, we evaluate ML-DT via trace-driven simulation using real-world cloud stor-

age traces collected at the block level. Then, we compare our approach with three existing

data placement schemes and two baselines (DT-FTL-Greedy and Oracle-DT ). We also perform

sensitivity studies determining the impact of the number of available open blocks on WA, and

finally present the results of our proposed mapping learning technique.
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Trace Source Trace Size File Name No. of IO
(millions)

R-W
ratio

No unique
LBA

Coverage
Top 100

Coverage
Top 1K

Coverage
Top 10K

Accuracy
TCN (%)

Accuracy
LSTM (%)

Accuracy
RF (%)

Accuracy
SVM (%)

synthetic sequential 4.7 GB synthetic A 1.3 0 1310721 0.07 0.7 7.6 99 99 91 83
synthetic random 5.0 GB synthetic B 1.04 0 262145 0.27 3.6 4.5 21 17 6 2
synthetic sequential
random 50 50 5.0 GB synthetic C 1.14 0 12145 0.21 2.1 6.6 47 41 39 19

VDI 0.7 GB 2016030917.csv 2.47 0.45 832659 22.1 57.7 63.6 64 57 47 33
1.64 GB 2016031115.csv 2.4 0.15 430365 21.04 72.6 79.7 65 56 41 37
1.16 GB 2016030918.csv 4.5 0.44 1370898 24.9 62.2 65.9 66 58 38 29
1.84 GB 2016030819.csv 2.9 0.27 677630 17.5 69.8 74.4 64 59 33 47
0.47 GB 2016030916.csv 3.75 0.35 1049707 22.4 61.4 66.5 66 60 49 48

RocksDB 1 GB ssd-trace00 1.95 0.22 223168 7.5 30.1 36.3 70 59 43 51
22 GB ssd-trace0-15 112.3 0.19 1562176 4.8 9.6 11.1 64 57 49 35
21 GB ssd-trace16-37 116.4 0.22 1332712 9.2 14.6 16.1 64 59 41 38

17 GB
ssd-trace-
additional

97.2 0.33 1123568 8 16.5 17.9 69 59 43 33

TPC H benchmark
(MonetDB) 12 GB tpc-h-monet 66 0.5 1332176 5.1 25.7 33.3 83 73 61 66

Table 5.1: Comparison of machine learning approaches for death-time range prediction.

5.6.1 Evaluation of ML models

As mentioned earlier, we used four baselines to compare our ML approach: Random

forest (RF) [181], support vector machines (SVM) [180], DNN based LSTMs [139], and a

Random predictor (RP). To evaluate the performance of LSTMs, we replaced the TCN layers in

our model with LSTMs layers. RF and SVM models were fed 2-D data as input, as they cannot

take in 3D embedding layers as input. Table 5.1 shows the comparative performance of our ML

based approach against the four chosen baselines when using 19 death-time classes, as one class

is reserved for GC-writes. Note that each class represents a death-time range that is computed by

equally dividing the death-times into 19 groups, each representing the (100)/19*pth percentile

of the data in each class where p=[1,2,3..19]. The table provides detailed characteristics of

the traces [187, 147, 171, 141], including trace name, number of I/Os in the dataset, and the

accuracy of the four chosen baselines for predicting death-times. The LBAs without death-time

information are excluded from the training data and we train our models using the first 50% of

data in the trace and evaluate it on the second 50% of the trace. The size of the input traces

ranged between 0.47 GB and 43 GB, depending on the source. All the workloads used in this
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study were write-heavy, with read-write ratios less than 0.5, as can been seen in Table 5.1.

For this experiment, we used block size of N, assuming that the system has N + 1

blocks, as one open block is reserved for GC-writes. We show the impact of using different

number of open blocks later in Section 5.6.4. The results in Table 5.1 show that TCN-based

approach consistently outperforms other baseline techniques. The random predictor performs

the worst, achieving lowest accuracy (3.6 - 5.6%). Results from the LSTM-based approach are

comparable with our approach (within 5% of accuracy). However, TCN-based models train

faster and can support higher dimensional data without prohibitive compute resources. TCN

based models train 10× faster and reduce inference latency 2× compared to LSTM based mod-

els. RF and SVM based approaches perform significantly worse, achieving highest accuracy of

only 61% and 56%, respectively, on real-world traces. We also used three synthetic traces as

baselines to test our ML approach for predicting death-time ranges. The first two traces con-

tained only sequential I/O accesses and random I/O accesses, respectively, and the third trace

contained a mix of the 50% synthetic and 50% random workloads.

Figures 5.6 and 5.7 shows the accuracy comparison for the five ML techniques used

in this work for varying output classes. For every experiment, as mentioned earlier, we reserved

one open block for handling GC writes, hence N-1 classes were available for placing user writes.

From the figures, we can see that TCN-based approach consistently outperforms other

baseline techniques for each case (N = 10, 15, 20, 25). The random predictor performs the

worst, achieving lowest accuracy (3.6 - 5.6%). Results from the LSTM-based approach are

comparable with our approach (within 5% of accuracy). But, TCN-based models train faster
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and can support higher dimensional data without prohibitive compute resources. TCN based

models train 10× faster and reduce inference latency 2× compared to LSTM based models.

5.6.2 Guaranteeing no GC overhead with Oracle-DT

As mentioned earlier, given a large number of open blocks, Oracle-DT can guarantee

no extra copying of live data thereby achieving a write amplification of 1. The assumptions are -
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each LBA will have finite death-time and will invalidate at most one LBA for every IO. For each

incoming write IO, we choose a block for data placement based on the death-time of the logical

block address. The block is selected by performing a right shift operation with log of number

of pages in a block (deathtime >>log(pages-per-block)). If the block number does not appear

in the list of open blocks, we open a new block and place the data there. Right shift operation

ensures the LBAs with similar death time ranges are placed within a block. For example, for

an SSD with 64 pages per block, LBAs with deathtime 1-64 will be placed in block 1, 65-127

in block 2 and so on). Figure 5.8 describes the results of our experiments. For each trace, we

report the source, the filename, the read-write ratio, the number of unique LBAs and the number

of blocks needed to store the data directly (unique LBAs/page size). We experimentally find out

the maximum number of open blocks used per trace using Oracle-DT and report the findings in

maximum blocks column.

Figure 5.8: Block usage per trace with Oracle-DT

From Figure 5.8, we can see the maximum number of open blocks used depends on

the IO write patterns of the input trace. Traces with higher write ratio and randomness of IO

patterns (such as synthetic B or 2016031115) used higher number of blocks per write LBA

compared to RocksDB traces (ssdtrace-00) which has higher coverage and more sequential IO

write accesses. Specifically, for synthetic trace B, which has 100% random accesses and no read
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Figure 5.9: Block usage over time with Oracle-DT

IOs, the maximum number of blocks used was more than the number of blocks needed to store

the data directly (num unique LBA/page size) indicating inefficiency of using this approach. On

the other hand, for the traces sourced from VDI (2016030916) and RocksDB traces (ssdtrace-

00), Oracle-DT used less blocks than needed directly to store the data. Nevertheless, in all

cases, Oracle-DT was able to guarantee no garbage collection overhead. However, the usage of

the number of blocks depends on the time as can be seen from Figure 5.9.

In Figure 5.9, we show the distribution of number of blocks used over time for Oracle-

DT with two selected traces (RocksDB and VDI trace 2016030917.csv). In general, RocksDB

trace used less number of blocks due to the increased ratio of sequential IO write accesses

and lower read-write ratio. For VDI trace 2016030917, we see that although the traces used

more blocks in peak condition, generally less number of blocks are used to store the data.

This shows us that given a high number of open blocks and accurate death time information,
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garbage collection can be eliminated. However, such a system might be impractical in real

world conditions due to increased latency overhead of maintaining additional open blocks.

5.6.3 Comparison with baselines

The predictions from ML models are leveraged by the FTL for assigning pages to

open blocks. Here, we compare our approach with three existing data placement policies pro-

posed in prior work that are based on update frequency, hot/cold separation, and block update

interval. We also used two baselines, DT-FTL-Greedy and Oracle-DT , the later of which have

perfect knowledge of future death-times. We provide a description of these five baselines below.

Figure 5.10: FTL comparison with baselines (VDI traces)

1. DT-FTL-Greedy : Utilizes a single open block for servicing both user and GC writes.

When the FTL runs out of free blocks, GC greedily picks the block with the fewest

number of valid pages for cleaning.

117



Figure 5.11: FTL comparison with baselines (RocksDB and TPC-H traces)

2. Oracle-DT : Has perfect knowledge of future death-times and uses the same placement

policy as ML-DT .

3. Dynamic Data Clustering (DAC) [166]: Maintains multiple open blocks, and each one

assigned a temperature. Whenever an LBA is overwritten by a user-write, it is promoted

to a hotter block, and whenever an LBA is moved by GC it is demoted to a colder block.

4. WARCIP [167]: Writes blocks into segments based on the block update interval, i.e.

the elapsed time since the last write to the same LBA, in order to reduce the variance of

update intervals of pages within a block.

5. AutoStream (AS) [165]: Leverages both write frequency and recency to determine the

block temperature, for writing pages into the blocks of different temperature levels, and

demotes aged LBAs into cold blocks.
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Figure 5.12: Distribution of writes comparison with baselines (VDI traces)
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We present the comparative performance of our proposed ML-DT approach against

the five baselines in Figures 5.10 and 5.11. For each FTL, we note the number of user-writes,

GC-writes, and priority-writes (if applicable) to compute the WA and report the findngs in

Figures 5.12 and 5.11. The SSD size used for performing the experiments is based on the

number of unique LBAs in the trace such that the user capacity of the SSD equals the number

of unique LBAs. The over-provisioning ratio was assigned to 20% and hence, the number of

available blocks equals 1.2× the number of user blocks. The GC threshold, defined as the

minimum number of available free blocks before GC is enabled, was chosen as 0.1% of total

number of blocks available initially. For each trace, we note the range of unique LBAs (A-B)

and create Z number of blocks determined by the range computed as : (B-A)*page size where

page size = 4K and each block contained 64 pages. The coverage of top 100, 1,000, and 10,000

LBAs is also reported which shows the skewed nature of write I/O accesses in the traces.

For this experiment, we used 20 open blocks for all baselines as well as ML-DT ,

except for DT-FTL-Greedy which only uses one. Figures 5.10 and 5.11 shows that ML-DT

consistently outperforms the baselines for every trace both in terms of GC overhead and WA.

Our approach reduces the number of GC writes due to effective placement and the priority write

overhead is minimal, which causes less than 1% overhead. The distribution of total writes, user

writes, GC writes and priority writes (if applicable) can be seen from Figures 5.12 and 5.13.

On the other hand, DAC performs the worst while WARCIP and AS perform the best among

the baselines, achieving comparable performances on TPC-H benchmarks and lower number of

open blocks, however they perform much worse on VDI based workloads. Oracle-DT achieves
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near optimal WA for RocksDB and VDI traces and as expected performs best.

Our approach works best for VDI and RocksDB traces, where the I/O write access

patterns are non-uniform and I/O accesses are concentrated more on a few frequently occurring

LBAs. The performance is comparatively worse for traces which have more uniform distribu-

tion of LBAs in the trace (e.g., TPC-H). Higher coverage workloads helps in stream prediction

due to greater density of input vectors fed in for training, and hence can make more accurate

predictions.

5.6.4 Impact of number of open blocks

In this section, we study the impact of the number of open blocks available on WA.

Figures 5.14, 5.15 and 5.16 compares the performance of our proposed approach with the base-

lines by varying the number of open blocks available. As DAC does not differentiate between

user-written and GC-written LBAs, all N open blocks are made available for both write types.

Since AutoStream and WARCIP focus on separating only the user-written pages, we configure

N− 1 classes for user-written pages and one class for GC-written pages. These results show

that our approach is comparable to baselines when using a small number of open blocks (less

than 3-5), however, as the number of blocks are increased to between 10 and 30, our approach

outperforms the baselines by up to 19%, demonstrating the generalizability of our approach

with varying number of open blocks. Future SSD designs are expected to support an increasing

number of open blocks. However, albeit outperforming the baselines, increasing the number of

open blocks to beyond 20 increases WA due to decreased predictive performance and priority
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writes overhead. As the data gets more fragmented, that is, separated into multiple streams,

more cases arise where the death-time counters of the blocks reach zero. In such scenarios,

as described earlier, our approach merges blocks by assigning pages to the closest block with

similar death-times, and closing some of the blocks earlier.

Figure 5.14: Impact of number of open blocks (VDI trace)

5.6.5 Sensitivity Study on Open Blocks

In this section, we perform a sensitivity study to evaluate the impact of varying the

number of open blocks on WA. For each trace, we vary the number of open blocks between 5

and 30. We see that increasing the number of blocks increases the WA initially due to better

data organization within the SSD, however, as we increase the number of open blocks to over

25, we see a decrease in WA due to decreased predictive performance and fragmentation of

data. This is due to fragmentation, the DT counter of blocks reaches 0 without the block being
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Figure 5.15: Impact of number of open blocks(RocksDB trace)

Figure 5.16: Impact of number of open blocks(TPC-H trace)

full resulting in the priority write overhead. The trend can be seen in Figures 5.17 and 5.18.

123



1.58

1.27

1.17

1.211.22

1.26

1.31
1.29

1.19
1.22

1.27

1.371.36

1.27

1.211.22
1.24

1.28
1.261.26

1.2
1.22

1.24

1.37

1.54

1.27

1.18
1.21

1.31

1.49

1

1.1

1.2

1.3

1.4

1.5

1.6

2016030917.csv 2016031115.csv 2016030819.csv 2016030916.csv 2016030918.csv

W
ri

te
 A

m
p

lif
ic

at
io

n

Open blocks=5   Open blocks=10            Open blocks=15 
Open blocks=20         Open blocks=25 Open blocks=30

Figure 5.17: Sensitivity Study (VDI traces)

1.071.071.061.061.06
1.09

1.461.47

1.391.39

1.45

1.51

1.43
1.41

1.39
1.41

1.44

1.57
1.59

1.47

1.391.39

1.45

1.51

1.361.361.351.35

1.47

1.59

1

1.1

1.2

1.3

1.4

1.5

1.6

ssd-trace00 ssd-trace16-37 ssd-trace-additional ssd-trace00-15 tcp-h

W
ri

te
 A

m
p

lif
ic

at
io

n

Open blocks=5   Open blocks=10            Open blocks=15 
Open blocks=20         Open blocks=25 Open blocks=30

Figure 5.18: Sensitivity Study (RocksDB and TPC-H)

5.6.6 Evaluation of Mapping Learning

In this section, we evaluate whether our ML models can learn common patterns across

workloads to predict death-times of previously unseen applications. In the previous sections, we

obtained the training and test datasets from different portions of the same workload and trace

file. In this section, we define two types of dataset sources. Similar sources are those where

the training and test data are from the same application, however, with different data inputs,
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different execution times, and only small run-time modifications in applications. Dissimilar

sources are those where the training and test data are from completely different applications.

Figure 5.19 shows the performance overhead of the mapping learning technique. We

show a comparison of write amplification between the model that is trained and tested on similar

source traces (WA original) and the model that is trained and tested on the dissimilar source

traces (WA mapped). In this figure, the model is trained on the Source (S) trace and tested on

the Recipient (R) trace. For instance, when training the model on ssd-trace-01-15 and evaluated

on ssdtrace-16-33 trace files, the WA of our mapping learning approach is 1.44, which is only

4% less than when training and evaluating the model on ssdtrace-16-37 trace file itself. Note

that when the model is trained and tested on dissimilar sources, our approach does not make any

assumptions about the sequence of LBAs in the recipient source, and during inference on the

recipient trace, the number of classes as well as the death-time ranges based on percentile values

were kept same as for the source trace. The number of prediction classes are kept the same in

the two workloads is the 1-1 mapping is done is done sequentially. (For eg. Class 1 from 1st

workload correspond to Class 1 of 2nd workload, Class 2 from 2nd workload correspond to

Class 2 of 2nd workload, and so on. )

The overall effectiveness of Mapping Learning depends on the frequency distribu-

tion of data within each class in the two datasets. The results in Figure 5.19 show that our

approach can be applied to diverse workloads, as long as they exhibit similar characteristics.

This increases the practicality of our approach, as we can train specific models for a variety of

workloads, and expect at least a moderate increase in performance for other workloads.
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Figure 5.19: Mapping learning results using different Source (S) and Recipient (R) workloads

5.7 Conclusion

In this paper we introduced ML-DT , an ML based approach for reducing write ampli-

fication (WA) in log structured file systems by death-time prediction of logical block addresses

(LBAs). We leveraged the time series nature of data in I/O accesses to train lightweight, yet

powerful, TCN based models to predict death-time ranges of LBAs. Additionally, we propose

a near-optimal data placement technique based on death-time which results in minimal write

amplification in log structured file systems by death-time prediction of logical block addresses.

Using the proposed data placement scheme, we present the design of ML-DT . We compare our

approach with seven state-of-the-art data placement schemes and show that ML-DT achieves

lowest WA by leveraging the learnt I/O write patterns from real-world storage workloads. Our

approach results in up to 14% improvement in write amplification compared to the best baseline

technique and generalizes better with increasing number of open blocks available. We provide

insights on the type of workloads which receive most benefit using our approach. Finally, we

present a mapping learning to test applicability of our approach to new unseen workloads and

present a feasibility study to demonstrate the applicability of our work to unseen workload

traces.
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5.8 Publications

Research papers summarizing our project details was accepted at ACM International

System and Storage conference, 2021 (Reducing write amplification in flash by death-time

prediction of logical block addresses).
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Chapter 6

Related Work

In this chapter, we provide related work on SSD failure prediction, neural network

based prefetching techniques, and garbage collection methods.

6.1 SSD Failure Prediction

Anomaly detection techniques using both traditional machine learning [188] and

deep learning techniques [189] have been successfully applied in various fields of research.

Adewumi [190] provides a detailed review of deep learning-based techniques for fraud detec-

tion. A broad survey of deep anomaly detection (DAD) methods for cyber-intrusion detection is

presented by Kwon [191]. An overview of DAD techniques for the Internet of Things (IoT) and

big-data anomaly detection is introduced by Mohammadi and Mehdi [192]. Sensor networks

anomaly detection has been reviewed by Ball [193]. The state-of-the-art deep learning-based

techniques for video anomaly detection along with various categories have been presented in

Kiran [194]. Other applications of anomaly detection include predicting failures in cloud sys-
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tems [195], the medical domain [196], and self-driving vehicles [197] [198]. Zhang [77] intro-

duced ATAD, a method of detecting anomalies in cloud systems, by training the model on one

dataset and using transfer learning to use the model for another dataset. Our work contrasts in

using a combination of several feature selection techniques to select the most relevant features

for training the model for generating failure reasons.

In addition to anomaly detection applications, machine learning has been applied to

improve the performance and efficiency of storage systems and SSDs [199, 142, 9, 200]. Failure

of storage systems typically results in loss of data. In order to overcome the undesirable data

loss, parity protection is implemented at a system level to improve system reliability [201].

However, studies have shown that parity protection provides benefits only when there is con-

siderably low space utilization and low data access rates. Otherwise, it may result in higher

write amplification and less efficient garbage collection with higher space utilization [202].

Even with parity protection, sudden failures of drives are undesirable, as they affect the overall

reliability and performance of systems Ma et al. [63] studied the impact of RAID protection

on disk failures and designed an original system, RAIDShield, for identifying the most vulner-

able sections within disks. Considerable research has been done to improve the reliability of

SSDs [203]. For example, Luo et al. [20] proposed a novel 3D NAND flash design with circuit-

level and structure-level changes to NAND flash memory in order to improve the reliability of

SSDs.

Traditional approaches for improving the reliability of SSDs focused on examining

the failure trends within flash chips [204], [13], [59], [205], and determining various modes

129



of flash failures, such as power faults [204], program disturb errors [205], read disturb errors

[13], including other errors [59]. Several studies measured the performance of SSDs under

different workloads with different read/write characteristics. However, most of these studies

were done in a controlled setting and using synthetic workloads, and hence, the results may not

be directly applicable to real-world systems.

Earlier work on analyzing and predicting failures in storage systems focused on spin-

ning disk drives [63, 70, 78, 206, 64, 62, 205, 65, 78, 206, 109]. Xu et al. [8] studied SSD

failures focusing specifically on batch failures and repeat failures in drives and how human op-

erators responded to them. Schroeder et al. [207] studied the reliability of DRAM and how

it is affected by errors arising from external factors like memory utilization, chip density, tem-

perature, memory technology, and DIMM age. Pinheiro et al. [62] collected disk information

using SMART (Self-Monitoring and Reporting Technology) parameters to predict whether a

disk drive is going to fail in the near future and used support vector machines (SVMs), clus-

tering, and non-parametric statistical tests (rank-sum and reverse arrangements) to predict disk

failures. Similar studies were done by Murray et al. [205], and they proposed an algorithm, mi-

NB, based on multiple-instance learning framework and naı̈ve Bayes classifier that was specifi-

cally designed to lower the number of false-positive cases.

In [79], the authors proposed a method for disk replacement using a predictive model

that was trained on time series data collected from disks using SMART parameters. They used

transfer learning and regularized greedy forest (RGF) classifier to predict future failures in disks

with high accuracy. In [65], the author’s used SMART information to characterize faulty disks
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and used them to rank the disks based on their error-proneness in the near future. Hamerly

et al. [78] used a mixture model of naı̈ve Bayes sub-models that was trained using expectation-

maximization. They used a naı̈ve Bayes classifier to predict future disk failures and used fea-

tures such as temperature, errors in addition to SMART parameters, etc. Zhang et al. [206]

presented a system called “DeepView,” that is specialized for localizing virtual hard disk fail-

ures using Lasso regression and tested their approach using the data collected from Microsoft

Azure servers. However, most of these studies were limited to a small number of drives and

using outdated trace data patterns because of the rapid increase in deployment of SSDs in real-

world systems. Autoencoders have been shown recently to have shown promise in interpreting

model predictions generated by DNN based models. Several techniques [117, 118] have been

proposed to interpret the model decisions in multiple fields such as RNA sequencing [116],

recommendation systems [115], and health monitoring systems [208].

However, due to the fundamentally different storage technologies, these prior results

are not applicable to flash-based SSDs [209]. Furthermore, these prior studies were performed

on a much smaller number of disk drives and hence were incompatible with ML techniques

that require large training data sets. Pinheiro et al. [62] collected disk information using

SMART parameters to predict whether a disk drive is going to fail in the near future and used

support vector machines (SVMs), clustering, and non-parametric statistical tests to predict disk

failures. Similar studies were done by Murray et al. [205], based on a modified naive Bayes

classifier. Other Machine learning techniques (ML) [65, 78, 206, 109] have also been employed

to predict disk failures. However, most of these studies were limited to a small number of drives
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and using outdated trace data patterns because of the rapid increase in deployment of SSDs

in real-world systems. Several studies have focused on providing statistics on long-term failure

trends [8, 64, 72, 58, 64]. Meza [4] has explored SSD failure prediction based on a single feature

(uncorrectable bit-error-rate), whereas our approach analyses a much more comprehensive set of

21 features. Schroeder [7] used supervised ML techniques (2-Class SVM and Random Forest)

to predict sector failures. Alter [72] studied correlations between different workload conditions

to study infant-mortality of SSDs within Google’s data centers. We contribute over these works

by proposing 1-class models improving prediction accuracy, providing adaptivity to previously

unseen failures, and enabling interpretability of predictions.

6.2 Neural Network based Prefetching

Machine learning techniques have been applied to the prefetching problem in mul-

tiple domains such as web caching [210] and memory prefetching [142, 211]. [212] used a

modified Greedy-Dual-Size-Frequency Caching Policy (GDSF) approach for efficient caching,

taking into account frequency of access requests and an aging mechanism to deal with cache

pollution. Researchers also examined Facebook photo caching patterns [213] and presented the

correlation between content properties and the access patterns. The authors also demonstrated

potential performance benefits using different eviction algorithms at both Edge and Origin lay-

ers.

In systems research, prefetch optimizations have also been proposed to improve per-

formance [214] [215] [212]. Informed Prefetching and Caching (IPrC) [212] was proposed
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for improving application response time by exploiting I/O and computation parallelism. In

[215], the authors implement a file system that used a 2 level cache management strategy based

on LRU-SP (Least-Recently-Used with Swapping and Placeholders) policy to allocate blocks

to processes based on a controlled-aggressive policy. File access patterns have also been used to

accelerate prefetching [216] using Partitioned Context Modeling (PCM) techniques. In [214],

the authors presented an automatic application-specific file prefetching (AASFP) mechanism

designed for improving the disk I/O performance of application programs based on file access

patterns. Prior research in secondary storage prefetching mostly focused on disk drives [217]

[218] [219] due to their popularity as a secondary storage device in the last two decades. In

[217] the authors proposed an adaptive strip prefetching (ASP) scheme for striped disk arrays,

which provides low prefetching cost and evicts prefetched data at the proper time by using dif-

ferential feedback to maximize the hit rate of both prefetched data and cached data in a given

cache management scheme. STEP – a Sequentiality and Thrashing dEtection based Prefetching

scheme, was proposed based on an accurate cost-benefit analysis [219] of prefetch operations

for Networked Storage Servers.

Data prefetching is vital to the performance of flash memory systems. Extensive re-

search has been done to identify and exploit different types of correlation to improve prefetch-

ing. There have been studies [220], which showed several unanticipated aspects in the per-

formance dynamics of SSD technology that must be addressed by system designers and data-

intensive application users in order to effectively place it in the storage hierarchy. In [221],

the authors introduced a multi-perspective reuse prediction, a technique that predicts the fu-
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ture reuse of cache blocks using different types of features, and a bypass optimization. In

[222] authors utilize instruction-based (PC) prediction to predict cache reuse distance, optimiz-

ing caching in the process. Reuse distance [223] has also been used as a prediction metric

for efficient prefetching. In [224], the authors implemented a system called AMP ( Adaptive

Multi-stream) used an Adaptive Asynchronous algorithm in a cache shared by multiple steady

sequential streams to accelerate prefetching.

Some prefetching methods have been proposed for optimizing specific kinds of work-

loads. In [129], the authors present Tap - a storage cache optimized for sequential prefetching

for improving the read-ahead cache hit rate and latency of system response. It dynamically

adjusts prefetch cache size in order to maximize cache hit rate. Modha et al. [225] proposed

another scheme that also used a dynamic cache size for sequential workloads but applicable to

dynamic workloads as well comprised of multiple streams. Nilakant et al. [129] introduced

PrefEdge, a prefetcher for graph algorithms that parallelize requests to maximize throughput

from SSDs. PrefEdge combines the distribution of graph states between main memory and

SSDs with a read-ahead algorithm to prefetch needed data in parallel. Data compression tech-

niques have also been explored to accelerate prefetching [226].

Real-time workloads are typically not static, and special prefetchers have been intro-

duced to handle such situations. Flashy prefetching proposed by [227] uses adaptive feedback-

directed prefetching (FDP) techniques which can dynamically adapt to application needs based

on accuracy, lateness, and pollution metrics. In [228], authors presented SARC (sequential

prefetching in adaptive replacement cache) -a self-tuning, low overhead, simple to implement,
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locally adaptive, novel cache management policy which dynamically and adaptively partitions

the cache space amongst sequential and random streams so as to reduce the read misses. Adap-

tive Replacement Cache (ARC) [225], an online self-tuning cache management policy is an-

other system that monitors the workload based on certain working rules and revises its charac-

teristics automatically to improve caching.

Prior research work has also directly applied machine learning techniques to acceler-

ate memory prefetching [142]. Prediction algorithms have been used to improve prefetching

by leveraging spatial and temporal access patterns. Markov chains, in particular, have been

shown to be promising [229]. Lynx, a system proposed by [141], uses an ML system based

on Markov chains, which complement the Linux read-ahead prefetching system for both SSD

performance model and new applications needs. In [229], the authors describe Markov predic-

tor for memory prefetching, which acts as an interface between the on-chip and off-chip cache

and works by prefetching multiple reference predictions from the memory subsystem. Other

applications of machine learning techniques include [131], where the authors used a decision

tree-based classifier to predict content to be prevented from entering the cache, thereby reduc-

ing unnecessary writes using a non-history-oriented approach. In [230], researchers designed

a KM-Cluster-based pattern adaptive two levels prefetching mechanism for the last-level cache

structure to support real-time big data management. Machine learning has also been used to

predict certain contexts for increasing cache hit ratio. In intelligent cache [231], prefetch sys-

tem includes a throttling scheme to monitor a cache hit rate context. Prefetch reads of additional

data are only launched when the context is below a given threshold. [144] is another example
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of a context-based prefetcher that uses semantic locality and reinforcement learning for mem-

ory prefetching. While previous work also utilized neural networks for determining prefetch

candidates, they operate on very different datasets, as DRAM accesses differ significantly from

I/O accesses. For instance, I/O accesses are not tagged with the source instruction for stream

disambiguation, I/O accesses do not have a fixed size [232] and, in contrast to I/O, memory

accesses are not intercepted by the OS.

Prior work on SSD prefetching utilized algorithmic approaches, typically using a

data-range-table to detect usable strides and memory access streams [140]. Several variations of

stride prefetchers have been proposed [233, 234] taking into account the spatial locality [234],

feedback [235], and context [236]. However, as we showed in this work, algorithm-based

prefetchers do not perform well on real-world applications due to their limited ability to learn

complex patterns. The only prior research we are aware of that applies machine learning for

prefetching in SSDs is based on Markov chains [131, 141], which we used as a baseline in this

work. Finally, machine learning techniques have been applied to improve SSDs in other ways,

for instance, by optimizing garbage collection [19], for predicting device failures [2, 237], for

improving SSD virtualization [238], for managing SSDs in large clusters [239], and for improv-

ing the quality of service of SSDs [240]. These prior works are orthogonal to our work.

Artificial neural networks show great potential in accurate pattern prediction. It has a

huge impact in image processing [241], audio processing [242], and natural language process-

ing [243] . Recently, neural networks have been used in learning IO access patterns and have

made great contributions in improving memory prefetching [142]. Prior research used deep
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learning techniques for prefetching in DRAM, but they only accounted for the accuracy of the

predictions. Our work, on the other hand, focuses on second flash storage and accounts for the

timeliness of the predictions as well, and we present an analysis of how different parameters

affect the performance.

6.3 Garbage Collection Optimization using Machine Learning

Garbage collection in flash devices in a well-researched area of storage systems [244],

[19], [245] People have designed probabilistic and analytical models of SSD write performance

which can compute how GC will affect performance of SSDs under certain conditions [246].

Several optimizations have been proposed to guarantee service response time in flash

storage devices. Lazy-RTGC a real time real-time lazy garbage collection scheme proposed by

[247] uses on-demand page-level address mappings, and partial garbage collection to guarantee

system response time. DFTL [248] a modified FTL, which performs garbage collection in

partial steps was proposed by [168]. It works by dividing the garbage collection of a single

block into several chunks, thereby interleaving and hiding the garbage collection latency while

servicing requests.

Work has also been proposed to reduce the garbage collection overhead in flash de-

vices [249], [250] and [246]. In [249], the authors proposed a write pattern insensitive garbage

collection technique based on the erasure interval, which is called EIGC (Erasure Interval-based

Garbage Collection). Demand-based Flash Translation Layer (DFTL) [248] is another system

which selectively caches page-level address mappings to reduce GC. Replacement policies such
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as STGC (swap time-aware garbage collection) has been proposed which focuses on reducing

the cleaning cost and improving the degree of wear-levelling. STGC calculates the cleaning

index value of each block to select a victim block and the normalized value of the elapsed swap

time of each valid page within the victim blocks to identify the hot valid page and cold valid

page. A similar approach was proposed in [251] where the authors introduced two new GC

algorithms dChoices GC algorithm, that selects d blocks uniformly at random and erases the

block containing the least number of valid pages among the d selected blocks, and the Ran-

dom++ GC algorithm, that repeatedly selects another block uniformly at random until it finds a

block with a lower than average number of valid block. In [250], authors introduce FeGC a new

garbage collection scheme that focuses on reducing garbage collection overhead by optimizing

the number of erase operations for a flash device.

A workload adaptive flash translation layer (WAFTL) was proposed in [252] which

can optimize garbage collection for dynamic workloads. WAFTL uses either page-level or

block-level address mapping for normal data block based on access patterns. GC is also a well-

studied problem in other areas of research. Pleco, a tool proposed by [253] used dependency

information between users and cloud instances to remove unproductive instances in IaaS clouds.

It constructed a weighted reference model based on application knowledge to find instances to

garbage collect. MRJ [254], a MapReduce Java framework for multi-core architectures was

used to auto tune the garbage collection process for Java MapReduce on multi-cores.

ML based techniques have also been proposed to optimize GC, although it is relatively

a new field of research. In [255], the authors presented an efficient grey prediction model for
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forecasting the future I/O workloads was proposed to determine the number of victim blocks

that should be selected for evicting according to the predicted I/O workload. In [245] and [256]

the authors propose a scheme to place data according to its predicted future temperature based

on LSTMs. It also uses K-Means to do clustering and automatically dispatch similar “future

temperature” data to the same NAND blocks.

Reinforcement learning has also been proposed to mitigate long tail latency problem

of SSDs. In [245], authors introduced a reinforcement learning assisted garbage collection

scheme which exploits fine grained GC to reduce the long-tail latency. Reinforcement learning

has also been used to create an adaptive decision process [245].The process takes decisions

regarding which garbage collector technique should be invoked and how it is applied based on

information about the memory allocation behavior of currently running applications.

Prior works on reducing WA proposed greedy reclaiming policy [257, 258] for se-

lecting the block with least number of valid pages for GC, reducing live data migration. Our

work follows Greedy to select a block for GC, however, it additionally minimizes the number of

valid pages within a block. Multi-Stream SSDs [169] have been introduced to expose multiple

open blocks to applications. This enables applications to explore different placement policies

for reducing WA. Prior work on different data placement policies can be broadly classified into

two categories: data separation based on the access frequency of LBAs and those based on

clustering. SFS [10] writes blocks into large segments in batches based on the write counts

of an LBA divided by the block age. LOCS [259] follows a similar approach of using longer

segments optimized for LSM-tree based workloads, however, their performance is limited on
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real-world applications, where smaller write units dominate I/O accesses. PCStream [163] au-

tomatically selects open blocks based on program counters in the Linux kernel. Extent-based

identification (ETI) [260] tracks the number of writes to each LBA and separates hot blocks

as those whose write counts exceed a pre-defined threshold. Fading Average Data Classifier

(FADaC) [164] also uses write frequency to allocate incoming writes to open blocks. It also

takes into account the recency of blocks by maintaining a fading average write frequency for

each block. Our placement strategy, on the other hand, is based on the knowledge of death-times

of the incoming writes and thereby reduces WA over prior techniques.

Dynamic data Clustering (DAC) [166] assigns a temperature to each incoming write

LBA and allocates segments based on different temperature levels. User-writes promote an LBA

to a hotter segment while each GC-writes demote an LBA to a colder segment. Multi-Log [159]

works similarly except that it keeps track of the update frequency to each LBA. It uses the

update frequency to compute probability of assigning data to open blocks. AutoStream [165]

uses write frequency and recency to compute the temperature of incoming writes and assigns

them to open blocks based on temperature levels. Each block is assigned a different temperature

level and old blocks are demoted to cold segments. Grouping LBAs by their death-time was

first proposed by He [170]. WARCIP [167] uses rewrite interval (i.e., time elapsed since last

write to the LBA) to allocate incoming writes to open blocks in order to reduce the variance

of update intervals of pages in a block. InferBIT [261] uses inferred the block invalidation

time to minimize WA in log-structured storage by placing blocks with similar estimated BITs

into the same group. In contrast to prior work, ML-DT leverages predicted death-time patterns
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to assign writes to open blocks. We showed in Section 5.4 how Oracle-DT reduces WA over

temperature-based techniques.

Novel FTL designs have also been proposed to address the high tail latency [262,

263] problem in flash systems due to GC overhead. Apart from flash memory, various work

on reducing GC overhead has also been studied in virtual memory [264], file systems [10,

265, 266], RAID [267, 268] and distributed storage systems [269]. These prior works are

tangentially related to our work.
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Chapter 7

Conclusion

In this thesis, we presented three approaches of improving the response time, relia-

bility and lifetime of flash based SSDs respectively. For improving the reliability of SSDs, we

presented a machine learning based framework for predicting and interpreting drive failures. We

showed that our proposed approach can effectively predict failures in SSDs with high accuracy

and recall, thereby capturing all predicted failures. Furthermore, we introduced autoencoders

to interpret the reasons for why the machine learning model flags a drive as likely to fail.

To reduce the response time of flash, we presented a DNN based prefetching frame-

work that predicts future block accesses and preloads them into the main memory ahead of

time. To achieve high performance, we addressed the challenges of prefetching in very large

sparse address spaces, as well as prefetching in a timely manner by predicting ahead of time.

We showed that our approach consistently outperforms the existing stride prefetchers by up to

800× and prior prefetching approaches based on Markov chains by up to 8× on multiple real-

world applications running on data centers. Furthermore, we introduced an address mapping
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learning technique to demonstrate the applicability of our approach to previously unseen SSD

workloads.

We experimentally showed that our approach can reduce the number of extra writes

required to store the data by up to 14% reduction in write amplification compared to the best

baseline technique. Additionally, we present a mapping learning technique to test the appli-

cability of our approach to new or unseen workloads and present a hyper-parameter sensitive

study.
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