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Purpose: To present the implementation and validation of a geometrical based variance reduction
technique for the calculation of phase space data for proton therapy dose calculation.
Methods: The treatment heads at the Francis H Burr Proton Therapy Center were modeled with
a new Monte Carlo tool (TOPAS based on Geant4). For variance reduction purposes, two particle-
splitting planes were implemented. First, the particles were split upstream of the second scatterer or
at the second ionization chamber. Then, particles reaching another plane immediately upstream of
the field specific aperture were split again. In each case, particles were split by a factor of 8. At the
second ionization chamber and at the latter plane, the cylindrical symmetry of the proton beam was
exploited to position the split particles at randomly spaced locations rotated around the beam axis.
Phase space data in IAEA format were recorded at the treatment head exit and the computational
efficiency was calculated. Depth–dose curves and beam profiles were analyzed. Dose distributions
were compared for a voxelized water phantom for different treatment fields for both the reference
and optimized simulations. In addition, dose in two patients was simulated with and without particle
splitting to compare the efficiency and accuracy of the technique.
Results: A normalized computational efficiency gain of a factor of 10–20.3 was reached for phase
space calculations for the different treatment head options simulated. Depth–dose curves and beam
profiles were in reasonable agreement with the simulation done without splitting: within 1% for
depth–dose with an average difference of (0.2 ± 0.4)%, 1 standard deviation, and a 0.3% statisti-
cal uncertainty of the simulations in the high dose region; 1.6% for planar fluence with an average
difference of (0.4 ± 0.5)% and a statistical uncertainty of 0.3% in the high fluence region. The per-
centage differences between dose distributions in water for simulations done with and without particle
splitting were within the accepted clinical tolerance of 2%, with a 0.4% statistical uncertainty. For
the two patient geometries considered, head and prostate, the efficiency gain was 20.9 and 14.7, re-
spectively, with the percentages of voxels with gamma indices lower than unity 98.9% and 99.7%,
respectively, using 2% and 2 mm criteria.
Conclusions: The authors have implemented an efficient variance reduction technique with signif-
icant speed improvements for proton Monte Carlo simulations. The method can be transferred to
other codes and other treatment heads. © 2013 American Association of Physicists in Medicine.
[http://dx.doi.org/10.1118/1.4795343]
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I. INTRODUCTION

The aim of any radiotherapy treatment is to deliver high dose
to the tumor while sparing healthy tissue.1 Compared with
conventional radiotherapy techniques, proton therapy often
reaches higher conformity due to its dosimetric advantages,
such as lack of exit dose and reduction of the total energy
deposited in the patient (integral dose). The accuracy of treat-
ment planning requires the use of sophisticated and fast dose
calculation methods.

The Monte Carlo method, capable of handling complex
geometries with full consideration of detailed physical pro-
cesses, has become the gold standard for dose calculation
in conventional radiotherapy.2 However, due in part to the
long computational time taken by Monte Carlo simulations
to reach the clinically desirable statistical uncertainty (using
terminology from Ref. 2), they are not fully employed in clin-
ical practice. Variance reduction techniques (VRT) have been
used in conventional radiotherapy calculations to reduce the
simulation time to a more clinically practical level.3–8 The
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aim of a VRT in conventional radiotherapy is to increase
the number of rare events of interest (e.g., the frequency
of bremsstrahlung) or the secondary particles produced in
these events, without adding systematic errors.9 As a result,
the simulation time to produce these events is reduced while
maintaining unbiased results. The particle splitting technique
and Russian roulette are commonly used VRT’s in con-
ventional radiotherapy.3, 4, 8, 10–12 For example, in directional
bremsstrahlung splitting with Russian roulette, once an elec-
tron undergoes a bremsstrahlung process the resulting photon
is split into N photons of different energies and directions,
with N a user-defined number. The statistical weights of the
new photons are decreased by a factor of 1/N. Subsequently
the direction of each new photon is calculated and if aimed
into the field of interest, it is kept. If not, Russian roulette is
played on the photon. Other physical effects can also be split
(Compton effect, pair annihilation, pair creation, and photo-
electric effect).10 Particle splitting can also be implemented
by geometrical considerations and is often used in shielding
design simulations.13, 14 The simplest method is to divide the
entire geometry into geometric cells and to assign to the celli
an importance value Ci. When a particle of interest travels
from the celli to the celli+1, if the ratio r = Ci+1/Ci is larger
than 1, then the particle is split into r new particles with sta-
tistical weights adjusted to 1/r. If the ratio r is less than 1,
Russian roulette is played on the particle with a probability
of survival of 1 − r. A width of the cells of the order of
the distance between collisions of interest is recommended,
and typical importance values for radiotherapy are 2[i], with
i = 0, 1. . . k.7 On other hand, the more sophisticated weight
window technique combines the geometry of the experiment
and the energy of the particle to provide decreased simulation
time compared to geometry splitting for most problems.15, 16

In this technique a minimum and maximum weight value
is defined and particles with weight between these val-
ues are split and their weight adjusted. The implementation
is more difficult than considering only the geometry, and
sometimes the configuration is generated automatically by
software.17

While in radiation therapy most VRT’s have been applied
for photon Monte Carlo applications, proton treatment plan-
ning could likewise benefit from implementing VRT’s. VRT’s
for Monte Carlo simulation of conventional radiotherapy can-
not generally be directly applied to passive scattered pro-
ton therapy due to fundamental differences of the relevant
physics. In passive scattered proton therapy, the particles of
interest at the treatment nozzle are the primary and secondary
protons,18 and the most frequent events include collisional
energy losses and multiple Coulomb scattering.1 Particle
splitting for these processes is computationally impractical
because of the extremely high number of collisions in a sin-
gle volume. Geometry-based VRT as generally used in con-
ventional radiotherapy also becomes impractical because the
very low distance between collisions implies a high number of
cells, and the importance values of cells located near the scor-
ing region can reach many orders of magnitude. The weight
window technique is a suitable alternative, but seems to be of
limited value in terms of efficiency gain.19, 20

Several efforts have been made to reduce the simulation
time in Monte Carlo dose calculation for proton therapy, de-
veloping simplified Monte Carlo or hybrid analytical Monte
Carlo algorithms19, 21–23 or GPU based algorithms.24 How-
ever, these approaches do not consider the tracking of protons
through the treatment head. Because treatment head geome-
tries in passive scattered proton therapy strongly depend on
the field, i.e., the tumor shape and location, the full treatment
head in proton therapy is best simulated explicitly when us-
ing Monte Carlo for dose calculation.25 In a typical scenario
more than half of the calculation time is spent tracking parti-
cles through the treatment head as compared to the patient.26

Therefore, VRT techniques that can reduce tracking of unnec-
essary particles through the treatment head become attractive
in proton therapy. To our knowledge the current VRT’s ap-
plied to proton therapy only consider the study of the penum-
bra effect caused by scattered protons in pencil beams27, 28

or shielding simulations for assessing the deposited dose of
secondary neutrons.29 A weight window technique imple-
mentation of VRT’s for nozzle simulations only reduced the
simulation time by a factor of 2 in MCNPX.19, 20 Very little
information is available regarding the quantification of com-
putational efficiency gains when using VRT’s in the most
common application of Monte Carlo simulation in proton
therapy:25, 26, 30, 31 the production of phase space data (PHSP).

In this work, the well accepted particle-splitting and
Russian roulette techniques3, 4, 7, 8 have been adapted to the
specific needs of proton therapy in passive scattering mode
and implemented in a recently developed Monte Carlo Tool
for Particle Simulation, TOPAS.32–34 This tool was then
used for modeling the gantry mounted treatment heads at
the Francis H Burr Proton Therapy Center (FHBPTC) at
Massachusetts General Hospital (MGH). The study of the in-
fluence of computational efficiency by considering particle-
splitting and Russian roulette for the production of PHSP was
considered. Finally, dose distributions in a water phantom and
in two patients geometries were calculated and compared with
reference data.

II. MATERIALS AND METHODS

II.A. The TOPAS code

TOPAS is under development at SLAC National Acceler-
ator Laboratory, the Massachusetts General Hospital and the
University of California San Francisco. Building on top of the
Geant4 toolkit, TOPAS offers advanced facilities for complex
geometry handling (e.g., apertures, compensators, dosimetry
devices), material settings, definition of physics processes,
graphic interfaces, detailed source modeling, and the feasi-
bility of simulating time-dependent aspects of a proton ther-
apy, all managed through a user-friendly parameter system.
Thus, TOPAS allows the simulation of full 4D particle therapy
systems without the knowledge of Geant4 or advanced pro-
gramming skills. Details about the TOPAS system are given
in Refs. 32–34.
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FIG. 1. Treatment head at one gantry at the FHBPTC. The beam enters from the right. Dotted lines show the position of the split planes: upstream of the second
scatterer (Sc2), at the second ionization chamber (IC2), and immediately upstream of the field specific aperture.

II.B. The treatment head

The treatment head at one of the gantries at the FHBPTC
was simulated in detail using TOPAS, as depicted in Fig. 1.
The geometrical setup, and physical processes are described
in Refs. 25, 26, and 32–35. At the FHBPTC the gantry settings
are divided into eight options, each covering a particular range
and modulation width. We have selected fields from options 1,
3, 6, and 8 (two fields for the latter; see Table I). PHSPs were
generated and recorded in IAEA format for each of these five
options downstream of a squared aperture, no compensator
was included. Subsequently the PHSPs were used to compute
the deposited dose in a water phantom of 18 × 18 × 38.9 cm3

divided into 90 × 90 × 194 voxels. The water phantom was
embedded in a Lexan tank with 0.5 cm thick walls on all six
sides. In all simulations the maximum step size for protons in
the water filled tank was set to 0.5 mm.

II.C. Patient geometries

The TOPAS system allows one to track particles on a pa-
tient geometry based on CT data in an easy and efficient way.
Details on the implementation of CT geometries in TOPAS
can be found in Refs. 32 and 34. Two CT patient geome-
tries were considered to compare the effect of the simula-
tions with variance reduction: head and prostate. One field of
10.04 cm of modulation and 12.5 cm of range was used to ir-
radiate the head patient. The head patient consists of an array

TABLE I. Proton beam configuration options used in the study for calculating
dose distributions in water. These options cover the minimum and maximum
proton ranges deliverable at the MGH gantry treatment heads.

Option Range (cm) Modulation width (cm)

A1 5.2 3.0
A3 8.46 6.0
A6 17.57 6.0
A8_1 25.73 6.0
A8_2 27.30 11.65

of 512 × 512 × 76 voxels with dimensions of 0.781 × 0.781
× 2.5 mm3. The prostate patient consists on an array of 512
× 512 × 119 voxels with dimensions of 0.9 × 0.9 × 2.5 mm3.
For the prostate calculation one field of 11.65 cm of modula-
tion and 27.3 cm of range was used. In both cases the PHSPs
were stored downstream the respective compensator. The de-
posited dose was calculated in each of the two patients from
PHSPs simulated with and without variance reduction. The
comparison between dose distributions in the patients was
made by means of the gamma index test using the 2% and
2 mm criteria36 for all voxels with a dose value greater than
2% of the maximum value.

II.D. The geometrical particle splitting technique

The strategy is to split the primary and secondary protons
at strategic locations within the treatment head prior to scor-
ing PHSP. As a consequence the tracking time of the new,
split protons for volumes upstream of the splitting position
is saved. If the splitting is done in a cylindrically symmet-
ric region, the spatial and momentum distributions of the new
protons are distributed symmetrically. This will lead to a de-
creased correlation in the particle tracks, reducing the num-
ber of source particles needed to achieve the required accu-
racy and statistical uncertainty. To further save time, unneces-
sary proton splitting is avoided by calculating the direction of
the proton prior to splitting, then playing Russian roulette on
particles that point outside of a user-defined region of inter-
est. This reduces calculation time compared to the technique
used in conventional radiotherapy implementations,4 where
the split is done for all particles, and all secondaries must
have their new direction calculated prior to playing Russian
roulette on them. The appropriate technique is different for
proton therapy than conventional therapy because at clinical
energies the average angle of the trajectory of scattered pro-
tons is much lower than that of the bremsstrahlung photons or
scattered electrons of conventional therapy.

To implement the geometrical split technique, the
treatment head was divided by two planar boundaries
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perpendicular to the beam axis, one immediately downstream
of the second ionization chamber (for setting 1) or immedi-
ately upstream of the second scatterer (for setting 2), the other
immediately upstream of the aperture, shown in Fig. 1. In set-
ting 1, a proton with significant probability of contributing to
the scoring region that reaches a splitting plane is split, i.e., Ns

protons are generated from the incident proton; otherwise, it
is subject to Russian roulette with a probability of discarding
the particle equal to 1 − 1/Ns, with the weight of the parti-
cles that are retained increased accordingly. Henceforth the
number of split particles per source proton will be referred as
the split number. The position and momentum of each new
proton is distributed to Ns different locations randomly ro-
tated with respect to the z-axis, with the weight adjusted by
a factor of 1/Ns. This approach is analogous to a previously
published method for conventional radiotherapy.8, 37 For set-
ting 2, protons are subject to a conventional split once they
reach the first boundary, i.e., there is no redistribution of posi-
tion and momentum. However, redistribution of position and
momentum is applied at the second plane for both settings.
The splitting of all protons at boundaries was achieved by
utilizing the so-called parallel geometries in Geant4.38 This
configuration allows to split the protons even at boundaries
that are not geometrical boundaries. The tracking of the pro-
tons was performed in the standard way for positions off the
two boundaries. Particles other than protons are produced in
the treatment head and have a negligible effect on dose in the
phantom or patient.18 Thus, for this study, particles different
than protons were discarded once created unless stated other-
wise to further save time. This should not be done for studies
in which secondaries are important, such as secondary neu-
tron dosimetry. The number of primaries used for the simula-
tions of PHSP for dose comparisons is Np and Np/N2

s for the
reference (i.e. all particles were transported and the variance
reduction was deactivated) and with variance reduced cases,
respectively.

II.E. Computational efficiency

The planar energy fluence of incident protons at the PHSP
was used to calculate the statistical uncertainties for each
configuration of the treatment head based on a published
method.2, 3 The computational efficiency for the production
of the PHSP was calculated as6

ε = 1

σ 2 T
, (1)

where σ is an estimation of the statistical uncertainty on the
quantity of interest and T is the CPU time to obtain this un-
certainty. Here σ 2 was calculated by summing in quadrature
the estimated relative uncertainties in all bins with a value
greater than 50% of the maximum value.39 Let us consider
only one split plane at the second ionization chamber. The
CPU time, TR, of the reference simulation can be represented
as the sum of two times: for the first stage, T1 represents the
time to simulate the protons until the split plane is reached; for
the second stage, T2 represents the time to transport these pro-
tons from the first split plane to the PHSP plane, i.e., TR = T1

+ T2. Analogous to TR, the CPU time TS of the simulation
with variance reduction can be represented as

TS = T1 + Ns T2, (2)

where Ns is the split number. As Ns increases, the variance
will be reduced to

σ 2
s = σ 2

0

Ns

, (3)

where σ 2
0 is the variance without variance reduction. By sub-

stituting Eqs. (2) and (3) into Eq. (1) with T1 = αTR and T2

= βTR we get

εs = ε0Ns

α + β Ns

. (4)

The coefficients α and β represent the fraction of time
spent in each stage related to the total time of the simulation
without VRT, with α + β = 1. As expected, the efficiency
with variance reduction εs equals the efficiency of the refer-
ence simulation ε0 if Ns = 1 and the calculation is Ns times
more efficient if the bulk of the time is spent transporting par-
ticles to the first split plane (α � β Ns). Furthermore, the ratio
εs/ε0 will take the value 1/β for large values of Ns.

The model is strictly an approximation because it does not
consider secondary particles other than protons, however un-
like Eq. (1), it gives an estimation of the evolution in the com-
putational efficiency as Ns increases. To evaluate the model in
both the reference simulation and the variance reduced sim-
ulation, only one split plane was located upstream of Sc2,
downstream of IC2 or upstream of the aperture. All efficiency
comparisons were made with a 3.1 GHz Intel Xeon proces-
sor with Linux operating system. For each scenario 105 pri-
mary protons were tracked through the treatment head and
discarded immediately after they reached the PHSP.

PHSP for dose calculations was generated with a multipro-
cessor cluster. The cluster consists of 120 processors most of
which are 2.66 GHz Intel Xeon with Linux operating system.
The TOPAS system allows reuse of the PHSP multiple times;
however, in order to test the VRT this option was not used.

To compare the accuracy of the particle splitting technique
of the PHSP and dose distributions in the water phantom, the
percentage differences of reference simulations as compared
to simulation with variance reduction was defined as7

�(i) = X
(i)
VRT − X

(i)
Ref

X
(Max)
Ref

, (5)

where X
(i)
Ref and X

(i)
VRT are the values at bin i from the fre-

quency distribution of the quantity of interest: kinetic energy,
planar fluence, angular distribution, mean energy, and profiles
of full dose distribution; X

(Max)
Ref is the maximum bin value of

the quantity in the reference simulation.

III. RESULTS

III.A. Computational efficiency

Figure 2 shows the efficiency for options A1 and A8_1
(Table I) for only one split plane, with the plane situated at
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FIG. 2. Normalized efficiency values for a single split plane at the second
scatterer (Sc2), the second ionization chamber (IC2), and the aperture (AP)
for options A1 and A8_1 (see Table I). The contribution of secondary par-
ticles other than protons was discarded for the reference calculation of effi-
ciency. Solid lines represent the fits using Eq. (4).

each of the three positions described above and the curve fit-
ted with Eq. (4). The model describes the shape of the effi-
ciency curve. For option A1 with split plane upstream at Sc2,
the coefficients α and β are closer to each other than for the
other cases. The coefficients have the values: 0.546 ± 0.064
and 0.497 ± 0.015, respectively, with the maximum gain in
efficiency approximately a factor of 2 at the limit for Ns � 10.
In contrast, for α > β the gain in efficiency could increase
up to 10 at Ns � 10 for option A8_1 with the split plane up-
stream of the aperture (α = 0.965 ± 0.033 and β = 0.104
± 0.005).

Figure 3 shows the normalized computational efficiency
calculated using Eq. (1). Although a split number bigger than
4 improves the computational efficiency even further for the
setting 1, the depth–dose curve and dose profile show signif-
icant differences with respect to the reference simulations as
shown in Fig. 4 where the same number of protons was scored
in the PHSP. The effect is the result of the two split planes
being in the same air volume, i.e., the daughter protons are
created with a very similar energy as their parents and thus

reach the scorer having almost the same energy. Furthermore,
the number of primaries for the simulation with variance re-
duction is reduced to Np/N2

s , where Np is the number of the
primaries of the reference simulation. This is because a high
split number will require fewer primary protons to reach the
same statistical uncertainty.

For setting 2, discrepancies in the depth–dose are reduced
(see Fig. 4). The depth–dose curve calculated with a split
number of 8 at each split plane agrees with that without the
VRT within 1%, with an average difference of (0.2 ± 0.4)%, 1
standard deviation, and a statistical uncertainty in the simula-
tions of 0.3% in the high dose region. However, this place-
ment of the split plane increases the simulation time (see
Fig. 4). There is a tradeoff between the targeted accuracy
and the time spent to reach a specific accuracy. Therefore, the
splitting particle technique should be used with caution.

We found the following setting to work well for the
FHBPTC system:

� Apply a split number of 8 upstream of the second scat-
terer (that is, setting 2 is preferred in this case).

� Apply a split number of 8 upstream of the aperture.
� Discard particles other than protons (results in an addi-

tional efficiency gain of a factor of 1.7).
� Apply Russian roulette.

Our resulting efficiency gains range between 10.7 and
24.7 for the different geometrical options. Note that the op-
timal settings might be different for different configurations
of treatment heads.

III.B. Phase space analysis

All simulations were run until approximately 800 000
protons/cm2 at the phase space plane were created. The pla-
nar fluence and the mean energy were estimated by dividing
the PHSP into concentric rings of equal area in order to get
a description of the spatial and spectral distribution. Figure 5
shows the planar fluence and the mean energy for option A3
with a split number of 8 per split plane and a squared aperture
of 8 × 8 cm. Angular distribution of the incident particles
and the spectral distribution are shown in Fig. 6 considering

FIG. 3. Normalized efficiency versus the number of splits for the two proposed settings. (Left) Setting 2: Upstream of the second scatterer (Sc2) and upstream
of the aperture (Ap). (Right) Setting 1: Downstream of the second ionization chamber (IC2) and upstream of the aperture. Normalization was done with respect
to the simulation without variance reduction. Five different geometrical setups (options; labeled as A1 to A8_2) were considered as described in Table I.

Medical Physics, Vol. 40, No. 4, April 2013



041718-6 Ramos-Méndez et al.: Geometrical splitting technique to improve the computational efficiency 041718-6

FIG. 4. (Left) Effect on dose profiles by varying the split number for option A1. The difference from the reference curve (no splitting) is also shown, with the
difference scale on the right side of the plot. (Right) Decrease in the efficiency due to the first split plane located upstream of the second scatterer (Sc2) rather
than downstream of the second ionization chamber (IC2), with the second split plane located upstream of the aperture (Ap) (see Fig. 3).

FIG. 5. Planar fluence (left and top) and mean energy (right and top) per radial position for option A3 for the reference simulation (solid) and with variance
reduction (dotted). The PHSP was divided into rings of equal area with a maximum radius of 5 cm to consider the penumbra of the beam. The dip at 4 cm in the
mean energy is caused by the squared aperture (8 cm side). Relative differences in percent are shown at the bottom for both figures.

FIG. 6. Energy spectrum (left and top) and angular distribution (right and top) for option A3. Reference simulation (solid) and simulation with variance
reduction (dotted) are shown. Their relative differences in percent are shown at the bottom of the plots.

Medical Physics, Vol. 40, No. 4, April 2013
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FIG. 7. Depth–dose profile (left) and lateral dose profile at 5.5 cm and at 1 cm from the entrance of the water phantom for option A3. Percentage differences
also are shown on the right axis.

angular bins and energy bins of equal size. The planar fluence
has differences up to 1.6% compared to the reference simula-
tion, with an average difference of (0.4 ± 0.5)% and a statis-
tical uncertainty of 0.3%. The mean energy has a maximum
difference of 0.24%, an average difference of (0.12 ± 0.21)%,
and a statistical uncertainty of 0.10%. The energy spectrum
has a maximum difference of 0.41% with a statistical uncer-
tainty of 0.18% in the region of the peak. The angular distri-
bution has a maximum difference of 0.42% with a statistical
uncertainty of 0.27% in the region of the peak. The average
times per CPU of the produced PHSP for all configurations
considered are given in Table II.

III.C. Comparison of dose profiles

Full 3D-dose distributions in a water phantom were calcu-
lated from the PHSP files and lateral dose profiles as well as
depth–dose profiles for all treatment options were obtained.
Figures 7 and 8 show the comparison of dose profiles for op-
tions A3 and A8_1, respectively. All profiles were normalized
with respect to the maximum of the corresponding SOBP. The
PHSP generated resulted in statistical fluctuations lower than
1.5% from the maximum of the transverse dose profiles in the
SOBP region. The dose distributions had statistical uncertain-
ties of 0.4% in the high dose region. In all cases, percentage

TABLE II. Average simulation times per CPU, efficiency and normalized
efficiency per CPU for the reference simulations and the simulations using
variance reduction for the production of PHSP. The normalization was made
with respect to the reference simulations. The planar energy fluence from a
bin of 1 cm radius was considered to calculate the variance. The statistical
uncertainty of the full PHSPs is on average lower than 0.2% for all options.

Time Efficiency
(min) (mm2/MeV s)

Efficiency gain

Option CPUs Ref VRT Ref VRT VRT

A1 250 595.2 32.5 15.4 296.3 19.2
A3 250 592.1 29.7 12.1 245.7 20.3
A6 120 586.0 36.6 57.9 1062.0 18.3
A8_1 90 554.1 57.0 300.7 3017.2 10.0
A8_2 90 592.4 57.1 106.8 1139.1 11.7

differences below 2% (standard deviation in the difference of
0.6%) were reached for the full dose distributions between
the reference simulations and the simulations using variance
reduction.

III.D. Patient calculations

To evaluate the performance of the geometrical splitting in
a clinical situation, dose distributions were calculated for two
patients (head and prostate treatments) based on patient CT
data.26 Dose comparison were performed by means of gamma
index tests with 2% and 2 mm criteria.36

III.D.1. Head treatment field

The average time per CPU (150 were used) for the gen-
eration of the PHSP was 585 min per field when simulating
without our new splitting technique but only 28 min for the
simulation with VRT switched on. Figure 9 shows the trans-
verse dose distribution of the head treatment and the corre-
sponding gamma index map for voxels with dose larger than
2% of the maximum dose. For the full 3D dose distribution,
98.9% of voxels had a gamma value lower than unity.

III.D.2. Prostate treatment field

The average simulation time per CPU (90 were used) for
the generation of PHSP for the reference simulation was
587 min per field. When variance reduction is switched on
the average simulation time per CPU was only 40 min.
Figure 10 shows the coronal view of the dose distributions for
both simulations. The corresponding gamma index map for
those voxels with dose larger than the 2% of the maximum
dose is also shown. The percentage of voxels with gamma
value lower than unity is 99.7% by using a 2% with 2 mm
criteria.

IV. DISCUSSION

In this work, an implementation and validation of the geo-
metrical based split particle technique in the new TOPAS sim-
ulation toolkit was accomplished. PHSPs from simulations
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FIG. 8. Depth–dose profile at depth (left) and lateral dose profile (right) at 23 cm and at 10 cm from the entrance of the water phantom for option A8_1.
Percentage differences below of 2% also are shown on the right axis.

with and without variance reduction of five configurations of
the treatment head at FHBPC were used to analyze the com-
putational efficiency. Analysis of the PHSP was performed,
and direct comparison of planar fluences, mean energies, an-
gular distribution, and energy spectrum was made. The effi-
ciency and accuracy of the technique were demonstrated us-
ing patient cases.

In the past, several efforts have been made to reduce the
Monte Carlo simulation time for the treatment head in pro-
ton therapy.23, 27, 28 Preliminary data on using a weight win-
dow technique in MCNPX nozzle simulations revealed that
the simulation time could be reduced by about half,23 which
is a smaller gain than the one reported in our work. The results
presented in our work offer the first detailed quantification of
the computational efficiency gain when using VRT in Monte
Carlo simulations of PHSPs for proton therapy in passive scat-
tering mode. Others have applied a geometrical split (GS) to
study the low-dose envelope from scanned pencil beams in a
water tank, but the reduction in time between reference and
variance reduced simulations was not reported.27, 28 In a dif-
ferent approach, Yepes et al.19 compared MCNPX, Geant4,
and a track-repeating algorithm for patient dose calculations.

While they did apply a GS to MCNPX, they did not quantify
the variance reduction or efficiency gain.

The clinical relevance of this work relies on the fact that
potential efficiency gains can be reached without loss in ac-
curacy. It has been stated that the quality assurance of rou-
tine IMRT and IMPT treatments is expected to yield >90%
agreement for 3% and 3 mm criteria in Gamma analysis (val-
ues of 99% have been reported when using MCNPX as a
reference).40 Our results (with 2% and 2 mm criteria) showed
better agreement even in more stringent values as in stereotac-
tic surgery, in which it is expected >95% for 3% and 3 mm
criteria.

Even a small loss in precision when using VRT’s might
be acceptable because of the significant difference be-
tween Monte Carlo and standard pencil beam based dose
calculations.25, 41 Efficiency gains are highly relevant given
the fact that TOPAS, including our VRT implementation, is
presently in use for patient dose calculations at the Mas-
sachusetts General Hospital.

Finally, only the geometrical based particle split and Rus-
sian roulette were studied in this work. Further simulation
time can be saved by using the PHSP multiple times (an

FIG. 9. Transverse view for a head treatment. Reference simulation (solid) and with variance reduction (dotted) are shown in the same image. The right side
shows the gamma test values. The percentage of total voxels with a gamma value lower than unity is 98.9% by using a 2 mm and 2% criteria.
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FIG. 10. Coronal view for a prostate case. (Left) Reference simulation (solid) and with variance reduction (dotted) are shown. The right side shows the gamma
test values. The percentage of total voxels with a gamma value lower than unity is 99.7% by using a 2 mm and 2% criteria.

option implemented in TOPAS), and by choosing an adequate
energy or range cutoff. This work offers a good starting point
for continued research on adapting VRT to the specific needs
of proton therapy in passive scatter mode.

V. SUMMARY AND CONCLUSIONS

A geometrical variation of the split particle technique for
proton therapy was adapted and validated for TOPAS, a new
Geant4 Monte Carlo simulation application, in this case used
for tracking protons through the treatment head of one of the
gantries at the Francis H Burr Proton Therapy Center. By con-
sidering the cylindrically symmetric region of the treatment
head and the splitting planes separated at strategic positions,
a considerable time saving was achieved without compromis-
ing the precision of the calculated quantities (dose, fluence,
etc.). With a split number of 8, with Russian roulette and by
killing particles other than protons, this approach reduced the
time for PHSP simulations for clinical MC dose calculation
at FHBPTC by a factor of 10–20. A simple model for the
computational efficiency was developed to describe its per-
formance when the number of split protons is increased.

Fluence and dose distributions in homogeneous and non-
homogeneous volumes calculated using particle splitting
were well within clinical tolerance of the results of reference
simulations done without particle splitting.

The method can be adopted for other proton Monte Carlo
codes or other treatment head designs in passive scattering
mode.
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