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Abstract

Time-Domain Ultra-Wideband Synthetic Imager in Silicon

by

Mohammad Amin Arbabian

Doctor of Philosophy in Engineering–Electrical Engineering and Computer Sciences

University of California, Berkeley

Professor Ali M. Niknejad, Chair

Low-cost and portable medical devices will play a more significant role in wellness,
healthcare and medicine. While consumer electronics have become ubiquitous and inex-
pensive, medical devices, by contrast, are still primarily found only in hospitals. There is
a great potential benefit in using techniques developed in the consumer electronic industry
and applying them to the healthcare market. To do this, substantial innovation is required
to develop new sensors and devices that are fundamentally less invasive and use profoundly
different physical phenomena to address medical applications.

This research aims at designing a non-invasive, low-cost, and portable imaging device
for cancer screening. Detection in early stages has proven to be essential for reducing the
mortality rate in cancer. This requires pursuit of modalities that could be widespread and
are safe to be used for more frequent screening. This research uses the available contrast in
microwave frequencies to detect abnormalities.

Conceptualization, architectural and system-level design, and finally implementation of
the system called TUSI, Time-Domain Ultra-Wideband Synthetic Imager, are addressed.
Using an array of closely controlled radiating silicon chips, acting as transceivers in mi-
crowave /mm-wave frequencies, this device transmits short “beam-steered” pulses and picks
up reflections from tissue abnormalities (e.g. cancerous tissue). By processing the data from
multiple transceivers, a larger aperture is synthesized. In essence, this imager probes the
“electrical” properties of the tissue. Various challenges related to generating, controlling,
transmitting, and detecting these coherent ultra-short pulses are examined and new solu-
tions proposed. A pixel-scalable integrated transceiver consisting of elements from antenna-
to-antenna is designed and implemented in a SiGe BiCMOS process.
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Chapter 1

Introduction

1.1 Silicon-Based Medical Imager

Scaling has allowed silicon technology to enter exciting areas of research such as high-
speed data communications, radar and imaging [2, 3, 4, 5, 6, 7, 8]. Due to its higher yield
and reliability, silicon has outperformed III-V semiconductors in many millimeter-wave ap-
plications and is establishing itself as a market standard for high performance reliable sys-
tems. Moore’s law is pushing silicon towards yet another application: bio-medical devices.
Starting from 1970-80’s, silicon technology has successfully transformed different areas from
measurement instrumentation to personal computers, communication devices and more re-
cently consumer electronics and ubiquitous computation/communication devices. The next
big impact is thought to be in the field of bio-medical devices.

Information technology and medical devices will play a more significant role in wellness,
healthcare and medicine. While consumer electronics have become ubiquitous and inex-
pensive, medical devices, by contrast, are still primarily found only in hospitals. There is
a great potential benefit in using techniques developed in the consumer electronic industry
and applying them to the healthcare market. To do this, substantial innovation is required
to develop new sensors and devices that are fundamentally less invasive and use profoundly
different physical phenomena to address medical applications. These devices will provide
better service to a rapidly aging population at a fraction of the cost of todays technologies.

Some of the efforts are concentrated on designing new instruments and functionalities
that have been made possible largely due to the effectiveness and miniaturization of elec-
tronics (e.g. brain-machine interfaces and large array neural-sensors). There is also an
effort to tackle more conventional medical problems. Imaging is one such problem that
can greatly benefit from cost-reduction and/or miniaturization. Today, imaging devices are
largely confined to health-centers and some only in large hospitals. The dynamics of patient
health-provider (doctors or emergency care units) interaction will radically change if these
diagnostic tools are available at the local clinics rather than at long distances. Ultimately,
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some of these tools will be available at homes and much closer to the patients.
The path to better utilization of silicon capabilities in medical imaging may well take us

towards less conventional sensing and detection schemes. Devices and modalities that have
the potential to benefit the most from the silicon advances are to be examined. Here, we
focus on using the dielectric properties of tissue for imaging. Although with great potential,
electrical properties and polarization characteristics in the microwave/mm-wave spectrum
have not yet received much attention for diagnostic and screening applications. There are
many specific cases where electrical properties can greatly enhance image quality or provide
alternative contrast to conventional techniques. Electromagnetic signatures have been used
for medical imaging applications [9] [10] [11]. Breast cancer screening technology is an
example that has been pursued by various researchers in the past one or two decades [1] [10]
[12]. One of the main limitations with this modality has been obtaining adequate signal to
noise levels as well as sufficient cost/size reduction to be appealing compared to conventional
modalities. These are areas where there is a great potential improvement to be made in
using the techniques developed in consumer electronics and by leveraging Moore’s law.

The goal of a dielectric imager is to detect boundaries with different electrical properties.
This could be achieved by various signaling schemes, such as frequency chirp methods or
pulse based techniques [13] [14] [7]. The focus of this work is on Time-Domain Ultra-
wideband Synthetic Imaging (TUSI) where short pulses are transmitted and the reflections
are recorded from multiple sites. The final imaging device is portable and battery operated
and can be used to address a variety of applications.

We aim to realize an RF to millimeter-wave fully integrated radar transceiver with close
to 25 ps modulated pulse in silicon technology [15] [16] [11]. To obtain short pulses, a
new hybrid technique is employed in the transmitter that allows for independent control of
start/stop time of the pulse in addition to potentially enabling finer tuning of pulse width
without compromising the pulse amplitude. In addition, the concept of antentronics is
introduced, where integrated circuits and antennas are intelligently combined to enhance
desired antenna performance.

Extremely wideband signal amplification is another challenge for a pulsed-based radar. A
large gain-bandwidth (GBW) product as well as minimal distortion in terms of amplitude
ripple or group-delay variations are desirable. Various techniques to achieve wideband
amplification in CMOS are described and the design and measurements of three different
distributed amplifiers discussed.

In the end, a single-chip pulsed-based coherent radar imager implemented in SiGe BiC-
MOS process will be described.

1.2 Low-Cost Breast Cancer Screening

Worldwide, breast cancer is the second most common type of cancer after lung cancer.
Women in the United Stated have the highest incidence of breast cancer in the world and
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among them this is the most common cancer and the second most common cause of death
[17] [18].

Currently, mammography (X-ray imaging of compressed breast) is the dominant modal-
ity in early detection schemes. The mammogram essentially is a map of breast density. The
resolution of the obtained image could be high, however, the contrast is low. It is difficult,
even impossible in many cases, to localize a tumorous structure of few milliliters in size
or to distinguish between benign and malignant tumors. According to [17] [18], some of
the limitations of mammography are missing up to 15% of breast cancers, difficulty with
women with dense breasts, and large false positives (as high as 10-15%). 10% of mammo-
grams result in inconclusive data, only 10% of which turns out to be malignancies. The
technique causes discomfort, is not widely available, and due to the ionizing radiation, poses
health risks. Ionizing radiation limits the frequency of test to 18-24 months and is only per-
formed for the specific age bracket of +40 years old. These are major obstacles in detecting
fast-growing invasive cancers.

Using microwaves to detect cancerous tissue relies on the difference in dielectric prop-
erties of malignant and normal tissue. There is evidence that tumors have higher water
content than the normal tissue and for certain types of tumor, such as breast carcinoma
surrounded by fatty tissue, the difference could be considerable.The obtained data available
in the literature [1] [12] [10] [19] show the existence of contrast between cancerous tissue
in the breast and the surrounding normal tissue. The contrast is considerably larger for
adipose-dominated tissue in which the conductivity is much lower. This allows for a reliable
detection scheme. The characteristic difference in the dielectric parameters (permittivity
and conductivity) is mainly due to to increased water content from increased protein hy-
dration and vascularization of the tumorous tissue.

1.3 Skin Cancer Detection

Another application of this imaging modality is in the detection of skin cancer. Around
160,000 new cases of melanoma are diagnosed worldwide each year with 48,000 melanoma-
related deaths [17] . Malignant melanomas account for 75% of all deaths associated with
skin cancer. Visual examination is often used to detect melanomas in the initial stage.
Diagnosis is made using factors such as size, shape, color, border irregularities, presence of
ulcer, tendency to bleed and other factors. Skin biopsy under local anesthesia is used on
suspicious sites to determine the characteristics of the mole. However, there are multiple
problems with the current methods in practice. Visual examination is generally prone to
human errors. The accuracy of detection is somewhere between 55% and 82% [20, 21, 22, 23].
It may result in many suspicious sites especially in older patients and this often leads
to waiting for the progress of the moles. This increases the risk of metastases or other
complications. Also, the biopsy procedure is often inconvenient and produces many false
alarm cases. Increasing the threshold for requiring a biopsy on the other hand increases the
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risks of late detection. Other melanomas are amelonatic (colorless or flesh-colored) and this
complicates the procedures.

Other skin cancer types are sometimes even more difficult to detect visually (e.g. Merkel
cell carcinoma). This and the uncertainty in diagnosis and the issues involved with multiple
biopsies leads to a significant requirement for an alternative method. The method needs to
be simple, non-invasive, conclusive, easy to interpret, low-cost and able to be widespread.
Millimeter-wave imaging is a good candidate since the tumor is close to the skin and hence
the losses are low. Also, use of the higher frequency band in TUSI allows for improved
depth and lateral resolution and could significantly reduce the number of biopsies. Patients
with multiple suspicious sites (not rare in older patients) are able to be diagnosed at early
stages.

1.4 Other Applications

The TUSI array is designed to be pixel-scalable. This means that the single transceiver
is design to be as agnostic as possible to the size of the array. Some of the other applications
for this large and scalable array imager are in security imaging (e.g. airports) and for smart
surfaces. The TUSI array can be used in large-scale smart and interactive surface that can
detect 3D position of objects and by that facilitate various applications in human-computer
interfaces. More details are provided in the next chapter.

1.5 Organization of the Dissertation

The rest of the dissertation is organized as follows. Chapter 2 presents an overview of
the time-domain pulsed-based imager. Design concepts as well as the main challenges are
described. System level simulations are provided. Chapter 3 discusses the design of various
antenna elements for the 90 GHz transceiver. Antentronics is introduced as a technique to
synthesize the impulse response of the antenna for desired radiation characteristics. Chapter
4 discusses the design and implementation of transmitter blocks that are capable of gener-
ating sub-50ps pulses from the antenna. Two different transmitter topologies together with
the measurement results are presented. Chapter 5 reviews the design of the receiver circuits
for the detection of the wideband pulse. Various amplifier topologies that provide large
gain-bandwidth product are analyzed and compared to the state of the art. In the end, a
1.5 THz gain-bandwidth SiGe amplifier is presented for the final transceiver. In Chapter 6
we present the design, implementation, and measurements of a single chip radar transceiver
in a SiGe BiCMOS process. Finally, the dissertation concludes with a summary of the key
results and a discussion of future research in Chapter 7.
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Chapter 2

Background and System Design

In this section some of the system-level challenges associated with the design of an array
imager are briefly discussed.

A silicon-based imaging array for remote measurements of complex permittivity of tissue
is introduced. Using a coherent pulsed measurement approach, this time-frequency resolved
technique recovers the three dimensional mapping of electrical properties of the subject in
the microwave/millimeter-wave frequency spectrum. Some of the major challenges in the
design of the system will be examined.

In any imaging modality, a specific property of the tissue is mapped to the final image
(e.g. tissue denisty/atomic number for X-ray or water content for MRI). We target electrical
properties of tissue in the RF to mm-wave spectrum for cancer detection. These are the
tissue responses to relatively weak electromagnetic fields dominated by electric properties of
ensemble of cells. Charge asymmetry and rotational mobilities cause electric dipole moments
that respond to the external electric field differently based on the properties of tissue.

The main obstacle in measurement of dielectric properties has been the low penetration
depth of microwave fields in human body. Higher frequencies that yield better resolution
have even higher losses. The dynamic range for obtaining such images has not been at-
tainable with standard measurement instruments. With the accelerated pace of growth in
silicon and electronic devices, reaching the required dynamic range is becoming a possibility.

2.1 Radar Imager

A high-resolution, phase-coherent, miniature-radar is designed for the detection of dielec-
tric boundaries in various tissue structures. Historically, high-resolution radar came about
primarily with the ability to control and detect the phase of the radar signal. Coherent
sources facilitated this control over phase. Early on, after the realization of phase-coherent
radar, concepts like synthetic aperture radar (SAR) came about. SAR uses the motion of
radar antenna to synthesize a larger effective aperture [24].
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A pulsed radar transmits short pulses and measures the reflections to determine the
objects located in the vicinity. Pulses are sent periodically with a period of PRI (pulse
repetition interval). In addition, these pulses are often sent in bursts depending on the
exact radar application. As an example a burst might consist of 1,000 pulse intervals. In
general we could describe the transmitted pulse train by:

PTX(t) =
K∑
i=1

N∑
j=1

x(t− iTB − jTp) (2.1)

where
x(t) = A(t) cos(2πf0t+ ϕij) (2.2)

Here Tp is the PRI and TB is the burst period. The pulses are sent, will get to the
target and reflect back to the receiver. The received waveform will consist of a combination
of pulses within the PRI depending on the shape and position of reflectors. If the center
frequency of the pulse is locked to the PRI, then the phase of the received pulses are
preserved and the phase information could be used to improve resolution.

In the array, in addition to the pulse arriving to the point from which it was transmitted,
it will also arrive in all of the receivers in the array. From the time position of the pulses
arriving to various array receivers, we can identify the dominant reflection points. For the
processing, if sufficient SNR exists after averaging, delay-sum or other array processing
algorithms could be used to construct the image. In addition, with the system architecture
providing control over frequency, pulse width and position, one could also perform time-
reversal or diffraction tomography algorithms [25] [26].

Fig. 2.1 shows the general concept of the array imager. Four physical elements provide
the resolution for this imager: Large instantaneous bandwidth (short pulse), wide frequency
tuning in frequency generation, large synthesized aperture, and phase coherency of the array.
In this figure, each square represents a single element of the array which is implemented as a
transceiver in silicon technology. This could be thought of as a single “pixel” of the imager.
These pixels are then integrated on a common board to form the imager (Fig. 2.1). The
single element is designed for scalability. Depending on the specific application, different
array sizes or number of elements may be required. The element is designed to be as agnostic
as possible to the size of the overall array.

2.2 Contrast

Contrast is the observable and detectable difference in the resulting image of two different
tissue types. Higher contrast images are better in distinguishing different objects.

In an imaging system, contrast depends upon the physical mechanism used for imaging.
As an example, in X-ray imaging, the tissue density and attenuation are mapped to the
image. It does not provide a good soft tissue contrast and is mainly suitable for imaging
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Target

Figure 2.1: TUSI imager concept.

skeletal properties. In MRI, the system measures the spin density and this allows for a
much better soft tissue contrast. Given the dominance of water in the body and the spin
associated with hydrogen, MRI maps the water content in the body.

Dielectric properties of tissue can also be used for direct reflection imaging. These
properties have been studied in the literature [27, 28, 29, 30]. Water is an important part
for determining the tissue response at RF to mm-wave frequencies. In biological materials,
water is a solvent for salts, protein, nucleic acids, and smaller molecules. Water’s response
can be modeled by a single-pole Debye relaxation equation with a primary dispersion in the
GHz range (τ ≃10ps). At higher frequencies, another dispersion at approximately 670 GHz
is observable. Besides water, the majority of biological macromolecules (e.g. proteins) act
as polar molecules with permanent or induced dipole moment. The molecular structure,
configuration, and size of these molecules determine the size of the dipole moments.

Measurements of tissue properties show several broad dispersions (e.g. α, β and γ dis-
persions) [27, 28, 29, 30]. The α dispersion is at low frequency and is characterized by
very high permittivity values. The β dispersion occurs at intermediate frequencies (radio
frequencies) and originates mostly from the capacitive charging of the cellular membranes.
At higher frequencies where the water response is dominant, the γ dispersion due to the
dipolar polarization of tissue water takes place. The data for various tissue types is available
from [27, 28, 29, 30].

For screening and diagnostic imaging applications, response contrast between normal
and cancerous tissue is important. Various studies have shown this contrast for different
tissues. For example, previous studies [1] [12] [10] have shown normal and malignant breast
cancer tissue to have considerable contrast in the microwave frequency range. The char-
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acteristic difference in the dielectric parameters (permittivity and conductivity) is mainly
due to increased water content from increased protein hydration and vascularization of the
tumorous tissue [31]. It can also be affected by other factors such as membrane potential
differences, changes to cell connectivity, and sodium concentration. Necrosis in tumorous
tissue leads to breakdown of cell membrane and affects low-frequency conductivity.

Fig. 2.2 shows the available dielectric contrast for normal breast tissue and cancerous
tissue (from [1]). Based on the conductivity levels reported for normal tissue, the shown
contrast is mainly between cancerous tissue and fat-dominated tissue. For connective and
gland tissue in the breast, the contrast is smaller than what is reported here. Larger
variability of dielectric properties for normal breast tissue has been reported in [32].
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Figure 2.2: Dielectric-properties data for normal and malignant breast tissue (from [1]).

2.3 Resolution Basics

2.3.1 Depth Resolution

Resolution is a measure of the ability to distinguish two small objects that are close to
each other. Spatial resolution is often described in terms of the point spread function or
PSF. PSF describes the response of an imaging system to a point source or point object.
The PSF can be thought of as the system’s spatial impulse response [33].

Here, we will analyze resolution in radar terms. Ultimately, the goal is to define the
general resolution in the sense of detecting two close by targets. Pulse-based radar sends
out short time-domain pulses and detects the echoes/reflections from nearby scattering
points. The depth/range resolution is given by [13]:

δR =
cτ

2
(2.3)
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where c is the speed of light and τ is the pulse width (Fig. 2.3).

Re�ectors

XX

X>c /2

X<c /2

Figure 2.3: Depth resolution in pulsed radar.

It is clear that a large BW is required to achieve mm-range resolution level. The wave
velocity being lower in tissue helps reduce this requirement but this is often negated by the
increase in dispersion and pulse-spread. For applications such as tumor diagnostic scans,
detection of mm-size tumors is desirable. As will be discussed later, in this system a pulse
width close to 25 ps is targeted. This will provide resolution close to 1- 2 mm in tissue.
Generating, controlling, transmitting, and detecting narrow pulses down to 25 ps poses
many circuit and system design challenges that will be described in future chapters.

2.3.2 Lateral Resolution

Lateral or cross resolution is set by antenna parameters and more specifically the aperture
of the imager. In order for the waves from two lateral points to be distinguishable, the
received wave from the two points has to have some phase-shift across the antenna aperture.
If the phase-shift is too small, the two points will be indistinguishable. Assuming this phase
shift to be 180 degrees, we can derive a relationship between the lateral resolution, δx, the
range, R, the aperture, D, and the wavelength, λ [13]

δx =
λR

D
(2.4)

One can also derive a similar relationship by taking into account an approximation for
the beamwidth, θ = λ

D
, and multiplying that by the range to get the lateral resolution,

δx = Rθ.
The end result is that for an antenna to have a lateral resolution close to the wavelength,

the overall aperture and the distance to the image need to be of the same order. It has to
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Figure 2.4: Frequency-domain array with grating lobes. Array uses a 2λ element spacing.
Grating lobes are visible.

be pointed out that for time-based pulsed radar with a large aperture the pulse-width as
well as delay/phase resolution will also play a role and the equations only serve as a first
order approximation for lateral resolution.

In our system, the high-frequency band (94 GHz) is designed for the best resolution
level. For example, with an aperture of 3 cm and maximum range of 3-5 cm, we need an
effective wavelength of close to 1.5 mm in tissue to obtain a preprocessed resolution of 2-3
mm. With these numbers and an effective dielectric constant of 4, a 94 GHz carrier can
provide the required cross-resolution. Post-processing can further enhance the resolution to
obtain closer to 1 mm voxels.

2.4 Pulsed-Based Antenna Arrays

In conventional antenna arrays, as previously discussed, the broadside beam-width or
resolution improves with array aperture [34]. This shows that to improve resolution we need
to increase the number of elements or effectively the size of the array. To avoid increasing
total system cost or complexity, we can use spatial sub-sampling and increase the spacing
between array elements so that the same aperture will use less number of elements. However,
in a conventional frequency domain array, this leads to grating lobes which are essentially
secondary main-lobes that produce ambiguity in the direction of arrival [34]. An example
of this is shown in in Fig. 2.4.

Pulsed based arrays use pulses to send and receive data from various array elements
[35, 36]. In contrast to sine-based systems, these arrays do not posses side-lobes and have a
side-level that is dependent on how well the space is sampled. The main-lobe width of these
arrays is dependent on how many samples are taken. Qualitatively, this could be described
as follows: In a sine based array, the signals have sidelobes since they are extended in time
and can interfere (constructively) at an angle that is off-center. If the antenna spacing
meets the Nyquist criteria then this interference only shows a sidelobe (as compared to a
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Figure 2.5: Comparison of pulsed and frequency-domain arrays.

grating lobe). In pulse arrays, however, the signals are so short in time so that the result
is either addition of all (in the main beam) or just a sum of signals added incoherently. An
example of response of a pulsed array with only side-levels is shown in Fig. 2.5.

In pulsed based-systems instead of frequency and wavelength, pulse width and obser-
vation window are well defined. Therefore, comparisons of array element spacing need to
compare to quantities such as vT in which v is the wave velocity and T is the observation
time. Later in the chapter we will describe the issue of false illumination points in a pulsed
array.

2.5 Signal-to-Noise Ratio

Another challenge in obtaining effective images through reflections in the microwave and
mm-wave regime is the large signal loss in human body. Given that unlike other modalities
these losses are the main contrast mechanisms, the system should work with very small SNR
levels. Fig. 2.6 shows simulated signal penetration and raw resolution in body fat and fluid
based on published models [30]. Penetration depth is plotted for 100 dB of tolerated total
loss and resolution is based on signals with 30% relative BW to carrier. This is a first-order
approximation for the preprocessed resolution obtainable for each frequency. It is clear that,
especially for images involving body fluids, the obtainable resolution becomes smaller than
penetration depth for higher frequencies and therefore the low frequency regime has to be
simultaneously leveraged. Also, depending on the cross section of the target, the actual loss
may be more by 20-30 dB.

For the mentioned 100 dB loss, frequency BW close to 30-40 GHz, and transmit peak
power close to 20 dBm, the obtained SNR is close to -30 to -40 dB. There is a need for large
number of array elements as well as long integration windows to improve the SNR levels.
Synchronized arrays can generate an increase in transmitted signal power by a maximum
of N2. However, array losses due to lack of perfect synchronization or quantization in delay
generation techniques, could result in both power losses as well as pulse widening or “spatial
dispersion” (described in section 2.9.3). Beamforming will also require a wideband delay
element to shift the modulated pulse signal in time domain. Narrowband approximations to
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Body Liquid
Body Fat

Figure 2.6: Penetration depth and resolution for body fat and body liquid assuming 30%
relative BW and 100dB two-way loss.

this delay (fixed phase shifts) will encounter unacceptable errors for larger arrays occupying
a wide frequency bandwidth. In this imager, the transmitter uses a delay-locked-loop to
move the envelope of the pulse before it is multiplied by the carrier. The carrier phase need
to also be shifted by a narrowband phase shifter. After combining (multiplying) the carrier
and the envelope, a delayed version of the modulated pulse is obtained and the need for a
wideband phase shifter is eliminated.

2.6 Resolution Limits

In the case of reflection measurements for medical applications, the resolution limit is
tighter than the classical two-point radar resolution. This is due to the large dynamic
range of signal levels at the receiver. Distinguishing multiple targets with largely different
amplitudes is more difficult than when the amplitude levels cover a smaller range.

Resolution limits generally address two issues: ability to distinguish close objects (with
same or different amplitudes) and the ability to pinpoint the position of an object in the
presence of noise. It will be shown that both resolution limits improve with enhancing the
signal bandwidth (BW).

As previously discussed, for two equi-amplitude signals, the resolution will be cτ
2

(for
pulsewidth of τ) or equivalently c

2BW
(where BW is the signal bandwidth for an alternatively

modulated radar signal) [13].
If the two signals have different amplitudes, especially in the case where one completely

dominates the other, this becomes more restricting. Fig. 2.7 shows the effect of obtaining
lower resolution with larger amplitude ratios. For example, if a target is 20 dB lower than a
main reflector (deeper in a lossy medium or smaller cross-section), the resolution decreases
by approximately a factor of 3. Therefore, we can conclude that resolution in a lossy medium
is also a function of depth due to the differences in signal amplitudes.

In order to counter this effect, we need to either push for narrower pulse generation
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lution reduction ratio is shown normalized to the case of a = 0dB.
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Figure 2.8: Effect of pulse integrity on performance (echo effect shown here).

(more BW) or compensate the effect with assumed prior knowledge of pulse shape and
time-gated post-processing. The former is difficult especially that this puts a limit on pulse
fidelity and pulse amplitude roll-off in time domain. The latter requires better knowledge
of dispersion characteristics. With that knowledge, one could also apply pre-processing to
the transmit waveform to improve resolution. In all cases, it is necessary for this system to
utilize calibration/compensation algorithms to achieve the resolution limit.

Pulse fidelity is also important for resolution. Fig. 2.8 illustrates the effect of a pulse
tail on detection. A large leakage or pulse tail manifests as a false echo that can completely
overwhelm a reflection from a smaller object.

Resolution is also restricted from accurately identifying a pulse edge position. We can
calculate the Cramer-Rao lower bound (CRLB) for the estimation of the pulse arrival time
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(and from that the position through R0 = vt0/2 where v is the wave propagation velocity).
We will assume a white noise or equivalently colored noise with sampling at nulls of the
auto-correlation function. The lower bound on the timing uncertainty can be derived as
[37]:

(t0)2 =
1

β2 E
N0/2

(2.5)

where E is the pulse energy, N0 the noise spectral density and β is an effective bandwidth
[37]. Once again, a sharper and narrower pulse results in a better decision on the pulse
arrival time.

This result can be explained by Fig. 2.9. An edge from a pulse of width τ and rise time
tr is shown together with additive noise. The quantity to be estimated is the arrival edge of
the pulse. The amplitude noise gets “translated” to timing uncertainty through the slope
of the pulse edge and hence:

t0
2 =

n2

slope2
=

n2

A2/t2r
=

t2r
SNR

(2.6)

where A is the pulse amplitude and n2 is the noise variance (N0B). Given that signal power
(S) is E

τ
and noise BW is B, equation (2.6) can be rewritten as:

t0
2 =

t2rBτ
E
N0

=
1

B2
eff

E
N0

(2.7)

where the last part is due to the relationship between τ , tr and noise BW (B) resulting in an
effective bandwidth (Beff ) dependent on the specific pulse shape. Thermal noise is not the
only limiting factor in obtaining the resolution. Direct timing jitter from the transmitter
(σTX), receiver (σRX) or from phase noise on reference oscillators (σPN) could also add to
the final variance.

t0
2 =

1

β2 E
N0

+ σ2
TX + σ2

RX + σ2
PN (2.8)
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Target

Figure 2.10: TUSI array imager on flexible substrate.

2.7 TUSI Imager

This dissertation describes the design of a Time-Domain Ultra-Wideband Synthetic Im-
ager or TUSI. TUSI implements a synchronized time-domain array with a two-tier integra-
tion scheme. In the first tier it integrates single coherent transceiver elements on a chip.
This is a bi-static setup (separate TX and RX) to reduce direct leakage effects. Time-gating
eliminates “delayed” leakage from TX.

In the second tier, which enables a scalable array, single-element chips are integrated
on daughterboards, multiples of which are then mounted on a common motherboard. The
motherboard also integrates clock and power distribution circuits as well as the central
processor (Fig. 2.1) . Distributed sampling with partial local computation reduces the
aggregate data rate provided to the central processor to a few hundred Mbps.

Depending on the specific application, the array may use a flexible substrate. In that
case, the processing unit will have a remote connection to the array itself. The flexible-
substrate imager will reside on the body separated by a matching layer. The conceptual
shape of the imager on the flexible substrate is shown in Fig. 2.10.

Using the individual transceivers in the array, the TUSI system is capable of imaging
in both coherent multi-static and coherent MIMO modes. Several techniques are used to
improve the resolution beyond the raw pulse-width limited region. A high pulse repetition
frequency (PRF) results in better averaging gain in a given window. TUSI uses frequencies
spanning from low microwave to mm-waves to provide flexibility in face of diverse loss
mechanisms in different tissue types. In addition, at each of the spectral bands, the center
frequency is swept on a batch-by-batch basis to cover the frequency spaces (in the output
comb) caused by the high PRF.

The block diagram of the system is shown in Fig. 2.11. This is the block diagram of
the high-frequency channel that has both of the antennas integrated on the chip. On the
receiver the signal goes through a wideband antenna system. The final antenna is designed
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as a wideband but resonant tapered loop antenna. The non-idealities of the receiver antenna
can be partially compensated for in the processing. The signal then goes through a wideband
gain stage. This is the common gain element that is shared between various frequency
bands. For the 94 GHz band, the amplifier is followed by a micro-mixer. In the baseband,
the quadrature signals go through 10 dB gain and buffering. Signal conditioning, filtering,
and digitization happens on the chip. Partial analog/digital integration reduces the interface
data-rate to about 1-10Mbps.

In the transmitter the carrier signal from the PLL goes through a narrow-band phase
shifter followed by buffer and power amplifier. The carrier is multiplied by the envelope both
in the PA as well as the antenna element. As will be described in future chapters, switching
happens either in each of the PA or antenna or through a hybrid switching technique. The
antenna element in the transmitter, therefore, must incorporate switching functionality.
This is the topic of chapter 3.

A 3 GHz reference clock is distributed to each of the transceivers. The reference clock
is used to drive central timing circuits, the DLL and acts as the reference clock for the
PLL. The DLL sets the PRF and adjusts the position of the pulse. An interpolation scheme
is utilized in the DLL architecture (Fig. 2.12). A pulser generates activation signals that
drive the PA or the antenna as well as the sampling circuits. In one implementation, an
additional “fast clock” is extracted from the PLL chain and is used for further fine-tune
synchronization. To reduce the signal dynamic range incident upon the electronic elements,
a time-stretched gating circuit is employed. During the averaging period, each “path” will
work with a fixed signal level and this reduces the dynamic range.

To enhance the SNR level at the receiver, extensive signal averaging is performed. A
sigma-delta modulator is used for data conversion. In the averaging scheme, the quantization
noise is shaped through the filter while the white input noise from the receiver sees a “brick-
wall” filter (no shaping). For the averaging window of larger than 1 ms, as targeted here,
the quantization component of noise will be extensively suppressed. The thermal input
noise provides dithering to the sigma-delta converter and this reduces the tones from the
limit-cycle oscillations.

2.8 Undesirable Coupling of SNR with Resolution

In many imaging systems the resolution and SNR are tightly coupled through change
of signal energy with pixel size. Improving the resolution often requires better SNR levels.
This is also true for super-resolution techniques that leverage prior knowledge of the wave-
form. In this imaging modality, jitter limits the number of averaging cycles for a specific
target resolution. Sampling and accumulating with a non-ideal clock signal is equivalent to
convolving the signal with the probability distribution function (p.d.f.) of the clock arrival
edge (in the limit) [38]. For a gaussian p.d.f. of timing jitter with variance of σ2, the
signal is effectively low-pass filtered by a gaussian filter of an equivalent bandwidth (∝ 1

σ
).
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Detection with rms jitter of 10ps. Two pulses are not distinguishable.
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Figure 2.13: System simulations of the transmit/receive chain. LO phase noise, transmit
and receive jitter, thermal noise and quantization noise effects are included. Two pulses are
25ps wide and are separated by 60ps. The averaging window is assumed to be 1ms with
PRF=1GHz. In one case the system has a total rms jitter of 1ps and in the other 10ps.

Therefore, for long integration times, the image resolution is reduced. This limits the total
jitter budget of the transmitter and the receiver to 0.5-5ps depending on range resolution re-
quired. Fig. 2.13 shows this effect through transmit/receive system simulations. Averaging
has been performed to bring the signal out of noise.

2.9 Limits of Integration for Closing the SNR Gap

The SNR is improved by 10log(N) with having N pulses integrated coherently. The
receiver does not use an RF phased-array architecture due to lack of scalability for large
apertures. Phase/amplitude errors (from narrow-band approximation as well as from other
sources) will limit the resolution in case of RF phase-shifters. Since processing is performed
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in the digital domain, extensive averaging is performed on the RX to compensate for the
low SNR. However, there are limitations in increasing the averaging window indefinitely.

2.9.1 Stability of the Imaging Setup

Similar to microscopic vibrations that limit optical resolution, macroscopic vibrations
lead to spatial filtering of the object and limit the obtainable resolution. Without stabiliza-
tion techniques, averaging windows are limited to about 10ms-1s, especially for a hand-held
imager that is the target of this study.

2.9.2 Limitations on Increasing the PRF

A repetitive pulse transmission approach is being utilized in which short pulses of width
τ are transmitted with a repetition frequency of PRF. Here, given a fixed total integra-
tion window, we can increase the number of pulses being averaged by increasing the PRF.
However, there are multiple limitations for this approach. First of all, the maximum unam-
biguous range can limit high PRF as it does in classical radar [13]. In a time-based array
system, as proposed here, another limitation is due to the cross-range ambiguity from high
PRF. Intuitively, this is related to the fact that for large arrays and beam angles, the delay
spread between first and last element can be quite large. For a far-field array this difference
is (N − 1)d sin(θ)/v where N is the number of elements in array, d is the elements spacing
and θ the beam angle from broadside. As an example, with an aperture of 10 cm, 45 degrees
angle, and v = 1.5×108, we need 466 ps delays. With the PRF approaching a few GHz this
will potentially cause ambiguity in angle of incidence. If, for example, the PRI is set to 466
ps, the signal from element at the near point of the array to the desired direction combines
with the second PRF signal of the element at the far end for a sidelobe in θ = 0◦ direction.

If the object resides in the near-field of the array, this relationship will be different
but in essence one can assume that the delay gets larger with array size. Once this delay
difference becomes comparable to the pulse repetition interval (PRI or 1/PRF), secondary
“illumination” points will appear and cause ambiguity. Fig. 2.14 shows this effect. This is a
gray scale coding of the received amplitude versus horizontal position and time. The arrays
are focused to x=Xmax (Fig. 2.15). In one case (left) the period is chosen to avoid range
ambiguity. The second case is for a much higher PRF (same pulse width and distance).
Multiple focused points are observed. For illustration purposes a sparse array (large antenna
spacing) is chosen to exaggerate secondary focus point amplitudes. In conventional arrays
the actual peaks will be smaller.

2.9.3 Accurate Delay Generation

The spatial resolution is a function of the pulse width as well as the delay steps that
perform beamforming. The time-step quantization smears multiple reflection points and
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Figure 2.15: Linear antenna array with element spacing d. Here, a slice at vertical distance
h0 from the array is being analyzed.

knocks down or distorts high spatial-frequency components of the image. To calculate
the required time-steps, we will first assume a full 180◦ field-of-view (FOV) for individual
antenna elements. With this, we can identify two timing-step requirements. One is related
to the relative delay required on two antenna elements when they are focusing on a single
point (−→r = −→r0 ). The second is for one antenna element focusing on two adjacent resolution
pixels. It could be seen that these problems are geometrically equivalent as long as the
array spacing and the pixel sizes are approximately the same dimension. We will analyze
the case of adjacent antennas focusing on a single point.

To find the time step we will take the case where we are focusing at a slice with vertical
distance h from the array and at x = 0 (Fig. 2.15). For h ≫ d the worst case will be
the delay difference between the first two elements (directly beneath the object). We can
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approximate this as:

∆τmin ≃ d

2v
× d

h
=

d
2v

α
(2.9)

where d is the antenna spacing. The other extreme case is where h ≪ (N − 1)d in which
the delay difference approaches d/v in the limit. Obviously (2.9) is the limiting factor in
this case. Assuming PRF = T and center frequency of f0, the α factor with an antenna
spacing of half-wavelength (material wavelength or λg) is going to be:

α =
hmax

d
=

hmax

λ/2
=

vT/2

v/2f0
= f0 × T (2.10)

Here, the maximum range is replaced with a function of PRF. Intuitively, larger T dictates
longer distances which leads to a smaller observation angle. This leads to a finer delay
step requirement (larger α). In addition to that, a larger center frequency will also lead
to smaller antenna spacing and hence a smaller observation angles. As an example, for
PRF = 1GHz and f0 = 90GHz we have α = 90, and we need a delay step of:

∆τmin ≃
λ/2
2v

α
=

1

4f0α
(2.11)

This will translate to a raw delay step requirement of 30fs which of course is beyond
reach. In the calculated scenario, under worst range/cross-range conditions this delay res-
olution results in no quantization noise. However, numerous frequency/time domain signal
processing techniques can mitigate the error from non-ideal steps.

We can also see this through computing the range inaccuracy incurred if there is a
quantization noise in delay step. This is yet another way through which resolution (range
accuracy) and SNR (ability to energy-combine sources coherently) are coupled. Trading off
resolution for SNR is needed especially in cases where deeper signal penetration in tissue is
required.

Fig. 2.16 uses a normalized Gaussian pulse to illustrate this “spatial distortion”. When
the array elements focus on a single spatial position, we will have a signal that is ideally
N times larger than the signal from one element. This holds true only if there are no
timing errors from these array elements. In reality, we do not have ideal delay elements and
inevitably there will be timing errors from delay quantization. We have used a simplified
model to show the effect of this quantization. A delay error step is defined as the smallest
timing error in the array. We have also assumed a linear and uniform model for the delay
errors. For example, for an array of 100 elements, the delay error spreads uniformly between
one error step and 100 error steps. Other distributions could have also been used depending
on the quantization method. We have also normalized this error step to the width of the
Gaussian pulse. Fig. 2.16(a) shows the effect of delay quantization. The solid line in this
figure shows the ideal case in which 100 pulses are summed from all array elements with no
timing errors. The other dashed lines show the summed signal in presence of (increasing)



22

timing quantization error. As seen in the figure, there are four issues arising due to delay
quantization. The pulse peak amplitude drops (SNR loss), the peak amplitude moves in
position (this needs calibration), the slope reduces (increasing noise effects and increasing
the CRLB on ranging accuracy according to (2.6)) and the pulse width increases (reducing
resolution in distinguishing multiple pulses).

Fig. 2.16(b) shows the effect on pulse width and slope. The x-axis is the delay error
step. For an array of 100 elements, the largest error on the last element will be 100 times
the delay step shown here. It is evident that if the error is within 1% of the pulse width,
the errors in the width and slope of the final obtained pulse are within 10% of the ideal
case. This result could be generalized to larger or smaller arrays as long as the error bound
is scaled accordingly. Our aim is to target a pulse width of 25ps and a delay resolution
step close to 1ps (less than 5 %). Since in many practical scenarios the number of elements
is smaller than 100 (on each axis), this delay step will in fact be adequate for the desired
resolution. If better resolution is required, the array will be sub-sampled at the expense of
lower SNR.

2.10 Coherent Radar Phase Information

One of the characteristics that sets coherent radar aside from optical imaging is that we
know both the amplitude and the phase of the backscattered signal. The TUSI transceiver
is designed to be completely coherent and phase information could be used to enhance
resolution. A simple explanation is presented here. Thorough description of phase-based
imaging and interferometry is available in the literature [24].

The transmitted signal can be presented by:

Vt = A(t) cos(ωt+ ϕ0) (2.12)

The received signal from a single reflector is then represented as:

Vr = A(t− τg) cos[ω(t− τp) + ϕ0 + ϕ1] (2.13)

where τg and τp are the group and phase delay through the medium and ϕ1 is the extra phase
accumulation (e.g. by target reflection). For the moment we can assume a non-dispersive
response through which the phase and group velocities are the same. In this case, τ = 2∆l

c

where ∆l is the distance to target and c is the propagation velocity in the medium (air or
complex media). Coherent quadrature detection leads to two baseband signals that carry
the phase information. For example, assuming negligible delay through the system, the
filtered and detected in-phase component will turn out to be:

VI = A(t− τ) cos[ω
2∆l

c
+ ϕ0 + ϕ1] (2.14)
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Figure 2.16: Effect of minimum delay resolution on array performance. (a) shows the
increase in PW as well as change from ideal position. (b) shows the error in PW and slope
(compared to ideal) versus minimum delay step. Number of array elements (N) is chosen
to be 100 for simulations.

Neglecting the constant phase factors, we see that the output voltage (either of the
quadrature outputs or the equivalent phase) is a periodic function of the distance. There-
fore, by accurately measuring the phase (for example by measurement of both quadrature
outputs), we can deduce the distance minus a phase ambiguity of or nλ/2. There are stan-
dard ways of eliminating the phase ambiguity. Frequency domain or time-domain techniques
could be used. In the time-domain, as previously discussed, the pulse position (A(t)) de-
termines the correct cycle of the carrier. In the frequency domain, multiple frequencies are
transmitted and used to remove phase ambiguity. For example, frequencies fn = fs + n∆f
are used to illuminate the object. Both phase and amplitude of the reflections are moni-
tored. In the current system, we have close to 10GHz of PLL lock range as well as pulse
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positioning capability that could be used for this purpose. Frequency selection accuracy,
phase noise and presence of random media can further complicate these algorithms.

2.11 Spatial Coding to Suppress Spatial Leakage

We propose a spatial coding scheme that can accommodate simultaneous focusing of the
beam on multiple locations. Different segments of the two dimensional array concentrate
their beams on different parts of the tissue and by that reduce the total scan time that is
required for the FOV (Fig. 2.17). To alleviate leakage from adjacent cells, a spatial phase
code is enforced on TX/RX on a region by region basis. For example, the phase of the
carrier could be adjusted between 0◦/180◦ on the TX. The RX in the correct region will
also integrate with the right phase coding thereby suppressing the unwanted signals and
enforcing the desired reflections. All other adjacent regions will suppress signals intended
for this region since their code polarity is different. This technique is complicated by the
nature of the object under test (phase of reflections).

Target

Figure 2.17: Spatial sectorization in the TUSI Imager. Each of the sectors can independently
and simultaneously image their own tissue segments.

2.12 TUSI in the Large-Scale

The focus of this work is to design a pixel-scalable imaging array in the microwave to
mm-wave part of the spectrum that can address a variety of applications. The first imager
is envisioned as a portable and handheld device for localized medical imaging scenarios.
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Some of the challenges and issues related to the portable imager were discussed. However,
TUSI can also scale to larger areas for medical and non-medical applications.

2.12.1 TUSI for Intelligent Surfaces

The original TUSI system was designed for approximately an aperture of 10 cm by 10
cm. The size and spatial sampling (element spacing) depend on the specific application in
terms of penetration depth, resolution and field-of-view (FOV). As previously pointed out,
in many cases a sparse array (sub-sampled array) is required. Time-domain and pulse-based
approaches can mitigate issues with ambiguous grating lobes in the array.

TUSI can also be used in larger arrays for 3D body imaging as well as positioning of
people and objects. The applications of this large-scale imaging array for surfaces are in
immersion applications, vital-signs monitoring, body temperature measurements, virtual
meetings, gaming, and high-throughput and simultaneous data transfer. For example, hand
gesture recognition based on radar imaging can be used for human-computer interfaces. 3D
mapping of bodies can assist current 3D imaging techniques in the visible range to obtain
finer details and/or reduce complexity.

Scaling TUSI

The scaling of TUSI as a pixel-scalable technology to these large-scale systems is de-
scribed next. As the diagnostic tool, TUSI is designed for large averaging gains in “static”
environments where movements are minimal. But the same system can be used to track
object in a real-time scenario by trading off averaging for imaging speed. Often, the SNR
levels are much larger in these applications and therefore, less averaging is required in the
first place. The designed baseband incorporates flexibility in allowing various averaging
ratios (by several orders of magnitude).

For example, a “TUSI tile” could have an aperture of 1 m by 1 m. We will compare this
to the 94 GHz band in TUSI. Scaling up the aperture by a factor of 10 on each side (from 10
cm to 1m) results in a factor of 10 increase in range for the same lateral resolution (refer to
section 2.3). This will lead to a range of 1-2 m. In many of the large-scale applications, the
resolution requirements are less stringent. Also, the SNR is larger leading to the possibility
of leveraging post-processing for resolution enhancement. Therefore, we can also scale down
frequency to achieve better SNR and/or lower the power consumption. Scaling down the
center frequency (and hence scaling up lateral resolution) by a factor of 3 will lead to a center
frequency of around 30 GHz. The number of elements will also scale from approximately
100 elements in the 10 cm (94 GHz) array to 3,000 elements in the 1 m (30 GHz) array.
Further sub-sampling can be used to obtain between 300-1,000 elements (for an area of 1
m2). This is shown in Fig. 2.18. Due to using sparse arrays, pulsed techniques as well as
spatial filtering are used to remove or reduce ambiguous secondary illumination points in
space (similar to grating lobes). This was previously explained in this chapter.
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Figure 2.18: Large-scale TUSI array for intelligent surfaces. The array could be 1-2 m on
each side or even larger. This figure shows an sparse-array of 1 m by 1 m which contains
close to 1,000 TUSI elements. Energy transfer can use the large aperture of the system to
recover or deliver energy (for example, as shown here, a large loop antenna can be placed
around the imager for this and low-frequency communication purposes).

Depending on the size of the system, assembly/fabrication costs and power consumption
are important aspects to consider. Wireless power transfer can be used to and from this
system (depending on the availability of power sources). For integration on electronic devices
(e.g. laptops), power is mostly available from the host device. In some scenarios, larger
arrays can facilitate energy recovery from various external sources (vibrational, ambient
or intentional RF, solar and etc) as well as being “wall-powered”. For example, as shown
in Fig. 2.18, a large array for ceilings or walls could incorporate a large antenna (or a
combination of smaller antennas) to harvest or to provide RF energy. Wireless powering
is conceivable once the size of the loop is in the meter range [39]. In addition to radar
imaging, other sensing and detection schemes as well as high-throughput communication
with multiple and simultaneous beams can also be incorporated in this system. The system
could have applications in office environments, digital information kiosks, health-centers
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(patient monitoring), and places where seamless monitoring, tracking, and digital connection
is important. In outdoor environments this could function as a low-cost radar platform (for
example for safety and security applications).

To decrease cost and increase fabrication and assembly yields, smaller array segments
can be designed as single modules and then multiples of these modules can cover larger
surfaces. As an example, a 30 cm array with 100 elements can be the “unit element” to
cover a given surface. A larger synthetic aperture is obtained by placing multiples of this
element side by side.
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Chapter 3

Antenna Design

In this chapter, design challenges related to on-chip integrated antennas will be discussed.
Antenna efficiency and bandwidth will be examined. Several antenna implementations some
of which incorporate switching functionality will be addressed. Antentronics is introduced as
a merged design of antennas and electronics where the traditional boundaries do not exist.
This methodology can be used to obtain the desired impulse response from the antenna
structure.

3.1 Integrated Antennas

With the scaling of silicon technology and further increase in chip sizes especially for large
scale transceivers, integration of antenna structures have been made possible for mm-wave
circuits [2, 40, 41]. On-chip antennas will eliminate the need for complex, lossy interconnects
to off-chip antennas and provide the ultimate level of integration. Integrated antennas
eliminate the requirement for electrostatic discharge (ESD) protection circuitry on RF pads,
a great source of signal loss and bandwidth reduction at mm-wave frequencies. However, the
silicon substrate is not friendly to antenna integration due to several loss mechanisms that
impact antenna characteristics in multiple ways. The two most important effects are the
low resistivity (10 Ω.cm compared to 107 − 109 Ω.cm for GaAs) and the high permittivity
of the silicon substrate (ϵ=11.9). The former introduces electric field losses which reduces
the efficiency and radiation resistance of the antenna. Although high permittivity can be
beneficial for some antenna designs, here, it leads to absorption of the fields in the substrate
as well as undesirable substrate modes (for finite height of substrate) that reduce efficiency
substantially [42] [43].

The lowest order substrate mode (TM0) has a zero cutoff frequency. Substrate thinning
will reduce the effect of substrate modes by eliminating higher order modes as well as
suppressing TM0 [42] [43]. Fig. 3.1 shows, to first order, the effect of substrate thinning
on the peak broadside gain of elementary dipole and slot antennas. At low thicknesses, the
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Figure 3.1: First order simulations of normalized broadside gain for elementary dipole and
slot antennas for varying substrate thickness at 90 GHz. The slot is simulated with finite
ground for closer resemblance to practical case. The antenna is on the top metal layer.

loss due to the high permittivity of substrate is minimized.
Several options have been pursued to improve antenna efficiency. Among them are

use of Micro-electromechanical (MEMs) structures [44], substrate dielectric lens [2] [45],
superstrate lens [46], and integrated dielectric resonators . The common problem with
using these techniques is the extra complexity which negates the benefits of the integrated
antennas.

As an example, the silicon dielectric lens provides an infinitely thick substrate. The two
surfaces are no longer coplanar and hence the guided wave losses are mostly eliminated.
With this method the antenna will radiate most of its energy towards the substrate (higher
permittivity). There are, however, challenges in this method including cost, inferior beam
patterns, requirement for large lens to reduce off-axis aberrations, and the fabrication of
the matching layer as well as the required accuracy for placement of the lens [43] [45]. Also,
often the silicon substrate is thinned down before adding the lens to reduce substrate losses.
These steps add significant complexity and increase total integration costs. On the other
hand, as previously mentioned, if wafer thinning is possible, this step by itself eliminates the
problem of surface waves once the TM0 mode is suppressed sufficiently. It has been shown
that substrate thickness smaller than 0.04λd for slot and 0.01λd for dipole is adequate for
acceptable low-loss operation [42]. However, substantial thinning (possibly down to 0.04λ
or less) may be costly or challenging for mechanical reasons. The other problem with this
method is that once thinned, the chip is still sensitive to material on the back side below
the chip. The antenna radiates into both upper and lower hemispheres and care must be
taken into choosing suitable material to physically support the chip.
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3.1.1 Slot and Dipole Antennas

Slot and dipole are complementary antennas. The impedance of a slot antenna is related
to its complementary counterpart by Babinet’s principle [34]

Z1Z2 = (η/2)2 (3.1)

where Z1 and Z2 are the slot and dipole impedances, respectively, and η is the characteristic
impedance in free space (377Ω). This relationship holds true for slot and dipoles in air and
is an approximation if a dielectric substrate is introduced. In that case, an effective η has
to be introduced to include the effect of the dielectric substrate.

Ground Layer

J M

MJ

Actual Sources

Images

Figure 3.2: Electric and magnetic sources and their images from a ground plane.

Integrated dipoles and slots are briefly compared in terms of various loss mechanisms and
other vulnerabilities. The first issue to be addressed is the substrate conductivity. Fig. 3.2
shows electric and magnetic dipoles with their images over an ideal ground plane [34]. For
an electric dipole source (dipole antenna) sitting horizontally over the substrate (assuming
the substrate is a fully conductive “ground” plane), the image is in the opposite direction to
that of the dipole itself and hence an odd-mode excitation exists. The radiation impedance
of the dipole is Z = Z11 − Z12. In the limit of the ground plane being very close to the
antenna, Z12 = Z11 and the antenna is “shorted”. For a small slot antenna, to first order,
the excitation is modeled by a fictitious magnetic source (since the electric current travels
around the slot) and hence the conductive substrate does not directly lead to an odd-mode
excitation. We should note that since the silicon substrate is not a perfect ground plane,
this argument regarding the dipole is just an approximation to show the impedance drop
effect.

The other issue is related to the high permittivity of the silicon substrate. A substrate
dipole or slot antenna can be designed in several ways. Fig. 3.3 shows the different possible
options. A dipole or a slot can sit on a substrate that may or may not be grounded on the
other side. In addition to that, there are various possible options for the preferred radiation
direction (direct to air or through substrate if not grounded). These options will suffer from
the existence of substrate modes in different ways [47, 43, 42, 48].

In Fig. 3.3, option (a) will basically be a dielectric waveguide and will support various
TE and TM modes. Specifically, this structure will have both TE0 and TM0 modes as the
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(a) Dipole Antenna on Substrate
(b) Dipole Antenna on 
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(c) Slot Antenna on Substrate
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Figure 3.3: Various forms of integrated antennas on dielectric substrates.

substrate thickness goes to zero (there is no cutoff for these two modes). It will therefore
have a more abrupt turning on of the substrate modes once the dielectric is introduced. This
is observed in the analysis of [42] that the dipole antenna becomes susceptible to surface
modes at a smaller substrate thickness compared to the slot antenna (case (c) in Fig 3.3).
Fig. 3.1 shows a similar effect. In the slot structure (case (c)), one side of the substrate is
covered with a metal plane and therefore TE0 has a cutoff [47] [49]. TM0, however, does
not have a cutoff and will be present for small substrates.

A dipole on the ground plane (case (b) or a microstrip dipole) will have modes of a
substrate with ground on one side and will be similar to case (c) in that regard. The TE0
mode will have a cutoff. We can therefore conclude that, for elementary dipoles, the addition
of the ground plane underneath the substrate structure can potentially lead to better gain
and efficiency compared to a dipole on an ungrounded substrate. In the dipole without
the ground plane, the turning on of the TE0 mode is quite abrupt with substrate thickness
[42], and if this is to be eliminated with the addition of the ground plane, there is an
opportunity to have smaller substrate mode losses. This, of course, will require operation
below the TE0 cutoff of the substrate in the microstrip dipole. For elementary dipoles
on grounded substrate, TE0 will initiate when the thickness is approximately 0.3λd (the
dielectric wavelength) and will be one of the dominant sources of loss for thickness around
0.4-0.6λd.

Another important point is the direction of propagation for TM and TE modes from
slots and dipoles. This is best seen from looking at the E and H field patterns of dipole and
slot antennas (which are complementary). Fig. 3.4 shows the propagation directions of TE
and TM surface-wave modes in a dipole structure. The slot has complementary E and H
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fields and with that the TE and TM directions are interchanged. In a dipole, the TE mode
is initiated from the broadside direction and TM will start from the two ends. In the slot,
the opposite situation exists.

E

TE

TM TM

TE

Dipole

E

Figure 3.4: Directions of propagation of surface-waves for a dipole antenna.
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Figure 3.5: Direction of reflected E-fields in the dipole on grounded substrate.

The reflected field polarity and direction also play a part to explain the microstrip dipole
efficiency [42]. The TE surface-wave mode propagates from the broadside direction of the
dipole. The fields that reflect from the bottom ground plane will undergo a 180◦ phase
shift. Fig. 3.5 shows the microstrip dipole and the associated E-fields in TM and TE mode
directions. The reflected E-fields are shown in dashed lines. After reflection, some of the
fields escape the substrate. These are radiated with angles that are smaller than the critical
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angle [42]. The TE reflected rays are in the opposite direction to direct radiation fields.
This leads to cancellation and hence reduction in radiation efficiency. The TM reflected
rays (circled in Fig. 3.5), however, will mostly add in phase to the direct radiation field.
TM0 has a zero cutoff in this structure but the TE0 does not and is avoidable for smaller
substrate thicknesses. As the TE0 is initiated, the efficiency drops rapidly.

The last case (d) is a slot antenna on a grounded substrate. This is basically a slot
antenna in a parallel-plate waveguide [47]. In this case the TEM mode is excited and does
not have a cutoff frequency. The losses for a thin parallel-plate waveguide grow as the
substrate thickness is reduced. Here, a substrate thickness equal to half of the dielectric
wavelength will lead to better efficiency due to presenting the slot antenna with a lower
impedance (half-wavelength away from a “short”).

It is important to note that the previous arguments mostly ignore the substrate losses
in silicon. This process has a resistivity in the range of 10 Ω.cm to 20 Ω.cm. At 100 GHz,
this translates to a large loss tangent (between 0.07 and 0.15) and the description of the
radiation and loss mechanisms argued above need to take this into account.

Due to the tradeoff between various antenna topologies, several structures are used and
compared. In the first antenna structure, we have adopted a slot design to accommodate
substrate thinning for future integrated arrays. As previously mentioned, slot antennas
have a more graceful substrate-mode initiation for thin substrate as compared to dipoles
on (ungrounded) substrates. Our current measurements do not use additional substrate
thinning and a thickness of 375 µm provided by the foundry is used. The slot antenna can
also be used in a twin slot configuration to suppress the TM0 mode [50]. This configuration
has not been pursued here but provides an option for increased efficiency, especially for
design with smaller bandwidths. Dipoles on grounded substrates are also explores and will
be discussed in the next sections.

Another source of losses in integrated antennas arises from the low conductivity of thin
metal layers available in silicon processes. Slot antennas, being predominantly covered by
metal, have lower conductive losses (typically wider paths for current). Dipoles (especially
thin wire planar dipoles) are susceptible to these losses. Also, in terms of pattern vulner-
ability, slot antennas are also less prone to the surrounding metals, complicated feedlines,
and other conductive components especially if the large ground plane is placed on the top
layer. With dipoles, since the surrounding environment (in the near field) is assumed to
be depleted from conductive segments, metal routing or other circuit components can neg-
atively affect the radiation pattern. A folded slot dipole is studied first. The impedance
level of a folded slot dipole is better suited for the power amplifier whereas a folded dipoles
radiation resistance is too high to be driven efficiently.
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3.2 Antentronics

In this section we will describe antentronics as a merged design of antennas and elec-
tronics. The general concept is introduced and after that two antentronic structures are
proposed for generation of short pulses.

3.2.1 Folded Slot Dipole Antentronic Structure

Previous research has demonstrated the effectiveness of modulating the properties of
antenna for the desired characteristic [51, 52, 53, 54, 55]. This modulation of properties
is used to achieve the desired antenna pattern or to perform direct data modulation on
the antenna. For example, [52] uses parasitically switched reflectors to directly modulate
the data on the continuous-wave signal from the antenna. CMOS switches are used to
implement the shorting elements between the parasitic reflectors. This provides a high level
of integration in the antenna modulated transmitter.

In [54] the authors use embedded diode functionality in the antenna to directly modulate
the antenna with data. However, the switching speed is limited by the chosen architecture
and the “discrete” nature of the experiment. In [55] authors use an array of patch anten-
nas and switches implemented between the patches to generate the desired pattern. The
reconfigurable aperture antenna uses discrete FET transistors to form electrical connection
between the patch antennas. If the aperture reconfiguration is performed in a non-real time
manner, then switch speed will not be a limiting factor. However, to obtain some of the
more interesting dynamic effects in the antenna, it would be necessary to alter antenna’s
characteristics at signal or modulation frequency.

Building on previous research, we realized the integrated antennas by embedding cir-
cuit elements within the physical structure of the antenna itself. These elements, working
together with the antenna, could be used to manipulate the field and current distribution
locally such that the desired transient or steady state response is obtained. In other words,
we can engineer the impulse response of the antenna for the desired output. The speci-
fications can include the required driving impedance, pulse response, radiation pattern or
frequency spectrum. Thus, by using integrated electronic components, one can dynamically
manipulate the operation and basic design parameters of the antenna. Many of the original
antenna parameters have an inherent assumption of a single-feed radiating element. How-
ever, for example, if multiple feeds with various phase/amplitude of excitation are used, the
antenna impedance parameter, for example, would need to be changed to an impedance
matrix. The design space provided by this new breed of radiating elements, where the an-
tennas are merged with electronics (Antentronics), is no longer limited by the constraints
of the traditional antenna structures.

In this particular design, we use integrated transistors to perform antenna switching in
time-domain to obtain narrow pulses. As shown in the Antentronic structure of Fig. 3.6,
CMOS switches are integrated on the folded slot dipole antenna structure. The impulse
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Figure 3.6: Antentronic structure with folded slot dipole antenna and synthesizable impulse
response.

Figure 3.7: Current distribution (darker regions on the metal indicate higher current density)
in the non-radiating mode (at specific point in cycle). Switch elements short the current to
ground at multiple points and disturb the fields thus eliminating radiation.

response of the antenna is artificially altered to obtain the desired time-domain response.
Here, the impulse response synthesis is aimed to extend the BW of the antenna but it
could as well be employed to obtain spectral or pattern properties. These switches turn the
antenna on/off depending on their conductivity.

Placement of distributed switches as opposed to a single large switch is advantageous in
both the radiating mode and non-radiating mode. In the former, the switch capacitances
are distributed along the antenna structure (similar to a distributed amplifier) and therefore
their parasitic effects are mitigated. In other words, in the radiating mode, the capacitance
of the switches does not limit the antenna transient response in the same way as a single
large switch in which case the RONCOFF product determines the response.

The other aspect of the pulse generation is turning off the pulse and removing the
energy from a “resonant” system. This happens in the transition to the non-radiating
mode. Contrary to conventional techniques, as previously described, the antenna actually
participates in this transition. In other words, the antenna is actively turned off as opposed
to terminating the signal down the chain and waiting for the signal energy to dissipate in the
antenna (a “passive” approach). Secondly, this turning off is achieved much more efficiently
by distributing the transistors across the physical dimensions of the antenna. By reducing
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the Q and providing shunt paths at multiple points (Fig. 3.7) the ON to OFF transition
speeds up. With a single large switch, the antenna structure will have a “pulse-tail” due to
the energy being dissipated over several cycles. At the same time, once the switches turn on
and shunt the energy away from the antenna, the impedance (and hence efficiency) will drop
significantly and the delivered PA power will also be considerably reduced further helping
the ON to OFF transition. Together, these effects lead to a faster turn off for the antenna
as well as a faster turn on due to smaller parasitics arising from smaller switch elements.
Simulations of this “distributed antenna” show 21dB of static on/off ratio (combined with
the PA, a larger on/off ratio can be realized). The equivalent on-impedance of the switches
is 60 Ω with 15fF (at center frequency) whereas in the off mode the shunt resistance goes
up to around 600 Ω (taking into account the large signal swing on the antenna structure).

Figure 3.8: Simulated input impedance of the antenna in transmit mode.

Due to non-ideal drive strength provided to the gates of the NMOS switches, the large
voltage swings in the antenna can couple to the gates of the NMOS switches. This will
modulate the conductance of the devices and by that reduce the antenna efficiency in the
transmit mode. For +15dBm of power on the antenna, this resistance drops from 600 Ω to
300 Ω affecting the radiation efficiency negatively. Input impedance simulation is shown in
Fig. 3.8.

Another issue regarding the switching response is that in this structure, it is important
for pulse signals to arrive on switching CMOS devices simultaneously. Signal distribution
needs to take into account all routing parasitic loadings such that this condition is met. In
addition to that, since there are large voltage swings, it is important to inhibit direct signal
coupling from these feed-lines to the antenna structure. The large ground plane around the
slot antenna is beneficial in this regard and can be used to reduce this direct coupling.

This antentronic structure is used in the voltage switching transmitter described in
section 4.6.
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3.2.2 Dual-Loop Antentronic Structure

Core Antenna Element

In the second antentronic design we have used a dual-loop antenna on a ground plane.
The loop antennas are resonant and are realized in the top metal layer. The ground is
placed underneath the chip. The radiation will be directed only to the top hemisphere and
the sensitivity to the external support substrate is eliminated. This is an advantage for
implementation of low-cost large-scale arrays.

To explain the radiation pattern and properties of a loop antenna, we start by a small
elementary loop (Circumference (C) ≪ λ). This antenna acts as a dual to an infinitesimal
dipole [56]. This magnetic dipole will radiate in the plane of the loop and have a null at
broadside (θ = 0) (Fig. 3.9). For the imaging array, a broadside gain is required which a
small loop is incapable to provide. As the loop size increases, there is considerable phase
shift of the current around the loop. At C ≃ λ, the phase shift around half of the loop is
∼ π. At this point, the two half-circles act similar to two electrical dipoles that are driven
in phase (because of the phase shift) and are separated by a distance close to a diameter
(D). This is shown in Fig. 3.10. The radiation pattern of this structure would then be
the combination of the two dipoles and hence there will be radiation on broadside. Also,
the total pattern is dependent on the distance between these two equivalent dipoles and is
different from a simple dipole pattern. In case of a fully circular loop antenna, this effective
distance is the diameter.

C<< 

C ~ 

Figure 3.9: Loop antenna together with radiation pattern in cases of small loop (circumfer-
ence ≪ λ) and resonant loop (circumference ∼ λ).

Next is the back-side reflector. A loop antenna will still be vulnerable not only to surface-
wave modes in the substrate but also to the material on which the chip resides. Adding a
reflector underneath the antenna will make the pattern unidirectional. Fig. 3.11 shows the
directivity of a resonant loop on a ground plane that is 4λ on the side (there is no silicon
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Figure 3.10: Resonant loop antenna equivalent to two half-wavelength dipoles.

substrate in this simulation). Substantial directivity results from this reflector. When the
height is λ

2
, images of these dipoles radiate an opposing signal and cancellation takes place on

broadside (hence the directivity drops). The ground plane also affects the input impedance
of the antenna (and hence potentially efficiency) through mutual impedances from the ele-
ments and the image components. As the distance is reduced (H ≪ λ), the antenna input
resistance drops significantly and it becomes impractical as an efficient radiator.

H

Figure 3.11: Loop antenna on ground plane with simulated broadside gain with varying the
distance between the loop and the reflector. The ground size is assumed to be 4λ on each
side.
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Figure 3.12: Radiation efficiency, broadside gain and input resistance of loop antenna with
silicon substrate on top of ground reflector.

Figure 3.13: Simulated E and H-plane pattern of the loop antenna on silicon substrate
(375µm) with finite reflector.

Fig. 3.12 shows the antenna broadside gain and radiation efficiency with the addition of
silicon substrate. This is the simulation for the core antenna and does not include connection
and matching losses. Also, Fig. 3.13 shows the E and H-plane patterns with the substrate
thickness of 375µm. It is clear from gain and efficiency simulations that there exists an
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Figure 3.14: Slot antenna on a dielectric substrate.

optimal substrate height for which the efficiency is maximized. This optimum is close to
λg

4
, where λg is the guided wavelength in the substrate. This is to be expected since the

dipole (effectively a current source) provides the maximum power when it is presented with
an “open”. The approximate short circuit realized by the ground plane is transformed to
an open with the quarter-wave substrate. The other interesting point is that compared to
a slot antenna realized in [11], the efficiency is somewhat improved. This is partly due to
the use of ground plane underneath the substrate. A slot antenna sitting on a substrate
of permittivity equal to ϵr and thickness d will have a large portion of the power absorbed
through the backside (some of which is turned into substrate modes). The ratio of the
front to back radiated power from an slot antenna (voltage source) (Fig. 3.14), assuming no
dissipation, can be approximated as:

Pfront

Pback

=
Zback

Zfront

=
Zback

Zair

(3.2)

In the special case of quarter-wave substrate we have:

Pfront

Pback

=

Z2
sub

Zair

Zair

=
1

ϵr
(3.3)

The grounded loop is unidirectional and does not suffer from the same effect and also,
as discussed previously, does not excite TE0 modes (as does a dipole with ungrounded
substrate) and the TM0 is not excited as strongly as in the slot for larger thickness substrates
[42]. There is, however, another effect that helps the loop antenna be more efficient compared
to the slot. Since the loop effectively acts as two dipoles spaced apart, one can optimize
the dimensions and spacings to cancel specific surface-wave modes. This would be similar
to a dual-slot structure as proposed in [50]. The difference here is that there is only a
single feed and the structure automatically acts like two dipoles. The disadvantage is
that the dominant TM0 mode is primarily launched off the end of the dipole and the best
cancellation is achieved when using end-to-end dipoles [50]. However, with the implemented
375µm substrate and at higher frequencies approaching 100 GHz, other non-TM0 modes
are also activated and cancellation can focus on these higher modes. In fact, for a dipole
on a grounded substrate with medium thickness, a large portion of the power is lost to the
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TE0 mode. TE0 is propagating broadside to the dipole and hence it can be canceled by
using a dual-dipole structure (or equivalently an appropriately sized loop). This (partial)
cancellation can only be applied to a single mode and if the thickness is larger such that
other modes are dominating (e.g. TM1 or TE1), it will not be as effective. For cancellation,
the lateral dimension of the loop needs to be close to one half of the guided wavelength
of that particular mode. Here, we are using a octagonal loop and if better cancellation is
required, the horizontal and vertical dimensions could be designed to be slightly different
(elliptical shape). The other important point is that the size and position of the ground
plane underneath the chip plays an important part in obtaining the increased efficiency.

Antenna Switching Network

As was briefly discussed before, the goal of the antentronic structures designed here are
to provide pulse switching functionality in the antenna. In Chapter 4 we will discuss pulse
generation mechanisms and the system design associated with initiating ps pulses. In this
chapter, antenna network designs that incorporate switching and can generate and transmit
high-frequency pulses are addressed.

In this second design, to accomplish switching, a dual-loop antenna is implemented.
Two, symmetric, co-centric, independently driven loops are realized. The loops are driven
by a current multiplexer (MUX) in this combined antenna-electronic (antentronic) structure
(Fig. 3.15). The circuit details of the MUX and current switching scheme are available in
Chapter 4.

Dual-Loop

Antenna Non-Radiating

Mode

Radiating

Mode

I
RF  (!xed direction)
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Alternating 

Direction

Figure 3.15: Dual-loop antentronic structure.

Through the use of the current MUX, the AC current of the outer loop antenna is kept
at a single polarity while the inner loop’s current is phase-inverted using a double-balanced
Gilbert between radiating (Rad) and non-radiating (NR) modes. In the Rad mode, the
two loops carry the exact same current and hence the dual loop antenna radiates. In
the NR mode, the two loops have opposite polarity currents and the antenna turns into a
transmission line driven with opposite polarities from the two sides (Fig. 3.16). This method
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Figure 3.16: Dual loop antenna under non-radiating drive conditions. This resembles a
transmission line.

of realizing a pulse is fundamentally different than conventional techniques in that instead of
turning the pulser off by shorting the output of the device, we are essentially employing an
active cancellation scheme. If designed properly, this active cancellation can take place faster
than turning off the element. It will also be more effective since the propagating pulse gets
canceled both in the near-field and far-field. In the near-field, since it is now a transmission
line, the stored energy close to the element is reduced as compared to a large loop where the
magnetic flux is not canceled. In the far-field, we can see this as two collocated antennas
with alternate polarity where the residual transmitted pulse energy cancels. Simulations
show the antenna efficiency dropping by almost two orders of magnitude from Rad to NR
mode. The core efficiency goes from 47% to 0.5%.

In the NR mode, the input impedance seen into the network will be low (limited by
losses). Fig. 3.12 shows the equivalent shunt input resistance of the dual-loop structure in
Rad and NR modes (neglecting conductor losses). The impedance in the NR mode could
be slightly changed with varying the distance between the antennas (which changes Z0,diff )
but remains low due to the specific topology and drive. The low impedance reduces the
delivered power to the structure. This reduction in power improves the total ON/OFF ratio
beyond the near-field/far-field cancellation effect.
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3.3 Wideband Antennas

Wideband antennas are essential for the receiver section of the array. There are limits
on the ability on removing antenna imperfections by post-processing and hence antenna
bandwidth plays a key role in array performance. Larger bandwidth often comes with the
price of lower efficiency. In addition to efficiency, spatial response of the antenna can suffer
when wider bandwidths are required.

Figure 3.17: Some wideband antenna designs. A disc antenna (left) as well as a tapered
slot loop antenna (right) are shown. The antenna on right could also be categorized in the
coplanar path family.

Some examples of investigated antennas in the 94 GHz band are shown in Fig. 3.17.
A disc antenna provides a very large bandwidth. Multiple disc elements can be placed
in different sides of the common ground plane. The disc combines traveling and standing
waves to achieve a large bandwidth. It, however, requires a large metal area and may not
be suitable for arrays. Depending on the ground size used, the pattern and efficiency may
also suffer in an on-chip version of this antenna. Another interesting option is the slot loop
antenna (or equivalently a coplanar patch). It can be designed as a ring or as a square. It
is basically the complementary version to a loop antenna. The slot loop works similar to
a dual-slot antenna (described in previous sections) and can have a large efficiency on the
silicon substrate (possibility for TM0 mode cancellation). However, the bandwidth (close
to 10 %) is not adequate for our applications. A wider gap can provide larger bandwidths
at the cost of other complications. A tapered slot loop can provide the bandwidth as well
as the efficiency. This is shown in Fig. 3.17. This antenna can provide a -10dB bandwidth
from 65 GHz to 115 GHz. One problem with this antenna is the large metal area used in
the disc as well as the ground plane. Density requirements necessitate using metal grids
that can ultimately decrease conductivity and reduce efficiency.

For the TUSI project a tapered loop antenna with ground reflector was adopted. This is
essentially a microstrip dipole antenna as previously described. The tapering increases the
antenna bandwidth. The structure of the antenna for the 94 GHz band is shown in Fig. 3.18.
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The antenna radiation pattern (antenna gain) is shown in Fig. 3.19. This antenna is used
in the transceiver chip.

650μm

Chip

Metal Reflector

Metal Reflector
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(Top View)
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Antenna (Top Metal)
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Figure 3.18: Tapered loop antenna on silicon substrate.
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Figure 3.19: Single-element tapered loop antenna pattern. Antenna gain (dB) is shown in
both E and H planes.
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Chapter 4

TUSI Transmitters

In this section we will describe the design and measurements of two transmitter chips
in a 0.13 µm SiGe BiCMOS process. The two chips (Voltage Switching or VS and Current
Switching or CS) have many similar components but differ in some critical parts. First the
antentronic structures are fundamentally different (see chapter 3). The VS version uses a
folded slot dipole antenna whereas the CS transmitter utilizes a dual-loop structure. As a
result, pulse driver circuits see different loads and use different designs to provide adequate
rise/fall times. Secondly, the power amplifier drives a differential antenna in one design
and a single ended antenna in the other. This leads to different common-mode concerns
with stability and otherwise. Moreover, the CS design incorporates additional functionality
such as power tuning capability as well as a significantly higher PRF. In this chapter, the
common areas of designs are addressed at the beginning of the chapter. Differences as well
as experimental results are presented towards the end.

4.1 Process Overview

A 0.13 µm SiGe BiCMOS process is used in this design. The technology node, par-
ticularly the frequency response, used for our prototype has been well documented in the
literature (e.g. by Garcia et al. [57])).

Another process figure-of-merit for high-frequency designs is the breakdown voltage of
the technology. This is especially important in design of circuit blocks with a large output
power (e.g. drivers or the power amplifier). As will be described later, the breakdown
voltage plays an important part in determining the maximum power per device. We can then
combine multiple device outputs to provide a larger total power. However, this combining
has limits in terms of losses as well as bandwidth and therefore a larger total transmit power
will eventually dictate a larger per element power.

The background details regarding breakdown voltage in MOS and bipolar devices is
provided in [58]. In a bipolar device, the two main metrics are collector-emitter breakdown
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voltage with the base being open (BVCEO) and the collector-base breakdown voltage with
an open emitter (BVCBO).

In the normal operation region of the device, the CB junction is reverse biased. Hence,
the BVCBO value reflects the reverse junction breakdown of the CB junction (in a common-
base configuration). The common-emitter characteristic breakdown is a little more complex.
This is because the generated electron-hole pairs in the avalanche process play a role in the
base current. More specifically, the holes, in a npn device, contribute to the base current.
This will lead to an amplified avalanche effect. Details of the analysis are provided in [58].
It is shown that the BVCEO is substantially lower than BVCBO. In this process BVCBO=5.5
V and BVCEO=1.6 V.

An important result from the breakdown analysis is that if the base impedance is reduced
in the CE configuration, then the reversed current that flows on the base does not lead to a
large voltage increase and effectively a larger CE breakdown voltage can be obtained. The
simulated BVCEO of a 5µm device is shown in Fig. 4.1. Biasing circuits that provide a lower
“drive” impedance on the base are preferred to obtain a larger breakdown voltage.
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Figure 4.1: Collector-Emitter breakdown voltage of a 5µm device.

Another significant concern for design of high-frequency circuits in silicon is the passive
losses incurred on the chip. In chapter 5 we will describe specific concerns related to the
design of extremely wideband distributed amplifiers. Due to the specific available substrate,
oxide and metal thicknesses, a microstrip line is preferable to a coplanar waveguide (CPW)
in the SiGe BiCMOS process. For differential structures a dual microstrip line with or
without side-walls can be employed. The dispersion shape as well as the losses are within
acceptable limits for designs up to a few hundred gigahertz. Details of the transmission line
losses in this process are outlined in the literature [57] [59].
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4.2 Transmitter Architecture

The TUSI system aims for a programmable pulse generation from 350 ps to 25 ps with
larger than 15 dBm of equivalent peak CW power at 90 GHz carrier. Obtaining a variable
pulse width down to 25 ps results in bandwidths in excess of 40GHz around the carrier
and this is a significant challenge. In time-domain, this translates to pulse widths that
are only a few cycles long. The challenge is further exacerbated by the peak power and
programmability requirements on the pulse.

To generate a narrow pulse on the mm-wave carrier, two distinct objectives need to be
addressed. First we need to generate an accurate, narrow, and programmable pulse (or
edges), and second we need a mechanism to modulate the carrier envelope.

4.2.1 Pulse Modulating the RF Carrier

Assuming a pulse (or edge) is created by the high speed baseband circuits, a switching
function is needed to modulate the carrier. If this switch is placed early on in the path
(Fig. 4.2a), then all stages following it will need to have the full bandwidth (BW) of the
pulse modulated carrier signal which is in excess of 40 GHz in this design. The actual
3dB BW will have to be even larger to maintain constant group delay and pulse integrity
especially if multiple stages are cascaded. This BW requirement will severely limit the
attainable power and gain in the amplification stages. Distributed amplifiers can provide
a large BW [60] [61] [62] [63] but are often limited in terms of their gain and maximum
deliverable power. On the other hand if the switch is placed towards the end of the chain
(Fig. 4.2b), power handling, loss, and BW of the switch driver are the limiting factors,
especially if a series type switch is used. We push switching elements down the chain
towards the antenna to preserve pulse integrity. Series switches are avoided due to their
undesirable loss/BW tradeoff. The switching functionality is embedded in both the antenna
(using the Antentronic architectures described chapter 3) as well as the final stage of the
PA (as current commutation).

4.2.2 Hybrid Switching

Conceptually, to generate short pulses, one needs to have two complementary delayed
edges and combine them to obtain a pulse. The pulse generation can be thought of as an
ANDing of these two complementary signals. Generating a pulse early in the driver stages
(Fig. 4.3a) will lead to amplitude reduction due to the limited BW of the stages that the
pulse must travel through. Thus, the ANDing of the edges should take place as close to the
PA and antenna as possible in order to preserve pulse integrity. One option is to combine
the two edges as late as possible to generate a pulse and then send this pulse directly to
either the PA or antenna (Fig. 4.3b). The other option is to use both the antenna and PA
to realize the AND function by sending one edge to the PA and the other to the antenna
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Figure 4.2: Conceptual switching options for pulse modulating the carrier. Switching early
in the RF path (a) or towards the end of the path (b).

(Fig. 4.3c). The latter technique is the hybrid method proposed in this paper. In this
approach, a full baseband pulse is never formed in the driving stages. The pulse-modulated
carrier is formed by a collaboration between the PA and the antenna.

Intuitively, it is much more difficult to successively turn on and off a system with memory
(i.e. capacitors and inductors) in a short period of time (relative to system time constants)
than it is to perform two independent transitions. Generally speaking, this is due to the
memory of the system; when you want to quickly perform two successive switches, during the
second switch you must first counteract the initial momentum placed into the system. This
requires more work/energy than a single switch. Hence, hybrid switching should outperform
independent switching for narrow pulse generation.

One way to partially see the advantage is by considering the effects of driving the switch-
ing circuits of the PA or antenna. The switching circuits of the PA/antenna present a ca-
pacitive load to the driving stage. This driving stage will see some series resistance and
inductance when driving this capacitor (Fig. 4.4). For independent switching, a narrow
pulse signal is passed to this series RLC network whereas in hybrid switching, only a ris-
ing/falling edge (i.e. a step) is delivered. Due to the higher bandwidth of the narrow pulse
signal, the output, which is the switching signal, will have more severe ringing and is thus
potentially more prone to false pulse generation. Fig. 4.4 shows a plot of the responses of a
series RLC tank to a step, a 25ps pulse, and a 15ps pulse, all of which have unit amplitude.
For a given damping factor, the step function exhibits less ringing. Therefore, for a given
capacitive load and designing for no false pulses, hybrid switching can meet specs with a
smaller damping factor (i.e. higher parasitic inductance). In Fig. 4.4, we see that when
the step response is on the onset of giving a false pulse (defined as 50% of final value), the
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Figure 4.3: Pulse generation options. (a) Edge combining (ANDing) early in the chain
leads to amplitude loss; (b) Edge combining as close to PA/Antenna in order to retain pulse
integrity; (c) Hybrid switching.

pulse response gives a relatively strong false pulse. Secondly, the independent switching
performance degrades at lower pulse widths as seen by the reduced amplitude of the main
pulse and increased ratio of the false pulse energy to main pulse energy in the 15ps case
versus the 25ps case. Such behavior leads to an echo problem and thus limits the detection
sensitivity of the receiver.

To summarize, the hybrid switching technique has three main advantages. It pushes the
ANDing functionality and pulse formation to the end of the chain and by that pushes the
limits of pulse width and fidelity. It also avoids pushing a single element in the chain into
ON/OFF states rapidly. Thirdly, it provides a better control over the programmability of
the pulse width since here two edges are controlled independently. Being able to control the
pulse width with finer steps will also help achieve the limit on the pulse width.

There is a subtle issue about the pulse generation. Since the RF path has a delay from
the PA to the antenna, this will change the obtained pulse width and needs to be taken into
account.

In order to obtain ultra-short pulses with maximum flexibility, the TUSI TX chip is
designed with hybrid switching, independent switching and continuous-wave (CW) modes.
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The block diagram of the TUSI TX chip is given in Fig. 4.5. Details of the individual blocks
are described in the following section. Here, the antenna switching network is shown by a
conceptual diagram.
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Figure 4.4: Input equivalent circuit used to model the load of the driver stages with step
and pulse response of the PA/Antenna switching sections.

4.3 High-Speed Timing Circuitry

Given such a small pulse width (PW) requirement, emitter-coupled logic (ECL) [64] was
chosen for the pulse generation, mode selection circuitry, and high-speed buffers that are
used to drive the switching circuits of the PA and antenna. The high ft of the bipolar
devices enables ECL to provide high-speed, low-jitter operation at the cost of higher power
consumption compared to CMOS. In our design, we use minimum emitter length devices to
minimize power, 800 µA (1.3 mA/µm) tail current to achieve the maximum ft, and 500 Ω
loads to obtain 400 mV of output swing (Fig. 4.6).

At the start of the timing chain, the transmitter receives a clock signal (up to 3.45GHz
for CS and 1.6GHz for VS) from an external source and uses that to set the pulse repetition
frequency (PRF). Due to signal dispersion and losses from elements on board and especially
bond-wires, a high speed clock receiver is required to regenerate signal edges and to maintain
clock signal integrity. This block is placed close to the receiver pads. The high speed receiver
drives the pulse-generation (PG) circuitry. The PG block generates and distributes pulses
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Figure 4.5: System block diagram of the TUSI transmitter.

or edges depending on the operation setting described above. Various sections of the timing
circuitry will be described in the following sections.

4.3.1 Mode Selection Circuitry

The timing circuitry allows for several modes of operation (Fig. 4.7). The modes are:
independent switching of the PA (Modes 5-6), independent switching of the antenna (Modes
7-8), hybrid switching (Modes 1-4), and no switching (Mode 9). In modes 1-2, the antenna
switches OFF->ON (while PA is ON) to initiate the pulse, then the PA switches ON->OFF
to end the pulse. The difference between these modes is the duty cycle of each switching
signal. In mode 1, the antenna turn-on time is tpg while in mode 2, the turn-off time is tpg.
In modes 3 and 4, the switching sequence is reversed; the PA switches OFF->ON (while
antenna is ON) to initiate the pulse, then the antenna switches ON->OFF to end the pulse.
In mode 5, notches are generated by turning off the PA during the short pulse width (tpg).
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Figure 4.6: Schematic of ECL logic gates used in design of High-Speed Timing Circuitry.

In mode 6, pulses are generated by turning on the PA during the short pulse width (tpg). In
modes 7-8, the same operations are done by turning on/off the antenna. In mode 9, both
the antenna and the PA are always on and not switched, enabling continuous transmission.

A block diagram of the mode selection circuitry is shown in Fig. 4.8. The OR gates
located closest to the PA/antenna drivers allow for static enabling of the PA and/or antenna
via two enable signals (ENp and ENa). In hybrid switching modes, both enable signals
are low and variable-delay inverters are used to generate a delay difference between the
critical transitions of the PA and ANT signals. This delay difference, tms, is digitally
controlled from 25 to 200 ps and determines the output pulse width in hybrid switching
modes. The combinations of the select signal of the two multiplexers generate 4 distinct
modes of operation (Modes 1-4). For example, if instead of driving a “Direct” signal to the
second MUX as in Fig. 4.8, we drive a “Switched” signal, the two output signals would be
interchanged and we would change from Mode 1 to Mode 3. Similarly, by setting the first
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Figure 4.7: Operation modes of TUSI transmitter.
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Figure 4.8: Block diagram of Mode Selection circuitry (programmed for Mode 1).

In independent switching modes, one of the enable signals (ENp or ENa) is held high,
tms is set to zero, and the tpg of the pulse generator determines the output pulse width. The
pulse generator architecture is described next.
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Figure 4.9: Simplified schematic of pulse generator.

4.3.2 Pulse Generator

A simplified schematic of the pulse generator is shown in Fig. 4.9. A clock signal is
passed to two parallel paths, one having an inverting delay element, and both are fed into a
two input OR gate. Pulse generation is triggered by a falling edge on the input clock. Thus,
the pulse repetition frequency (PRF) is equal to frequency of the input clock. The PW is
equal to the difference in delays between the two paths. Since the PW is determined by a
difference in path delays as opposed to an absolute path delay, this architecture theoretically
allows arbitrarily small PWs to be generated and is not limited by the gate delay of the
process.

MUX

8

8

DAC1[0:3] + DAC2[0:3]

tpg = Pulse Width

Single-ended to 

Differential Clock 

Receiver

fCLK = PRF

out

out_b
Dummy Buffer Buffer/Level Shifter

Dummy Buffer

Figure 4.10: Detailed block diagram of pulse generator.

A detailed block diagram of the entire pulse generator is shown in Fig. 4.10. A single-
ended to differential buffer is placed at the input to receive and sharpen the input clock signal
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(from pads). The sharpened clock signal is passed to two parallel variable-delay differential
buffer stages. Each buffer stage is comprised of two four-bit programmable-delay buffers.
The buffer on the lower path serves as a dummy buffer (all 8 bits are tied to ground). This
ensures that any difference in the path delays is primarily due to the programmable delay
of the upper path. Without this dummy buffer, there would be a static difference between
path delays for the case when all programmable bits are 0, thereby limiting the minimum
achievable PW. Simulations show that without the dummy buffer, the minimum attainable
PW is limited to ∼ 35ps. A buffer stage is placed before the OR gate to perform level
shifting (emitter follower of ECL cell is removed) on one of the inputs to the OR gate. An
output MUX is added at the output and acts as a butterfly switch for providing either a
pulse or notch.

4.3.3 Programmable Delay

Two delay differences (tpg,tms) are digitally controlled by switch capacitors. There are
many options for obtaining variable delay in a buffer cell. Variable capacitive load was
chosen for the ease of implementation (other methods, such as variable tail current, require
external circuitry in order to maintain a constant Vswing). For a fixed tail current and load
resistance, the ECL buffer delay is approximately

td =
Cvar × Vswing × ln2

Itail
(4.1)

where Cvar is the variable capacitive load, Itail is the tail current, and Vswing = Itail ×
RL. Thus, Cvar provides a direct (and linear) handle on the delay of the buffer cell which
translates into a direct (and linear) handle on the PW. A plot of the attainable pulse widths
at the end of the chain (output of PA driver) is shown in Fig. 4.11. Although the pulse
generator can deliver pulses below 25ps, as discussed in the previous section, these pulses
do not propagate to the end of the chain due to the bandwidth limitation of the path. This
effect is depicted in Fig. 4.12.

Although the simplicity of controlling buffer delay via variable capacitive loading makes
it appealing for design, it does have some drawbacks. The first issue arises during hybrid
pulse generation. In these modes, the pulse signal is passed to two parallel paths with
a programmable delay difference, tms (Fig. 4.13). Ideally, each edge of the input pulse
generates two edges whose transition times differ by tms. However, when tpg/3 < tms, the
second edge becomes susceptible to timing errors. Since tms is obtained by altering the
output slope of one of the buffers, when tpg/3 < tms, the output of the variable delay buffer
will not settle properly in the time between rising and falling edges (given by the input
pulse width, tpg). Thus, the second edge no longer generates output edges with transition
times differing by tms. Modes 2 and 4 suffer from this issue when tpg/3 < tms. In our
system this does not cause a problem since for narrow pulses we can easily ensure that tpg is
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Figure 4.11: Plot of simulated pulse widths at the output of PA driver.
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Figure 4.12: Transient simulation comparing pulse generator output signal to the signal
arriving at the PA driver.

large enough compared to the pulse width. Large pulses could be generated in independent
switching modes where this is not an issue altogether.
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Figure 4.13: Illustration of timing uncertainty that occurs with specific settings of tpg and
tms.

4.3.4 Impact of Jitter in Pulse Generation

The integrity of the time at which a pulse is generated is crucial for high-resolution
imagers. Determining the time of flight (TOF) of a transmitted pulse is crucial in any
radar system. Assuming a perfect receiver (i.e., no jitter on sampling clock), any timing
uncertainty during pulse generation will result in uncertainty in determining time of flight.
Thus, for the TUSI system, the jitter performance of the pulse generator is of significant
importance.

For the variable capacitor topology used, changes in delay are obtained by altering the
slope of the output waveform. Since output jitter is inversely related to the slope at the
zero crossing [65], large delay values (shallow slope) result in poor jitter performance. The
standard deviation of the timing error (jitter) was derived for an ECL gate and is given by

σt =

√
2kTCvar

I2tail
+

qVswingCvar

2I2tail
+

qrbCvar

3Itail
(4.2)

where k is Boltzmanns constant, T is temperature (in Kelvin), q is the elementary charge,
and rb is the effective base resistance of the bipolar device. From 4.2, we see that increasing
the PW (increasing Cvar) will result in an increase in timing uncertainty. A plot of expected
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σt vs. PW is shown in Fig. 4.14. For this plot, σt is the simulated rms-jitter of a single
variable-delay cell.

However, since the primary requirement for low jitter pulses is in the short pulse regime,
this technique provides adequate accuracy. For longer pulses, due to lower BW, resolution
is compromised in favor of signal level and jitter tolerances are higher.

Figure 4.14: Simulated period jitter (rms) of variable delay buffer.

4.3.5 High-Speed Output Buffer

For a short pulse generation, driving the large capacitances from the PA or the antenna
network poses a great challenge. In the case of the CS scheme, the PA presents a capaci-
tive load close to 200 fF while the antenna network has a load closer to 100 fF. In the VS
scheme, the antenna will present a larger load of 200 fF due to using CMOS devices as the
switching elements. The bandwidth of the system needs to support adequately short rise
time (tr). For generation of pulses in the order of 50 ps or less, tr of 10-20 ps is required
for the drivers. In terms of small signal BW, this translates to BW ≃ 0.7

tr
. For example, for

a 20 ps rise-time, 35 GHz of bandwidth is required. At the same time, for the large-signal
swing, adequate current has to be provided to drive the 200 fF load as well as any other
parasitic capacitances. For 1V swing and 20 ps rise time, an average current of 10-15 mA
needs to be provided to the capacitor. To meet the fast transition time as well as the large
output current requirements, an emitter follower structure is employed (Fig. 4.15).
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Figure 4.15: Circuit schematic of the high-speed buffer driving the PA and the antenna
network.

Swing Requirements

Depending on the switching scheme, different swing requirements are to be met. For
example, in the CS scheme where the current is steered between two different states using
bipolar devices (the scheme is described later in this chapter), a smaller swing is required
compared to the VS scheme where CMOS conductance is modulated to perform RF switch-
ing. In the case of CMOS devices, the capacitive load is larger and a larger swing is also
required. This reduces the ON/OFF ratio of this scheme.

For the VS scheme, a 1.4-1.5 V maximum output swing is deliverable to turn the load
ON/OFF. Emitter followers are used as mentioned previously. When driving the antenna
CMOS switches, an optional negative voltage (-0.4 V) could be applied at the emitter of
the tail current source in order to drive the CMOS gates closer to 0V and thus reduce the
CMOS leakage current.

In the CS scheme, the swing is again programmable and can be as high as 1.4 V. However,
in measurements, often a smaller swing is selected to reduce transition times. The minimum
swing to have an acceptable ON/OFF ratio is about 0.4-0.6 V.

High-Speed Challenges

For high speed and low jitter switching, fast rise/fall times are desired. For our design, we
aimed for a nominal rise/fall time of 40ps (0-to-90% time) for the maximum swing setting.
For smaller swings this can be reduced (through bias settings and changing drive amplitude
of the pulse). Due to the minimum-sized stages used in the preceding blocks, intermediate
buffers are needed. Each successive stage’s current is sized up by a factor of 4 and the device
sizes are scaled accordingly. The final differential amplifier and emitter follower are shown
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in Fig. 4.15. The amplifier stage uses 8 µm emitter length device, 125 Ω load resistors,
and the nominal tail current of 12 mA (1.5 mA/µm), resulting in an output swing as large
as 1.5 V. The emitter follower of the output buffer uses 24 mA (1.5mA/µm) current and
its emitter length is 16 µm. The currents are programmable by a 4 bit digital-to-analog
converter (DAC).

Rs

CLOAD

Zo, L

Vin(t)

Figure 4.16: Simplified circuit model for buffer circuit including the trace.

While very fast, the emitter follower may have stability problems when driving a ca-
pacitive load. Depending on operating conditions, the output of the follower can appear
inductive [58]. Combined with a capacitive load, the output signal will then be suscepti-
ble to ringing. To make matters worse, the physical distance between the output buffer
and switching circuits results in a non-negligible parasitic inductance being placed in series
with the capacitive load (Fig. 4.16) which makes the output of the follower appear more
inductive. Although ringing in the response can reduce the rise/fall time, large peaking
can make the transistors fall into the high-current region and increase the output jitter. In
addition, large ringing can cause the succeeding stage to repeatedly switch on/off before
settling, making the switching time ambiguous by generating false pulses or echoes.

At the end of the buffer, there is a finite length of a trace that connects to the PA or
the antenna network. The line is terminated by a dominantly capacitive load. The model
is shown in Fig. 4.16. In the case of the matched driver (i.e. Rs = Z0), for an applied input
step, the output capacitor voltage charges to the final value of Vm = Vsource with:

VL(t) = Vm{1− e−(t−td)/τ} t ≥ td (4.3)

where td = l/v with v the wave velocity in the line and τ = Z0 CL. If the driver is not
matched to the line, there will be additional reflections from the source side. In the extreme
case of ideal driver (Rs = 0Ω), capacitive load and a lossless line, the output voltage starts
to toggle between 2Vm and 0 with a period of 2td. This is due to the total reflection at the
source with Γs = −1. This situation is equivalent to the severely underdamped response of
a second order circuit.

The case we are interested is not an ideal step response but rather the response to a
step with a finite rise time. We will use an exponential step (i.e. Vin(t) = V0(1− e−t/τ0)) to
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model the input finite rise time. With this input voltage the output of a capacitively loaded
transmission line follows:

VL(t) = V0 + V0(
−τ

τ − τ0
){e−(t−td)/τ}+ V0(

τ0
τ − τ0

){e−(t−td)/τ0} t ≥ td, τ ̸= τ0 (4.4)

This simplifies back to (4.3) when τ0 = 0. It also simplifies to a single time-constant
exponentially approaching step when one of τ or τ0 dominate the other. Fig. 4.17 shows the
results.

0 50 100 150 250 300 350 400
0

0.5

1

Time [ps]

N
o

rm
a

li
ze

d
 A

m
p

li
tu

d
e

=20 ps, 0=5 ps or
=5 ps, 0=20 ps

eff  =29 ps

=20 ps, 0=20 ps

eff  =48 ps

=20 ps, 0=40 ps

eff  =70 ps

Figure 4.17: Response of a capacitively terminated transmission line to an exponentially
approaching step function. Line delay (td) is 100ps. The transmission line is assumed
matched on the source side.

Due to limitations of the ECL follower driver response in small and large signal scenarios,
matching the driver side will pose challenges. Also, to decrease the step rise time, we can
design the circuit to be slightly underdamped. To avoid excessive ringing that might lead
to “echo” pulses, care must be taken in the design. To simplify the analysis we observe
that for practical drivers in this technology process (ft=230GHz), the rise time is typically
much longer than the delay incurred in the trace transmission line leading to the antenna
or the PA and we can essentially approximate the line with the equivalent inductance (i.e.
L ≃ Z0 td [47]). In that case, we are looking at the response of a second order RLC circuit
to a ramp or exponentially approaching step input. For this network, a smaller driver
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impedance leads to larger Q factor and hence faster rise time but with more severe ringing.
Due to the design of the switching network, we primarily care about a fast rise time as
long as the ringing or more importantly the undershoot voltage value remains higher than
a specific “threshold”. Fig. 4.18(a) shows the response of the second-order system to an
exponentially approaching step input. Due to a non-ideal drive (exponential input signal),
the output signal can experience ringing prior to reaching its final value. This is in contrast
to a step-response. Care must be taken in the analysis due to this effect. Fig. 4.18(b)
shows the contours of constant undershoot (in percent from final value) in a system with a
fixed capacitor load (200 fF) and with an exponential input (tr=22 ps) under different trace
inductance and source resistance values. Given that a 15% undershoot value is acceptable,
this figure can be used to select acceptable L/R regions. As shown in Fig. 4.18(c), the time
it takes to reach 80% of the final value generally increases with increasing the damping
factor or source resistance.

4.4 Quadrature Voltage Controlled Oscillator (QVCO)

A 94-GHz clock source is generated by an on-chip VCO using a differential Colpitts ar-
chitecture, which is commonly used for millimeter-wave applications [66] [67] 1. Compared
to the cross-coupled VCO, the differential Colpitts VCO offers better phase-noise perfor-
mance and inherent buffering which mitigates the large capacitive loading from the output
buffer. Fig. 4.19 shows the simplified schematic of the Colpitts VCO. Neglecting Cbc, the
impedance seen into the base terminal is

Zin0(s) =
gm

s2C1C2

+
1

sCin0

(4.5)

where

Cin0 =
C1C2

C1 + C2

(4.6)

Note that C1 includes both Cbe and any external capacitance. However, the existence
of Cbc not only increases the input capacitance but also reduces the amount of negative
resistance generated. This is because the current that flows through Cbc is not sensed by
the transistor and is “wasted”. The input impedance with Cbc is

Zin(s) = Zin0(s)
1

(1 + Cbc

Cin0
+ gmCbc

sC1C2
)

(4.7)

With Cbc ∼ 0.5Cin0, the negative resistance is lowered by a factor of 2.2 at 94 GHz. The
situation is worse if the outputs of the VCO are taken from the collectors since Miller effect
increases the effective capacitance.

1Many thanks to Jun-Chau Chien for collaboration in the TUSI project and in the design of VCO
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(b) Contours of undershoot value (in percent from
final value) in the case of driver circuit. The input
is an exponential step with time constant τ0.
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(c) Contours of 80% rise-time values (in ps) for the
driver circuit.

Figure 4.18: Design curves for pulse driver circuit parameters. Input is an exponential step
with a rise-time (10-90%) of 22ps.

To improve negative resistance, transformer-coupling [68] is utilized by cross-coupling
the differential inductors at the bases and the collectors, as shown in Fig. 4.20. Such a
technique has two benefits: (1) the arrangement of the coupling leads to additional positive
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Figure 4.19: Simplified schematic of the Colpitts oscillator.

feedback which increases the loop gain while the capacitance between the two windings acts
as a negative Miller capacitance; (2) the mutual inductance improves the area efficiency and
facilitates the implementation and layout of coupled VCO for quadrature generation.
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Figure 4.20: Complete schematic of QVCO.

To enable future integration with the receiver, quadrature outputs are generated even
though only one differential output is required in the transmitter. Anti-phase coupling is
realized by sensing the oscillation signals from the collectors of one VCO and feeding these
signals to the emitters of the other [69]. More details on the design of the oscillator are
available in [11]. Frequency tuning is achieved by introducing dual-oxide AMOS varactors
in the capacitive feedback network. With a channel length of 0.85 µm, the varactors show
a Cmax

Cmin
ratio of 2.7 and Qmin of 1.2 at 94 GHz. The overall tank quality factor varies from

3.1 to 10.6 over the tuning range.
Fig. 4.21 shows the schematic of the cascode buffers with the output matching network.

The outputs of the buffers are matched to 50 Ω with microstrip lines. Two resistors are
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Figure 4.21: Schematic of the output buffer.

added at the collectors to improve stability and bandwidth. Simulations show that the
buffer is able to deliver more than 0 dBm of output power with a tail current of 8 mA and
a bandwidth of 20 GHz.

Note that QV CO is susceptible to injection-pulling from both the PA and antenna due
to its low Qtank. Fortunately, the ground of microstrip lines provides first-order shielding
from the substrate. Nevertheless, attention must be paid in the layout to prevent coupling
through the ground plane.

Fig. 4.22 shows the measured tuning curve of a separate VCO test circuit. The measured
frequency tuning range of the VCO is 74 - 89 GHz while delivering an average output power
of -4 dBm. The measured phase noise at 74 GHz (with minimum Qvaractor) is -104 dBc/Hz
at 10 MHz offset, as shown in Fig. 4.22. Note that in the measurement, bimodal oscillation
is not observed. However, the oscillation frequency is lower compared to simulation. This
is mainly due to the modeling errors in the varactors. In the system measurement, the
bias current of the coupling transistors are changed using the integrated programmable 4-
bit DACs to increase the oscillation frequency such that it matches the design of PA and
antenna. This problem with the modeling is addressed in the design of the final VCO/PLL
in the transceiver (chapter 6).

4.5 Switched Power Amplifier

The power amplifier needs to provide ∼+20dBm of saturated output power and is there-
fore handling large voltages/currents. Technology breakdown voltages for the bipolar device
in 0.13µm SiGe process are: BVCEO = 1.6V and BVCBO = 5.5V . BVCEO is the collector
to emitter breakdown voltage when the base node is open [58]. As long as the impedance
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Figure 4.22: Measured VCO tuning range as well as the measured spectrum at 74 GHz.

that is driving the base node is small, we can have a voltage swing between collector and
emitter that is considerably higher than BVCEO. Fig. 4.1 shows the simulated BVCEO with
varying the base resistance. The DC bias network should accommodate the required low
impedance at the base of the device.

Often when designing a high-frequency “linear” type power amplifier, to first-order, the
figure of merit for the the device (in terms of output power) is IDC

C
× VBR in which C is

the device capacitance and VBR is the break-down voltage. A bipolar device in a scaled
technology typically operates with 1-1.5mA/µm (of emitter length) with a capacitance of
approximately ∼ 10fF/µm. So the first part of the figure of merit described above, the
current-to-capacitance ratio, is approximately 0.1mA

fF
. In a scaled CMOS node (e.g. 65nm)

the current density in a general purpose (GP) process could be as high as 0.4mA/µm (chan-
nel width) with the capacitance of ∼ 1.5fF/µm leading to a ratio of ∼ 0.25mA

fF
. Therefore,

in terms of current, CMOS has an approximate advantage by a factor of 2.5. In terms of
break-down voltage, which is the second part of the figure of merit, bipolar devices could
outperform CMOS by a factor of 2-3 depending on the specific topology and bias condi-
tions. All in all, bipolar devices are not at a great advantage point in terms of high power
mm-wave signal generation except that high voltage operation reduces sensitivity to sup-
ply network. Therefore, as is the case for CMOS mm-wave PAs, it is necessary to employ
power-combining schemes to achieve the desired power levels in this design.

The PA is implemented as a two-stage differential-cascode transformer-coupled amplifier
as shown in Fig. 4.23. Design details are available in the following publications [11] [70] .
Differential design reduces the amplifiers sensitivity to the surrounding ground plane and
reduces the need for bypass capacitors. This is especially important because the size of
bypass capacitors is limited at mm-wave frequencies due to self-resonance. Also, differential
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design offers more predictable performance by confining high frequency signal loops.
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Figure 4.23: Two-stage transformer-coupled power amplifier.

The first stage uses 5(finger)×(2µm) transistors and the second stage uses 5(finger)×(4µm)
transistors. The design consumes about 72 mA of current from a 4V power supply. It
achieves a P−1dB of 14.4 dBm with Psat varying between 15-17dBm across 80-90GHz. The
peak measured PAE is 9.25% at 89 GHz. To enable switching, the PA uses a Gilbert cur-
rent commutation topology. As shown in Fig. 4.23, the control pulse signal from the high
speed timing circuitry is applied to the auxiliary path of the switching stage. The cascode
transistor on the main path is biased at 2.4V. The control signal voltage on the gate of the
auxiliary path provides a pulse signal with a maximum transition from 1.8V to 3V. Due to
the differential nature of the switching pair, when the control signal is at its lowest level
of 1.8V, the RF signal is routed towards the output stage and on-chip antenna. When the
pulse control signal is at its highest value of 3V, the RF signal is diverted towards the aux-
iliary path and away from the antenna. To reduce possible transient glitches to the output,
the base of the dummy path is controlled by the pulse and the main path’s base is biased
and bypassed. Since the base of the switching device in the PA presents a large capacitive
load to the ECL driver, potential instability concerns exist and were met with placement of
small loss on the base side. This was further explained in section 4.3.5.

Stability analysis is very important in the power amplifier design. Since antenna impedance
can be a function of its environment or, in this case, the switching state, the load impedance
of the power amplifier can effectively change and cause stability concerns. In the VS trans-
mitter, the antenna impedance changes as the switches in the antentronic structure go from
the OFF state to the ON state (chapter 3). In the CS transmitter, the MUX in the an-
tentronics structure shields the PA to some extent and a smaller impedance variation is
presented to the PA. Nevertheless, due to presence of residual variations, stability under a
variable load should be addressed. Fig. 4.24 shows the PA stability factor for various loads.

When we are dealing with the design of a differential power amplifier, not only does
differential stability have to be considered, but common mode stability is an important
factor as well. Transformers suppress the common mode signal by nature. However, the
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Figure 4.24: Stability factor of the PA under different presented loads to the output.

amount of suppression in common mode is usually a function of frequency and may not be
adequate. To reduce the stability concerns of the CM loop, a small resistor can be placed in
the CM path (bias). This does not affect the differential-mode gain and hence can ensure
stability without AC performance loss.

4.6 Voltage Switching Transmitter

In this section, a voltage-switching 90 GHz pulsed transmitter will be described. Voltage
switching refers to using an array of shunt CMOS switches in the antenna structure to
abruptly turn the transmission off. A pulse voltage is applied to the gates of these CMOS
devices simultaneously to activate them. The term voltage-switching is primarily used to
distinguish this mechanism to that of the current-switching (or current-steering) system
described in section 4.7. In reality, the actual output power of the device is modulated
using this switching scheme.

4.6.1 Voltage Switching Antentronic Network

This transmitter uses the antenna structure described in section 3.2.1. Therefore, both
the antenna and the PA have built-in switching functionality and the hybrid switching
technique described before can be utilized. The block diagram of the system is shown in
Fig. 4.5.
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Figure 4.25: Chip micrograph of the TUSI VS transmitter.

4.6.2 Experimental Results

The transmitter is realized in a 0.13µm SiGe BiCMOS process with ft=230GHz for
bipolar HBT devices. The die photo is shown in Fig. 4.25. The chip occupies a small
footprint of 1mm×1.2mm (including on-chip antenna). TX measurements are done using
a W-band horn antenna, a downconverter (D.C.) (5dB ripple up to 33GHz), a 50GHz
spectrum analyzer, and a triggered oscilloscope. Initial measurements were done using the
Agilent 86100C sampling oscilloscope with the 20GHz head [71]. We later used the 70GHz
head (option 040) to obtain better measurements. A chip-on-board assembly setup is used
to avoid the need of RF or DC probes, thus providing an appropriate radiation environment
for the antenna. Fig. 4.26 shows the measurement setup. The horn antenna is situated at
a distance of 15 cm above the chip plane. A clock generator is used to provide the pulse
repetition frequency (PRF) for the chip as well as to trigger the oscilloscope.

Even with the high frequency sampling oscilloscope, three main factors limit measure-
ments for very narrow pulses: (1) The limited BW of the external downconverter (D.C.)
(up to 33GHz); (2) a free-running VCO (not locked to the PRF or the D.C. LO); and (3)
the LO feed-through of the external D.C. mixer to the IF output. These effects in combi-
nation make measurements of narrow pulses/notches very challenging. Moreover, the signal
is down-converted to an IF of 15 GHz, where it still has a carrier, which is detected by
the sampling oscilloscope. These limitations cause pulse amplitude reduction and ringing.
Fig. 4.27 shows a simulation of an “ideal” 90GHz 25ps (50%-50%) pulse going through an
otherwise ideal down-converter that is bandlimited to 33GHz. The results are superim-
posed on the PRF window as would be the case for the sampling oscilloscope. The obtained
pulse has considerable ringing, confirming that even in the absence of any other system
imperfections, the down-converter’s limited bandwidth will result in waveform artifacts.
The LO frequency selection plays an important role in the amplitude and shape of the
ringing terms. The curves are simulated for the setting used to obtain the pulses depicted
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Figure 4.26: Transmitter measurement setup.

in Fig. 4.28. Since the frequency of the carrier is not an integer multiple of the trigger
frequency (the PRF), the initial phase of the received sinusoid is random, leading to the
pulse envelope being “filled-up” by the carrier signals. With the integration of the PLL this
issue will be resolved. Measurements of the transceiver including the PLL are presented in
chapter 6.

Fig. 4.28 shows the measurements of 33ps pulse in Mode 6 (Independent PA switching).
This is an order of magnitude improvement over previously reported pulse widths obtained
in silicon [72]. As predicted by the discussed simulations, the bandwidth limitation in
the measurement equipment results in ringing in the measured pulse. Fig. 4.29 shows the
spectrum and time domain response of the selected modes including a plot of obtained
pulse-widths for the independent modes. Spectral measurements are used to pinpoint the
impairments in the systems in terms of frequency response or leakage tones.

As explained in Fig. 4.26, the down-converter uses a frequency multiplier (×6) on the LO
side to eliminate the need for a high-power mm-wave signal generator. The fundamental tone
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Figure 4.27: Ideal unlocked RF pulse (left) and simulated effect of non-ideal down-converter
(right). Bandwidth limitation is the only non-ideality considered here.

Figure 4.28: Measured pulse in mode 6 with (a) 50ps/div and (b) 10ps/div. Ringing due
to equipment BW limitation is visible in (a).

provided to the multiplier is around 13 GHz. The feedthrough of this tone and its second
harmonic are clearly visible in the spectrum measurements, which limits our minimum
detectable signal. The downconverted RF signal is also visible in spectrum measurements.
The spectrum exhibits a large peak at the equivalent of RF frequency since this spectrum
is from a notch mode (Mode 5) in which the carrier is present at output most of the time.

Fig. 4.30 shows another version of the spectrum measurements for a hybrid switching
mode. Here a 50 ps hybrid mode setting (Mode 3) is programmed. Fig. 4.31 shows the
measured pulse in the hybrid switching Mode 1. An impressive pulse width of 26 ps is
measured in this case. Here, the ringing amplitude is larger than previous measurements.
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Figure 4.29: Time domain measurements of mode 3 (53ps) and mode5 (35ps) with fre-
quency domain measurements of (mode5). Selected measured pulse-widths for independent
switching (modes 5-8).

Figure 4.30: Spectrum measurements of positive pulse in mode 3 (hybrid).

This is partly due to the measurement artifacts (exacerbated by the larger BW imposed
by this shorter pulse) and partly due to the transmitter getting close to its performance
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boundaries. Obtained results from hybrid mode measurements are shown in Fig. 4.32.

Figure 4.31: Time domain measurements from Mode 1 (hybrid) with (a) 50ps/div and
(b)10ps/div settings. Measurement shows pulse width of 26ps (50%− 50%).
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Figure 4.32: Obtained results from hybrid mode measurements (for select control bits (tms))

Measurements were also performed using reflections from an angled metallic reflector as
shown in Fig. 4.33 (to observe polarization, spatial dispersion, and pulse accuracy). The
distance on each side of this reflector was 20 cm and the receiver antenna position was
adjusted to observe measurable positioning accuracy. As before, the oscilloscope is set to
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the infinite persistence mode. After the first set of data was taken, the target position
was moved. This way, both targets show up on the screen. Without any post-processing,
two pulses were distinguishable with a time difference down to 23 ps. Frequency tone
measurements were successfully performed up to a distance of 1.2 m. The noise floor of the
oscilloscope (arising from noise and also LO leakage of the D.C.) limited pulse measurements
at that distance.

Table 4.1 summarizes the measurement results for the TUSI VS transmitter.

nal Spectrum A

(Agilen

Receiver

X

Metallic Surface

46ps 23ps

10ps/Div 20ps/Div

Figure 4.33: Measurements with a metallic reflector and infinite setting on oscilloscope.
With ∆X= 13.8 mm (c×46ps) the pulses are distinguishable (left). With ∆X = 6.9mm
(c×23ps) they are close to the accuracy limits and barely distinguishable (right).
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Table 4.1: Measurements Summary for TUSI VS

Performance Summary 

Technology 
0.13-μm SiGe 

BiCMOS 

Die Area 1.0 x 1.2 mm
2
 

PA 

Gain 12.25 dB (at 90GHz) 

Psat 17.2 dBm (4V) 

VCO 

Frequency 74 – 89 GHz (18.4%) 

Phase Noise 
-104 dBc/Hz at 10-MHz (at 

74GHz) 

Measured TX Performance* 

Independent 

Switching 

Mode 5. 35ps 

Mode 6. 33ps 

Mode 7. 47ps 

Hybrid 

Switching 

Mode 1. 26ps 

Mode 3. 53ps 

Power Consumption 

PA 270 mW 

VCO (w/ 

buffer) 
180 mW 

ECL Timing 

Circuits 
252 mW 

Total Power 
(including bias) 739 mW 

* Measurement limited by equipment bandwidth. New 

measurements obtained compared to [49] using higher 

BW oscilloscope and on wider range of chip settings 
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4.7 Current Switching Transmitter

375µm

Figure 4.34: System level block diagram of the current-switched transmitter with dual-loop
antenna.

The second transmitter uses a current-switching (CS) architecture and the dual-loop
antenna described in chapter 3. The CS transmitter block diagram is shown in Fig. 4.34. It
consists of a high speed clock receiver, pulse generation (PG)/distribution circuitry, VCO,
VCO buffer, LO distribution, power amplifier (PA), the switching dual-loop antenna with
the current multiplexer, digital control and biasing totaling to approximately 6000 transis-
tors.

4.7.1 Power Tuning Capability

Power tuning capability is an important functionality for an array imager. Once the
object is placed in the near-field of the array (and not the antenna itself), the signal levels
reaching the target from various sources are going to be widely different. Power tuning allows
for first order correction of this effect. It also allows for solving some of the “near-far” or
ambiguous range problems especially in cases where the PRF is very high. The system may
be used in scenarios where the losses are considerably smaller or only primary returns are of
interest. In such cases, the power levels can be tuned lower to avoid undesirable reflections
outside the main PRF as well as to avoid saturating the receiver.
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In this chip, power control functionality is implemented in both the PA as well as the
current multiplexer in the antenna. In the PA, power tuning takes the form of bias control
through a 4-bit DAC. In the antenna network, the bias current of the secondary side of the
transformer is tunable to allow for variable power generation (Fig. 4.35). Large changes in
the current will lead to undesirable frequency response impairments and are avoided. The
output power can be modulated by as much as 18dB using a combination of settings.

4.7.2 Current Switching Scheme

As mentioned previously, the switching functionality (for pulse or edge generation on
the carrier frequency) takes place both in the antenna and the PA. In the CS version, to
accomplish switching, a dual-loop antenna is implemented. The specifics of the antenna
design are described in chapter 3. Two symmetric, co-centric, independently driven loops
are realized. The loops are driven by a current multiplexer (MUX) in this combined antenna-
electronic (Antentronic) structure (Fig. 4.35). The PA provides the signal to the current
MUX through a single-turn wideband transformer. The secondary side of that transformer
uses a programmable current source that can vary the transmit power.

To obtain the full benefit of the energy cancellation scheme, the currents in the two
loops have to have the same amplitude with 180◦ phase difference. Therefore, symmetry
and matching of the two paths is extremely important. In addition, when switching occurs,
the current in the outer loop should be stable and unaltered. Fig. 4.35 shows the circuit
diagram. The MUX uses two additional devices in the outer-loop side where the collectors
are tied to the switching elements. This topology ensures that under both switching levels
of the input, this branch carries the same amplitude as the inner loop.

4.7.3 Experimental Results

Pulse Measurements

The TX was fabricated in a 0.13µm SiGe BiCMOS process [73]. The die photo is shown
in Fig. 4.36. The chip has footprint of 1.45×1.2 mm2. A chip-on-board assembly was used
to measure the chip. The measurement setup is very similar to that of the VS version. A
W-band horn antenna, a 3-33 GHz downcoverter, Agilent E4440 spectrum analyzer, and
Agilent Infiniium 86100C triggered oscilloscope with 70 GHz sampling head were used for
performing measurements. The chip is placed 25 cm away and directly underneath the
receiver horn antenna for direct pulse measurements.

Spectral measurements are shown in Fig. 4.37. As expected, the measured frequency
spectrum resembles that of a triangular pulse. In this figure, the sinc2 function is superim-
posed on top of the spectral measurements to provide a comparison to the ideal spectrum
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Figure 4.35: Circuit schematics of the current switching scheme transmitter.

of a triangular pulse. Measurements are performed close to the bandwidth limitations of
the external downconverter.

The down-converter uses a ×6 multiplier on its LO side. Spectrum measurements in
Fig. 4.37 reveal the LO feedthrough of the downconverter and the second harmonic. This
increases the signal level floor in the time-domain measurements. As seen by the same
figure, a 13 GHz tuning range for the center frequency of the transmitted pulse is obtained.
The center frequency varies between 77 GHz and 90 GHz.

Pulse widths down to 46ps have been measured. A transmit power of +10dBm is calcu-
lated from far-field power measurements. Measured half power beam-width is ±39 degrees
on H-plane. Fig. 4.38 also shows the achieved PRF of 3.45GHz as well as a plot of a selection
of measured pulse-widths.
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Figure 4.36: TUSI CS chip micrograph.

Radar Measurements

A bi-static setup was used to measure the performance of the transmitter. In this setup,
the pulses are reflected from an external surface and the reflections are then measured using
the downconverter. Time spacing of 46ps between distinguishable pulses was measured.
This equates to a spatial resolution of 13.8 mm in air (∼7.9mm in human body). Direct
measurements (in which the TX points towards the RX horn antenna with no reflections)
were able to determine 10ps pulse position changes (translating to 3mm displacement in air
and ∼1.5mm in human body). This accuracy is limited by the jitter accumulation in the
TX clock path and gets worst for longer pulses.

Measurements were also performed for the detection of multiple (more than two) targets
in which successive pulses are measured in the receiver. The setup is shown in Fig. 4.39. A
corrugated metallic surface is used to present the radar with multiple close-by targets. As
seen in the figure, 4 targets were distinguished within an area of 6cm. Table 4.2 summarizes
transmitter performance.
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Figure 4.37: Measured PSD of various pulses and pulse center-frequency tunability. Spec-
trum measurements of the down-converted signal are from DC to 26.5GHz.
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Figure 4.38: Time-domain measurements for different settings.
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Figure 4.39: Bistatic reflection measurements.
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Table 4.2: Measurements Summary for TUSI CS

(small signal)



84

Chapter 5

Receiver

5.1 94GHz Receiver Overview

As previously mentioned, the first frequency band to be implemented was chosen to be
the W-band. The 94 GHz transceiver is implemented in a SiGe BiCMOS process technology.
Unlike the external down-converters used in Chapter 4, here we utilize a direct-conversion
receiver. Fig. 5.1 shows the block diagram of the receiver. The external receiver had a block
diagram shown in Fig. 5.2.
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Figure 5.1: Block diagram of the direct-conversion TUSI receiver chain.

Direct-conversion receiver requires quadrature signal generation on the LO side as well
as separate I/Q paths for conversion.

Direct conversion suffers from some well-known issues that are documented in the liter-
ature [74] [75]. For brevity, only a brief description of some of the issues will be provided
here.

5.1.1 Distortion

In band distortion results from various sources in a direct-conversion receiver. Harmonics
of the input signal fall in the baseband spectrum and can directly couple through the mixer
to cause distortion. As an example, the second harmonic of the RX signal at the LNA
output is amplitude rectified and can go through the mixer and show up as a distortion
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Figure 5.2: Block diagram of the external down-converter used to characterize the trans-
mitter chips.

element in baseband. This signal occupies a large bandwidth (typically close to 2X the RF
BW). Since this is an imaging device, these distortion products, even when small compared
to the main signal, can cause severe limitations by generating false echoes. As previously
illustrated, a large reflection (usually from the skin) is accompanied by smaller echoes from
internal organs. Since the group delay response of the system is not flat with frequency, the
distortion products of the first reflection can coincide (in time) with later echoes rendering
detection impossible. In a data modulation system, the tolerance to phase error is set by
the complexity of the modulation and spectral utilization. In simple modulation schemes
(e.g. QPSK), this tolerance is relatively relaxed and is often compensated for using phase
rotation. In an imaging system, however, this can be much more complicated and the
tolerances smaller due to the unpredictability and large dynamic range of reflections.

In practice the AC coupling capacitor between the LNA and the mixer plays an impor-
tant part in reducing feedthrough of this component. The coupling capacitor can however
deteriorate the extremely wideband impedance matching between the LNA and the mixer.
Also, other harmonics of the RF signal can mix with overtones of the LO to generate signals
close to baseband. This issue is not dominant in our system due to the high frequency in
use. Third and higher harmonics are extremely small due to excessive losses at 270 GHz
and upwards. Also, balanced circuits are used where possible to mitigate even harmonics
to first order.

The other distortion component is due to self-mixing of the interfering signals falling into
the desired baseband spectrum. In addition, interferers can generate baseband components
due to IM2 products in the mixer. In the case of the 94 GHz receiver, close interferers
are not present due to sparsity of the spectrum usage as well as small range of operation
of the imager. Also, the frequency selectivity of the antenna mitigates the effect of other
interfering signals at much lower frequencies.

One of the most important issues is the DC offset problem due to self-mixing and leakage.
This offset can be large enough to overwhelm the receiver. Care must be taken to remove
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or mitigate DC offset in the imager. As will be explained later, the mixer incorporates
fine-tuning control settings to calibrate and to first order remove the offset.

In our system, the RF bandwidth is quite large compared to the center frequency. The
generated pulses have components that span as much as 40 GHz or more around the 94 GHz
carrier. This will also add to the problem of RF feedthrough since the 94 GHz is difficult
to fully filter at the corner of baseband frequency. Quantitatively, the baseband cutoff is
selected to be larger than 30 GHz for each of the quadrature components.

5.2 Wideband Amplification

Fundamentally, the two critical circuit functionalities that are required for a pulsed-
imager are wideband, low noise/ low distortion gain, and narrow pulse generation and
control. In this section, the design constraints related to wideband amplification in silicon
will be discussed. Two CMOS implementations that explore the fundamental boundaries
of broadband amplification will be presented. Finally, a SiGe distributed amplifier with
gain-bandwidth product in excess of 1.5 THz will be discussed.

5.2.1 Distributed Amplifiers

Wideband circuits find applications in various fields such as high speed links, broad-
band radio transceivers, high frequency instrumentation circuitry, high resolution radar and
imaging systems. With the scaling of CMOS technology and transistor cutoff frequencies
in excess of 100GHz, considerable research effort is invested in CMOS broadband circuits.
CMOS is a low cost (high volume) alternative to III-V technologies that are currently the
main option for millimeter-wave components. CMOS technology provides many advantages
as flexibility in number and topology of active devices and disadvantages mainly related
to the passive components on the lossy substrate. Mainstream CMOS technology does not
provide additional options for RF and microwave circuits and this results in excessive con-
ductive (series) and dielectric (shunt) losses in passive components. Also, lower intrinsic gain
from the devices decreases the margin for modeling errors and requires careful prediction of
device characteristics.

Distributed amplifiers (DAs) provide a large bandwidth in a given process with low sen-
sitivity to mismatches and modeling deficiencies and therefore are a prime solution for ex-
tremely wideband amplification [76] [77] [78]. The operation of a DA relies on the operation
of a synthesized transmission line formed by external inductive elements with the parasitic
capacitances from active devices. The addition of signal currents on the low impedance
drain line leads to a relatively low gain, albeit a large bandwidth. Numerous CMOS and
silicon based DAs in various forms have been reported [79] [80] [81]. More recent distributed
amplifiers have been published in the recent year [82] [63].

The rationale behind the DA will be shown using an approximate analysis. Starting from
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Figure 5.3: Comparing a single stage common-source to a distributed amplifier.

a simple single stage amplifier shown in Fig. 5.2.1 the gain, bandwidth and gain-bandwidth
product will be:

G = gmRL

BW =
1

2πRLC

G×BW =
gm
2πC

≃ ft (5.1)

Here we have assumed that the load capacitance of the element is C which could be the
next stage loading or the output capacitance of the stage. Now if we divide this device to n
smaller devices each device will have transconductance of gm

n
and a capacitance of C

n
(leading

to the same cutoff frequency). Inserting inductance elements between these capacitances
leads to a distributed amplifier with the following gain and bandwidth parameters (section
5.2.4).
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n

BW =
2

2π
√
LC

n

G×BW =
ngm
2πC

(5.2)

Hence using this simplified analysis we see that the DA has a potential to provide a much
larger gain-bandwidth (GBW) product. The real picture will need to include parasitics
associated with fragmenting the device as well as line loss and parasitic capacitance [78].

Increasing the gain of CMOS DAs usually comes at the heaviest trade-off in bandwidth.
Other amplifiers that achieve high bandwidths can only provide high gains at the lower part
of the available spectrum (based on the speed of the process) and this is mainly through
multi-resonant and compensation techniques that often provide non-predictable peaking
and droops and hence severe group delay variations. In the DA regime, previous techniques
to increase the gain rely on cascading elements and sections [83] [61] and this, without
provisions, can significantly reduce the bandwidth through the introduction of multiple
poles or cause of unpredictable effects in gain and bandwidth.

5.2.2 Passive Design

One of the main issues with the design of a CMOS DA is the inductive elements in
the synthesized transmission lines. Traditionally, these elements have been realized using
spiral inductors in CMOS circuits. On chip spiral inductors are very common and by using
the right geometry, the quality factor (Q) and the self-resonant frequency (SRF) could be
optimized for the required inductance value. However, when small inductance values are
required, spirals introduce a problem. In a DA, the spiral inductor (an inherently one-port
element) is driven from opposite sides as a two-port element (the signal comes in from one
side and exits the other side). This further complicates the picture with the additional
leads dependent on the size of the spiral as well as the way it would fit with the rest of
the DA. Given that the spirals do not lend themselves to an accurate scalable model, it
is rather difficult to design using these elements unless several iterations between the full-
wave electromagnetic (EM) solver and the circuit analyzer are performed. Even then, the
position of nearby elements and unavoidable ground planes in the final layout could alter
the inductance value and/or change the self-resonance frequency.

For large bandwidth DAs, the desired value of the inductor for the line is quite small.
This is because the ratio of inductance to capacitance being constant (and proportional to
the required characteristic impedance of the line), the product determines the bandwidth of
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the synthesized line beyond which the operation of the DA is not possible. The required in-
ductance value is in the 40-140pH range where the lower side corresponds to the inductances
in the M -derived sections.

Transmission lines are used as inductive elements in the synthesized sections of a DA to
remedy some of the issues for high frequency operation. CMOS transmission lines can be
relatively accurately modeled and they are inherently two-port devices. Our approach has
been to use a set of measurement based data to calibrate the loss parameters in the EM
simulator and to verify this with measurements from various passive components (trans-
mission lines, inductors and transformers). This allows for dependable data from the EM
solver and makes accurate modeling of transmission lines possible. Note that we require
transmission lines of high characteristic impedance (Z0). One can calculate the equivalent
impedance by modeling the section between two transistors by a Π-model and with a short
line approximation

Zin = jZ0 × tan(βlseg) ≃ jZ0 × βlseg ≃ jZ0 × (2πf)td (5.3)

where td is the delay in the section. Eq. 5.3 shows that the inductance of the segment can be
approximated by Z0td. Similarly, the total capacitance of the section can be approximated
by tdY0, half of this on each side of the model. A transmission line with extra parasitic
capacitances loading it periodically has an approximate characteristic impedance of

Zfinal =

√
Lline

Cline + Cpar

=
Z0√

1 + Cpar

Cline

(5.4)

Replacing Cline by
td
Z0

and replacing td by
lseg
vline

with vline being the wave velocity in the line,

one can derive the required segment length similar to [84] as

lseg =
Cpar × vline × Z0

[ Z0

Zfinal
]
2 − 1

(5.5)

On the other hand the maximum attainable bandwidth of the line depends on the length
of the segment. Quantitatively, the bandwidth of a synthesized line (ωc =

2√
LC

) is given by
2vline

lseg
. Fig. 5.4 illustrates the required initial Z0 for a desired cutoff frequency given realistic

loading from 90nm CMOS devices. Impedances in excess of 85Ω will be required to achieve
amplifiers with bandwidth larger than 70-80GHz. This is a challenge in a scaled standard
CMOS process with low resistivity silicon substrate, thin oxide stack and no thick metal
option.

For the realization of high impedance transmission lines, the coplanar waveguide (CPW)
structure is the best option among conventional topologies especially in a digital CMOS
process where the stack height does not suffice for design of high impedance microstrip
lines. Also, the grounded CPW may produce higher losses at high frequencies [85] as well
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Figure 5.4: Line bandwidth limitation due to the initial Z0 of transmission line.

Figure 5.5: Equivalent loss tangent of the dielectric (to model the shunt losses) for various
gap spacings and two different CPW structures (M7 only and M6-M7 combination.

as having a lower overall characteristic impedance. In an integrated CPW, the impedance
increases by decreasing the ratio W

W+2G
where W is the width of the signal conductor and G

Figure 5.6: Conceptual layout of shielded elevated CPW (left) and illustration exaggerating
current flow and electric field in both cases (right).
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Figure 5.7: HFSS simulations of (a) Z0, (b) loss and (c) resonator Q for various elevation
and burial conditions and two lateral gap spacings (G).

is the gap spacing. Increasing G will increase the shunt losses. Fig. 5.5 shows the increase
in the equivalent loss tangent of the dielectric as a function of the gap spacing for two
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Figure 5.9: HFSS simulations of effective dielectric constant for various elevations in terms
of frequency.

different CPW structures. The data is from measurements in the 90nm standard CMOS
process used in the study. The Z0 of the lines covers the range from 32Ω to 65Ω based on
the choice of line width and spacing. It is interesting to note that moving away from very
small gap spacings can actually slightly decrease the conductive losses since it reduces field
concentration in the sides of the signal conductor and can result in a more even current
distribution. However, the overall losses increase sharply (since G increases) for a large gap
spacing required for impedances larger than 70Ω. Decreasing W will also have some effect in
increasing line impedance (depending on the W/G ratio) however this will result in increase
in conductive losses through the signal conductor.

To provide the higher impedance while minimizing the increase in losses, we propose
using elevated CPW transmission lines in the DA structure. Here, the ground conductors
will be lowered with respect to the signal conductor. This way, the lateral capacitance of the
line is reduced (by preventing a “face to face” structure) and also the physical distance of
the line to ground is increased. This will lead to higher impedance CPW lines. Lower loss is
achieved as more fields are “captured” by the ground line and also the current is more evenly
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spread across the signal conductor. To further reduce losses, shielding metal filaments could
be added underneath the transmission line. This would add shunt capacitances without
altering the inductance very much and hence “slow down” the wave and require shorter
length lines for the same inductance. Line elevation on the other hand, leads to minor
decrease in the effective dielectric constant of the line. Although the two effects are opposite,
the final wave-velocity could remain lower than a conventional CPW with the right choice
of elevation and spacing. Fig. 5.6 shows the conceptual layout of a shielded elevated CPW
(E-CPW) together with an illustration that exaggerates current flow and electric field in
both cases for clarification.

To confirm the effect of elevation, simulations were performed in Ansoft HFSS using the
90nm CMOS process stack properties and loss parameters. The signal line is assumed to
stay on the top metal line and the ground line is shifted for comparison purposes. In these
simulations, the ground line thickness is not changed. This could be achieved in practice by
stacking two metal lines together. Fig. 5.7 shows the simulated characteristic impedance,
loss and resonator Q of the elevated CPW lines (with no shielding filaments). Resonator
Q is plotted to show that even accounting for the change in wave velocity elevation, the
overall equivalent losses for a given phase shift reduces. In Fig. 5.8 the simulated losses for
various elevations are shown in terms of frequency.

Fig. 5.9 shows the effective dielectric constant derived from transmission parameters of
the elevated line. As predicted above, line elevation does actually increase the effective wave
velocity. This is explained in part due to the fringing fields over several stack materials in
the oxide layers similar to a microstrip line with air interface.

To verify the simulations, a set of test structures were fabricated and measured. Fig. 5.10
shows the measurements of characteristic impedance and also loss (dB/mm) for a wide-
gap elevated CPW both with and without the shielding elements [62]. Measurements are
accompanied by simulations from HFSS (for the non-shielded case). A relatively close match
between simulations and measurements are obtained, with the possible explanation for the
minor discrepancy arising from the effective dielectric constant of the oxide layers employed
in HFSS. Metal filaments reduce losses at the cost of reduced impedance. This will lead to
a lower inductance and hence a longer required line, but at the same time lower losses and
hence a tradeoff.

To verify the extent to which elevation can reduce losses, a further step was taken with
using filaments on poly and M1 layer with the signal line being on the aluminium capping
layer. This is an extreme case of elevation and shielding. Fig. 5.11 shows the measurements
of the loss of this transmission line. This shows that the losses are considerably lower in
the proposed case and therefore these transmission lines can even be used in cases where
moderate impedances are required. The effective permittivity related to the elevated line
reduces from 4.3 to 3.7 at frequencies close to 40GHz.
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Figure 5.11: Measurements of a shielded elevated CPW with M1 and poly as filaments.

5.2.3 Active Element Design

An issue concerning DA design in CMOS is the selection of the optimum device size.
Conventional microwave DA design does not provide optimal design when applied to CMOS.
This is because in CMOS technology, device sizing and exact topological layout (number of
fingers) are free parameters and should be exploited for DA design.

In order to exploit the extra degrees of freedom available in CMOS technology, we
exported first-order scalable device model parameters into MATLAB. Together with CPW
line models that were extracted from measurements, a parametric expression for the gain
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Figure 5.12: Schematic diagram (right) of cascode device with important parasitic elements
shown. Stability factor (top) and S21 (bottom) for a sample DA incorporating the cascode
element is also shown. Gate parasitic inductance is varied.

of a conventional DA stage was derived and optimized for a given bandwidth. The gain
function has different sensitivities to various design parameters in our design space. For a
well chosen line Z0 and finger width, it is seen that device topology, number of devices (in
the DA) and number of fingers are the three most significant factors determining the gain.
For device topology, cascodes and common-source topologies are the two main candidates.
The cascode device provides a higher stable gain at lower frequencies limited by a pole
at approximately half the device cutoff frequency. Extra care must be taken with the
cascode device since parasitics can easily lead to instability and/or undesired gain peaking.
HFSS co-simulations to capture extra layout-dependent parasitics were performed to ensure
predictable performance by the cascode elements. Fig. 5.12 shows the schematic diagram
of a cascode device with the important parasitics annotated. To emphasize the significance
of small parasitic components, the effect of added inductance on the gate is illustrated
both on the stability factor and S21 of a sample DA incorporating these cascode elements.
To circumvent these issues, apart from careful modeling using EM simulators, DA-friendly
layout topologies for the cascode device (with appropriate rotation and aspect ratio for the
input/output transmission lines and capacitances) were used with appropriate local bypass
capacitors close to the gate. Any interconnect section was designed to have the least added
inductance.

Once the device topology is chosen (cascode versus common source), MATLAB simula-
tions of the overall gain and bandwidth were performed with number of devices and number
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Figure 5.13: Simulated DA gain (a) at 60GHz with varying device size/ number of devices
and (b) for 6 devices with varying frequency/ device sizes.
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Figure 5.14: Simulated DA gain vs. number of devices for various number of fingers.

of device fingers as the two main variables. Fig. 5.13 shows the simulated gain of the DA
with finger width of 1.2µm. As these device models are approximate scalable models, after
this step, the closest transistors to the candidates are chosen from the custom library and
accurate, in-house models were used in the optimization process. It is observed that the
gain is not constant for a constant “total width” of all devices. Nor is the sensitivity to
each parameter constant for different decompositions of total width. Larger devices provide
more gain with the same total width but are more sensitive to various parameters as well
as showing more parasitics in their structure. Fig. 5.14 shows the 2D version of the simu-
lations for clarity. For our design, the 40µm cascode device provides the optimal gain with
3-5 devices (depending on the required BW).

This procedure will select the optimal topology for maximizing gain and/or bandwidth.
There are additional figures of merit for a DA (output power, noise figure, efficiency, etc.)
that could be used for the optimization process with the appropriate functions.
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5.2.4 Distributed Amplifier with Internal Feedback

Figure 5.15: Proposed DA architecture for improved gain-bandwidth product.

The circuit topology of the internal feedback distributed amplifier (FBDA) is shown in
Fig. 5.15. It consists of three separate DA stages denoted by input, core and output stages.
The input and output stages are conventional DA stages with appropriate terminations.
The core stage has only two terminations with the other two connected together with the
means of a delay element (filter). The feedback uses the output of a conventional DA to feed
its input on the terminating gate side. This way, without using any extra devices (leading
to larger area and power), the gain would be proportional to A2 where A is the gain of the
core stage when operated as a DA. The input and output stages ensure that the reflected
wave from the feedback does not end up in the input causing a large VSWR. The essential
role of the input stage is to have an acceptable S11 across the band of interest. Also, it can
reduce the overall noise figure if the gain is sufficient. Similarly, the output stage serves the
purpose of delivering the current to the load with an acceptable VSWR. The output devices
could be biased separately to optimize the power delivery performance of the system while
the previous stages provide the necessary gain. From the above discussion, the minimum
number of stages in the input and output stages is limited by S11 and S22 constraints.

Distributed Amplifier Gain Overview

Qualitatively, the core operates in the following manner: The gained up signal appearing
at the drain side is traveling on a transmission line with impedance Z0. The gate impedance
being the same, this signal can be fed back to the gate side allowing it to once again
experience the gain stages this time to the left termination where it is finally terminated by
the gate line of the output stage. The filter cleans up the unwanted signals that are out of
band and helps in biasing the circuit once the gate and drain lines are connected.

The fact that the signal experiences a gain proportional to the square of what it would
otherwise see using the same number of active and passive elements is the key advantage of
this design. To analyze the operation of the circuit we will start by calculating the forward
and reverse gains of a regular distributed amplifier stage.
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The forward gain of a DA is the consequence of equi-phase signals summing up as they
travel on the gate and drain line. Analytically the equation for Id on the drain side would
be:

Id =
1

2
{I1e−j(n−1)βd + I2e

−j(n−2)βd + ...+ Ine
−j(n−n)βd} (5.6)

The term β refers to the phase delay of one inductive element. It can be shown that
this term can be approximated by 2f

fc
where fc is the cut-off frequency of the line. In our

analysis we will neglect the effect of losses when the expressions for gain and noise figure are
being derived. Exact equations are derived elsewhere [78] [86]. Here, we aim at showing the
proposed concept in a clear cut manner as a proof of concept. Simulation results without
neglecting the losses are presented in later sections.

The voltage wave traveling down the gate line also experiences a phase delay from the
gate transmission line. For the gate voltages on each of the devices we have:

V1 = Vin, V2 = Vine
−j(1)βg , ..., Vn = Vine

−j(n−1)βg (5.7)

The relationship between Ip and Vp is from the conductance of the device which is
assumed to be independent of frequency (Ip = gmVp).

With the assumption of lossless propagation, the magnitude of all the gate voltage and
therefore currents at the drain would be equal. If we combine previous equations and
simplify the geometric series we obtain:

Id =
1

2
gmVine

−j(n−1)βd{1− e−jn(βg−βd)

1− e−j(βg−βd)
} (5.8)

The 1
2
factor in this equation is a result of current division effect at the drain side. The

gate and drain phase delay being equal, the expression for the magnitude of the output
current to input voltage gain reduces to:

AF =
Io
Vin

=
ngm
2

(5.9)

Also, for the available gain from Vs to the load we have:

GA =
n2g2mZgZd

4
(5.10)

The reverse gain (input at the left side and output from the left side of the drain line) can
also be derived in a similar manner. To derive the reverse gain we sum the output current
at the reverse side of what we just calculated. Signals will not add in phase.

IdR =
1

2
gmVin{

1− e−jn(βg+βd)

1− e−j(βg+βd)
} ∝ sin(nβ)

sin β
(5.11)
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This equation shows that the gain has a sin(nx)
sin(x)

form that is well known as a periodic Sinc
function and is encountered in digital filter design. Fig. 5.16 shows MATLAB simulations
for reverse gain expression for different number of stage DAs.

 

 

Figure 5.16: MATLAB simulations of reverse gain in hypothetical 3 and 10 stage DAs.

Figure 5.17: Simulations for forward and reverse gain of 8-stage DA.

The “bath-tub” shape is confirmed by simulations of a DA as shown in Fig. 5.17. This
figure compares the forward and reverse gain of a DA that is designed using level 1 SPICE
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Figure 5.18: DA forward and reverse gain simulation using realistic device and transmission
line models.

models. The strange shape on the high frequency side is due to operation close to the
cut-off frequency of the transmission line. Another important point is that the reverse
gain experiences a dip proportional to n and therefore the forward-to-reverse gain ratio
is proportional to n2 in pass band. Also, it can be seen from Fig. 5.17 that the effect
diminishes when β = π. Fig. 5.18 shows the forward-reverse gain simulation with a more
realistic device and transmission line mode that incorporates losses.

In the core stage of the feedback DA (FBDA), the gain from port 1 to port 3 is the
forward gain. If we assume that the number of devices in the core stage is sufficient, then
there will not be any gain from port 1 to port 2 (reverse gain) at this point. Also, the
FBDA is AC coupled for biasing purposes, and therefore, the low frequency failure of the
reverse gain rejection is not of interest. Now, the signal is gained up at port 3 and after
going through a delay and filtering element it gets to port 4. From port 4 to port 2, the
signal experiences a similar gain to that of port 1 to port 3 which is the forward gain of
the DA. From port 4 to port 3 there will not be any gain as discussed in this section and
the signal does not “fall back” onto itself. Therefore, the loop is stable and the signal goes
through the loop only twice as desired.

The fact that the signal does not fall back onto itself deserves more attention at this
point. The quantitative picture using forward and reverse gain was explained. Qualitatively,
different currents coming to port 3 from port 4 do not add up in phase and in fact cancel
out as they get to port 3 (reverse gain). This is similar to a set of vectors in the plane
adding up and being equidistance on a circle. The addition would result in zero or a small
residual vector.

A heuristic analysis of the signal at port 2 due to the initial signal at port 1 of the core
section when the feedback is in place could be done by taking into account all the current
and voltage terms simultaneously. This analysis could be useful for cases where n (number
of devices in the core section) is not too large as to neglect the reverse gain. Here, we
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will assume that the delay in the gate and the drain lines are equal. Also, the analysis is
for mid-band where the delay of transmission lines is not very small to make the circuit a
lumped circuit with feedback. The current at the output of port 2 is given by:

Id =
1

2
{I1 + I2e

−jβ + ...+ Ine
−j(n−1)β} (5.12)

The other half of the current flows to port 3 which then finds its way to port 4. Let us
calculate the equivalent total voltage at the gate of the transistors due to the input voltage
and the current flowing back. Once these voltages are calculated, using the above equation
we can find the equivalent gain of the stage. Notice that this gain takes all forward and
reverse gains into account at the same time. For the gate voltages we have:

Vk = Vine
−j(k−1)β − Z0

2
I1e

−j[(n−1)β+β+(n−k)β] −
Z0

2
I2e

−j[(n−2)β+β+(n−k)β] − ...− Z0

2
Ine

−j[β+(n−k)β] (5.13)

Using this representation and the fact that the current and voltage of the device are related
through the transconductances, we have a set of mutually coupled equations for currents
I1 to In that could be solved simultaneously. In order for the analysis to be realistic, line
characteristics should also be taken into account. The results will then resemble that of
Fig. 5.17.

Noise Analysis

For large bandwidth pre-amplifiers for optical communication modules or for other re-
ceivers requiring high sensitivity across the band, noise performance is critical. As another
example, a wideband imaging system employing a DA at its front-end requires very good
sensitivity to suppress the background and to provide acceptable contrast. Also, for such
systems the linearity of the receiver is very important as usually there happens to be an
overwhelming jamming signal (e.g. initial reflections from the skin). Noise figure of DA has
been analyzed using matrix and other methods in the literature [86] [87]. The analysis here
follows a similar methodology.

In general, as shown in later sections, the noise figure of distributed amplifiers has a bath-
tub shape. This is because at very low frequencies the electrical lengths of the lines are very
short and the gate termination resistance contributes to the output noise as much as the
source resistance and therefore minimum theoretical noise figure without even considering
active elements is 3dB. Of course with active elements contributing, noise figure passes the
5 or 6dB marks. At higher frequencies the noise figure rises as the line starts to exhibit
larger impedances than that of Z0 and the cut-off frequency is approached.

A very interesting observation in the noise analysis of distributed amplifiers is the fact
that the noise figure reduces with the addition of devices. Adding new stages will add
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linearly to the output signal. The noise however adds in power at the drain side and results
in improved SNR as the number of devices is increased.

To calculate the noise figure of the system, once again, we partition the overall FBDA
into three sections; the input stage, core stage and the output stage. We will assume here
that the impedance is chosen to be Z0 globally and hence we can take advantage of cas-
caded noise calculations once the noise figure of each section is derived. If the impedances
are changed (as they would be in practice), available power calculations for noise should be
performed.

Noise of a Conventional DA

First, we will calculate the noise figure of a general DA. In this derivation we will use
Van der Ziel noise sources at the gate and the drain of the amplifier. Also, as the correlation
between the two current noise generators is complex and the noise drives real impedance,
we have neglected the correlation (approximation). Similarly a voltage noise source could
be used at the gate to neglect the correlation and also to include the noise from any poly
resistance as well as the NQS element [88].

1

2 3

4

I2gn

I2gd

Figure 5.19: Calculated normalized gain for a conceptual feedback DA.

The reference figure in our noise analysis is Fig. 5.19 with noise current source added
in the gate and drain of the devices (here just shown for the first stage). The contribution
from the gate terminating resistance is by a reverse gain factor to the output while the
output noise from the source resistance is through a forward gain element. Also, the drain
terminating resistance contributes noise directly to output (kTB) from a simple voltage
divider. The two main noise contributions come from the active devices themselves. The
following equations govern the values of the noise elements in MOS devices:
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ī2g =
4KTBω2C2

gsδ

5gm

ī2d = 4kTBγgm (5.14)

Noise from the gate of the kth MOS device gets to the output port (port 3) by two
mechanisms. First by forward gain of the succeeding stages and second by reverse gain due
to earlier stages. The resulting current is added and the result noise powers of all devices
then summed to find the cumulative effect. The current due to the kth device at the output
from forward amplification is:

Iout(k) =
gmigkZ0

4
{e−j[(n−k)+0]β + e−j[(n−k−1)+1]β + ...+ e−j[(n−n)+(n−k)β}

=
gmigkZ0

4
(n− k + 1)e−j(n−k)β (5.15)

The extra 0.5 factor comes from the current division on the gate side where only half
of the current flows towards the right. As can be seen the combination of right-going gate
current and that of right-going drain current adds in phase and produces a factor at the
output proportional to the number of devices to the right of the kth device. The output
current from the kth device at the output due to the reverse gain is as follows:

Iout,R(k) =
gmigkZ0

4
e−jnβ sin(k − 1)β

sin(β)
(5.16)

The vector sum of the two components of the currents at the output would be:

¯Iout−tot(k)2 =
(gmigkZ0)

2

16

{(n− k + 1)2 + [
sin((k − 1)β)

sin(β)
]2 + 2(n− k + 1)

sin((k − 1)β)

sin(β)
cos(kβ)} (5.17)

If the number of devices n is large then the first term dominates and the other terms due
to the reverse gain and the interaction can be neglected for simplification. The expression
in the second large parentheses is denoted by g(n, k, β). The output current due to the
drain noise of the kth device is Id/2 from a simple current divider directing only half of the
current to the load.

The total noise figure of a conventional DA adds up to be:

F = 1 +
GF

GR

+
1

GF

+
Z0ω

2C2
gsδ

∑n
k=1 g(n, k, β)

n2gm
+

4γ

ngmZ0

= 1 + [
sin(nβ)

n sin(β)
]2 +

4

n2g2mZ
2
0

+
Z0ω

2C2
gsδ

∑n
k=1 g(n, k, β)

n2gm
+

4γ

ngmZ0

(5.18)
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where GF represents the forward gain of the amplifier from port 1 to 3 (Fig. 5.19) and GR

is the reverse gain (from port 1 to port 2). The second term is due to the gate termination
resistance and can be reduced by increasing number of stages. This term starts to show up
itself at the lower and higher bounds of the frequency response. The third term is due to
the termination drain resistance and is generally negligible due to being at the output and
getting divided by the gain. The fourth term is due to the gate noise of the MOS devices
[87]. If we assume the number of devices is large, then we can approximate g(n, k, β) by
(n − k + 1). With this approximation the sum term in the fourth term in the noise figure
can be approximated by n(n+1)(2n+1)/6. From this expression the fourth term would be
proportional to n while the fifth is inversely proportional to n. This dictates an optimum
number of devices for the given device parameters at certain operating frequencies. Fig. 5.20
illustrates the analytically derived noise figure for various number of devices in a DA. The
data is based on a 90nm process with ft of 100 GHz and with a line cut-off frequency of
100 GHz.

Figure 5.20: Theoretical NF of DA in terms of frequency for different n.

Noise of a the Feedback DA

The noise figure of the whole FBDA is just the cascade of the three noise figures. The
NF of the input and output stages have been determined in the previous section. Here the
NF of the core stage will be derived. Without loss of generality, some simplifications are
made to facilitate the analytical derivation of noise figure for this structure. As previously
mentioned, in case of unequal impedances, extra precautions must be made. For this analysis
Fig. 5.19 is used with the difference of ports 3 and 4 being connected by a transmission line
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of electrical length equal to β and the termination components of these ports taken away.
The noise due to the gate of the devices has four components based on the direction of

the flow of the current in the gate and the drain lines. Also, there is another component
from the gate current going directly to the output which could be neglected as it is smaller
compared to other terms that are gained up. If the direction of current in the gate-line is
the opposite to that of the drain-line, then the gain factor would be similar to the reverse
gain explained in previous sections. The reverse gain rejection is large enough for large n
values and therefore we will neglect such terms in the calculation of the noise figure of the
core stage. This forward/reverse ratio is only large for mid-band frequencies. At the higher
frequency range, where the DA ceases to provide gain, the ratio drops. The ratio is also
small for the very low frequencies but these frequencies are filtered out in the feedback DA.

The first term is from the gate and drain components of the signal going to leftwards to
port 2. In other words, the gate current noise of the kth device has a forward gain path to
the output by directly traveling to the left (port 2 is the output in the FBDA). The drain
components related to this will also add in phase. This component can be described as

I1,out(k) =
gmigkZ0

4
{e−j[β+(k−2)β] + e−j[2β+(k−3)β] + ...+ e−j[(k−1)β]}

=
gmigkZ0

4
ke−j(k−1)β (5.19)

The other component of the gate current initiates a wave that travels towards the feed-
back port (port 3) of this stage. This component can be expressed as:

I2(k) =
gmigkZ0

4
{e−j[(n−k)β]}(n− k + 1) (5.20)

This component is fed back to port four (through the feedback connection) and once
again travels through the devices experiencing the gain. The output current in port 2 is
now:

I2,out(k) =
g2migkZ

2
0

8
{e−j[(n−k+1)β]}(n− k + 1)n{e−j[(n−1)β]} (5.21)

Here a delay of β is assumed through the feedback path (as has been the case in prior
analysis as well). The two terms need to be added taking into account their phases and the
fact that one has a negative sign with respect to the other from experiencing the negative
gain twice. With the extra n in the latter, we can safely neglect the effect of former as a
first order approximation.

The forward voltage to current gain factor of the core stage with feedback is

GmT =
IoF
Vin

=
1

2
Z0[

ngm
2

]2 (5.22)
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With the above definition, summing currents we have:

¯I2d,g = Z2
0

GmT

n

2

ī2g

n∑
k=1

(n− k + 1)2 (5.23)

The drain noise of the devices could also contributes to the output noise. This can be
calculated by noticing that the main contribution would be from the current flowing towards
the feedback port and going through the gain stages. This results in a gained current at
the output.

¯I2d,d = (
1

4
)2nī2d(gmnZ0)

2 =
(GmT

gm/2
)2ī2d

n
(5.24)

The noise figure of this stage ends up being

F = 1 +
Z0ω

2C2
gsδn(n+ 1)(2n+ 1)

30n2gm
+

4γ

ngmZ0

(5.25)

The analysis shows that the essential elements of the noise figure in the core element of
the FBDA is very similar to a conventional DA (it is just that the gain is experienced two
folds).The equation above slightly underestimates the noise figure due to all the approxi-
mations made in this section. These approximations assumed large gain (or number of DA
stages). The benefit of using FBDA is the elimination of the gate and drain termination
resistances. The elimination of the gate termination reduces the slope of the rise in noise
figure close to the higher frequency portion of the band. In general though, the noise figure
of FBDA could be actually slightly higher than DA because of the following two reasons.
First, in the core we have several less dominating noise paths that we neglected in the cal-
culations. Second, the overall noise figure is from a cascade of three blocks and this could
generate more noise if not properly designed. On the other hand, with careful design of the
input stage DA, one can improve the noise performance of a FBDA.

As proof of concept and for verification purposes, a FBDA is designed with level 1
MOS models with main device parameters similar to a 90nm process with ft=100GHz. A
conventional DA using same number of devices and biased with the same DC current is
also designed to comparative purposes. Fig. 5.21 and Fig. 5.22 illustrate the gain and noise
figure of the designed DA and FBDA respectively. The two cases use the same number of
stages. The gate losses are assumed to be mainly from NQS resistance and partly (1/3) from
poly resistance. The inductor Q is assumed to be 10 at 10 GHz for the gate and drain lines.
In comparison, the FBDA achieves a very large gain with comparable noise performance.
The FBDA has been designed for maximizing the gain (rather than NF) while in practice
the input stage could be used to improve the NF.
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Figure 5.21: Simulated gain and NF of a 16 stage DA in level 1 MOS models.
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Figure 5.22: Simulated gain and NF of a FBDA with the same number of stages.
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Measurement Results

The FBDA uses 40µm cascode device that were selected based on the mechanisms intro-
duced in section 5.2.3. The cascodes are biased with 0.6 V (gate-bias) to draw 7 mA from
the 1.2 V supply.

Figure 5.23: Measured s-parameters of the FBDA.

Measurements are performed using on-wafer probing. Fig. 5.23 shows the s-parameters
of the amplifier. As illustrated, the return loss stays better than 9 dB in the band and
the reverse isolation (S12) is better than 40dB. This is due to the use of cascode elements
and also the topology of the amplifier. The output 1dB compression point varies between
3.7dBm and 0.3dBm and the noise figure between 5.2 and 6 dB in the 15-45 GHz band
(Fig. 5.24). Noise figure is measured using a noise source and noise meter for frequencies
below 26GHz (Method 1). After this frequency, measurements are done using the Gain
method using an external amplifier and a spectrum analyzer (Method2). The discrepancy
between the two methods at 25 GHz is 0.5dB. The chip is fabricated in a 90nm digital
CMOS process (no extra RF options) with power consumption of 84mW and chip area of
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Figure 5.24: Measured noise and P1dB of the FBDA.

1.5 mm by 0.79 mm. The performance comparison to previous CMOS DAs is given in Table
5.1 and the chip micrograph is shown in Fig. 5.25.

Figure 5.25: Chip micrograph of the FBDA.
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Table 5.1: Performance comparison of the FBDA to the prior state of the art.

 , FN=Noise Factor FOM=  

Ref.!
Lui, ISSCC 

2005!

Kim, ISSCC 

2004!

Tsai, ISSCC 

2005!

Shimegatsu, 

ISSCC 05!

Moez, ISSCC 

2007!

Chien, ISSCC 

2007!

This work  

(ISSCC 08)!

Tech.!
1P9M-90nm 

RF-CMOS!

0.12µm 

SOI-CMOS!

1P9M 90nm 

CMOS!

0.18µm 

CMOS!

0.13µm 

CMOS!

0.18µm 

CMOS!

1P7M 90nm 

CMOS!

GBW 

(GHz)!
190! 320! 157! 62! 136! 394! 660!

S21(dB)! 7.4! 11! 7! 4! 9.8! 20! 19!

BW (GHz)! 80! 90! 70! 39! 43.9! 39.4! 74!

NF (dB)! N/A!
4.8-6.2!

<18 GHz!

6-6.9!

<25 GHz!
N/A!

2.5-7.5!

<40 GHz!

8-9.4*!

<18 GHz!

5.2-6!

<45 GHz!

S11/S22 

(dB)!
<-10/<-8! <-7/<-5! <-7/<-12! <-10/<-10! <-14/<-8! <-10/<-20! <-9.5/<-9!

P-1dB 

(dBm)!
6-8*! 12! 10! N/A! N/A! 6.5!

3.7 !

@25 GHz!

Pdiss (mW)! 120! 210! 122! 140! 103! 250! 84!

Vdd (V)! 2.4! 2.5! N/A! N/A! N/A! N/A! 1.2!

Area 

(mm2)!
0.72! 1.28! 0.72! 3.3! 1.5! 2.24! 1.19!

ft (GHz)! N/A! 196! 160! 51! N/A! 50! 100!

1000.FOM! NF N/A! 34.7! 18! NF, P-1dB N/A! P-1dB N/A! 19! 51!





















 −

avgNDC

dB

t FP

P

f

GBW

,

1

.

*From the ISSCC presentation 
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5.2.5 Tapered-Cascaded Multi-Stage Distributed Amplifier

The multi-stage DA has the advantage of having an extra degree of freedom in the choice
of internal idle termination impedances. For a cascade of single stage DAs, [89] suggests
open terminations for maximizing the gain. However, this comes with the cost of limitations
on the BW from destructive combinations of forward and backward traveling signals and
limits the number of stages. This results in poor input and output return losses. Also, the
idle termination technique cannot be used on the input and output lines since the return
loss is not acceptable.

We propose tapering the impedance of the line segments which can also be used on the
interface sections if the tapering coefficients are not too large as to cause undesired matching
properties for the amplifier. In this tapering, the line segment impedances is tapered starting
from the load impedance of 50Ω and increased by

√
K (the tapering coefficient) per stage.

This could be achieved by the change in line lengths (and hence in the inductances) or
by varying the spacing/height of the elevated-CPW to change the Z0 of the transmission
lines. In this work, we have employed the former technique for better predictability of the
equivalent section impedance change. The active elements are kept identical in size and
hence reflections occur. This is in contrast with previous work on downsizing both the
active and passive impedance for improved bandwidth [79] or output power [90] [63].

To analyze a tapered synthesized line one can follow several approaches. To begin we
predict the impedance of a uniform line based on the ABCD matrix of cascaded two-port
sections [47]. The image impedance can be calculated as follows

Zin =
DZL +B

CZL + A
(5.26)

Here, the ABCD parameters are used to describe the input impedance of a T-section
(Fig. 5.26). When an infinite number of sections are added, the input impedance becomes

Zin =

√
B

C
=

√
(Z1 + Z2)Z3 + Z1Z2 =

√
L

C

√
1−

(
ω

ωc

)2

(5.27)

Eq. 5.27 shows the impedance seen at the input of many identical cascaded T-sections
with ωc =

2√
LC

. It can be seen that if the frequency is much lower than the cutoff frequency

of the line (a good assumption with high impedance transmission lines), then the familiar√
L
C
is a good approximation.
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One can observe the tapered transmission line in a DA as a loaded transmission line
in which the loading is not periodic. Therefore, if (by approximation) the capacitive
loadings are absorbed into the specific sections, assuming a uniform absorption, leads to

Zi =
√

L

C+
Cp
∆Xi

for impedance of each section. Taking a step further, one may neglect the

line capacitance with respect to the parasitic capacitance of active elements, a relatively
good approximation for high-Z0 lines. Effectively, the line segment acts as an inductor and
one may in fact assume equal length cascaded lines with non-equal impedances. In the limit
of short segments, this would lead to conventional continuous impedance tapering (as in
[47]) applied for matching purposes. The internal reflections are approximated as

∆Γ =
Z +∆Z − Z

Z +∆Z + Z
≃ ∆Z

2Z
(5.28)

If the segments are not so small for the continuous approximations [47] to hold, one can
sum all the reflections in (5.28). This will lead to

Γ(θ) =
N∑
1

e−j2βXi
∆Z

2Z
(5.29)

Here, Xi is the sum of the length of all the lines before the ith reflection. In this work,
as briefly discussed above, a multiplicative taper is assumed with the approximation of the
length of the line being scaled by K and the impedance by α =

√
K. Quantitatively, for

this tapering profile, Zm+1 =
√
KZm = αZm = (1+ δ)Zm and one may obtain the following

Γ(θ) =
N∑
1

e−j2βX1[
∑i−1

0 Ki] × Z0α
i − Z0α

i−1

Z0αi + Z0αi−1
(5.30)

The final fraction in (5.30) is equal to δ
2
for small α values close to unity. With this tapering

profile, all the reflections are of equal size ( δ
2
). Taking advantage of the propagation loss

effect (e−2αL), one can allow the impedances further away from the termination to be more
abruptly increased since their effect is somewhat mitigated by the loss. With the above
equations and knowing device and transmission line frequency characteristics and also the
VSWR tolerances, one can obtain the tapering coefficient.

From a different perspective, one can combine a linear incremental or exponential taper
with filter synthesis methods [91] to achieve the impedance profile desirable for higher
bandwidths in spite of gain roll-off of active or passive elements. From a filter theory
perspective, once poles are brought closer to the imaginary axis in the synthesis process,
the peaking will increase which can potentially cancel droops of active elements. Another
factor that needs to be taken into account is the line cutoff frequency (or equivalently the
low-pass filter cutoff) that is obtained once the tapering and other techniques are applied.
Large segments of the line tend to dominate the cutoff frequency and this causes problems
especially for more aggressive tapering coefficients.
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Figure 5.26: T-section of a synthesized transmission line.
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Figure 5.27: Schematic diagram of a tapered distributed amplifier.

In a distributed amplifier the current injection on the drain lines favors one direction
for tapering rather than the other. One would desire that currents be directed towards
the final load rather than the idle termination and this would for example favor an “up-
tapering” from the load impedance on the drain line towards the idle termination. Fig. 5.27
shows the schematic diagram of a distributed amplifier with tapering from the load. It is
important to notice that apart from the reflections seen by the load impedance (determining
the S22 of the amplifier), internally, each of the active elements’ current is divided unequally
(IR and IF in the figure) at the drain and also is reflected multiple times before getting
terminated on either side. The current divisions at the drain can be formulated using the
section impedances as follows

IF,i =
Zi

Zi+1 + Zi

Ii =
1− Γi

2
Ii (5.31)

IR,i =
Zi+1

Zi+1 + Zi

Ii =
1 + Γi

2
Ii (5.32)

where the index i increases towards the load to the right. Each of the IF,i and IR,i compo-
nents are reflected at all the intersections to left and right before terminating at the load.
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Figure 5.28: Simulated gain with (a) no tapering, (b) uniform tapering, (c) tapering with
an open termination and also (d) the return loss from uniform tapering.

To calculate the reflections, we need to keep track of the phase of the combinational sig-
nals. The Γ functions can be approximated by δ

2
or rather by the continuous approximation

assuming smooth impedance transitions.
Fig. 5.28 illustrates the effect of tapering by first order simulations. Here, a simple model

of DA neglecting higher order reflections, that are mitigated by loss, has been utilized to
provide intuitive results. Fig. 5.28a shows the effect of having no tapering and terminating
a DA drain line with various large loads. Fig. 5.28b uses multiplicative tapering all the
way to the terminating resistance (with the same coefficient). Fig. 5.28c uses an open
termination with various tapering coefficients for the segments. Here, there is a relatively
large mismatch between the last segment and the termination element. In Fig. 5.28d, first
order circuit simulations have been used for the case of uniform multiplicative tapering (as
in part b of this figure) to verify possible application in the input and output stages. As
observable in this figure, tapering provides means of extending the gain while having control
over different local gain variations (similar to conditions with pole/zero placement).

Measurement Results

A tapered cascaded multi-stage distributed amplifier was designed and implemented in
a 90nm 1P7M digital CMOS process with no additional RF options. The native NMOS
device has a post-layout fT = 100 GHz. The schematic of the T-CMSDA is shown in
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Figure 5.29: Schematics of the T-CMSDA.

Fig. 5.29. Multi-stage amplifiers allow for extra degrees of freedom in the choice of internal
and external termination impedances. The amplifier is tested in a 50Ω environment. The
chip micrograph is shown in Fig. 5.31. The chip consumes an area of 1.15mm by 1.5mm.

A large series capacitor is used to AC-couple the input of the amplifier. M-derived
matching sections are used to improve matching to required impedances. Intermediate
terminations as well as the input and output terminations are tapered (with different coeffi-
cients) according to the descriptions in previous section. To achieve the required frequency
response, both line segment sizes and input capacitance at the intersection nodes are varied.
Series capacitors are used to control the equivalent input capacitance.

Measurements were taken directly using wafer probes. All the pads and parasitics are
included in the design and hence the measurements. The measured s-parameters are shown
in Fig. 5.30. The amplifier has an average pass-band gain of 14dB with a 3dB bandwidth
of 73.5 GHz. The zero-dB bandwidth of the amplifier is at 83.5GHz. The S11 and S22 of
the T-CMSDA stay below -9dB up to 77GHz and 94GHz, respectively. The GBW product
of this amplifier is 370GHz. The zero-dB gain-bandwidth is 419GHz. The output referred
1-dB compression point is shown in Fig. 5.32. The output power remains higher than -
0.2dBm up to 60GHz. Fig. 5.33 demonstrates the group delay of the T-CMSDA in the
frequency band of interest. At low frequencies the group delay variations are due to the AC
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Figure 5.30: S-parameter simulation and measurements of the T-CMSDA.

Figure 5.31: Chip micrograph of the of the T-CMSDA.
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Figure 5.32: Output compression point measurements of the T-CMSDA.

Figure 5.33: Measured group delay of the amplifier in frequency band of interest.

coupling capacitor used. The amplifier draws 70mA from a 1.2V supply. Comparison to
other published CMOS DAs is given in Table 5.2.
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Table 5.2: Comparison table for the tapered DA (RFIC 2008, [92])

Ref. This Work [80] [83] [93] [61] [79] [81]
Process 90nm 90nm 90nm 130nm 0.18µm 0.18µm 0.12µm

CMOS RF CMOS CMOS CMOS SiGe SOI
CMOS CMOS Only CMOS

GBW 370 190 157 136 394 61 144
(GHz)

S21 (dB) 14 7.4 7 9.8 20 7.8 4
BW (GHz) 73.5 80 70 43.9 39.4 25 91
S11/S22 -9/-9 -10/-8 -7/-12 -14/-8 -10/-20 -10/-10 -7/-7
(dB)

OP1dB 3.2 6-8 10 N/A 6.5 4.2 9
(dBm) @20GHz
Vdd (V) 1.2 2.4 N/A N/A N/A 1.8 2.6
Power 84 120 122 103 250 54 90
(mW)
Area 1.72 0.72 1.28 1.5 2.24 1.32 0.8
(mm2)
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5.2.6 SiGe BiCMOS Distributed Amplifier for the Imager Front-
End

Design Overview

Based on the experiences gained from previous designs, an extremely wideband amplifier
for the imager front-end was conceptualized. Contrary to previous designs, this amplifier
uses a 130 nm SiGe BiCMOS process (same process described in chapter 4). In this process,
the cutoff frequency of the core device is 230 GHz. Even with the addition of connections
the cutoff frequency is still high and close to 200 GHz. The 3 dB corner frequency we aim for
in the front-end is 130 GHz. Therefore the f−3dB

ft
ratio is smaller than what was realized in

the previously described CMOS DAs (where we achieved f−3dB

ft
≃ 0.74). In addition to that,

potentially, the core device gain is higher in the bipolar devices than what was available in
the 90 nm CMOS process. Therefore, the architecture design of the DA has to take into
account these opportunities as well challenges that will be described later in order to lead
to an optimal solution. A three-stage cascaded DA with uniform gate and drain lines is
utilized here.

Some of the key challenges will be briefly described here. First, we will briefly describe
the transmission line used for obtaining a high characteristic impedance. We will then
describe the design of the active element and challenges related to maintaining a flat response
in terms of gain and input impedance. We will then describe one of the key challenges that
is rarely addressed in DA design and that is with providing biasing to the collector lines.
Often, DA designs use biasing either through series resistors or through external chokes.
The former requires raising the supply voltage to compensate for the voltage drop across
the resistor and is costly in terms of power consumption. It also caused potential BW issues,
especially for larger BW DAs, due to the parasitic capacitance of the resistors. External
chokes are not suitable for integrated system. Here we describe an integrated inductive
choke that provides the required BW.

Passive Element Design

As previously mentioned, the design of a wideband DA requires a simultaneously low-
loss and high-impedance line. Often times, the two requirements are contradictory due to
the conductive losses of the line as outlined in previous sections.

Since the dielectric stack height is larger in this process compared to the CMOS process,
a microstrip line was used as the element in the synthesized line. Details of the process
stack and line losses can be found in the literature [57] [59]. The transmission parameters
are shown in Table 5.3.
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Table 5.3: Transmission line parameters.

Line Width 2µm
Z0 82Ω

Loss (@70 GHz) 0.69dB/mm
ϵeff@100GHz 3.9

Active Element Design

The target bandwidth of the amplifier is 130 GHz with the cutoff frequency of the device
at 200 GHz. The cutoff frequency, however, only determines the current driven response of
the device whereas in a realistic drive scenario other poles come into play. For the distributed
amplifier, placing optimal matching networks to obtain the maximum stable gain (MSG)
is not an option. The design is extremely wideband and assumes a dominantly capacitive
input impedance. As outlined by Beyer et al. [78], the input and output resistances of the
device ultimately limit the DA performance. Therefore, device topology optimization has
to go further than optimizing the core ft and must, for example, maximize the total input
impedance at the input port.

Compared to the CMOS designs, the base resistance (rb) plays a detrimental role in
determining the bandwidth. As an example, a single finger 1.5 µm device with 2 mA bias
current has an input profile of Cser = 20fF and Rser = 43Ω@80GHz. If we double the device
size and current, we end up with Cser = 42fF and Rser = 24Ω@80GHz which has a slightly
worst ωser but nevertheless shows the tradeoff between capacitance and resistance at the
input. It is clear that with these values obtaining 130 GHz of bandwidth is impossible since
at and around 110 GHz we will basically have a dominantly resistive input.

In order to reduce the effect of rb, a series input capacitor can be used. Prasad [94] has
proposed using series capacitors for MESFET DAs to obtain a gain-bandwidth tradeoff as
well as for larger input power handling. Here, we primarily focus on reducing bandwidth
reduction effects from series base resistance. Bandwidth is obtained at the expense of higher
power consumption as will be described next.

In an advanced bipolar device, the emitter contacts are placed directly on top of the
emitter to reduce the parasitic resistance on the emitter side. This forces the base contacts
to be on the sides of the emitter. Typically, two base contacts are placed on either side of
the device [58] [95] . With this topology, there is going to be internal base resistance under
the emitter. With the current in the structure, there is going to be a voltage drop across
the resistance and this is more severe towards the center of the emitter (longer path). This
leads to current crowding. For a structure with two-sided base contacts we can approximate
this component of the base resistance as:

RB =
RshWe

12Le

(5.33)
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In this process, the emitter width is fixed to 0.27 µm. The length and number of emitters
are scalable. Given that with a fixed current density the input capacitance scales linearly
with the emitter length, the input series-RC pole will more or less stay constant. As shown
in Fig. 5.34, we will now place a series capacitor with the input. To explore the trade-offs
inherent in scaling, we will assume the device is scaled by a factor of m and Cs = kCπ.
With these scaling factors we have:

Cin =
mk

m+ k
Cπ0

gm,eff =
mk

m+ k
gm0

Idc = mI0

ωser =
1

2π r
m
Cin

=
k +m

k
ωser,0 (5.34)

Here, the subscript zero represents default values prior to device scaling. We keep the
input capacitance the same by first scaling up the device (m > 1), and then adding the
appropriately sized Cs such that Cin = Cπ,0. From the above equation, this leads to the
condition mk=m+k. With that, ωser = mωser,0 with m times the DC current consumption.
So with m×IDC, we have higher input series pole but the same effective transconductance.
Ultimately, this sizing is limited by the fixed parasitics (e.g. trace capacitances) associated
with the device.

C

CS rb/m

 π.m m.gm

Figure 5.34: Single gain stage equivalent circuit.

CERE

CS

Figure 5.35: Common emitter stage with degeneration and series capacitor.

In our design, this technique alleviates the problem but does not completely solve it
especially closer to the cutoff frequency of the amplifier. Emitter degeneration and capacitor-
peaking (Fig. 5.35) are used to further extend the usable bandwidth of the device. Resistive
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degeneration stabilizes the bias and operation of the element as well as providing yet another
way of achieving lower input load with the sacrifice of DC current. A shunt capacitor
provides a zero in the transfer function ( 1

2πRECE
and a pole ) and enhances the high frequency

response of the element. Details are available in the literature (e.g. [58]).
Emitter capacitor-peaking increases the potential for instability. Emitter capacitor to-

gether with Cπ resembles a Clapp oscillator. Therefore, the quest to reduce the series part
of the input resistance can ultimately lead to a negative value (at least in some parts of the
frequency spectrum) and that will lead to instability.

To ensure stability, we can confine the real part of the input impedance to be positive
over the entire frequency range. Taking Fig. 5.35 as reference, we would like the input
impedance after Cs to have a positive real part (Cs will not affect the series representation
of real part). This impedance has two poles and a zero.

ωP1 =
1

rπCπ

ωP2 =
1

RECE

ωz =
1

(RE//
rπ
β+1

)(CE + Cπ)
=

1

RXCX

(5.35)

After some simplification, the condition for a positive real part translates to:

1 +
ω2

ωzωp1

+
ω2

ωzωp2

− ω2

ωp1ωp2

≥ 0 or

(RXCX)(rπCπ +RECE)− (rπCπ)(RECE) ≥
−1

ω2
(5.36)

This inequality puts a bound on the selection of the transfer function zero ( 1
2πRECE

).
Small values of this zero (e.g. large CE) will lead to negative input resistance. In reality
some of that is compensated by losses as well as the rb of the device.

If we assume the operation frequency of the device to be much higher than ωt

β
and closer

to ωt, we can simplify the impedance to a form of:

Z(s) =
R(1 + s

ωz
)

sCπ(1 +
s
ωp
)

ωP =
1

RECE

ωz =
1 + gmRE

RE(Cπ + CE)
(5.37)
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In the impedance representation above, in order for the real part to be positive, the pole
has to come after the zero. This translates to:

RECE ≤ Cπ

gm
(5.38)

Or equivalently, ωE ≥ ωt where ωE = 1
RECE

. This condition is conservative since it does
not include base losses. In reality a slightly lower ωE can be safely targeted. In this design
RE = 20Ω and CE = 45fF were chosen.

Bias

3X1.5μm

3X1.5μm

45fF

Lpar

Bias

RFin

RFout

5mA

Figure 5.36: DA cascode gain element.

The overall details of the gain element is shown in Fig. 5.36. In addition to the bandwidth
extension techniques discussed, a series inductor is also placed in the cascode stage to
further improve the bandwidth [96]. Again, the size of this inductance will affect the input
impedance and can potentially cause oscillation if it is selected to be large.

Simulations for the input loading of the gain stage is shown in Fig. 5.37.

Biasing

Biasing a wideband distributed amplifier poses several challenges. An RF choke is re-
quired to provide biasing to the drain of the devices. For the base, a large series resistor
can be used since the current is substantially lower. Conventional ways of biasing the
drain/collector lines include external bias-tees or series resistors. Both of these methods are
ineffective once the DA is integrated into a larger system that uses the chip supply. Series
resistor biasing is inefficient in terms of power and may cause reliability (narrow resistors) or
bandwidth limitations (wide resistors). In addition to that, cascaded DA topologies further
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Figure 5.37: Input loading from the DA gain element.

complicate biasing due to need for several bias points as well as AC connection between
“drain” lines of previous stages with the “gate” line.

Here, we are not interested in providing DC or close to DC gain in the amplifier. The final
system will cover bands that will go down to a few GHz or so. We therefore design a cascaded
RF choke using a spiral inductor in the core. The design uses a short high impedance
line followed by a 4 turn square spiral (1.5 µm spacing between turns). The structure is
connected to the bias point by a longer trace that provides the low end inductance. The
architecture is shown in Fig. 5.38. The first segment of the high-Z line together with part
of the choke provide adequate inductance for the highest frequencies. The multi-turn choke
provides the inductance at mid-frequencies. It is designed to have a high self-resonance
frequency. Capacitor C1 is a local and relatively small capacitor (400 fF) that ensures that
the high frequency response is decoupled from the second high-Z line and whatever comes
after that. Capacitor C2 is a large capacitor that isolates the cascaded-choke structure from
biasing circuits. For bringing the response down to lower frequencies, we could replace the
second high-Z line (between capacitors) with another larger multi-turn inductor. In this
design, the current structure provides the required response with only a single multi-turn
inductor.

 high-Z line high-Z line

Multi-turn 

choke

C1 C2
To Circuit

To DC

Bias

Figure 5.38: Cascaded choke architecture.



126

Amplifier Characteristics and Measurement Results

A three-stage cascaded DA is realized in 0.13 µm SiGe BiCMOS process. Each stage
uses 5 gain elements. The cacode stages are biased at 5 mA each and hence the total current
in the active part of the DA is 75 mA.

Figure 5.39: Chip micrograph of the SiGe distributed amplifier.
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Figure 5.40: S-parameter measurements of the SiGe DA.

The chip micrograph is shown in Fig. 5.39. S-parameter measurements are shown in
Fig. 5.40. The amplifier provides an average gain of 24dB and larger than 110GHz of
bandwidth (measurements limited by the VNA). Measurements include all pads/parasitics
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and no de-embedding is done on the DA. The DA has a measured GBW product in excess
of 1.5THz. Simulations show that a BW of 125 GHz is expected. Further measurements
beyond the W-band will assess operation to 125 GHz (leading to a GBW product in excess
of 1.7 THz).

5.3 Wideband Conversion to Differential

Single-ended to differential conversion over a very wide frequency bandwidth is very
challenging. This is especially true if the phase response (or group-delay characteristic) of
the block is important as is the situation here. A passive balun structure could be designed
to provide 20-30% relative bandwidth but that usually comes at the price of poor phase
response close to the frequency edges. In addition to that, we target an imager that uses
a wide frequency range with multiple-carriers. The LNA will be a common block that is
re-used between the stages. This necessitates a broadband conversion.

Here, the conversion to differential is performed through an active balun. The whole
structure is very similar to a “micro-mixer” proposed by Gilbert in [97]. The design uses
common-base topology on one path and a combination of a diode and common-collector on
the other path to generate opposite polarities of the signal.

Bias

R
s

Q2Q1

Q3

+ V
s

Input

I
1

I
2

Figure 5.41: Active balun circuit schematic.

We will first analyze the active balun circuit independently. Fig. 5.41 shows the basics
of the circuit. At low frequencies and with the assumption of a high current gain we have:

I1 = IinZingm = I2 (5.39)

in which Zin ≃ 1
2gm

. With a finite device current gain, input impedance will be slightly
smaller. Nevertheless, the interesting point of this architecture is that irrespective of the
input impedance (which will change slightly with a non-ideal current gain), the output
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currents of the two branches will be enforced by the voltage of the common input node
modulating the base-emitter of Q2 and Q3. There is some resiliency to variations of these
differential currents with the addition of non-idealities. However, even with this topol-
ogy, once the frequency of operation becomes comparable to ft (as is the case here with
foperation,max ≃ 0.6ft), non-idealities will show themselves. In addition to that, adding series
resistance for the base and emitter junctions of the devices will add to the mismatch. There
will also be a slight mismatch between the AC and DC copy ratios. Because of the DC
current mismatch between branches (base current error), the gm values will be different
and that will lead to a differential error on the output currents. To mitigate this problem
and reduce errors, a resistor is added in series with the base of the diode connected device
(Q1). This can reduce the DC current mismatch to the first order. In the AC response,
adding the resistor will add a pole and zero to the impedance of this node. This could be
used to equalize the response of the LNA-mixer interface section. The pole is located at

βCπ

2πgm(β+1)
≃ ft and the zero at 1

2πCpi(RB//rπ)
. This zero is common between the paths and

will not affect the differential response error of the active balun.

Bias

R
s

R
P

R
B

R
P R

P

I
RF+

I
RF-

Q2Q1

Q3

Input

Figure 5.42: Circuit schematic of the active balun with degeneration and base resistances.

In addition to this, a degeneration resistor is also included in the circuit to linearize the
input impedance. The tradeoff is in the noise penalty associated with this. Under large
swings the input impedance of the stage gets modulated. Adding a fixed resistor will help
by reducing the variation at the expense of higher noise from these elements. In general,
wideband “non-resonant” input matching comes with the cost of higher noise in the first
place but this will also add to that. Fig. 5.42 shows the schematic of the circuit with the
additional resistances.

Fig. 5.43 shows the phase of the current components I1 and I2 together with the phase
error. The error is less than 6◦ up to 130 GHz. The other issue is with the magnitude
of the currents. The magnitude error before correction is shown in Fig. 5.44. This shows
the magnitude of the currents as well as the error percentage. This error exceeds 10% for
frequencies close to 110 GHz. The resulting CMRR is shown in Fig. 5.45. This needs to be
improved and is partially corrected through another leverage point with the control voltage
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Figure 5.43: Phase response of the active balun. Both single-ended phase and phase error
on differential output is shown.
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Figure 5.44: Initial magnitude response and error in magnitude of the active balun circuit.
Current buffer’s control voltage (Fig. 5.46) can be used to further reduce the error.

of the current buffer that comes after the active-balun (and by that the collector-emitter
voltages of transistor Q2).
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Figure 5.45: CMRR of the core active balun circuit.
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5.4 Mixer Design

A fully-balanced active mixer is used in the direct-conversion receiver. The schematic
of the mixer with the active balun is shown in Fig. 5.46.

L
PAR

AC-couple

Vctrl-L Vctrl-L Vctrl-R Vctrl-R

Input

Bias

R1

Rp

RB
RE RE

I
RF+

I
RF-

LOI+ LOI+LOI-LOI- LOQ+ LOQ+
LOQ-LOQ-

3.3V

100Ω

140pH

1.8μm1.8μm

1.8μm

IF_I IF_Q

Figure 5.46: Overall schematic of the active balun, current buffer and quadrature mixer.

5.4.1 Overview of Challenges

We will start by a fully-balanced current commutating mixer core (a balanced Gilbert
cell). First order analysis of the dominant distortion terms in the mixer are provided. First,
we will ignore the effect of offset voltage in the mixer quad core and assume perfect LO
swing. I1 and I2 are the currents feeding into the quad core (RF and DC). We will define
CM and DIFF currents as follows:

Idiff = I1 − I2

Icm =
I1 + I2

2
(5.40)
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We will then have:

Iout1 = I1 × P1(t) + I2 × P2(t) =

I1 × (0.5 +
2

π
cos(ωLOt))+I2 × (0.5− 2

π
cos(ωLOt)) =

Icm +
2

π
cos(ωLOt)Idiff

Iout2 = I2 × P1(t) + I1 × P2(t) =

I2 × (0.5 +
2

π
cos(ωLOt))+I1 × (0.5− 2

π
cos(ωLOt)) =

Icm − 2

π
cos(ωLOt)Idiff (5.41)

where we have only taken the first harmonics into account. The common-mode RF current
goes through without frequency conversion as a common-mode in baseband. Assuming the
baseband circuits provide filtering and some common-mode rejection, this component will
be non-significant.

Next is the differential component. To first order we could describe this component as:

Idiff = IRF−diff +∆Idc +∆IIM2 (5.42)

where ∆Idc is the difference in DC currents of the two paths and ∆IIM2 is the residual
difference of the IM2 components generated at the input RF stage. This results from any
imbalances or mismatch in the gm-stage of the mixer. Notice that these components will
be up/down-converted by the LO term in equation (5.41).

The DC current mismatch term will generate an LO feedthrough to output (even though
we have a fully-balanced topology). This large LO signal at output has the potential to
overwhelm the baseband gain stages. As an example, with 2 mA of DC current and a 5%
mismatch between the paths, a 100 µA of “LO” current will find its way to the output. For
a 100 Ω load, the LO swing will be about 10 mV which is quite substantial.

Two partial solutions are designed into the mixer. First, to provide first order cancella-
tion of the DC term, the control voltage at the base of the current buffers shown in Fig. 5.46
is designed to be programmable. This voltage allows for changing the collector-emitter volt-
age of the bottom devices and by that allows a small change in the DC current of the paths.
In the real implementation, a 4 bit DAC is used to control these voltages. Also, an override
option is provided to allow external control by a finer step.

Secondly, an LO trap can be placed on the output of the mixer. This is in the form of a
narrow microstrip line that minimizes the loading on the baseband signal itself. Given that
the cutoff frequency of the baseband signal (30 GHz) is relatively close to the 94 GHz LO,
this is not an easy task.

In addition to the mentioned error terms, the mismatch between the mixer core devices
also generates additional error components. Without the mismatch between these devices,



132

I
RF

+

LO+ LO-

Vof

Figure 5.47: Mixer core with input offset voltage.

IM2 components, for example, do not fall in the baseband since the common-mode part of
IM2 will remain in common-mode and the differential mode is up-converted as described
above. However, the mismatch component changes this [98] [99]. The offset voltage (shown
in Fig. 5.47) will generate duty cycle distortion. This is due to the movement of the switching
threshold on one of the devices. To reduce this effect, a large swing or a pulse input has
to be applied which are both are very costly with a 94 GHz LO. The feedthrough is to
first order related to the ratio of the offset voltage to the peak swing. There is another
mechanism through which distortion is generated and that is by periodic charging of the
capacitance at the common emitter node [98]. This effect is reduced by the addition of the
current buffers and hence the capacitance of the common node in this topology.

5.4.2 Mixer Core Design

The mixer core has separate I and Q fully-balanced cells that take the input from the
current buffers. The left and right current buffers reduce the loading on the lower devices
and by that reduce bandwidth limitations. They also divide the current in two paths
providing the input for both the I and Q balanced Gilbert cells. At the same time, the
voltage at the base could be adjusted to both change the DC currents of the two paths
(to calibrate for LO feedthrough) as well as to maximize differential component (by slight
change in gain of the two polarities). The current buffer transistors also reduce the LO to
RF feedthrough by adding an intermediate layer. This feedthrough component will manifest
itself as an undesired transmitted tone retransmitted from the receiver. Time-varying effects
can modulate this tone and turn into an undesirable echo in the system.

A series 300 fF MIM capacitor AC couples the LNA and mixer. It is sized to both
provide adequate matching at the bands of interest as well as not to introduce a large
parastic capacitance to ground. The mixer core uses device size of 1.4 µm. The current
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dividers are 1 µm devices. Bypass capacitor banks are placed at the base of the current
mirror to reduce chance of oscillation and noise pick up. A combination of MOS capacitors
(400 fF) and MIM capacitors (130 fF) are placed in close vicinity of each of these control
voltages. Each branch of the active balun carriers a nominal current of 2 mA.

As shown in the schematic, the mixer uses shunt-peaking in the form of high-Z mean-
dered microstrip line. Using shunt-peaking is a delicate compromise between the amplitude
response and the phase/group-delay response. Excessive use of shunt peaking will result in
large changes in the group delay of the amplifier and is avoided. If we define m as the ratio
of the inductive corner frequency to the capacitive corner frequency or R2C

L
, it is shown that

m ≃ 1.41 leads to the best bandwidth extension [77]. On the other hand, m ≃ 3.1 will
result in the best group delay response. Here, m ≃ 2.2 is chosen as a tradeoff which leads
to a bandwidth extension ratio of 1.7. This leads to a line inductance that is close to 140
pH in series with a 100 Ω resistive load.
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Figure 5.48: Mixer gain referred to RF frequency (voltage gain with 100 Ω load or 200 Ω
differentially).

The simulation results for the extracted version of the mixer using HicumL2 models is
shown in Fig. 5.48. The gain varies between-5 and-7 dB across the 65 GHz to 115 GHz
band. Using other model cards, we obtain a smaller gain variation. The HicumL2 has been
seen to show slightly pessimistic results (compared to measurements) in the past results.
The standard model provides a larger gain by 1-1.5 dB.

5.4.3 LO Buffer

As discussed in previous chapters, frequency locking remains an important issue in ob-
taining the required resolution. To achieve this using the central integrated PLL, a distribu-
tion network is required. This necessitates LO dividers to distribute the PLL signal to the
TX and RX side as well as the divider in the loop. Instead of using Wilkinson dividers for
this purpose, this design incorporates transformer/amplifier combination for signal division.
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Figure 5.49: The schematic of the single-ended to differential LO buffer.

A combination of a balun, differential cascode amplifier, and a transformer is designed to
obtain the required conversion 1. The schematic is shown in Fig. 5.49.

One of the key challenges with this design is the common-mode response of the balun.
To reduce the common-mode levels, a capacitor (in series with some resistance to de-Q the
network) is placed on the center tap of the secondary (balanced) side. The right value of
capacitance (and hence the impedance of that node) reduces the common-mode response of
the structure significantly.

To ensure the stability of the buffer as well as to provide an adequate bandwidth on the
output match, loss (in form of 12 Ω resistance) is placed in series with the collectors of the
devices.

The single-ended input is matched to 50Ω and the differential output is matched to
100Ω. The buffer gain is 10dB, OP−1dB is 2dBm, and Psat is 5.4dBm at 94GHz. Simulation
of the output power level of the buffer is shown in Fig. 5.50.

5.5 Baseband Amplification

The quadrature signals are delivered to the baseband amplifiers. The budget on the
input capacitance of the buffer is extremely tight. As mentioned previously, excessive ca-
pacitance will lead to bandwidth limitation and group delay distortion. At the same time,
the baseband amplifier needs to drive internal/external 50 Ω lines as well as to provide some
gain. A 3dB bandwidth of 25GHz or more is required on each of the quadrature signals in
order to meet range resolution limitations from group delay distortion.

The input stage is designed as a differential follower to decrease input capacitive loading

1Thanks to Stefano Dal-Toso for assistance in the initial design and to Shinwon Kang for modifications.



135

-40 -30 -20 -10 0 10
-40

-30

-20

-10

0

10

 

 

O
u

tp
u

t 
P

o
w

e
r 

[d
B

m
]

Input Power [dBm]

Figure 5.50: LO buffer output power.
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Figure 5.51: Input impedance at the input of the mixer.

to the mixer. This is important since the mixer output is a critical node with a relatively
larger capacitance and therefore we avoid extracting gain from the first buffer stage that
loads this node. In addition to that, LO feedthrough (by mechanisms described earlier)
exists on this node and a buffer stage has a larger swing tolerance and its frequency response
can suppress the undesirable 94 GHz signal. On the other hand, stability becomes a major
concern with the follower stage and needs to balanced against bandwidth considerations.
The first stage is biased at 6 mA (device biased at 1 mA/µm). The equivalent input shunt

resistance ( 1
Re(Yin)

) and shunt capacitance ( Im(Yin)
ω

) are shown in Fig. 5.51.

The second stage is designed for gain. It uses larger devices (2× 2.5µm) in a differential
cascode topology. Some emitter degeneration is used to reduce input capacitive loading as
well for linearity concerns. This stage has a nominal bias current of 14 mA which places
the transistor bias at 1.4 mA/µm.
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Figure 5.52: The schematic of the baseband buffer.

A third stage is used to drive the 50 Ω line. Another differential cascode structure is
used. The device bias and sizing is similar to that of stage 2. Shunt-peaking is not utilized.
Fig. 5.52 shows the schematic of the three stage buffer.
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Figure 5.53: Baseband buffer voltage gain and group delay simulations.

Fig. 5.53 shows the simulation results of the baseband buffer. This includes EM simu-
lation (Ansoft HFSS) of all traces and interconnects. As can be seen here, the results show
that the design has not been very aggressive on using extensive shunt-peaking. In other
words, the total balance is tilted towards a better group delay response as compared to gain
flatness. It is also observable that the node at the mixer load consumes a large portion of
the total bandwidth budget. The tradeoff there is between gain, group delay/BW, noise,
and linearity.



137

Chapter 6

Integrated 94GHz Radar Transceiver

6.1 System Overview

In the next step towards the integration of a large-scale array imager, a single-chip mm-
wave radar transceiver has been designed in a 0.13µm SiGe BiCMOS process. The system
schematic is shown in Fig. 6.1. The annotated chip micrograph is shown in Fig. 6.2. As
discussed in chapter 2, this is a pulsed-based radar with the ability to move the transmit (or
receive) window using a high-resolution delay-locked loop. The center frequency is nominally
at 94GHz and is programmable from 87-97GHz. This adds to the resolution capabilities of
the system as described previously.

The chip integrates antennas for the transmitter and the receiver, LNA, wideband active
balun, quadrature mixers and IF gain stages, a 94 GHz PLL, variable width pulse generators,
1.47 GHz DLL, PA, and quadrature LO distribution. An external 2.94 GHz reference is
divided to provide the nominal PRF for the pulser and a reference for the DLL and PLL.
Therefore, the carrier frequency is locked to the PRF and integration produces coherent
pulses. To realize beamforming, the pulse envelope can be shifted in fine time increments
through embedded interpolation of DLL phases. For perfect phase combination, this will
also require a mm-wave phase shifter that would shift the phase at 94 GHz. This part is
not implemented in this chip.

6.1.1 Receiver Architecture

The receiver section uses the blocks and components described in chapters 5 and 3. The
antenna element is a tapered loop antenna with a back-side reflector. The two TX and
RX antennas are placed on the two ends of the chip to reduce mutual coupling. Also, the
back-side ground reflector of the two antennas could be separated to provide more isolation.
The loop diameter is 650µm and the width is tapered from 20µm on the input side to 70µm
on the outer side.
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Figure 6.1: Block-level schematics of a pulsed-based radar transceiver.
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Figure 6.2: Chip micrograph of the radar transceiver.

In this chip, two identical distributed amplifier (DA) blocks are integrated. The differ-
ential antenna feeds each of the single-ended amplifiers symmetrically. The top DA feeds
a separate RF pad structure for testing and debugging of the antenna, the amplifier, and
the interface. The bottom DA feeds the single-ended to differential active balun and mixer.
The interface is a 50Ω transmission line.

In the LNA (cascaded 3-stage DA), the biasing of the first stage is separated from the
two other stages. The first stage bias DAC provides a range between 800 µA to 6.8 mA by
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4-bits. This feeds 5 cascode gain elements in the first DA stage. A current multiplication
of 1 to 6 exists for each of the cascodes. Nominal bias current for the cascode elements
is close to 5mA. The second and third DA stages share a common current source which is
programmable by two 4-bit DACs. By slightly changing (lowering) the current of the first
stage, we can reduce the noise figure of the LNA.

The active balun circuit topology is described in chapter 5. A current buffer separates the
active balun from the quadrature mixer core circuit. The output of the mixer is inductively
loaded for shunt-peaking and drives the IF amplifiers. The I and Q outputs are placed on the
left and right of the mixer and each drive a separate gain path in the IF. Two single-ended
to differential LO buffers are used to provide the required signal swing to the mixer LO
port. The layout is completely balanced with dummy transmission lines placed to provide
complete symmetry to the mixer and IF stages. The mixer nominal current is set to 2 mA
for each of the branches and is programmable by a 4-bit DAC (0.4 mA- 3.4 mA per branch).

The IF gain stages are design to provide 11dB of gain across a 26GHz BW. The final
stage drives the 50 Ω pads and off-chip components (RF probes in this case). The current
consumption of the three stages of the IF amplifier is 6 mA, 14 mA, and 14 mA all from a
3.3 V supply voltage. The current DACs provide a range of 1.2 mA-10.2 mA for the first
stage and 2.8 mA-23.8 mA for the second and third stages.

The output of the IF gain stages drive the RF differential Ground-Signal-Signal-Ground
(GSSG) pads. The I/Q pad structures share a ground pad. The layout of the mixer and
baseband stages is shown in Fig. 6.3. In this figure the I/Q LO signals arrive from the top
and are routed to the mixer core. Meandered microstrip lines that provide shunt-peaking are
placed on the top of the mixer and move to the left and right for the I and Q components.
The IF stages also use shunt-peaking and that is also implemented as meandered lines.
Symmetrical routing provides the I/Q signals to the RF pads. Simultaneous measurements
of the I/Q components will require custom-built RF probes.

6.1.2 Transmitter Architecture

In the transmit path of this chip, an independent switching scheme is employed. Fu-
ture designs can incorporate hybrid-switching for shorter pulse generation (demonstrated in
Chapter 4). Here, the switching functionality is solely realized in the power amplifier stage.
The power amplifier has been redesigned from the previous design introduced in Chapter 4
to allow improved ON/OFF ratio (reduced leakage) as well as faster transition. The block
diagram of the TX section is shown in Fig. 6.1.

The VCO has a differential output. One of the outputs feeds the RX as well as the
divider and the PLL loop. The other output is used to drive the TX side. An identical LO
buffer to the one on the RX path is used to convert the signal to differential. The PA receives
a differential CW signal in the TX band of 87-97GHz. PA schematic is shown in Fig. 6.4.
The first stage of the PA is a cascode implementation and provides the required gain and
power for the second stage. Switching takes place in the second stage . Current switching or
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Figure 6.3: Layout of the baseband section.

steering is realized by a Gilbert structure. Contrary to the implementation described in the
standalone transmitters of Chapter 4, in this design the pulse input waveform is completely
differential. This could potentially increase feedthrough of the pulse (base to collector) from
the signal side of the Gilbert quad to the output. To circumvent this problem, transistors
in the signal side are stacked to increase isolation.

The PA driver provides the differential pulse signal to the PA switching transistors. The
schematic is shown in Fig. 6.5. A differential buffer with a programmable bias is used to
generate sharp edges for switching. Series resistor loss is placed on the path to increase
stability. The PA uses large devices in the second stage and hence the capacitance in the
common-emitter node of the differential Gilbert stage is quite large (in excess of 100 fF).
In the switching event, the PA current commutation stage acts similar to a follower loaded
with a large capacitance. Stability will be a major concern for this stage. To stabilize the
stage we need to increase the real part of the impedance seen from the base. The series
losses provide the extra part.

6.1.3 Frequency Generation and Distribution

The 94GHz LO signal is generated by the PLL and distributed into both TX and RX.
The block diagram of the PLL is shown in Fig. 6.6. The PLL uses similar loop elements and
characteristics to a previous design with Shinwon Kang reported in [100]. There are some
modifications: here, the VCO uses a coarse two-bit digital control to set the band and hence
a locking range of 10GHz is obtained. The loop uses the LO buffer introduced in Chapter
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5 to feed the divider. A fundamental-mode differential cascode Colpitts VCO is chosen for
the PLL. If designed properly, a Colpitts oscillator can provide better performance in terms
of oscillation frequency and noise compared to a cross-coupled design (Chapter 4).

One single-ended VCO output is amplified by the LO buffer and feeds the PA. The
other VCO output is converted to differential signals by the LO buffer to drive the PLL
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divider and the RX. Quadrature signals are required for the receiver. Initial transmitter
designs incorporated a quadrature VCO for this purpose (Chapter 4). However, here we
use a passive phase-shift approach. This is to ensure low phase noise and locking across the
large PLL locking range. A quadrature hybrid, made of four microstrip lines and four MIM
capacitors, is used. These quadrature signals are then connected to single-to-differential LO
buffers which drive the mixer with a power of +3dBm. The VCO frequency can be varied
by changing two coarse bits and by adjusting the VCO bias current.

Figure 6.6: PLL architecture implemented in TUSI transceiver.

6.1.4 Pulse Position and Width Programming

In order to be able to perform pulse beamforming, an accurate control of the pulse
position is required. The pulse width controls the tradeoff between depth and resolution
with narrower pulses providing better resolution at the cost of lower penetration depth. In
order to generate a programmable pulse position, a delay-locked loop is incorporated in the
transceiver. All of the transceiver modules in the array receive a synchronized common
clock and would then impose the correct delay for beamforming.

The DLL here uses ideas from previous work of Toifl et al. [101] and is similar in
architecture to the design introduced by Steven Callender et al. in [102]. The basic idea
behind the design is similar to that introduced in Chapter 2. If the elements in the delay
chain are reduced from N to N-1 cells, the delay per cell changes from T

N
to T

N−1
. We can

implement the change in the number of delay stages by choosing a different delay point in
the chain in the feedback loop of the DLL. In addition to that, phase-interpolation could
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also take place by giving different weights to the phase-detector outputs of various delay
points in the chain. The schematic of the idea is shown in the conceptual drawing of Fig. 6.7.
Here, a 9 stage delay chain is implemented with the last three taps used in the interpolation
(interpolation between 9/8, 8/7 and 9/7). Each output tap will see an adjustment in the
delay depending on the interpolation steps. Outputs that are further down the chain will
experience a larger change due to the accumulation. To provide coarse timing, a MUX
element selects which of the taps are routed to the very output.

As described in [102], the phase adjustment introduced here results in non-linear delay
steps. Assuming we have N stages in the path, the delay from the m-th tap is m T

N
. This

is not a linear function from N’s viewpoint. We therefore need to design for finer steps to
meet the maximum delay error requirements. A calibration procedure may be required for
the chip to derive the mapping table for the obtainable delay steps.

The DLL receives the divided down 1.47GHz reference signal as its input. This references
signal is the common synchronous clock for the array and also feeds the PLL. Therefore,
the PLL and DLL are locked together making coherent pulse transmission possible. With
this DLL topology, the resolution of the phase steps is dictated by the resolution of the
current DACs used to perform the interpolation. A 5-bit thermometer coded DAC is used,
resulting in a theoretical worst-case phase step of less than 3ps.

The output of the DLL block feeds a variable pulse generator. The pulse generator is
similar to that of Chapter 4. Together with the DLL, the baseband blocks can produce
variable pulse width and position for the array.

MUX

XOR PD

V/I Conv+Filter

φ
ref

φ
7

φ
8

φ
9 aφ7

aφ8
aφ9

Vc Vc Vc Vc

Vc

Output

Figure 6.7: Conceptual schematics of delay-locked loop (DLL).
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6.2 End-to-End Measurement Results

The chip is fabricated in the 0.13 µm SiGe BiCMOS process described in previous
sections. The die thickness is set to the standard 375 µm.

The chip is bonded to a PCB board using a chip-on-board (COB) assembly method.
The antenna ground reflector is implemented as soft-gold ground plane underneath the
chip. Here, a single continuous plane is used to cover the entire chip from the back. To
reduce direct coupling between the TX and RX, the grounds could be separated (cut in the
middle). The chip has two high-frequency interfaces: the input references clock which is
at 2.94GHz (nominal) and the IF output which is probed. The SPI control is programmed
through a scan-chain with an external FPGA board. In total, the chip has 262 bits of
control to set bias currents, select TX and RX settings, and to set the pulse width, delay
and polarity. A separate power board is designed to provide supply voltages and current
references. The RF board is shown in Fig. 6.8.

Figure 6.8: Picture of the RF board in the measurement setup.

To perform transceiver testing a sampling oscilloscope (Agilent 86100C with 70 GHz
head) was used as the primary testing module. The clock frequency ( 3 GHz) was provided
by the Agilent 8267D. A different signal source (Agilent 4438C) triggers the oscilloscope.
The two sources are locked together using the 10 MHz references. This is not an ideally
stable locking scheme and has some negative impact on the system measurements. The
measurement setup is shown in Fig. 6.9.

The locking range of the PLL is measured by two methods. In the first method, the
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Figure 6.9: Measurement setup for testing the radar transceiver. Both TRX and separate
TX measurement setups are shown. The TX is measured by an external down-converter.

transmitted signal is intercepted directly using an external down-converter. Both pulse and
continuous-wave outputs could be used to measure the center frequency of the PLL. When
the frequency falls outside the PLL locking range, several changes are observable. First, in
the frequency domain, the tones show a pulling behavior. This is shown in Fig. 6.10. Here,
the transceiver output (end-to-end measurements from the whole system including the TX
and RX) is measured in the pulse mode. Zoom-in version of the spectrum is illustrated
around 4.42 GHz (PRF is set to 1.47 GHz). The spectrum is shown for both locked and
non-locked versions.

In addition to that, depending on the pulling frequency offset, there will be some dis-
tortion. The spectral lines of non-locked case in Fig. 6.10 are separated by approximately
20 MHz. This separation is not a fixed factor and will change by changing VCO range, ref-
erence frequency and etc. Depending on the relative values of this frequency spacing, pulse
width, observation time (total integration time), and time-of-flight, this distortion can lead
to a detrimental effect on both range and phase accuracy of the system. Longer integration
windows can partially mitigate this issue with averaging out the beat-frequency effect.

The other way by which a non-locked system is observable is through time-domain
measurements (both direct TX and also TRX). If the frequency is not stable, received
echoes will not arrive in a perfectly coherent manner and some instability is observed in the
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time-domain. Fig. 6.11 shows an example of the case where the PLL is not locked.

PLL Locked PLL Non-locked

Figure 6.10: Frequency spectrum measurements of the transceiver together with zoomed in
versions for locked and non-locked PLL conditions.

Measurements of the lock-range of the PLL are shown in Fig. 6.12. The VCO frequency
band is selected by 2-bit digital control string which introduces extra fixed varactors to the
tank. To adjust the frequency of the VCO and allow increase in locking, VCO bias current
can also be slightly modified from nominal. The PLL locks from 87.3 GHz to 97.2 GHz.

Once the PLL is locked and the carrier frequency is a multiple of the PRF, coherent
integration of pulses is made possible. To observe the output, infinite persistence mode
is utilized in the sampling oscilloscope. In addition to persistence, averaging can also be
performed by the oscilloscope to reduce amplitude noise. Fig. 6.13 shows measurements of
the received pulses in TRX settings. Both averaged and non-averaged versions are shown
with a PRF being set to 1.47 GHz. The measured pulse width can go down to around 36
ps (50 % to 50 %) at which point some ringing starts to occur.

Next, the DLL measurements are performed. As before, these are end-to-end measure-
ments of the whole system in which the DLL control settings are adjusted to observe the
received waveform timing position. As previously mentioned, the DLL provides a non-linear
delay step because of the tuning mechanism used. The DLL provides both fine and coarse
delay tuning. Coarse steps yield programmability over an entire pulse repetition interval
(PRI). First the whole range of DLL tuning is measured. This is obtained by sequentially
looking through the MUX outputs (from various delay stages) and performing interpolation
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Figure 6.11: Time-domain measurements with a non-locked PLL. The distortion is due to
the addition of non-coherent pulses. Due to the high PRF used in this chip, some level of
coherency is still observable.

on the last three taps. By going through all steps, we can derive the total delay variation
possible on the chip. First, we selected 8 different points that provide uniform coarse delay
over the whole PRI. This is shown in Fig. 6.14. Next, we looked at specific points on the
tuning curve to observe the fine tuning capability. This is best observed in the last three tap
outputs (stages 7, 8 and 9). Looking at these three stages from the MUX, we can tune the
delay on a 238 ps span with an average step of 2.28 ps. Max step is 6.8ps and corresponds to
the jump from one stage output to the next. Redundant and duplicate points are removed
from these measurements. Results of fine step tuning is shown in Fig. 6.15.

Separate measurements were also performed on the transmitter. An external down-
converter using a horn antenna is used to intercept the transmitted pulses. The down-
converter is similarly setup to measurements of Chapter 4. To observe coherent pulses, one
needs to lock the PRF, center frequency, and also the down-converter frequency. It is also
mandatory that these frequencies be multiples of the PRF since we would like to observe
pulses that are superimposed on the top of the previous ones. An example of frequency
selections could be setting PRF to 1.5 GHz, center frequency to 96 GHz, and down-converter
LO to 90GHz. This way, the down-converted signal has a center frequency that is a multiple
of the PRF (6 GHz=4×1.5 GHz). However, since the pulse BW is greater than 6GHz,
aliasing is expected. These measurements are shown in Fig. 6.16. Since frequencies are
locked, we can use averaging to reduce noise levels on the pulse. The observable output
signal jitter is larger here compared to TRX measurements. This is because, the down-
converter as shown in Fig. 6.9 uses a multiply by 6 on the LO side and hence for a 90
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GHz LO, a 15GHz signal has to be fed to the system. This 15 GHz signal also needs to
be frequency locked to the reference signal provided to the chip (3 GHz here) as well as
the oscilloscope trigger (1.5 GHz). Locking is maintained by the 10 MHz references from
the two sources. However, at such high frequencies, the 10 MHz reference does not provide
adequate phase/frequency stability and hence the observed signal quality drops.

Table 6.1 shows the summary of transceiver performance.
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Figure 6.12: PLL locking range based on various VCO frequency bands. Fixed capacitors
are switched in and out using a two-bit control.
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Figure 6.13: Measurements of TRX pulse output waveform both with and without averaging.
The pulse goes through the entire TX and RX chains.
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Table 6.1: Summary of radar transceiver performance.

94GHz Pulsed Radar Transceiver Performance Summary 

Technology 0.13 µm SiGe BiCMOS 

Area 4.4mm X 1.4mm 

System 

Specifications 

PRF (nominal) 1.47 GHz (94 GHz/64) 

PRF Range 1.364 -1.519 GHz 

Min. Pulse Width 36ps (50%-50%) 

Total TRX RMS Jitter 1.2ps 

BB I/Q BW 26 GHz 

Total DC Power (including 
biasing) 

Continuous (1.9W*),  

Duty-Cycle TX at 20% (1.4W) 

LNA 
(Distributed 

Amplifier) 

BW (-3dB) 15-110 GHz (**), (up to 125 GHz in sim) 

Gain 24 dB 

DC Power 75mA (3.3V) 

I-Q Mixer/ 
Broadband 

Single to Diff. 

Amp/ Phase error (Single-

ended to diff) 
70-110GHz: 1.2dB/ 5-7° (sim) 

Conversion loss 5-7dB (70-120GHz) (sim) 

DC Power 4mA (3.3V) 

Antenna 
Type Tapered loop antenna with metal reflector 

Peak Broadside Gain -0.5dB (sim) 

PLL/ LO 

distribution 

Lock Range (in System) 87.3- 97.2GHz 

PLL Phase Noise (@95GHz) 
(measured in standalone) 

-92.5dBc/Hz@100KHz, -102dBc/Hz@1MHz 

CLK Spur <-60dBc 

DC Power 152mA (3.3V), 23mA (2.5V), 17mA (1.2V) 

DLL/ Pulser/ 

Pulse Driver 

Max coarse delay Full PRI (680ps) 

Max delay span for fine steps 238ps (avg. step=2.28ps, max step=6.8ps) 

DC Power 94mA (2.5V) 

PA 
Gain, P-1dB, Psat 16dB, +8dBm, +13dBm 

DC Power 80mA (4V) 
 

PLL and DLL measured performance are from end-to-end system measurements.  

*    Pulse measurements performed with no duty cycling of DC power 

**   Measurements limited by VNA frequency range 

*** All DC currents of major blocks are programmable by combination of 4-bit DACs 
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included.
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Chapter 7

Conclusion

In this work, we have presented the system and circuit level design of an integrated
mm-wave pulsed-based imager in silicon technology. The presented work concluded with a
highly integrated transceiver covering 70-110 GHz with sub-50ps pulses as well as coherent
carrier frequency tuning (from PLL). Besides diagnostic imaging, other applications for
this system include PPM modulated high speed data communication, short-range (board to
board) wireless link with greater than 30 Gbps data rate, non-medical imaging (e.g. security
applications), and intelligent surfaces with 3D imaging capabilities.

In chapter 2 we addressed design challenges related to a pulsed-based array imager.
Details of radar signal processing and arrays basics can be found in the literature ([103, 37,
13, 24]). Practical limitations on obtaining mm-level preprocessed resolution were addressed.
The importance of synchronization and clock accuracy was also examined.

In chapter 3 we discussed challenges and opportunities regarding integrated antennas.
Efficiency enhancement as well as various switching techniques were addressed. Antentronics
was introduced as a way of manipulating the current and field distribution of the antenna to
synthesize the desired impulse response. Two antentronic structures were introduced. Loop
antenna on a grounded substrate was proposed as a potential candidate for high efficiency
on-chip antennas.

In chapter 4 we investigated challenges, techniques and methodologies related to gen-
eration and control of short mm-wave pulses. Hybrid switching was introduced for shorter
pulse generation. Two different transmitter architectures together with measurement results
were presented. Design tradeoff and specifics related to the transmitter chain including the
high-speed pulser, VCO, and the PA were examined. In the measurements, preprocessed
resolution capabilities of the imager were assessed and measured. Multiple-target detection
capability was shown.

In chapter 5 we described the design of the receiver sections. This included wideband
amplification, active balun, wideband mixers, baseband stages, and LO distribution. Funda-
mental limitations in attaining a large gain-bandwidth product were examined and several
wideband techniques proposed. Distributed amplifiers with internal feedback, tapering in
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line segments, and gain stage optimization were introduced. A multi-stage biasing choke
was proposed for operation beyond 120 GHz. The SiGe amplifier provided a GBW product
better than 1.5 THz.

In chapter 6 we introduced an integrated pixel-scalable transceiver in a SiGe BiCMOS
process. The transceiver achieves a very high level of integration compared to the state-of-
the-art 94GHz silicon systems and includes the transmit/receiver chain as well as a 87-97
GHz PLL and a DLL for pulse positioning/beamforming. System-level measurement results
were presented. The TRX is able to provide coarse mm-wave pulse positioning in the entire
PRI as well as fine pulse positioning in a smaller range with 2.28 ps of average time step.
This shows beam-steering functionality for the array.

Future directions include integration of multiple transceivers and assessment of array
resolution. In addition, power reduction in various blocks is another key component of
future designs. Larger frequency span transceivers will need to be addressed to broaden
the application span for TUSI. Assessment of imaging capabilities In Vitro as well as with
animals are among future steps for this modality.

On the signal processing side, there is a need to co-develop signal conditioning techniques
with the hardware architecture for the imager. Optimal processing distribution between the
single element transceivers and the central processor is important for power reduction as
well as improved signal acquisition. Various super-resolution algorithms can be applied to
the designed hardware. Given the availability of center-frequency tuning as well as pulse
position/width selection, both time and frequency domain algorithms can be used.

In the area of antenna design and antentronics there are many interesting architectures
and applications that could be pursued. As an example, the TUSI folded slot antentronic
structure described in Chapter 3 can be modified to provide beem-steering capability. We
can program the timing elements such that the pulse signals to the CMOS switches arrive in
different times. With that, the spatial response of the transmitted pulse (or the “pulse pat-
tern”) can be altered dynamically. This could also be done on multiple antentronic elements
in an array (or an antentronic array). Future integrated antennas in the mm-wave to THz
frequencies are envisioned to be designed differently than what they are now. Electronic
elements will play a larger role in dynamically changing the antenna characteristics and in
synthesizing the desired impulse response.
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