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Abstract

Vertex Operator Algebras and Jacobi Forms

by

Matthew Thomas Krauel

This thesis develops a theory relating the Jacobi group with n-point functions associated

with strongly regular vertex operator algebras. The n-point functions considered here have

additional complex variables and generalize n-point functions studied in other works in the

mathematics and physics literature. Recursion formulas are discussed which reduce the

study of n-point functions to the study of 1-point and 0-point functions.

We consider the space of 1-point functions associated to inequivalent irreducible

admissible modules for a strongly regular vertex operator algebra. We develop transforma-

tion laws for this space of functions under the Jacobi group. With additional assumptions,

we show that 1-point functions are sums of products of 1-point functions of modules for the

commutant subVOA of the vertex operator algebra together with a type of Jacobi theta

series. Conditions will be given where these functions are vector-valued weak Jacobi forms.

A number of corollaries to these results are developed, including a sharper result in the case

of holomorphic vertex operator algebras.

Other results contained in this thesis include transformation laws for Jacobi theta

functions with spherical harmonics, and a generalization of a result of Miyamoto to include

zero modes of elements.

vi



To My Parents,

Tom and Nancy.

vii



Acknowledgments

I would like to gratefully acknowledge the faculty and staff of the Mathematics Department

at the University of California, Santa Cruz, for providing the necessary foundation, contin-

ual support, and assistance over the years. I am extremely thankful for the guidance I have

received from Chongying Dong, who has not only been an incredible source of knowledge to

me, but also a wonderful teacher, mentor, and friend. Thanks is also given to Christopher

Marks for his sincere advice and encouragement.

I owe an enormous amount of gratitude to my advisor Geoffrey Mason. Working

with Geoff has truly been a pleasure, and a highlight of my studies. I am grateful not just

for the mathematics he has taught me, but for his contagious enthusiasm for the subject,

his advice, and anecdotes in general. I feel very honored to have had an advisor that not

only helped mold me into a mathematician, but routinely served as a reminder to why I

want to become one.

Above all, I would like to give my sincerest thanks to my family, and in particular

my parents, Nancy and Tom, who I cannot thank enough. They continue to be my greatest

educators and inspiration. Without their love and support, this thesis would not have been

possible, and without their friendship, it would not have been as much fun.

viii



Part I

Background and Preliminaries

1



Chapter 1

Introduction

The theory of vertex operator algebras (VOAs) is a relatively new area of math-

ematics related to the physics of conformal field theory (CFT). In recent years, the study

of VOAs has also become a mathematically rich subject with connections to group theory,

combinatorics, number theory, algebraic geometry, elliptic genera, elliptic cohomology and

topology, among other fields. One such connection, that between VOAs and elliptic modu-

lar forms, has been a source of inspiration in both physics and mathematics. The presence

of elliptic modular forms in the theory of VOAs, however, now appears to be but one strand

in a larger web of relations between VOAs and automorphic forms. This thesis strengthens

this connection between VOAs and automorphic forms by describing the occurrence of Ja-

cobi forms in the theory of VOAs.

A vertex operator algebra V is a vector space over C with two elements 1 and ω

called the vacuum and Virasoro elements, respectively, and which is equipped with a lin-

ear map Y (·, z) : V → (EndV )[[z, z−1]] defined by Y (v, z) =
∑

n∈Z v(n)z−n−1, such that a
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number of axioms are satisfied. Among these axioms is the requirement of a natural action

of the Virasoro algebra (of central charge c) on V that provides a grading V =
⊕

n∈Z Vn,

where each Vn is finite-dimensional, Vn = 0 for n sufficiently small, and Vn is the eigenspace

for an operator L(0) that will be defined in Section 3.1. The precise definition of a vertex

operator algebra, as well as of a strongly regular vertex operator algebra, their modules,

and useful consequences of their definitions, are given in Chapter 3.

The interest in strongly regular vertex operator algebras is a result of the addi-

tional structure they possess. It is known that for a strongly regular vertex operator algebra

V ,

1. V has a finitely many inequivalent irreducible admissible modules, M1, . . . ,M r [6],

2. V has a unique symmetric invariant bilinear form 〈·, ·〉 : V ×V → C such that 〈1,1〉 =

−1 [31],

3. V is C2-cofinite (defined in Chapter 3),

4. V has another grading (see Subsection 3.1.1 below where L[0] will be defined) such

that

V =
⊕
n≥0

V[n],

where V[n] = {v ∈ V | L[0]v = nv} and V[0] = C1, and

5. V1 and V[1] are reductive Lie algebras [11].

Beyond considering strongly regular vertex operator algebras, this thesis is con-

cerned with VOAs that posses elements h1, . . . , hn ∈ V1 such that hi(m)hj = δm,1 〈hi, hj〉1.

Such elements may be found in any strongly regular VOA so long as V1 6= 0. For such
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h1, . . . , hn, let G denote the Gram matrix G = (〈hi, hj〉) associated with h1, . . . , hn. Ele-

ments h1, . . . , hn ∈ V1 are said to satisfy Condition H if

1. h1(0), . . . , hn(0) are semisimple operators with integral eigenvalues, and

2. [hi, hj ] = 0 for all i, j.

Similar conditions for h1, . . . , hn have also been considered in works such as [12, 37].

Let H denote the complex upper-half plane. For an integer k, an elliptic modular

form of weight k is a holomorphic function φ : H → C that satisfies a certain invariance

property with respect to the modular group SL2(Z) and a growth condition at the infinite

cusp. Modular forms have long been a subject of study by mathematicians due to their

importance in fields such as number theory. They are also of interest to physicists, as the

presence of trace functions invariant under SL2(Z) are required in a CFT.

Automorphic forms can loosely be described as functions on higher dimensional

spaces which replace H. They generalize elliptic modular forms in the sense that they are

invariant under an arithmetic group of higher rank that replaces SL2(Z). Jacobi forms are

such generalizations in which SL2(Z) is replaced by the Jacobi group, Jn = SL2(Z)n(Zn×Zn)

(the Jacobi group often refers to only the n = 1 case, for example in [14]). Quasi-Jacobi

forms satisfy weaker transformation properties than Jacobi forms. More details for modular

and (quasi) Jacobi forms will be provided in Chapter 4.

The original connection between VOAs and modular forms arose via what is called

the (genus 1) partition function or 0-point function defined by

Z(τ) := q−c/24
∑
n∈Z

(dimVn)qn,
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where q = e2πiτ (τ in H) and c is the central charge of V . In 1978, John McKay observed

that the first few coefficients of the modular form j(τ) were “natural” sums of dimensions

of irreducible representations of the monster group M. This mysterious connection was la-

belled “Monstrous Moonshine” and created a lot of interest among mathematicians. VOAs

were developed largely as a way to understand McKay’s observation [19].

Partition functions are a special case of more general functions called 1-point func-

tions, which are of interest in both CFT and the algebraic study of VOAs. For each v ∈ Vk,

the endomorphism v(k− 1) preserves the graded subspaces Vn of V . We denote v(k− 1) by

o(v) and call it the zero mode of v. We define the (genus 1) 1-point function by

Z(v, τ) := q−c/24
∑
n∈Z

TrVn o(v)qn. (1.0.0.1)

A module M for a VOA V is a vector space on which V acts in ways that preserve

relevant algebraic structures, including an appropriate grading. The 1-point function above

can be defined analogously for any module of a VOA. A vertex operator algebra is called

rational if every admissible V -module is completely reducible. The definition of an admis-

sible module, along with a number of other details pertaining to modules of VOAs will be

given in Chapter 3.

For elements v1, . . . , vm ∈ V , an m-point function on a module M j of V is defined

as

TrMj Y (q
L(0)
1 v1, q1) · · ·Y (qL(0)

m vm, qm)qL(0)−c/24,

where qk = e2πiwk with wk ∈ C, and q = e2πiτ with τ ∈ H. In the case m = 1, the

definition of a 1-point function here is the same as in (1.0.0.1). It is conjectured that 1-point

functions associated to irreducible admissible modules of rational VOAs are modular forms
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on a congruence subgroup of SL2(Z). The proofs of special cases of this conjecture follow

from a result of Zhu [46]. Zhu essentially shows that for elements v ∈ V[k] of a rational VOA

V , the vector consisting of 1-point functions associated to irreducible admissible modules

for V is a vector-valued modular form of weight k—a generalization of modular forms that

is considered in Section 4.1.

Zhu also establishes a recursion formula in which n-point functions may be written

as a sum of (n − 1)-point functions with modular coefficients [46]. Along with the results

pertaining to 1-point functions, this establishes that the space of n-point functions is a

vector-valued modular form (see Theorem 5.1.1.1 below for a precise statement of Zhu’s

Theorem). A number of important extensions of this theory have been developed, such as

to orbifold modules [7], intertwining operators [39], and R-graded super VOAs [37].

This thesis considers trace functions of the form

TrMj Y (q
L(0)
1 v1, q1) · · ·Y (qL(0)

m vm, qm)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24, (1.0.0.2)

where ζk = e2πizk , zk ∈ C and h1, . . . , hn ∈ V1 satisfy Condition H. In the 1-point case, the

function (1.0.0.2) reduces to

Jj,h(v; τ, z) := TrMj o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24, (1.0.0.3)

for homogeneous v ∈ V .

Establishing a recursion formula which expresses n-point functions of the form

(1.0.0.2) as a sum of (n− 1)-point functions with coefficients that carry an invariance with

respect to the Jacobi group will be the purpose of Chapter 5. Such a recursion formula for

functions in (1.0.0.2) will follow from results in [37] developed for n-point functions without
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the additional z variables. In this manner, the study of the Jacobi group invariance for the

n-point functions (1.0.0.2) is reduced to establishing an invariance for the 1-point (1.0.0.3)

and 0-point functions. The case of the 0-point functions will follow from the 1-point case

by taking v = 1.

To prove the main transformation laws for the functions of the form (1.0.0.3) we

will need a 1-point analogue of a result due to Miyamoto [38]. For a V -module M j , u, v ∈ V1

and w ∈ V , we define the function Φj(v;u,w, τ) by

Φj(v;u,w, τ) := TrMj o(v)e2πi(w(0)+〈u,w〉/2)qL(0)+u(0)+〈u,u〉/2−c/24. (1.0.0.4)

We extend Miyamoto’s proof to include zero modes under certain conditions. This estab-

lishes the following theorem. (See Theorem A in [38].)

Theorem 1.0.0.1 Let V be a rational, C2-cofinite vertex operator algebra and M1, . . . ,M r

its finitely many inequivalent irreducible admissible modules. Suppose v ∈ V1 and w ∈ V[k]

are such that v(m)w = 0 for m ≥ 0. Then for all γ =

a b

c d

 ∈ SL2(Z),

Φj(v; 0, w, γτ) = (cτ + d)k
r∑
i=1

Aij,γΦi(v; cw, dw, τ), (1.0.0.5)

where Aij,γ are scalars that appear in Theorem 5.1.1.1 below.

Proving Theorem 1.0.0.1 is the focus of Chapter 6.

The development of transformation laws for 1-point functions in (1.0.0.3) must

be broken into two cases, both of which are considered in Chapter 7. The convergence of

such functions will be proved in Section 7.1. Also in this section, transformation laws with

respect to the Jacobi group are developed for the functions (1.0.0.3) when v ∈ V[k] satisfies
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hi(m)v = 0 for m ≥ 0 and 1 ≤ i ≤ n. In particular, we will establish the following theorem.

Theorem 1.0.0.2 Let V be a strongly regular VOA and M1, . . . ,M r its finitely many in-

equivalent irreducible admissible modules. Let h1, . . . , hn satisfy Condition H. For any

v ∈ V the function Jj,h(v; τ, z) converges on H × Cn and has a Fourier expansion of the

form

Jj,h(v; τ, z) = qλj−c/24
∑
s≥0

∑
t1,...,tn∈Z

c(s, t1, . . . , tn)ζt11 · · · ζ
tn
n q

s, (1.0.0.6)

where c(s, t1, . . . , tn) ∈ C, λj is the conformal weight of M j, and λj = 0 when M j = V .

Suppose v ∈ V[k] is such that hi(m)v = 0 for all 1 ≤ i ≤ n and m ≥ 0. Then

Jj,h(v; τ, z) satisfies the following properties:

1. for all γ =

a b

c d

 ∈ SL2(Z),

Jj,h

(
v; γτ,

z

cτ + d

)
= (cτ + d)k exp

(
πi
cG[z]

cτ + d

) r∑
`=1

Aγj,`J`,h(v; τ, z), (1.0.0.7)

and

2. for all [λ, µ] ∈ Zn × Zn there is a j′ ∈ {1, . . . , r} such that

Jj,h
(
v; τ, z + λτ + µ

)
= exp

(
−πi(G[λ]τ + 2ztGλ)

)
Jj′,h(v; τ, z). (1.0.0.8)

The definition of a Jacobi form (and vector-valued Jacobi form) is given in Sec-

tion 4.2. It is possible to choose h1, . . . , hn in Theorem 1.0.0.2 so that the corresponding

Gram matrix is half-integral. Theorem 1.0.0.2 then implies that for v ∈ V[k] satisfying

the assumptions of the previous theorem, the vector whose components are the functions
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{
Jj,h(v; τ, z) | 1 ≤ j ≤ r

}
is a vector-valued (weak) Jacobi form of weight k and index G/2.

When V has only one irreducible module (itself), the function Jj,h is a weak Jacobi form of

weight k, index G/2, and some character χ. These corollaries will be discussed in Section

7.3.

When v ∈ V[k] fails to satisfy hi(m)v = 0 for 1 ≤ i ≤ n and m ≥ 0, the functions

(1.0.0.3) do not necessarily satisfy the transformation laws established in Theorem 1.0.0.2.

Section 7.2 addresses this situation. In Subsection 7.2.1 we will show that any element of

V can be written as a sum of elements with respect to a convenient decomposition. Taking

the trace of any element in V then reduces to taking the trace of each of these individual

elements. Among these elements we will find that the only ones that give a nonzero trace

are of the form v = ui11 [−m1] · · ·uinn [−mn]w (ij ≥ 0). Here, the set {uj} is an orthogonal

basis for a natural Cartan subalgebra H contained in V1, and w is in a subVOA Ω(0) of V

that will be discussed later.

This decomposition of elements in V will be useful in Subsection 7.2.2 where we

will prove the following theorem.

Theorem 1.0.0.3 Let V be a strongly regular vertex operator algebra and M j an irreducible

V -module. Let v ∈ V have the decomposition v = ui11 [−m1] · · ·uikd [−md]w, m1, . . . ,md ∈ N,

where w ∈ Ω(0) and {ut}dt=1 is an orthogonal basis for H. Then

Jj,h(v, τ, z) =

∑δ
s=1 JΩ

Mj (γs),h(w; τ, z)
∑

r fr(τ)θs,h(Q, ar, kr, τ, z)

η(τ)d
, (1.0.0.9)

where fr(τ) is a quasi-modular form, ar ∈ H, and θs,h is defined as

θs,h(Q, ar, kr, τ, z) =
∑

α∈Λ+γs

〈ar, α〉kr q〈α,α〉/2ζ〈α,h1〉1 · · · ζ〈α,hn〉n . (1.0.0.10)
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Here Λ is a positive-definite even lattice and the γs are certain states in V that will be

discussed along with ΩMj (γs) in Subsection 7.2.1. Q is the quadratic form corresponding to

Λ.

Theorem 1.0.0.3 generalizes Theorem 4.2.5 in [13] by including the z-variable and

covering a larger class of VOAs. The functions (1.0.0.10) are discussed in Section 4.3 and

satisfy certain transformation laws with respect to the Jacobi group. They are essentially

Jacobi theta series with spherical harmonics. Conditions for when these functions are Jacobi

forms are also established in Section 4.3. This is an extension of results in [43] and [10],

and leads to the following refinement of Theorem 1.0.0.3.

Theorem 1.0.0.4 Let h1, . . . , hn ∈ V1 be an orthogonal basis of the Cartan subalgebra H

of V1 and which satisfies Condition H. Let the rest of the assumptions be as in the previous

theorem. Then for each s,
∑

r fr(τ)θs,h(Q, ar, kr, τ, z) is a sum of quasi-Jacobi forms on

Γ0(N). Here N is the level of the integral quadratic form Q.

The subgroup Γ0(N) of SL2(Z) is defined in Section 4.1. The proof of Theorem

1.0.0.4 is found in Subsection 7.2.3 and will rest on results obtained in Section 4.3 dealing

with transformation laws of the functions (1.0.0.10).

It is conjectured that the VOA Ω(0) is strongly regular when V is strongly regular.

Assuming this conjecture, combining Theorem 1.0.0.2 and Theorem 1.0.0.4 provide explicit

transformation laws for the functions Jj,h(v; τ, z) for any v ∈ V .

Some other work can be found in the literature which discusses Jacobi forms in the

theory of vertex operator algebras. For example, in [8] the theory is developed for lattice

VOAs, and in [24] it is essentially developed for VOAs associated to the highest weight
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integrable representations for affine Kac-Moody Lie algebras. However, Theorems 1.0.0.2,

1.0.0.3, and 1.0.0.4 establish a general theory to VOAs which extends beyond these results.

Finally, a few examples illustrating the applications of these theorems will be

discussed in Section 7.4. We begin with Chapter 2 where we will establish notational

convention that will be used in the following chapters.
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Chapter 2

Notation

Throughout this thesis, Z, R, and C denote the integers, real numbers, and complex

numbers, respectively. The set of non-negative integers is written N, while the set of positive

integers is labelled Z+. The complex upper half-plane, defined as the set of complex numbers

with positive imaginary part, is denoted H. For variables z1, . . . , zn we will denote the vector

(z1, . . . , zn) by z.

Of particular importance in the theory of vertex operator algebras is the space

of (doubly-infinite) formal Laurent series in z with coefficients in a linear space V . This

(linear) space is denoted V [[x, x−1]] and defined as

V [[x, x−1]] :=

{∑
n∈Z

vnx
n | vn ∈ V

}
.

Particular subspaces of V [[x, x−1]] which occur in this work include the set of formal power

series in x with coefficients in V ,

V [[x]] :=

{∑
n∈N

vnx
n | vn ∈ V

}
;
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its subspace of V -valued polynomials,

V [x] :=

{∑
n∈N

vnx
n | vn ∈ V and vn = 0 for all but finite many n

}
;

the space of formal Laurent polynomials,

V [x, x−1] :=

{∑
n∈Z

vnx
n | vn ∈ V and vn = 0 for all but finite many n

}
;

and the space of truncated formal Laurent series,

V ((x)) :=

{∑
n∈Z

vnx
n | vn ∈ V and vn = 0 for n << 0

}
.

Each of these sets of formal series may be defined to include additional formal

variables. For example, we set

V [[x, x−1, y, y−1]] =

 ∑
m,n∈Z

vnmx
myn | vmn ∈ V

 .

For a series f(x, y) ∈ V [[x, x−1, y, y−1]], the residue of f(x, y) with respect to x is the

coefficient of its x−1 term and is denoted Resx f(x, y).

The delta function, defined by

δ(x) =
∑
n∈Z

xn ∈ C[[x, x−1]], (2.0.0.1)

is used in the definition of a vertex algebra presented in this thesis. It can play a large role

in the theory of vertex operator algebras (see [29]). The formal exponential function ex is

defined in the usual way as

exp(x) = ex :=
∑
n∈N

1

n!
xn.

We will use the common convention of setting q := e2πiτ for τ ∈ H throughout this work.

For e2πiz, z ∈ C, we set ζ = ζz := e2πiz. When we have indexed complex variables such as
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zj ∈ C, we simply write ζj to denote ζzj .

All binomial expansions are assumed to be expanded in non-negative powers of

the second variable. That is, for n ∈ Z,

(x+ y)n =
∑
i∈N

(
n

i

)
xn−iyi,

where (
n

i

)
=

n!

i!(n− i)!
.

Caution should be taken. While (x+ y)n equals (y+ x)n for n ≥ 0, (x+ y)n does not equal

(y + x)n when n < 0.

The space of endomorphisms and automorphisms of a linear space V will be de-

noted by EndV and AutV , respectively.
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Chapter 3

Vertex Operator Algebras

In this chapter we discuss the relevant definitions and properties of vertex operator

algebras and their modules that will be used in this thesis. More information can be found

in a number of texts, including [29] and [23].

3.1 Vertex algebras and vertex operator algebras

A vector space V is a vertex algebra if it contains an element, denoted 1 and called

the vacuum vector of V , and is equipped with a linear map

Y (·, z) : V → (EndV )[[z, z−1]],

v 7→ Y (v, z) :=
∑
n∈Z

v(n)z−n−1, (3.1.0.1)

such that the following axioms are satisfied for any u, v ∈ V ;

1. the truncation condition: u(n)v = 0 for n sufficiently large,

2. the creation property : Y (u, z)1 = u+ {terms involving positive powers of z},
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3. the vacuum property : Y (1, z) = 1, where 1 is the identity operator, and

4. the Jacobi identity :

z−1
0 δ

(
z1 − z2

z0

)
Y (u,z1)Y (v, z2)− z−1

0 δ

(
z2 − z1

−z0

)
Y (v, z2)Y (u, z1)

= z−1
2 δ

(
z1 − z0

z2

)
Y (Y (u, z0)v, z2). (3.1.0.2)

The vector space V is called the Fock space of the vertex algebra, and for each u ∈ V , the

infinite sum Y (u, z) is called the vertex operator (associated with u). The importance of

the vacuum element and map Y (·, z) in the definition of a vertex algebra is paramount. To

emphasize the dependence of the definition on these components, a vertex algebra is often

denoted by the triple (V, Y,1) rather than just V .

The endomorphisms u(n) defined in 3.1.0.1 are called the modes of u. From the

the creation property, it follows that u(−1)1 = u for all u ∈ V . It is useful to express the

Jacobi identity in terms of modes. Expanding the vertex operators and delta functions for

`,m, n ∈ Z in 3.1.0.2 and equating the coefficients of the z−`−1
0 z−m−1

1 z−n−1
2 terms establishes

∑
i≥0

(−1)i
(
l

i

)
u(m+ `− i)v(n+ i)− (−1)`

∑
i≥0

(−1)i
(
`

i

)
v(n+ `− i)u(m+ i)

=
∑
i≥0

(
m

i

)
(u(`+ i)v)(m+ n− i). (3.1.0.3)

The identity (3.1.0.3) is found in [15] and is a generalization of the original incarnation of

a vertex algebra developed by Richard Borcherds in [3].

Taking ` = 0 in (3.1.0.3) leads to the commutator formula,

[u(m), v(n)] =
∑
i≥0

(
m

i

)
(u(i)v)(m+ n− i), (3.1.0.4)
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for m,n ∈ Z. Applying (3.1.0.4) to a vertex operator gives

[u(m), Y (v, z)] =
∑
n∈Z

∑
i≥0

(
m

i

)
(u(i)v)(m+ n− i)z−n−1, (3.1.0.5)

and more generally, for v1, . . . , vn ∈ V ,

[u(m), Y (v1, z1) · · ·Y (vn, zn)]

=
n∑
j=1

∑
i≥0

(
m

i

)
zm−ij Y (v1, z1) · · ·Y (u(i)vj , zj) · · ·Y (vn, zn). (3.1.0.6)

On the other hand, taking m = 0 in (3.1.0.3) and relabelling indices establishes

the associator formula,

(u(m)v)(n) =
∑
i≥0

(−1)i
(
m

i

)
(u(m− i)v(n+ i)− (−1)mv(m+ n− i)u(i)), (3.1.0.7)

for m,n ∈ Z. The commutator and associator formulas are useful tools in computations

involving vertex operators and their modes.

Also derived from the Jacobi identity is the existence of non-negative integers k

and ` dependent on the vertex algebra such that

(z1 − z2)k[Y (u, z1), Y (v, z2)] = 0, (3.1.0.8)

and

(z1 + z2)`Y (Y (u, z0)v, z2)w = (z0 + z2)`Y (u, z0 + z2)Y (v, z2)w, (3.1.0.9)

for all u, v, w ∈ V . These formulas are known as locallity and (weak) associativity, respec-

tively. It is known (for example [29]) that these two conditions are equivalent to the Jacobi

identity in the definition of a vertex algebra.

A space V is a vertex operator algebra (VOA) of central charge c if in addition to

17



being a vertex algebra, V has a Z-grading

V =
⊕
n∈Z

Vn,

where

dimVn <∞,

Vn = 0 for n sufficiently negative,

and V contains an element ω ∈ V2 (called the conformal or Virasoro element) such that

after defining the operators L(n) by

Y (ω, z) =
∑
n∈Z

ω(n)z−n−1 =
∑
n∈Z

L(n)z−n−2,

the following conditions hold:

(i) for all n ∈ Z,

Vn = {v ∈ V | L(0)v = nv} ,

(ii) for all v ∈ V ,

Y (L(−1)v, z) =
d

dz
Y (v, z), (3.1.0.10)

and

(iii) for any m,n ∈ Z, the Virasoro relation,

[L(m), L(n)] = (m− n)L(m+ n) + δm+n,0
m3 −m

12
c, (3.1.0.11)

holds, where c ∈ C.
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Similar to the case of vertex algebras, the vertex operator algebra V is often denoted by

the quadruple (V, Y,1, ω).

A subVOA of (V, Y,1, ω) is a subspace W of V such that (W,Y,1, ω′) is again a

vertex operator algebra. While the map Y (·, z) and vacuum vector 1 are shared between

W and V , the conformal vectors may be different. In the case that ω′ = ω, (W,Y,1, ω) is

said to be a conformal subVOA.

A subspace I of a vertex algebra V is an ideal of V if for all v ∈ V , u ∈ I, and

n ∈ Z, v(n)u ∈ I and u(n)v ∈ I. The subspaces V and 0 are always ideals of V . For a

subspace I of a vertex operator algebra V , conditions (i) and (ii) are equivalent and the

definition of an ideal may be slightly simplified. V is called simple in the case V 6= 0 and

V has no other ideals besides itself and 0.

A homogeneous element v in Vk is said to be of weight k. When the weight of

a homogeneous element v is not specified, we will denote it wt v. Condition (3.1.0.10) is

called the L(−1)-derivative property. Recalling that L(n) = ω(n + 1) for n ∈ Z and using

(3.1.0.4), it follows that

[L(−1), Y (v, z)] =
∑
m∈Z

[ω(0), v(m)]z−m−1 =
∑
m∈Z

∑
i≥0

(
0

i

)
(ω(i)v)(m− i)z−m−1

=
∑
m∈Z

(L(−1)v)(m)z−m−1 = Y (L(−1)v, z).

Along with the L(−1)-derivative property, this establishes the equality

[L(−1), Y (v, z)] = Y (L(−1)v, z) =
d

dz
Y (v, z),

for any v ∈ V . In terms of the modes of v this becomes

[L(−1), v(n)] = (L(−1)v)(n) = −nv(n− 1). (3.1.0.12)
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Similarly, we find

[L(0), v(n)] = [ω(1), v(n)] =
∑
i≥0

(
1

i

)
(ω(i)v)(n+ 1− i) = (L(−1)v)(n+ 1) + (L(0)v)(n)

= −(n+ 1)v(n) + (wt v)v(n) = (wt v − n− 1)v(n).

Let u and v be homogeneous elements in V of weight k and wt v, respectively. Then for

any n ∈ Z,

L(0)v(n)u = v(n)L(0)u+ [L(0), v(n)]u = kv(n)u+ (wt v − n− 1)v(n)u

= (k + wt v − n− 1)v(n)u.

It follows that as an operator,

v(n) : Vk → Vk+wt v−n−1. (3.1.0.13)

For a homogeneous element v ∈ V , the unique endomorphism v(wt v − 1) is called the zero

mode of v and is denoted by o(v). The zero mode of v preserves each graded weight space,

so that o(v) : Vn → Vn for all n ∈ Z.

We finish this subsection with a computation of another result which will be of use

later. Let v ∈ Vk and w ∈ V`. Then L(0)v(n)w = (`+ k− n− 1)v(n)w and for a variable x

we find that

exL(0)Y (v, z)e−xL(0)w = exL(0)
∑
n∈Z

v(n)z−n−1e−xL(0)w =
∑
n∈Z

exL(0)v(n)z−n−1e−x`w

=
∑
n∈Z

exL(0)v(n)wz−n−1e−x` =
∑
n∈Z

ex(`+k−n−1)v(n)wz−n−1e−x`

=
∑
n∈Z

ex`−x`+xk+x(−n−1)v(n)wz−n−1 =
∑
n∈Z

exkv(n)wex(−n−1)z−n−1

=
∑
n∈Z

(exL(0)v)(n)(exz)−n−1w = Y (exL(0)v, exz)w.
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Extending by linearity, this establishes for any v, w ∈ V that

exL(0)Y (v, z)e−xL(0) = Y (exL(0)v, exz). (3.1.0.14)

3.1.1 The “square-bracket” vertex operator algebra

The goal of this subsection is to provide the Fock space V of a vertex operator

algebra (V, Y,1, ω) with an alternate, yet isomorphic, vertex operator algebra structure.

This different “square-bracket” vertex operator algebra structure will play a significant role

in this thesis. It is a special case of a more general theory (see [22, 2]).

Let (V, Y,1, ω) be a vertex operator algebra. Define the “square-bracket” vertex

operators on V by

Y [·, z] : V → (EndV )[[z, z−1]],

v 7→ Y [v, z] := Y (qL(0)
z v, qz − 1). (3.1.1.1)

The resulting modes of Y [v, z] are defined by

Y [v, z] =
∑
n∈Z

v[n]z−n−1.

Typically, v(n) 6= v[n]. However, for an integer k,

∑
i≥0

(
k

i

)
v(i) =

∑
m≥0

(k + 1− wt v)m

m!
v[m]. (3.1.1.2)

In particular, taking k = 0 shows

v(0) =
∑
m≥0

(1− wt v)m

m!
v[m].

It follows that for all v ∈ V1,

v(0) = v[0]. (3.1.1.3)
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Set

ω̃ = ω − c/24,

and define the operators L[n] by

Y [ω̃, z] =
∑
n∈Z

ω̃[n]z−n−1 =
∑
n∈Z

L[n]z−n−2.

The operators L[n] satisfy the Virasoro relations (3.1.0.11) and the L[−1]-derivative prop-

erty, (3.1.0.10). Moreover, L[0] provides a grading on V ,

V =
⊕
n∈Z

V[n],

where V[n] = {v ∈ V | L[0]v = nv}. It is known (see [22, 46]) that the quadruple (V, Y [ ],1, ω̃)

is a vertex operator algebra that is isomorphic to (V, Y,1, ω). While it is typically not true

that Vn = V[n], it is known that for any N ,

⊕
n≤N

Vn =
⊕
n≤N

V[n].

We let [wt]v denote the weight of a homogeneous element v in the vertex operator algebra

(V, Y [ ],1, ω̃). Note that for v ∈ V[k], the operator q
L[0]
z : V → V [[z]] takes v 7→ qkzv.

The difference between the two vertex operator algebras (V, Y,1, ω) and (V, Y [ ],1, ω̃)

stems from a difference in the geometric objects for which the respective VOAs are defined

on. The VOA structure given by the (V, Y,1, ω) defines a VOA on a Riemann sphere. The

change of variable z 7→ ez − 1 defines the VOA (V, Y [ ],1, ω̃) on a torus.
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3.2 Modules

3.2.1 Definitions

Let V be a vertex operator algebra. A vector space M is said to be a weak V -

module if it is equipped with a linear map

YM (·, z) : V → (EndM)[[z, z−1]]

v 7→ YM (v, z) :=
∑
n∈Z

vM (n)z−n−1,

such that the following axioms are satisfied for all u, v ∈ V and w ∈M :

1. the truncation condition: uM (n)w = 0 for n sufficiently large,

2. the vacuum property : YM (1, z) = 1, where 1 is the identity operator of M , and

3. the Jacobi identity :

z−1
0 δ

(
z1 − z2

z0

)
YM (u,z1)YM (v, z2)− z−1

0 δ

(
z2 + z1

−z0

)
YM (v, z2)YM (u, z1)

= z−1
2 δ

(
z1 − z0

z2

)
YM (Y (u, z0)v, z2). (3.2.1.1)

A V -module M can also be denoted (M,YM ) to emphasis the map YM . When a module

is written with an index, i.e. M j , the notation Y j is used in place of YMj
. While the use of

M in vM (n) conveniently emphasizes the action of the mode on M , it will often be omitted.

An admissible V -module M is a weak V -module which also carries an N-grading

M =
⊕
n≥0

Mn

such that for any v ∈ Vn,

vM (m) : Mk →Mk+m−n−1
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for all m,n ∈ Z.

If M 6= 0, the grading may be shifted so that M0 6= 0. We take this to be the case

throughout this thesis and refer to M0 as the top level of M .

A weak V -module M is called an ordinary V -module (or simply a V -module) if M

has a C-grading

M =
⊕
λ∈C

Mλ,

such that

1. dimMλ <∞,

2. Mλ+n = 0 for n sufficiently negative, and

3. Mλ = {w ∈M | L(0)w = λw}.

By definition, an admissible module is a weak module. Additionally, it can be shown that

an ordinary module is always an admissible module. This provides an inclusion,

Ordinary modules ⊆ Admissible modules ⊆Weak modules.

A submodule of a V -module M is a subspace U such that (U, YM ) is also a V -module. If a

(weak, admissible, ordinary) module does not contain any proper submodules, it is called

irreducible. Of central importance to this thesis are the following definitions:

Definition 3.2.1.1 Let V be a vertex operator algebra.

1. V is rational if its admissible module category is semisimple. That is, if every ad-

missible module is a direct sum of irreducible admissible modules.
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2. V is C2-cofinite if the subspace C2(V ) := 〈u(−2)v | u, v ∈ V 〉 has finite codimension

in V .

3. V is of CFT-type if it has no negative weight spaces and its weight zero space is

one-dimensional. That is,

V = C1⊕ V1 ⊕ V2 ⊕ · · · .

An element v of V is quasi-primary if L(1)v = 0, and primary if L(n)v = 0 for all n ≥ 1.

Definition 3.2.1.2 A vertex operator algebra V is strongly regular if it is rational, C2-

cofinite, of CFT-type, and every element v ∈ V1 is quasi-primary.

This thesis is concerned with simple strongly regular vertex operator algebras. Such VOAs

come equipped with additional structure that is necessary to obtain the results of this the-

sis. A table categorizing where the different assumptions are required is included in the

Appendix.

The rationality of V implies it has finitely many inequivalent irreducible admissible

modules [6] (see also [5] for more comments on regular VOAs). Unless otherwise stated, we

denote these inequivalent irreducible modules by M1, . . . ,M r. A vertex operator algebra

V may be viewed as a V -module itself, and in this context, it is referred to as the adjoint

module. A vertex operator algebra is called holomorphic if the adjoint module is its only

irreducible admissible module.

A consequence of V being C2-cofinite is that every weak V -module is an admis-

sible module [1]. Meanwhile, if V is C2-cofinite and rational, it can be shown that every

irreducible admissible module is an ordinary module [1]. In other words, when V is strongly
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regular, the notions of weak, admissible, and ordinary module are equivalent.

A bilinear form 〈·, ·〉M on a V -module M is said to be invariant if

〈Y (a, z)u, v〉M =
〈
u, Y (ezL(1)(−z−2)L(0)a, z−1)v

〉
M
, (3.2.1.2)

for a ∈ V and u, v ∈ M . When M = V , we simply write 〈·, ·〉. It is known [16] that any

invariant bilinear form on V is symmetric. Haisheng Li has shown [31] that the space of

all symmetric invariant bilinear forms on V is isomorphic to the dual space of V0/(L(1)V1).

In the case L(1)V1 = 0, it follows that the space of symmetric invariant bilinear forms on

V is isomorphic to V0 = C1. Furthermore, in the situation that V is of CFT-type, 〈·, ·〉 is

nondegenerate if, and only if, V is simple.

For a simple vertex operator algebra V , we normalize an invariant bilinear form

〈·, ·〉 : V × V → C so that 〈1,1〉 = −1. So long as V is of CFT-type, then for u, v ∈ V1,

〈u, v〉1 = Resz z
−1 〈Y (u, z)1, v〉1 = Resz z

−1
〈
1, Y (ezL(1)(−z−2)L(0)u, z−1)v

〉
1

= Resz z
−1
∑
n∈Z

〈
1,−u(n)vzn−1

〉
1 = −u(1)v 〈1,1〉1

= u(1)v. (3.2.1.3)

Therefore, when V is a simple strongly regular vertex operator algebra, we have a unique

symmetric invariant bilinear form normalized as above that is also non-degenerate.

Consider the bracket [·, ·] : V1 × V1 → V1 defined by [u, v] = u(0)v. If V is of

CFT-type, the bracket [·, ·] equips V1 with the structure of a Lie algebra. If V is strongly

regular, V1 is a reductive Lie algebra [11, 34]. This will be of importance in Chapter 7.
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3.2.2 Automorphisms

An automorphism g of a vertex operator algebra V is an invertible linear map

from V to V such that g(ω) = ω and

gY (v, z)g−1 = y(g(v), z)

for all v ∈ V . This latter condition is equivalent to

gv(n)g−1 = (g(v))(n), (3.2.2.1)

for all v ∈ V and n ∈ Z. The set of all automorphisms of V , denoted Aut(V ), is a group

under composition. Note that

gω(n) = (g(ω))(n)g = ω(n)g,

showing that g commutes with all modes of ω, and in particular L(0) = ω(1).

Lemma 3.2.2.1 For any u, v ∈ V , k ∈ Z, and n ≥ 0, we have

(u(0)nv)(k) =
n∑
i=0

(−1)i
(
n

i

)
u(0)n−iv(k)u(0)i.

Proof We will prove the lemma by induction on n. For n = 1, (3.1.0.7) gives

(u(0)v)(k) = u(0)v(k)− v(k)u(0) =
1∑
i=0

(−1)i
(

1

i

)
u(0)1−iv(k)u(0)i.

Suppose that

(u(0)n−1v)(k) =

n−1∑
i=0

(−1)i
(
n− 1

i

)
u(0)n−1−iv(k)u(0)i.
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Using (3.1.0.7) and our induction hypothesis, we find

(u(0)nv)(k) = (u(0)u(0)n−1v)(k) = u(0)(u(0)n−1v)(k)− (u(0)n−1v)(k)u(0)

=
n−1∑
i=0

(−1)i
(
n− 1

i

)
u(0)n−iv(k)u(0)i −

n−1∑
i=0

(−1)i
(
n− 1

i

)
u(0)n−1−iv(k)u(0)i+1

= u(0)nv(k) +
n−1∑
i=1

(−1)i
(
n− 1

i

)
u(0)n−iv(k)u(0)i

+

n−1∑
i=1

(−1)i
(
n− 1

i− 1

)
u(0)n−iv(k)u(0)i + (−1)nv(k)u(0)n

= u(0)nv(k) +

n−1∑
i=1

(−1)i
[(
n− 1

i

)
+

(
n− 1

i− 1

)]
u(0)n−iv(k)u(0)i + (−1)nv(k)u(0)n

=

n∑
i=0

(−1)i
(
n

i

)
u(0)n−iv(k)u(0)i,

as desired. �

We are now in position to prove the following lemma.

Lemma 3.2.2.2 Let u ∈ V1. Then eu(0) is an automorphism of V .

Proof Using Lemma 3.2.2.1 we find

(eu(0)v)(k) =

∑
n≥0

u(0)n

n!
v

 (k) =
∑
n≥0

1

n!
(u(0)nv)(k)

=
∑
n≥0

1

n!

n∑
i=0

(−1)i
(
n

i

)
u(0)n−iv(k)u(0)i

=
∑
n≥0

n∑
i=0

(
u(0)n−i

(n− 1)!

)
v(k)

(
(−1)iu(0)i

i!

)

= eu(0)v(k)e−u(0).
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This shows (3.2.2.1) is satisfied. Since u ∈ V1, we have u(0)1 = 0. Using (3.1.0.5) and

(3.1.0.12), it follows that

u(0)ω = u(0)ω(−1)1 = −[ω(−1), u(0)]1

= −
∑
i≥0

(ω(i)u)(−1− i)1 = −(ω(0)u)(−1)1− (ω(1)u)(0)1

= −(L(−1)u)(−1)1− (L(0)u)(0)1 = 0.

This completes the proof of the lemma. �

3.2.3 Twisted modules

Let V be a vertex operator algebra and g an automorphism of V with finite order

T . For 0 ≤ r ≤ T − 1, set

V r :=
{
v ∈ V | gv = e−2πir/T v

}
.

A linear space M equipped with a linear map

YM : V → (EndM)[[z−1/T , z1/T ]],

v 7→ YM (v, z) :=
∑

n∈Z+1/T

vM (n)z−n−1,

is a weak g-twisted V -module if for u ∈ V r, v ∈ V , and w ∈ M ; the truncation condition,

v(m)w = 0 for m >> 0; the vacuum property, YM (1, z) = 1; and the twisted-Jacobi identity,

z−1
0 δ

(
z1 − z2

z0

)
Y (u,z1)Y (v, z2)− z−1

0 δ

(
z2 − z1

−z0

)
Y (v, z2)Y (u, z1)

= z−1
2

(
z1 − z0

z2

)−r/T
δ

(
z1 − z0

z2

)
Y (Y (u, z0)v, z2), (3.2.3.1)
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all hold. Analogous to the definitions for a V -module, a weak g-twisted V -module is called

admissible if it has a 1
T Z+-grading

M =
⊕

n∈ 1
T
Z+

Mn

such that for homogeneous v ∈ V , vM (m)Mn ⊆Mn+wt v−m−1. A weak g-twisted V -module

M is called an ordinary g-twisted V -module (or simply a g-twisted V -module) if M has a

complex grading

M =
⊕
λ∈C

Mλ,

where Mλ = {w ∈M | L(0)w = λw}, dimMλ <∞, and Mλ+n = 0 for integers n sufficiently

small.

In the case g = 1, the definitions for weak, admissible, and ordinary g-twisted

V -modules reduce to the original definitions of weak, admissible, and ordinary V -module,

respectively. In the admissible g-twisted V -module case, Mλ is again assumed to not be 0

when M 6= 0. If M is a simple g-twisted V -module, then

M =

∞⊕
n=0

Mλ+n

for some λ ∈ C such that Mλ 6= 0. (See also [6, 7] for more details.)
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3.2.4 Li’s “Delta”-function

Again let V be a vertex operator algebra and g an automorphism of V with finite

order T . Consider an element h ∈ V such that

L(n)h = δn,0h, (3.2.4.1)

g(h) = h, (3.2.4.2)

h(0) is semisimple on V , and (3.2.4.3)

[h(m), h(n)] = 0 (3.2.4.4)

for all m,n ∈ Z+. Moreover, we require that Spech(0) ⊆ 1
T Z. For such an h, define the

map ∆h(z) : V → (EndV )[[z−1/T , z1/T ]] by

∆h(z) := zh(0) exp

−∑
k≥1

h(k)

k
(−z)−k

 . (3.2.4.5)

Note that ∆h(z) is invertible. Define the map YM
∆h(z)(·, z) : V → (EndM)[[z−1/T , z1/T ]] by

YM
∆h(z)(v, z) := YM (∆h(z)v, z) .

Recall from the previous subsection that e2πih(0) is an automorphism of V . The following

theorem due to Li [32] (proposition 5.4) is very useful.

Theorem 3.2.4.1 (Li) Let (M,YM ) be a g-twisted V -module. Then (M,YM
∆h(z)) is a weak

(ge2πih(0))-twisted V -module.

In the context of this thesis, which is concerned with strongly regular vertex operator al-

gebras, weak modules are ordinary modules. In particular, Li’s Theorem again holds with

weak module replaced by ordinary module.
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When (M,YM ) is an irreducible g-twisted V -module, (M,YM
∆h(z)) is also irre-

ducible. This follows from the invertibility of ∆h(z). Taking g = 1 in Theorem 3.2.4.1

results in the construction of an e2πih(0)-twisted V -module (M,YM
∆h(z)) from the V -module

(M,YM ). In this way, any e2πih(0)-twisted module can be constructed from some weak V -

module. In particular, if h(0) has integral eigenvalues, any V -module (viewed as a 1-twisted

V -module) may be constructed from some (perhaps the same) V -module.

Let V be a strongly regular vertex operator algebra and M1, . . . ,M r its finitely

many inequivalent irreducible admissible modules. Take h(0) to satisfy conditions (3.2.4.1)—

(3.2.4.4) and have integral eigenvalues. (Note that an element h that satisfies Condition

H also satisfies (3.2.4.1)—(3.2.4.4) for g = 1 and g = e2πih(0).) Then for the (1-twisted)

V -module (M j , Y j), there is another (possibly the same) V -module (M j′ , Y j′) such that

the (again 1-twisted) V -module (M j′ , Y j′

∆h(z)) is isomorphic to (M j , Y j). In other words, for

any of the modules (M j , Y j), there exists a j′ ∈ {1, . . . , r} such that there is an isomorphism

(M j′ , Y j′

∆h(z))
∼= (M j , Y j). (3.2.4.6)

This isomorphism plays a large role in Chapter 7.

3.2.5 The Heisenberg VOA

Let H be a d-dimensional Lie algebra with non-degenerate symmetric invariant

bilinear form 〈·, ·〉. Consider the affinization of the Lie algebra of H, Ĥ = H⊗C[t, t−1]⊕CK,

with commutator relations

[a⊗ tm, b⊗ tn] = 〈a, b〉 δm+n,0K, and

[K, a⊗ tm] = 0,
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for all a, b ∈ H, and m,n ∈ Z. Let H ⊗ C[t] act trivially on C, and K act as 1. Consider

the induced module

MH = U(Ĥ)⊗H⊗C[t]⊕CK C

∼= S(H ⊗ t−1C[t−1]),

where S(H ⊗ t−1C[t−1]) is the symmetric algebra and the isomorphism is as linear spaces.

Let the action of h ⊗ tn on MH be denoted by h(n). For an orthonormal basis

{h1, . . . , hd} of H, set ωMH
= 1

2

∑d
i=1 hi(−1)21, where 1 = 1⊗ 1. Any element v ∈MH can

be written as a linear combination of elements of the form

v = a1(−n1) · · · ak(−nk)1,

for a1, . . . , ak ∈ H, n1, . . . , nk ∈ Z+. For such an element v ∈ MH , define the map

Y (·, z) : MH → (EndMH)[[z, z−1]] by

Y (v, z) = ◦◦∂
(n1−1)a1(z) · · · ∂(nk−1)ak(z)

◦◦,

where ∂(n) = 1
n!

(
d
dz

)n
and ◦◦ · · · ◦◦ signifies normal ordering (see [15]).

It is known (for example [29]) that (MH , Y,1, ωMH
) is a simple (though not ratio-

nal!) vertex operator algebra with L(0)-grading

MH =
⊕
n≥0

(MH)n,

where

(MH)n = {v ∈MH | L(0)v = nv}

=
〈
a1(−n1) · · · ak(−nk)1 | a1, . . . , ak ∈ H,n1, . . . , nk ∈ Z+,

∑
ni = n

〉
.
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There is a natural identification between (MH)1 and H given by h(−1)1 7→ h. Moreover,

by (3.1.1.3), a[0] = a(0) = 0 and a[1]b = a(1)b = 〈a, b〉1 for a, b ∈ H.

For α ∈ C, define the space

MH(α) := MH ⊗ eα. (3.2.5.1)

For n 6= 0, the operators a(n) ∈ EndMH act on MH(α) via its action on M(1). Meanwhile,

a(0) acts on eα by a(0)eα = 〈a, α〉 eα. MH(α) is an MH -module. For each α in the dual of

H, denoted H◦, MH(α) is an irreducible MH -module with conformal weight 1
2 〈α, α〉. These

are all irreducible modules up to equivalence (see [15, 29]).
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Chapter 4

Modular and Jacobi Forms

4.1 Modular forms

4.1.1 Definitions

The (homogeneous) modular group is defined by

Γ := SL2(Z) =


a b

c d

 | a, b, c, d ∈ Z and ad− bc = 1

 , (4.1.1.1)

and is generated by the matrices S =

0 −1

1 0

 and T =

1 1

0 1

. There is a left-action of

the modular group Γ on the complex upper-half plane H given by Möbius transformations,

Γ×H→ H

(γ, τ) 7→ γτ =
aτ + b

cτ + d
, where γ =

a b

c d

 ∈ Γ.

Under this action, Tτ = τ + 1 and Sτ = −1/τ for all τ ∈ H.
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Definition 4.1.1.1 Let k be an integer. A meromorphic modular form of weight k

on Γ is a meromorphic function f on H such that

1. for all γ =

a b

c d

 ∈ Γ,

f(γτ) = (cτ + d)kf(τ), (4.1.1.2)

and

2. f has a Fourier series expansion, or q-expansion,

f(τ) =
∑
n≥N

anq
n = g(q), (4.1.1.3)

where q = e2πiτ and N ∈ Z.

The latter condition states that g is meromorphic at q = 0. If g is holomorphic at q = 0,

then f is said to be holomorphic at infinity.

When k = 0, f is often referred to as a modular function rather than a modular

form of weight 0. We say f is a holomorphic modular form of weight k when N ≥ 0. In this

thesis, the term modular form will be reserved for holomorphic modular forms. In other

words, our definition of modular forms includes the conditions that the functions have no

poles in H, and are holomorphic at infinity.

There is another way to write the definition of a modular form that will be of use.

Let the notation be as above. For k ∈ Z, there is a right Γ-action on meromorphic functions

in H given by

f |kγ(τ) = (aτ + b)−kf(γτ). (4.1.1.4)

In the definition of a modular form, condition (4.1.1.2) can be replaced with requiring that

f be invariant under the action |k. That is, requiring f |k(τ) = f(τ) for all γ ∈ Γ.
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Let Mk denote the space of (holomorphic) modular forms of weight k. It can be

shown (see [28]) that M0 = C and Mk = 0 if

1. k is odd,

2. k < 0, or

3. k = 2.

Let M denote the space consisting of modular forms with Z-grading

M =
⊕
k≥0

M2k = C⊕M4 ⊕M6 ⊕ · · · . (4.1.1.5)

A typical element of M is a finite sum of modular forms of various weights, but not in

general a modular form itself.

Suppose f(τ) ∈ M2k and g(τ) ∈ M2` for k, ` ≥ 0. Then f(τ)g(τ) is again

holomorphic in H∪{∞}. Moreover, (fg)|2k+2`γ(τ) = f(τ)g(τ) for all γ ∈ Γ. It follows that

f(τ)g(τ) is a modular form of weight 2(k + `). In other words, pointwise multiplication of

modular forms defines a product such that M is a Z-graded algebra.

Set

Γ(N) =


a b

c d

 ∈ Γ |

a b

c d

 ≡
1 0

0 1

modN

 .

The set Γ(N) is a subgroup of Γ. By definition, Γ(1) = Γ. We are also interested in the

subgroup Γ0(N) of Γ defined by

Γ0(N) =


a b

c d

 ∈ Γ | c ≡ 0 modN

 . (4.1.1.6)
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A subgroup of Γ is called a congruence subgroup of Γ if it contains Γ(N) for some N . The

definition of a modular form can be extended to any congruence subgroup of Γ.

Let Holq denote the space of holomorphic functions f(τ) on H such that as τ =

x + iy → i∞ (meaning y → ∞, x, y ∈ R), there exists a scalar K and N ∈ N such that

|f(τ)| < KyN . We define a (holomorphic) vector-valued modular form of weight k to be a

tuple of functions

F(τ) = (f1(τ), . . . , fr(τ))

together with a representation ρ : Γ→ GLr(C) such that each fj(τ) ∈ Holq and

Ft|kγ(τ) = ρ(γ)Ft(τ)

for all γ ∈ Γ. Here t denotes the transpose of the vector and Ft|kγ(τ) is defined as

Ft|kγ(τ) = (f1|kγ(τ), . . . , fr|kγ(τ))t .

Moreover, we require that each function fj(τ) (1 ≤ j ≤ r) have a convergent q-expansion

holomorphic at infinity:

fj(τ) =
∑
n≥0

an(j)qn/Nj

for positive integers Nj .

4.1.2 Eisenstein series

Consider the sum

G2k(τ) =
∑

06=(a,b)∈Z2

1

(aτ + b)2k
. (4.1.2.1)

In the case that k ≥ 2, G2k(τ) satisfies the invariance

G|2kγ(τ) = G(τ)
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for all γ ∈ Γ. Moreover, for all k ≥ 2, G2k is holomorphic on H and has the q-expansion

G2k(τ) = 2ζ(2k) + 2
(2πi)2k

(2k − 1)!

∞∑
n=1

σ2k−1(n)qn, (4.1.2.2)

where ζ(2k) =
∑∞

n=1
1
n2k and σ2k−1(n) =

∑
d|n d

2k−1 (see [28]). Therefore G2k is also

holomorphic at infinity, and it follows that for k ≥ 2, each G2k(τ) is a modular form of

weight 2k. Such functions are called Eisenstein series. They may also be written

G2k(τ) = 2ζ(2k) + 2
(2πi)2k

(2k − 1)!

∞∑
n=1

n2k−1qn

1− qn
. (4.1.2.3)

The case k = 1 in (4.1.2.1) results in a series which does not converge. Instead,

define a function G2(τ) on H by

G2(τ) =
π2

3
+

∑
a∈Z\{0}

∑
b∈Z

1

(aτ + b)2
. (4.1.2.4)

The functionG2(τ) is holomorphic in H and at infinity, and also has the q-expansion (4.1.2.2)

for k = 1. However,

G2(γτ) = (cτ + d)2G2(τ)− 2πic(cτ + d) (4.1.2.5)

for γ =

a b

c d

 ∈ Γ (see [28] for details). Therefore, G2 does not satisfy (4.1.1.2) and is not

a modular form. It is, however, also called an Eisenstein series and is of great importance

to us.

There are several normalizations of the functions G2k(τ) that are convenient. We

define the functions E2k(τ) by

E2k(τ) =
1

(2πi)2k
G2k(τ). (4.1.2.6)

A word of caution should be made as there are competing and inconsistent notations in

the literature. The notation E2k chosen here is the same as E2k, in say [7], but different
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than the E2k normalization in other works. The series E2k are also called Eisenstein series,

and from now on the term Eisenstein series will refer to these functions rather than the

functions G2k. With this notation, transformation (4.1.2.5) for E2 reads

E2(γτ) = (cτ + d)2E2(τ)− c(cτ + d)

2πi
. (4.1.2.7)

One importance of Eisenstein series is their use as generators of the graded algebra

M =
⊕

k≥0M2k. Namely, M is the weighted polynomial algebra

M = C[E4, E6]. (4.1.2.8)

If the function E2 is also included, the weighted polynomial Z-graded algebra of quasi-

modular forms,

Q = C[E2, E4, E6], (4.1.2.9)

is obtained. The space Q is graded in the same way as M.

The Eisenstein series E2(τ) plays a role in the modular derivative ∂ defined for

f(τ) ∈Mk by

∂f(τ) = ∂kf(τ) =
1

2πi

d

dτ
f(τ) + kE2(τ)f(τ). (4.1.2.10)

It can be verified that

(∂kf)|k+2γ(τ) = ∂kf |kγ(τ),

showing that ∂ maps modular forms of weight k to modular forms of weight k + 2 (see

Lemma 4.2.2.1 below for a similar calculation).
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4.1.3 Elliptic functions

For (z, τ) ∈ C×H, we define the Weierstrass ℘-function by

℘(z, τ) :=
1

z2
+

∑
m,n∈Z

(m,n) 6=(0,0)

(
1

(z − ωm,n)2
− 1

ω2
m,n

)
, (4.1.3.1)

where ωm,n = 2πi(mτ + n). The function ℘(z, τ) is periodic in the variable z with periods

2πi and 2πiτ [28]. ℘(z, τ) also has the expansion

℘(z, τ) =
1

z2
+

∑
n≥4,n∈2Z

(n− 1)En(τ)zn−2, (4.1.3.2)

where the functions En are the Eisenstein series defined above. For (w, τ) ∈ C×H, define

the functions Pk(w, τ) for k ≥ 1 by

Pk(w, τ) :=
(2πi)k

(k − 1)!

∞∑
n=1

(
nk−1qnw
1− qn

+
(−1)knk−1q−nw qn

1− qn

)
, (4.1.3.3)

where qw = e2πiw and q = e2πiτ . The functions Pk(w, τ) for k ≥ 1 could also be defined

recursively by

Pk(w, τ) =
(−1)k−1

(k − 1)!

dk−1

dzk−1
P1(w, τ) =

1

zk
+ (−1)k

∑
n≥k

(
n− 1

k − 1

)
En(τ)zn−k. (4.1.3.4)

These functions are often called Weierstrass functions and are related to the classical Weier-

strass ℘-function by the equalities P2(w, τ) = ℘(w, τ) + E2(τ) and ℘(w, τ) = P1(w, τ) −

zE2(τ) (see [7, 28]). For k ≥ 2, Pk(w, τ) is periodic in w with period 2πi and 2πiτ . P1(w, τ)

is still periodic in w with period 2πi, however, P1(w + 2πiτ, τ) = P1(w, τ)− 1.

4.1.4 Other useful functions on H

Define the Dedekind η-function by

η(τ) := q1/24
∏
n≥1

(1− qn). (4.1.4.1)

41



The η-function is holomorphic on H and is closely related to the unrestricted partition

function p(n) by

η(τ)−1 = q−1/24
∏
n≥1

(1− qn)−1 = q−1/24
∑
n≥0

p(n)qn

= q−1/24(1 + q + 2q2 + 3q3 + 5q4 + · · · ).

Though the η-function is not a modular form on Γ, it will play a role in describing the

modular invariance of n-point functions discussed later in this thesis.

4.2 Jacobi forms

4.2.1 Definitions

Let F t denote the transpose of a square matrix F . A matrix F is symmetric if

F t = F . When every off-diagonal entry of F is half-integral and the diagonal entries are

integral, we call F half-integral. For a vector z we let F [z] denote ztFz, and for a function

φ defined on Cn we write φ(z) for φ(z1, . . . , zn).

Definition 4.2.1.1 Let k be an integer and F be a real symmetric, positive-definite, half-

integral n × n matrix. A holomorphic function φ : H × Cn → C is a Jacobi form on Γ of

weight k and index F if

1. for all γ =

a b

c d

 ∈ Γ,

φ

(
aτ + b

cτ + d
,

z

cτ + d

)
= (cτ + d)k exp

(
2πi

cF [z]

cτ + d

)
φ(τ, z), (4.2.1.1)
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2. for any (λ, µ) ∈ Zn × Zn,

φ(τ, z + λτ + µ) = exp
(
−2πi(τF [λ] + 2ztFλ)

)
φ(τ, z), (4.2.1.2)

and

3. φ has a Fourier-Jacobi expansion

φ(τ, z) =
∑

r∈Zn,`∈Q,
4`−F−1[r]≥0

c(`, r)q` exp
(
2πi(ztr)

)
, (4.2.1.3)

where ` ≥ `0 for some `0. In the case that condition 3 is replaced with the weaker condition,

3. φ has a Fourier-Jacobi expansion

φ(τ, z) =
∑
`∈Q
`≥`0

∑
r∈Zn

c(`, r)q` exp
(
2πi(ztr)

)
, (4.2.1.4)

then φ(τ, z) is called a weak Jacobi form. In the case `0 ≥ 0, φ is a holomorphic (weak)

Jacobi form, otherwise it is meromorphic.

We will often use γz to denote z
cτ+d for γ labelled as in the previous definition.

If z = 0 the definition of a Jacobi form above reduces to the definition of a modular form.

When n = 1 and F [z] is the quadratic form z2, the definition is the same as presented in [14].

We use a more general definition here which coincides with that used in [44]. Sometimes

we will refer to such functions as matrix Jacobi forms.

Another approach to the definition of Jacobi forms is to focus on the actions of Γ

and Zn × Zn on holomorphic functions φ : H× Cn → C. For an integer k and matrix F as

above, define the operators |k,F and |F by

(φ|k,Fγ)(τ, z) := (cτ + d)−k exp

(
−2πi

cF [z]

cτ + d

)
φ

(
γτ,

z

cτ + d

)
, (4.2.1.5)
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and

(φ|F [λ, µ])(τ, z) := exp
(
2πi(F [λ]τ + 2ztFλ)

)
φ(τ, z + λτ + µ), (4.2.1.6)

respectively. In this way, the definition of a Jacobi form reads as: a holomorphic function

φ : H× Cn → C such that

1. (φ|k,Fγ)(τ, z) = φ(τ, z) for any γ ∈ Γ,

2. (φ|F [λ, µ])(τ, z) = φ(τ, z) for all [λ, µ] ∈ Zn × Zn, and

3. φ has a Fourier expansion (4.2.1.3) as before.

The space of all weak Jacobi forms on H × Cn will be denoted J n and the space of weak

Jacobi forms of weight k and index F is denoted J nk,F .

An example of a Jacobi form is the Weierstrass ℘-function (see [14]). This function

has the required Fourier expansion and satisfies (℘|2,0γ)(τ, z) = ℘(τ, z) and (℘|0[λ, µ])(τ, z) =

℘(τ, z) for all γ ∈ Γ and [λ, µ] ∈ Z× Z. Therefore, ℘(τ, z) is a Jacobi form of weight 2 and

index 0. That is, ℘(τ, z) ∈ J 1
2,0.

Let HolH×Cn denote the space of holomorphic functions on H × Cn. We define a

vector-valued weak Jacobi form of weight k and index F to be a tuple of functions

Φ(τ, z) = (φ1(τ, z), . . . , φr(τ, z))

together with a representation ρ : Γ n (Zn × Zn)→ GLr(C), such that

1. Φt|k,Fγ(τ, z) = ρ(γ)Φt(τ, z) for all γ ∈ Γ,

2. Φt|F [λ, µ](τ, z) = ρ([λ, µ])Φt(τ, z) for all [λ, µ] ∈ Zn × Zn, and

3. each φj(τ, z) ∈ HolH×Cn and has an expansion of the form (4.2.1.4).
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Here the slash operators Φt|∗A(τ, z) are defined as

Φt|∗A(τ) = (f1|∗A(τ, z), . . . , fr|∗A(τ, z))t ,

where |∗A is either |k,Fγ or |F [λ, µ]. In the case each φj satisfies an expansion of the form

(4.2.1.3), then Φ is a vector-valued Jacobi form.

4.2.2 Differential operators

Let k and m 6= 0 be integers. Define the differential operator Lk by

Lk =
1

2πi

d

dτ
− 1

4m

(
1

2πi

d

dz

)2

+
2k − 1

2
E2(τ). (4.2.2.1)

We have the following lemma.

Lemma 4.2.2.1 Let k and m be as above. The operator Lk maps weak Jacobi forms of

weight k and index m to weak Jacobi forms of weight k + 2 and index m.

Proof Let φ be a weak Jacobi form. We will prove the following two properties:

1. for any γ ∈ Γ,

(Lkφ)|k+2,mγ = L(φ|k,mγ), (4.2.2.2)

and

2. for any [λ, µ] ∈ Z× Z,

(Lkφ)|m[λ, µ] = Lk(φ|m[λ, µ]). (4.2.2.3)
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First, we find

Lk(φ|k,mγ) =

(
1

2πi

d

dτ
− 1

4m(2πi)2

d2

dz2
+

2k − 1

2
E2(τ)

)(
(cτ + d)−ke−2πim cz2

cτ+dφ(γτ, γz)

)
= − kc

2πi
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz) +mc2z2(cτ + d)−k−2e−2πim cz2

cτ+dφ(γτ, γz)

+ (cτ + d)−ke−2πim cz2

cτ+d

(
1

2πi

d

dτ
φ(γτ, γz)

)
− 1

4m

1

2πi

d

dz

[
−2mcz(cτ + d)−k−1e−2πim cz2

cτ+dφ(γ, τ, γz)

+
1

2πi
(cτ + d)−ke−2πim cz2

cτ+d

(
d

dz
φ(γτ, γz)

)]
+

2k − 1

2
E2(τ)(cτ + d)−ke−2πim cz2

cτ+dφ(γτ, γz)

= − kc

2πi
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz)

+mc2z2(cτ + d)−k−2e−2πim cz2

cτ+dφ(γτ, γz) (4.2.2.4)

+ (cτ + d)−ke−2πim cz2

cτ+d

(
1

2πi

d

dτ
φ(γτ, γz)

)
+

c

2(2πi)
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz)

−mc2z2(cτ + d)−k−2e−2πim cz2

cτ+dφ(γτ, γz) (4.2.2.5)

+
cz

2(2πi)
(cτ + d)−k−1e−2πim cz2

cτ+d

(
d

dz
φ(γτ, γz)

)
(4.2.2.6)

+
cz

2(2πi)
(cτ + d)−k−1e−2πim cz2

cτ+d

(
d

dz
φ(γτ, γz)

)
(4.2.2.7)

− 1

4m
(cτ + d)−ke−2πim cz2

cτ+d

(
d2

dz2
φ(γτ, γz)

)
+

2k − 1

2
E2(τ)(cτ + d)−ke−2πim cz2

cτ+dφ(γτ, γz).
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Cancelling out (4.2.2.4) and (4.2.2.5), and adding (4.2.2.6) and (4.2.2.7) together, we have

the above equals

− kc

2πi
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz) (4.2.2.8)

+ (cτ + d)−ke−2πim cz2

cτ+d

(
1

2πi

d

dτ
φ(γτ, γz)

)
(4.2.2.9)

+
c

2(2πi)
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz) (4.2.2.10)

+
cz

2πi
(cτ + d)−k−1e−2πim cz2

cτ+d

(
d

dz
φ(γτ, γz)

)
(4.2.2.11)

− 1

4m
(cτ + d)−ke−2πim cz2

cτ+d

(
d2

dz2
φ(γτ, γz)

)
(4.2.2.12)

+
2k − 1

2
E2(τ)(cτ + d)−ke−2πim cz2

cτ+dφ(γτ, γz). (4.2.2.13)

We now consider the terms (4.2.2.8), (4.2.2.10), and (4.2.2.13). We find that adding these

together they become

k((cτ + d)2E2(τ)− c

2πi
(cτ + d))(cτ + d)−k−2e−2πim cz2

cτ+dφ(γτ, γz)

− 1

2
E2(τ)(cτ + d)−ke−2πim cz2

cτ+dφ(γτ, γz)

+
1

2

c

2πi
(cτ + d)−k−1e−2πim cz2

cτ+dφ(γτ, γz)

= (cτ + d)−k−2e−2πim cz2

cτ+d [kE2(γτ)]φ(γτ, γz)

− 1

2

(
(cτ + d)2E2(τ)− 1

2πi
c(cτ + d)

)
(cτ + d)−k−2e−2πim cz2

cτ+dφ(γτ, γz)

= (cτ + d)−k−2e−2πim cz2

cτ+d

[
2k − 2

2
E2(γτ)

]
φ(γτ, γz).
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Meanwhile, combining the terms (4.2.2.9) and (4.2.2.11) gives

(cτ + d)−ke−2πim cz2

cτ+d

(
1

2πi

d

dτ
φ(γτ, γz)

)
+ (cτ + d)−k−1e−2πim cz2

cτ+d

(
cz

2πi

d

dz
φ(γτ, γz)

)
= (cτ + d)−ke−2πim cz2

cτ+d

(
1

2πi

d

dτ
φ(γτ, γz)

)
+ (cτ + d)−k−1e−2πim cz2

cτ+d

(
+

1

2πi

cz

(cτ + d)

d

d(γz)
φ(γτ, γz)

)
(cτ + d)−ke−2πim cz2

cτ+d
1

2πi

(
d

dτ
+

cz

(cτ + d)2

d

d(γz)

)
φ(γτ, γz)

= (cτ + d)−k−2e−2πim cz2

cτ+d

(
1

2πi

d

d(γτ)
φ(γτ, γz)

)
,

where we used

d

dτ
φ(γτ, γz) =

[
d(γτ)

dτ

d

d(γτ)
+
d(γz)

dτ

d

d(γz)

]
φ(γτ, γz)

=

[
1

(cτ + d)2

d

d(γτ)
− cz

(cτ + d)2

d

d(γz)

]
φ(γτ, γz).

Finally, we note that the term (4.2.2.12) equals

(cτ + d)−k−2e−2πim cz2

cτ+d

(
− 1

4m

d2

d(γz)2
φ(γτ, γz)

)
.

Making these substitutions we find

Lk(φ|k,mγ)

= (cτ + d)−k−2e−2πim cz2

cτ+d

(
1

2πi

d

d(γτ)
− 1

4m

d2

d(γz)2
+

2k − 1

2
E2(γτ)

)
φ(γτ, γz)

= (Lkφ)|k+2,mγ,
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as desired. This proves (4.2.2.2).

We now prove (4.2.2.3). We have

Lk(φ|m[λ, µ])

=

(
1

2πi

d

dτ
− 1

4m(2πi)2

d2

dz2
+

2k − 1

2
E2(τ)

)(
e2πim(λ2τ+2λz)φ(τ, z + λτ + µ)

)
= mλ2e2πim(λ2τ+2λz)φ(τ, z + λτ + µ) +

1

2πi
e2πim(λ2τ+2λz)

(
d

dτ
φ(τ, z + λτ + µ)

)
− 1

4m

1

2πi

d

dz

[
2mλe2πim(λ2τ+2λz)φ(τ, z + λτ + µ)

+
1

2πi
e2πim(λ2τ+2λz)

(
d

dz
φ(τ, z + λτ + µ)

)]
+

2k − 1

2
E2(τ)e2πim(λ2τ+2λz)φ(τ, z + λτ + µ)

= mλ2e2πim(λ2τ+2λz)φ(τ, z + λτ + µ) +
1

2πi
e2πim(λ2τ+2λz)

(
d

dτ
φ(τ, z + λτ + µ)

)
− 1

4m
4m2λ2e2πim(λ2τ+2λz)φ(τ, z + λτ + µ)

− 1

4m

1

2πi
2mλe2πim(λ2τ+2λz)

(
d

dz
φ(τ, z + λτ + µ)

)
− 1

4m

1

2πi
2mλe2πim(λ2τ+2λz)

(
d

dz
φ(τ, z + λτ + µ)

)
− e2πim(λ2τ+2λz)

(
1

4m

1

(2πi)2

d2

dz2
φ(τ, z + λτ + µ)

)
+

2k − 1

2
E2(τ)e2πim(λ2τ+2λz)φ(τ, z + λτ + µ)
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=
1

2πi
e2πim(λ2τ+2λz)

(
d

dτ
φ(τ, z + λτ + µ)

)
− λ

2πi
e2πim(λ2τ+2λz)

(
d

dz
φ(τ, z + λτ + µ)

)
− 1

4m

1

2πi
2mλe2πim(λ2τ+2λz)

(
d

dz
φ(τ, z + λτ + µ)

)
− e2πim(λ2τ+2λz)

(
1

4m

1

(2πi)2

d2

dz2
φ(τ, z + λτ + µ)

)
+

2k − 1

2
E2(τ)e2πim(λ2τ+2λz)φ(τ, z + λτ + µ). (4.2.2.14)

Note that

d

dτ
φ(τ, z + λτ + µ) =

[
dτ

dτ

d

dτ
+
d(z + λτ + µ)

dτ

d

d(z + λτ + µ)

]
φ(τ, z + λµ)

=

[
d

dτ
+ λ

d

d(z + λτ + µ)

]
φ(τ, z + λτ + µ),

and

d

dz
φ(τ, z + λτ + µ) =

[
d(z + λτ + µ)

dz

d

d(z + λτ + µ)

]
φ(τ, z + λµ)

=
d

d(z + λτ + µ)
φ(τ, z + λτ + µ).

Plugging these into (4.2.2.14) we find

Lk(φ|m[λ, µ]) =

(
1

2πi

d

dτ
− 1

4m

(
1

2πi

d

d(z + λτ + µ)

)2

+
2k − 1

2
E2(τ)

)
φ(τ, z + λτ + µ)

= (Lkφ)|m[λ, µ].

This completes the proof of (4.2.2.3), and with it Lemma 4.2.2.1. �
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4.2.3 Quasi-Jacobi forms

A holomorphic function φ(τ, z) on H×Cn is a (weak) quasi-Jacobi form of weight

k and index F (F as in Definition 4.2.1.1) if for fixed τ ∈ H, z ∈ Cn, γ =

a b

c d

 ∈ Γ, and

[λ, µ] ∈ Zn × Zn, we have

1. φ|k,Fγ(τ, z) ∈ HolH×Cn
[
cz1
cτ+d , . . . ,

czn
cτ+d ,

c
cτ+d

]
with coefficients dependent only on φ,

and

2. φ|F [λ, µ](τ, z) ∈ HolH×Cn [λ1, . . . , λn] with coefficients dependent only on φ.

In other words, there are holomorphic functions Si1,...,in,j(φ) and Ti1,...,in(φ) on H × Cn

determined only by φ such that

(cτ + d)−ke−2πi
cF [z]
cτ+dφ

(
aτ + b

cτ + d
,

z

cτ + d

)
=

∑
i1≤s1,...,in≤sn

j≤t

Si1,...,in,j(φ)(τ, z)

(
cz1

cτ + d

)i1
· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j
, (4.2.3.1)

and

e2πi(τF [λ]+2ztFλ)φ(τ, z + λτ + µ) =
∑

i1≤s1,...,in≤sn

Ti1,...,in(φ)(τ, z)λi11 · · ·λ
in
n . (4.2.3.2)

If φ 6= 0, we can take Ss1,...,sn,t(φ) 6= 0 and Ts1,...,sn(φ) 6= 0, and we say φ is a quasi-Jacobi

form of depth (s1, . . . , sn, t). In the case z = z and F = 0, this definition of a quasi-Jacobi

form reduces to that in [33]. When n > 1 in the definition above, we will sometimes refer

to these functions as matrix quasi-Jacobi forms. (See also [26] for another definition of

quasi-Jacobi form.)
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For τ ∈ H and z ∈ C, define the functions

En(τ, z) :=
∑

(a,b)∈Z2

1

(z + aτ + b)n
. (4.2.3.3)

Such functions converge absolutely for n ≥ 3 on H × C. The cases n = 1, 2 also converge

utilizing ‘Eisenstein summation’ (see page 10 of [33]). Moreover, for n ≥ 3 the functions

En(τ, z) are weak Jacobi forms of weight n and index 0 on H×C. (See [33] for more details.)

The function E1 has the transformation laws

E1

(
γτ,

z

cτ + d

)
= (cτ + d)E1(τ, z) +

πic

2
z and (4.2.3.4)

E1(τ, z + λτ + µ) = E1(τ, z)− 2πiλ, (4.2.3.5)

while E2 satisfies

E2

(
γτ,

z

cτ + d

)
= (cτ + d)2E2(τ, z) +

πic(cτ + d)

2
and (4.2.3.6)

E2(τ, z + λτ + µ) = E2(τ, z), (4.2.3.7)

for all

a b

c d

 ∈ Γ and [λ, µ] ∈ Z × Z [33]. In other words, E1(τ, z) is a quasi-Jacobi

form of index 0, weight 1, and depth (1, 0), while E2(τ, z) is a quasi-Jacobi form of index 0,

weight 2, and depth (0, 1). E2(τ, z)−E2(τ) is a weak Jacobi form of index 0 and weight 2.

The algebra QJ 1
:= C[E2(τ), En(τ, z), n ≥ 1] is the space of quasi-Jacobi forms

on H × C (see Proposition 2.9 in [33]). That is, any quasi-Jacobi form on H × C can be

generated by E2(τ) and En(τ, z), for n ≥ 1.

The functions Em(τ, z) may be generalized as follows. For m ≥ 1, define the

functions Em(τ, z) by

Em(τ, z) :=
∑

(a,b)∈Z2

1

(z1 + · · ·+ zn + aτ + b)m
. (4.2.3.8)
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Noticing that Em(τ, z) = Em(τ, z1 + · · · + zn) and applying the transformation properties

known for Em(τ, z), it follows that Em(τ, z) is a weak matrix Jacobi form of index zero and

weight m on H×Cn for m ≥ 3. E1(τ, z) is again a matrix quasi-Jacobi form of index zero,

weight 1, and depth (1, 0) on H×Cn, while E2(τ, z) is a matrix quasi-Jacobi form of index

zero, weight 2, and depth (0, 1) on H× Cn.

Let QJ n denote the space of quasi-Jacobi forms on H×Cn. It will not be discussed

here whether the functions Em(τ, z) generate QJ n , however, by the discussion above, it is

clear that they are contained in QJ n .

Lemma 4.2.3.1 The space of quasi-Jacobi froms QJ n is closed under the partial deriva-

tives d
dτ and d

dzj
, 1 ≤ j ≤ n.

Proof Suppose φ(τ, z) is a quasi-Jacobi form of weight k, index F , and depth (s1, . . . , sn, t).

Let the components of F be denoted by F = (Fpq). Using the product rule we find for any

r, 1 ≤ r ≤ n, that

(cτ + d)−ke−2πi
cF [z]
cτ+d

(
d

dzr
φ(γτ, γz)

)
=

d

dzr

[
(cτ + d)−ke−2πi

cF [z]
cτ+dφ(γτ, γz)

]
−
(
d

dzr
(cτ + d)−ke−2πi

cF [z]
cτ+d

)
φ(γτ, γz)

=
d

dzr

 ∑
i1≤s1,...,in≤sn

j≤t

Si1,...,in,j(φ)(τ, z)

(
cz1

cτ + d

)i1
· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j
+ 2πi

 n∑
p=1

Fpr
czp

cτ + d
+

n∑
q=1

Frq
czq

cτ + d

 (cτ + d)−ke−2πi
cF [z]
cτ+dφ(γτ, γz),
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which then equals

=
∑

i1≤s1,...,in≤sn
j≤t

(
d

dzr
Si1,...,in,j(φ)(τ, z)

)(
cz1

cτ + d

)i1
· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j

+
∑

i1≤s1,...,in≤sn
j≤t

(irSi1,...,in,j(φ)(τ, z))

·
(

cz1

cτ + d

)i1
· · ·
(

czr
cτ + d

)ir−1

· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j+1

+
∑

i1≤s1,...,in≤sn
j≤t

∑
p

(2πiFprSi1,...,in,j(φ)(τ, z))

·
(

cz1

cτ + d

)i1
· · ·
(

czp
cτ + d

)ip+1

· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j
+

∑
i1≤s1,...,in≤sn

j≤t

∑
q

(2πiFrqSi1,...,in,j(φ)(τ, z))

·
(

cz1

cτ + d

)i1
· · ·
(

czq
cτ + d

)iq+1

· · ·
(

czn
cτ + d

)in ( c

cτ + d

)j
.

This shows that (d/dzrφ)|k,Fγ(τ, z) is in HolH×Cn
[
cz1
cτ+d , . . . ,

czn
cτ+d ,

c
cτ+d

]
, as desired. Similar

calculations show this is also true for (d/dτφ)|k,Fγ(τ, z). The same can be done for the

partial derivatives in (4.2.3.2). �

4.2.4 Twisted elliptic functions

For w ∈ C, z ∈ Cn, and τ ∈ H such that |q| <
∣∣e2πiw

∣∣ < 1 and ζz1+···+zn 6= 1, we

define the ‘twisted’ Weierstrass functions P̃k(w, z, τ) by

P̃k(w, z, τ) :=
(−1)k

(k − 1)!

′∑
`∈Z

`k−1q`w
1− ζ−1

1 · · · ζ
−1
n q`

, (4.2.4.1)

where q = e2πiτ , qw = e2πiw, ζj = e2πizj , and the notation
′∑

signifies that ` = 0 is omitted

if ζ1 · · · ζn = 1. When z = z1 + · · ·+ zn the functions P̃k(w, z, τ) = P̃k(w, z, τ) are the same
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as the functions Pk

ζ
1

 (w, τ) in [37], Pk(1, ζ
−1, w, τ) in [7], and (−2πi)kP̂k(qw, q, ζ) in [17].

In the case ζ1 · · · ζn = 1, the functions (4.2.4.1) are simply those of (4.1.3.3).

Similar to the ‘untwisted’ Weierstrass functions, P̃k(w, z, τ) can be defined recur-

sively for k ≥ 1 by

P̃k(w, z, τ) =
(−1)k−1

(k − 1)!

dk−1

dwk−1
P̃1(w, z, τ). (4.2.4.2)

Writing (4.2.4.1) as

P̃k(w, z, τ) =
(−1)k

(k − 1)!

∞∑
`=1

(
`k−1q`wζ

−1
1 · · · ζ−1

n

1− ζ−1
1 · · · ζ

−1
n q`

+
(−1)k`k−1q−`w q`ζ1 · · · ζn

1− ζ1 · · · ζnq`

)
, (4.2.4.3)

we are able to discuss its convergence.

Lemma 4.2.4.1 The functions P̃k(w, z, τ) converge for |q| < |qw| < 1 and ζz1+···+zn 6= 1.

Proof Note that for some `′, each term∣∣∣∣`k−1q`wζ
−1
1 · · · ζ−1

n

1/2

∣∣∣∣ , and

∣∣∣∣`k−1q−`w q`ζ1 · · · ζn
1/2

∣∣∣∣ ,
is larger than the corresponding terms∣∣∣∣`k−1q`wζ

−1
1 · · · ζ−1

n

1− ζ−1
1 · · · ζ

−1
n q`

∣∣∣∣ , and

∣∣∣∣`k−1q−`w q`ζ1 · · · ζn
1− ζ1 · · · ζnq`

∣∣∣∣ ,
respectively, for all ` > `′. This follows since q` → 0 as `→∞.

Let us now consider the series,

∞∑
`=1

(
`k−1q`wζ

−1
1 · · · ζ

−1
n + (−1)k`k−1q−`w q`ζ1 · · · ζn

)
,

and in particular the two series

ζ−1
1 · · · ζ

−1
n

∞∑
`=1

`k−1q`w and (−1)kζ1 · · · ζn
∞∑
`=1

`k−1q−`w q`. (4.2.4.4)
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For each term in the first series of (4.2.4.4) we find

lim
`→∞

(`k−1q`w)1/` = lim
`→∞

(`1/`)k−1qw = qw,

and therefore the corresponding series converges so long as |qw| < 1 by the root test.

Similarly, for the terms in the second series, we find

lim
`→∞

(`k−1q−`w q`)1/` = lim
`→∞

(`1/`)k−1q−1
w q = q−1

w q,

so that the series converges when
∣∣q−1
w q
∣∣ = |qw|−1 |q| < 1, or equivalently, |q| < |qw|.

We conclude that

∞∑
`>`′

(
`k−1q`wζ

−1
1 · · · ζ−1

n

1− ζ−1
1 · · · ζ

−1
n q`

+
(−1)k`k−1q−`w q`ζ1 · · · ζn

1− ζ1 · · · ζnq`

)

converges on |q| < |qw| < 1. Since there are only a finite many additional terms in (4.2.4.3),

P̃k(w, z, τ) converges on the same domain. �

Define the functions G̃k(τ, z) by

G̃2k(τ, z) : = 2ξ(2k) +
(2πi)2k

(2k − 1)!

∞∑
`=1

(
`2k−1q`ζ−1

1 · · · ζ−1
n

1− q`ζ−1
1 · · · ζ

−1
n

+
`2k−1q`ζ1 · · · ζn
1− q`ζ1 · · · ζn

)
, (4.2.4.5)

G̃2k+1(τ, z) : =
(2πi)2k+1

(2k)!

∞∑
`=1

(
`2kq`ζ−1

1 · · · ζ−1
n

1− q`ζ−1
1 · · · ζ

−1
n
− `2kq`ζ1 · · · ζn

1− q`ζ1 · · · ζn

)
, (4.2.4.6)

G̃1(τ, z) : = (2πi)
∞∑
`=1

(
q`ζ−1

1 · · · ζ−1
n

1− q`ζ−1
1 · · · ζ

−1
n

+
q`ζ1 · · · ζn

1− q`ζ1 · · · ζn

)
+

2πi

1− ζ−1
1 · · · ζ

−1
n
− πi,

(4.2.4.7)

and set

Ẽm(τ, z) :=
1

(2πi)m
G̃m(τ, z). (4.2.4.8)

The above functions are called ‘twisted Eisenstein series’ in [7, 17, 37], though here they

have additional complex variables. These additional complex variables do not add much
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difficulty, however, as in most calculations they collapse to the single complex variable case

via

Ẽm(τ, z) = Ẽm(τ, z1 + · · ·+ zn).

The following lemma follows as in Proposition 2 in [37] with the same proof (see also display

(C.14) in [17]).

Lemma 4.2.4.2

P̃k(w, z, τ) =
1

wk
+ (−1)k

∑
m≥k

(
m− 1

k − 1

)
Ẽm(τ, z)wm−k.

�

We have the following functional equation for Ẽk(τ, z).

Lemma 4.2.4.3 For weights m ≥ 1, the functions Ẽm(τ, z) satisfy (4.2.3.1) for the matri-

ces S and T with index F = 0.

Proof We first take z = z. The result follows from a transformation discussed in [17]. In

particular, it is established there that

Ẽm

(
−1

τ
,
z

τ

)
=

m∑
k=0

(−1)k−m

(m− k)!
Ẽk(τ, z)z

m−kτk,

where we take Ẽ0(τ, z) to be 1. Therefore,

τ−mẼm

(
−1

τ
,
z

τ

)
=

m∑
k=0

(−1)k−m

(m− k)!
Ẽk(τ, z)z

m−kτk−m,

so that

τ−mẼm

(
−1

τ
,
z

τ

)
=

m∑
k=0

(−1)k−m

(m− k)!
Ẽk(τ, z)z

m−kτk−m

=
m∑
k=0

(−1)k−m

(m− k)!
Ẽk(τ, z)

(z
τ

)m−k
. (4.2.4.9)
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This proves the transformation for the matrix S. For the matrix T , we have T · τ 7→ τ + 1,

and we find Ẽm(τ + 1, z) = Ẽm(τ, z). Therefore (4.2.3.1) holds for all γ ∈ Γ.

We now consider the general case of z. Using Ẽm(τ, z) = Ẽm(τ, z1 + · · ·+ zn) and

(4.2.4.9), we find

τ−mẼm

(
−1

τ
,
z

τ

)
= τ−mẼm

(
−1

τ
,
z1 + · · ·+ zn

τ

)
=

m∑
k=0

(−1)m−k

(m− k)!
Ẽk(τ, z1 + · · ·+ zn)

(
z1 + · · ·+ zn

τ

)m−k
=

m∑
k=0

∑
i1+···+in=m−k

i1,...,in≥0

Ci1,...,in
(−1)m−k

(m− k)!
Ẽk(τ, z)

(z1

τ

)i1
· · ·
(zn
τ

)in
,

where Ci1,...,in is a scalar given by the expansion of ((z1 + · · ·+ zn)/τ)m−k. This proves the

claim for the matrix S. The case of the matrix T is again trivial. �

4.3 Jacobi theta series with spherical harmonics

Let Q be a positive definite quadratic form, and B be the associated bilinear form

so that 2Q(x) = B(x, x). Let A be the matrix of Q of even rank f = 2r. Since A is

positive-definite, its determinant |A| > 0. Fix h ∈ Zf . It is well known (page 81 of [14], for

example) that the Jacobi theta function

∑
n∈Zf

qQ(n)ζB(n,h)

is a Jacobi form of weight r and index Q(h).

We now fix a vector v ∈ Cf . In this section, transformation laws under the Jacobi

group for the functions

θh(Q, v, k, τ, z) :=
∑
m∈Zf

B(v,m)kqQ(m)ζB(m,h), (4.3.0.10)
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and more generally,

θh(Q, v, k, τ, z) :=
∑
m∈Zf

B(v,m)kqQ(m)ζ
B(m,h1)
1 · · · ζB(m,hn)

n , (4.3.0.11)

are developed. As mentioned above, the case (k, τ, z) = (0, τ, z) of (4.3.0.10) is found in

[14]. The case (k, τ, z) = (k, τ, 0) is established in [10] and is a generalization of the work

of Schoeneberg [43]. In fact, most of the results developed in this section mimic the work

of Schoeneberg [43], Dong and Mason [10], and Ogg [40]. We attempt to maintain similar

notation and structure to these works (in particular [10]), and will often make reference to

results contained within them.

To establish our desired transformation laws (see Theorems 4.3.0.5 and 4.3.4.2

below), we will utilize the theory of Jacobi-like forms. These are holomorphic functions

φ(τ, z,X) on H× C× C given by

φ(τ, z,X) =
∑
n≥0

φ(n)(τ, z)(2πiX)n,

and which satisfy for some `, F ∈ C, an integer k, and all γ =

a b

c d

 ∈ Γ0(N);

φ

(
γτ, γz,

X

(cτ + d)2

)
= χ(d)e−2πi cz

2

cτ+d
F (cτ + d)k exp

(
c`X

cτ + d

)
φ(τ, z,X), (4.3.0.12)

where χ is some character (see [45]). Here, the φ(n)(τ, z) denote the coefficients of the 2πiX

terms, and are holomorphic functions on H×C. In the case ` = 0, equating the coefficients

of each (2πiX)n term shows that the functions φ(n)(τ, z) are holomorphic Jacobi forms of

weight k + 2n and index F . In the case ` = 1, φ(τ, z,X) is a Jacobi-like form on Γ0(N) of

weight k, index F , and character χ. The X may be normalized so that ` equals either 0 or
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1.

While the coefficients of a Jacobi-like form may not be Jacobi forms themselves,

often the coefficients of the product of two Jacobi-like forms will be a Jacobi form. This

situation arises here, and will be discussed below.

For fixed Q, v, and h as above, we define the function Θh(Q, v, τ, z,X) on H×C×C

by

Θh(Q, v, τ, z,X) :=
∑
n≥0

2nθh(Q, v, 2n, τ, z)

(2n)!
(2πiX)n. (4.3.0.13)

Moreover, set

γ(t, k) =
k!

2tt!(k − 2t)!
, (4.3.0.14)

and

Ψh(Q, v, 2k, τ, z) =

k∑
t=0

γ(t, 2k)E2(τ)tθh(Q, v, 2k − 2t, τ, z). (4.3.0.15)

It is functions of the form (4.3.0.13) and (4.3.0.15) that will be used to prove results about

θh. For n > 0, define ε(n) by

ε(n) =

(
(−1)r det(A)

n

)
,

and

ε(−n) = (−1)rε(n).

ε(modN) is a Dirichlet character (see page 216 in [43] for more details). The main theorem

we wish to establish in this section is the following:

Theorem 4.3.0.4 Let the notation be as above. Suppose the matrix that represents the

quadratic form Q has rank f = 2r. Suppose B(v, h) = 0 and let γ =

a b

c d

 ∈ Γ0(N) and

[λ, µ] ∈ Z2.
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1. If 〈v, v〉 = 0, then

θh(Q, v, 2n, γτ, γz) = ε(d)e−2πi cz
2

cτ+d
Q(h)(cτ + d)2n+rθh(Q, v, 2n, τ, z), (4.3.0.16)

and

θh(Q, v, 2n, τ, z + λτ + µ) = e2πiQ(h)(λ2τ+2zλ)θh(Q, v, 2n, τ, z). (4.3.0.17)

2. If 〈v, v〉 = 1, then

Ψh(Q, v, γτ, γz) = ε(d)e−2πi cz
2

cτ+d
Q(h)(cτ + d)2n+rΨ(Q, v, τ, z), (4.3.0.18)

and

Ψh(Q, v, τ, z + λτ + µ) = e2πiQ(h)(λ2τ+2zλ)Ψh(Q, v, τ, z). (4.3.0.19)

The crux of establishing Theorem 4.3.0.4 is in the proof of the following theorem.

Theorem 4.3.0.5 Let the notation be as before. Suppose B(v, h) = 0. For γ =

a b

c d

 ∈
Γ0(N), we have

Θh

(
Q, v, γτ, γz,

X

(cτ + d)2

)
= ε(d)e2πi cz

2

cτ+d
Q(h)(cτ + d)r exp

(
2cQ(v)X

cτ + d

)
Θh(Q, v, τ, z,X). (4.3.0.20)

Later in this section we will be interested in the specific case 2Q(v) = 〈v, v〉.

After scaling, Theorem 4.3.0.5 essentially takes two forms of interest: the case when v is

a null vector (〈v, v〉 = 0), and the case v is a unit vector (〈v, v〉 = 1). In the case v is

a null vector, Theorem 4.3.0.5 implies transformation (4.3.0.16) by equating coefficients

as discussed above. This is an extension of results developed in the modular theta series
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case by Schoeneberg [42] and Hecke [20] to the case of Jacobi theta series. In fact, Hecke

[20] has proved that the functions 〈v,m〉k are spherical harmonics of degree k and that

every spherical harmonic of degree k is a linear combination of other spherical harmonics of

degree k. In this context, the functions considered in (4.3.0.10) are Jacobi theta series with

spherical harmonics. On the other hand, taking v to be a unit vector will lead to (4.3.0.18)

and is a generalization of [10].

Subsection 4.3.1 will establish Theorem 4.3.0.5 and Subsection 4.3.2 will show how

this result is used to prove (4.3.0.18). In Subsection 4.3.3 we prove (4.3.0.17) and (4.3.0.19).

We finish this section by developing transformation laws for matrix Jacobi theta

series. With the notation already in use, define

Θh(Q, v, τ, z,X) =
∑
n≥0

2nθh(Q, v, 2n, τ, z)

(2n)!
(2πiX)n (4.3.0.21)

and

Ψh(Q, v, 2k, τ, z) =
k∑
t=0

γ(t, 2k)E2(τ)tθh(Q, v, 2k − 2t, τ, z). (4.3.0.22)

In Subsection 4.3.4 we will extend Theorem 4.3.0.5 to the functions θh and Ψh on H× Cn.

4.3.1 Transformation laws of SL2(Z) on θh

This subsection mimics proofs found in [43] and [10]. Let Q be as above. Let

x = (x1, . . . , xf ), and let xt denote the transpose of x. Consider the series

Θh(Q, x) :=
∑
m∈Zf

e−2Q(m+x)e−2B(m+x,h). (4.3.1.1)
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Let A be the matrix corresponding to Q such that 2Q(x) = xtAx and B(x, h) =

xtAy. Then

Θh(Q, x) =
∑
m∈Zf

ame
2πimtx,

with Fourier coefficients

am =

∫ 1

0
· · ·
∫ 1

0

∑
n∈Zf

e−(n+x)tA(n+x)e−2(n+x)tAhe−2πimtxdX

=

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−x
tAx−2πimtxe−2xtAhdX. (4.3.1.2)

Take x = A−1y so that xtAx = ytA−1y, xtAh = yth, and dY = |A| dX. Then (4.3.1.2)

becomes

am =
1

|A|

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−(ytA−1y+2πimtA−1y)e−2ythdY. (4.3.1.3)

Using that

(y + πim)tA−1(y + πim) = ytA−1y + 2πimtA−1y − π2mtA−1m,

equation (4.3.1.3) becomes

am =
1

|A|
e−π

2mtA−1me2πimth

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−(y+πim)tA−1(y+πim)e−2(y+πim)thdY

=
1

|A|
e−π

2mtA−1me2πimth

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−y
tA−1ye−2ythdY. (4.3.1.4)

Completing the square in the argument of the integrand in (4.3.1.4) gives

−ytA−1y − 2yth = −(y +Ah)tA−1(y +Ah) + htAh,

so that (4.3.1.4) becomes

am =
1

|A|
e−π

2mtA−1me2πimtheh
tAh

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−(y+Ah)tA−1(y+Ah)dY. (4.3.1.5)
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Take a vector w such that |w| = w2
1 + · · · + w2

f , and consider a real matrix L such that

A = LLt. Set Lw = y +Ah so that dY = |L| dW . Then

∫ ∞
−∞
· · ·
∫ ∞
−∞

e−(y+A−1h)tA(y+A−1h)dY = |L|
∫ ∞
−∞
· · ·
∫ ∞
−∞

e−w
2
1+···+w2

fdz1 · · · dwf

= |L|
f∏
j=1

∫ ∞
−∞

e−w
2
j dwj

= |A|1/2 πf/2.

The Fourier coefficients in (4.3.1.5) are now

am =
πf/2

|A|1/2
e−π

2mtA−1me2πimtheh
tAh. (4.3.1.6)

Replace A with πεA, where ε > 0. Equation (4.3.1.6) now becomes

am =
πf/2

(
√
πε) |A|1/2

e−
π
ε
mtA−1me2πimtheπεh

tAh. (4.3.1.7)

Replacing A with πεA also in (4.3.1.1) and using (4.3.1.2) and (4.3.1.3) we have

∑
m∈Zf

e−πε(m+x)tA(m+x)e−πε(m+x)tAh

=
πf/2

(
√
πε)f |A|1/2

∑
m∈Zf

e−
π
ε
mtA−1me2πimtheπεh

tAhe2πimtx

=
eπεh

tAh

(
√
ε)f |A|1/2

∑
m∈Zf

e−
π
ε
mtA−1m+2πimth+2πimtx. (4.3.1.8)

As explained in [43] (page 205), this last equation is valid so long as
√
ε > 0. Setting

ε = −iτ gives

∑
m∈Zf

eπiτ(m+x)tA(m+x)eπiτ(m+x)tAh =
e−πiτh

tAh

(
√
−iτ)f |A|1/2

∑
m∈Zf

e−
πi
τ
mtA−1m+2πimth+2πimtx,

(4.3.1.9)
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where the imaginary part of τ > 0 and the root is chosen so that it has positive real part.

Recalling that 2Q(m) = mtAm and B(m,h) = mtAh, we can write (4.3.1.9) as

∑
m∈Zf

e2πiτQ(m+x)e2πiτB(m+x,h) =
e−2πiτQ(h)

(
√
−iτ)f |A|1/2

∑
m∈Zf

e−
πi
τ
mtA−1m+2πimth+2πimtx.

(4.3.1.10)

Consider the linear operator

L :=

f∑
ν=1

`ν
∂

∂xν
, `ν ∈ C

and its powers Ln, n ∈ N. The operator L has the properties (see [43]),

L(u+ v) = L(u) + L(v), L(uv) = L(u)v + uL(v),

L(cu) = cL(u) for c ∈ C, and L(eu) = euL(u).

Set

`t = (`1, . . . , `f ).

Then

L(2Q(m+ x)) = L(m+ x)tA(m+ x) = 2`tA(m+ x),

and applying L again shows

L2(2Q(m+ x)) = L2(m+ x)t(m+ x)tA(m+ x) = 2`tA` = 2 · 2Q(`).

On the other hand, we find

L(B(m+ x, h)) = L((m+ x)tAh) = `tAh = B(`, h),
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and L2((m+ x)tAh) = 0. Applying L to the left hand side of (4.3.1.10) gives

L

∑
m∈Zf

e2πiτQ(m+x)e2πiτB(m+x,h)

 =
∑
m∈Zf

L
(
eπiτ [(m+x)tA(m+x)+2(m+x)tAh]

)

=
∑
m∈Zf

L(πiτ [(m+ x)tA(m+ x) + 2(m+ x)tAh])eπiτ [(m+x)tA(m+x)+2(m+x)tAh]

=
∑
m∈Zf

(πiτ)(2`tA(m+ x) + 2`tAh)e2πiτ [Q(m+x)+B(m+x,h)].

If we apply L again we find

L2

∑
m∈Zf

e2πiτ [Q(m+x)+B(m+x,h)]


=
∑
m∈Zf

(
L(πiτ [2`tA(m+ x) + 2`tAh])eπiτ [(m+x)tA(m+x)+2(m+x)tAh]

+ (πiτ [2`tA(m+ x) + 2`tAh])2eπiτ [(m+x)tA(m+x)+2(m+x)tAh]

)
=
∑
m∈Zf

πiτ [2`tA`+ [πiτ(2`tA(m+ x) + 2`tAh)]2]eπiτ [(m+x)tA(m+x)+2(m+x)tAh].

More generally, we have

Lk
∑
m∈Zf

e2πiτ [Q(m+x)+B(m+x,h)]


=

[k/2]∑
j=0

∑
m∈Zf

γ(j, k)(2πiτ)k−j(2Q(`))j(`tA(m+ x) + `tAh)k−2je2πiτ(Q(m+x)+B(m+x,h)),

For γ(j, k) defined in (4.3.0.14) and 0 ≤ j ≤ [k/2], k ≥ 0 (see [10]). Here [k/2] denotes the

greatest integer less than or equal to k/2.

Applying Lk to both sides of (4.3.1.10) gives

[k/2]∑
j=0

∑
m∈Zf

γ(j, k)(2πiτ)k−j(2Q(`))j(`tA(m+ x) + `tAh)k−2je2πiτ(Q(m+x)+B(m+x,h))

= e−2πiτQ(h) (2πi)k

(
√
−iτ)f |A|1/2

∑
m∈Zf

(mt`)ke−
πi
τ
mtA−1m+2πimth+2πimtx.
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As in [43] and [10] we now replace τ with −1/τ and x with p/N (N is the level of A).

On the right hand side we also replace m by Am1/N . Recalling that f = 2r and setting

D = |A|, we have

[k/2]∑
j=0

∑
m∈Zf
m≡p(N)

N2j−k
(
−2πi

τ

)k−j
γ(j, k)(2Q(`))j(`tAm+ `tAh)k−2je−

2πi
τ

(Q(m)/N2+B(m,h)/N)

= e
2πi
τ
Q(h) (2πi)kτ rN−k

ir
√
D

∑
m1∈Zf

Am1≡0(N)

(`tAm1)ke2πiτQ(m1)/N2+2πiB(m1,h)/N+2πimt1Ap/N
2
.

(4.3.1.11)

Next replace h with zh to find

[k/2]∑
j=0

∑
m∈Zf
m≡p(N)

N2j−k
(
−2πi

τ

)k−j
γ(j, k)(2Q(`))j(`tAm+ z`tAh)k−2je−

2πi
τ

(Q(m)/N2+zB(m,h)/N)

= e
2πiz2

τ
Q(h) (2πi)kτ rN−k

ir
√
D

∑
m1∈Zf

Am1≡0(N)

(`tAm1)ke2πiτQ(m1)/N2+2πizB(m1,h)/N+2πimt1Ap/N
2
.

(4.3.1.12)

For now on we assume `tAh = 0 (this is the assumption B(`, h) = 0). Then (4.3.1.12)

becomes

[k/2]∑
j=0

∑
m∈Zf
m≡p(N)

N2j−k
(
−2πi

τ

)k−j
γ(j, k)(2Q(`))j(`tAm)k−2je−

2πi
τ

(Q(m)/N2+zB(m,h)/N)

= e
2πiz2

τ
Q(h) (2πi)kτ rN−k

ir
√
D

∑
m1∈Zf

Am1≡0(N)

(`tAm1)ke2πiτQ(m1)/N2+2πizB(m1,h)/N+2πimt1Ap/N
2
.

(4.3.1.13)

As done in [43], taking p so that Ap ≡ 0 modN , we have mt
1Ap/N

2 mod 1 depends only on
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pmodN and (4.3.1.13) may be written as

[k/2]∑
j=0

∑
m∈Zf
m≡p(N)

N2j−k
(
−2πi

τ

)k−j
γ(j, k)(2Q(`))j(`tAm)k−2je−

2πi
τ

(Q(m)/N2+zB(m,h)/N)

= e
2πiz2

τ
Q(h) (2πi)kτ r

ir
√
D

∑
gmodN

Ag≡0 modN

e2πigAp/N2

· 1

Nk

∑
m∈Zf

m≡gmodN

(`tAm)ke2πiτQ(m)/N2+2πizB(m,h)/N . (4.3.1.14)

Since (
−2πi

τ

)k−j
(2Q(`))j =

(
−Q(`)τ

πi

)j
(−2πi)k,

we can rewrite (4.3.1.14) as

[k/2]∑
j=0

(
−Q(`)τ

πi

)j
γ(j, k)

1

Nk−2j

∑
m∈Zf
m≡p(N)

(`tAm)k−2je−
2πi
τ

(Q(m)/N2+zB(m,h)/N)

= e
2πiz2

τ
Q(h) (−i)2k+rτ r+k√

D

∑
gmodN

Ag≡0 modN

e2πigAp/N2

· 1

Nk

∑
m∈Zf

m≡gmodN

(`tAm)ke2πiτQ(m)/N2+2πizB(m,h)/N . (4.3.1.15)

In the case z = 0, this becomes equation (3.8) in [10]. If we also were to assume Q(`) = 0

(which corresponds to the case v is a null vector above) we would have equation (12) of

[43]. Following the notation in [10] we set

θ(A, p, `, k, τ, z) =
1

Nk

∑
m∈Zf
m≡p(N)

(`tAm)ke2πiτQ(m)/N2+2πizB(m,h)/N . (4.3.1.16)
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We also set

Θ(A, p, `, k, j, τ, z)

= e
2πiz2

τ
Q(h) (−i)r+2kτ r+k−2j

√
D

∑
gmodN

Ag≡0(N)

e2πigtAp/N2
θ(A, g, `, k − 2j, τ, z). (4.3.1.17)

We have the following theorem.

Theorem 4.3.1.1 With the notation as before, we have

θ(A, p, `, k,−1/τ, z/τ) =

[k/2]∑
j=0

(
Q(`)τ

πi

)j
γ(j, k)Θ(A, p, `, k, j, τ, z). (4.3.1.18)

Proof This is an extension of Theorem 3.3 in [10] to include the z-variable. The proof

remains the same and we maintain the notation of [10]. Set Θj = Θ(A, p, `, k − 2j, 0, τ, z),

θj = θ(A, p, `, k − 2j,−1/τ, z/τ), [k/2] = K, (Q(`)τ)/πi = M . Then (4.3.1.18) becomes

θ0 =
K∑
j=0

M jγ(j, k)Θj .

Equation (4.3.1.15) can now be written as

Θ0 =

K∑
i=0

(−M)iγ(i, k)θi.

We also find by replacing k by k − 2j that

Θj =

K−j∑
i=0

(−M)iγ(i, k − 2j)θi+j .

It follows that

K∑
j=0

M jγ(j, k)Θj =
K∑
j=0

M jγ(j, k)

(
K−j∑
i=0

(−M)iγ(i, k − 2j)θi+j

)

=
K∑
s=0

M sγ(s, k)θs

s∑
i=0

(−1)i
(
s

i

)

= θ0,
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since the terms in
∑s

i=0(−1)s
(
s
i

)
cancel except when s = 0. Here we set s = i+ j and used

the identity γ(j, k)γ(i, k − 2j) =
(
s
i

)
γ(s, k). �

Continuing to mimic the structure and proofs of [10], we establish the analogue of

their Theorem 3.4 (loc. cit.) to include a z-variable.

Theorem 4.3.1.2 Suppose A has rank f = 2r. If γ =

a b

c d

 ∈ Γ0(N), and if d > 0,

then

e−2πi
cz2Q(h)
cτ+d (cτ + d)−(r+k)θ

(
A, p, `, k,

aτ + b

cτ + d
,

z

cτ + d

)

= exp(2πiQ(p)ab/N2)ε(d)

[k/2]∑
j=0

(
Q(`)c

πi(cτ + d)

)j
γ(j, k)θ(A, bp, `, k − 2j, τ, z). (4.3.1.19)

In particular, if also d > 0 and we take p = 0, then

e−2πi
cz2Q(h)
cτ+d (cτ + d)−(r+k)θ

(
A, `, k,

aτ + b

cτ + d
,

z

cτ + d

)

= ε(d)

[k/2]∑
j=0

(
Q(`)c

πi(cτ + d)

)j
γ(j, k)θ(A, `, k − 2j, τ, z). (4.3.1.20)

Recalling that Ap = 0(modN), then (4.3.1.16) shows that

θ(A, p, `, k, τ + 1, z) = exp(2πiQ(p)/N2)θ(A, p, `, k, τ, z). (4.3.1.21)

Moreover, if c > 0 then following equation 18 in [43] (page 211) we have

θ(A, p, `, k, τ, z) =
∑

gmod cN

g≡p(N)

θ(cA, g, `, k, cτ, z). (4.3.1.22)

The next couple of displays depend little on the z-variable, and are established

just as in [10] (displays (3.17) through (3.20)). We carry out the calculations again here,

carrying along the additional z-variable terms and making the necessary changes.
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Let γz denote z
cτ+d . Using (4.3.1.21) and (4.3.1.22), along with Theorem 4.3.1.1

we find that for all γ =

a b

c d

 ∈ Γ such that c > 0 we have

θ(A, p, `, k, γτ, γz) = θ(A, p, `, k, c−1(a− (cτ + d)−1, γz)

=
∑

gmod cN

g≡p(N)

θ(cA, g, `, k, a− (cτ + d)−1, γz)

=
∑

gmod cN

g≡p(N)

exp(2πiacQ(g)//c2N2)θ(cA, g, `, k,−(cτ + d)−1, γz)

=
∑

gmod cN

g≡p(N)

[k/2]∑
j=0

exp(2πiacQ(g)//c2N2)

(
Q(`)c(cτ + d)

πi

)j
γ(j, k)Θ(cA, g, `, k, j, cτ + d, z)

=
∑

gmod cN

g≡p(N)

[k/2]∑
j=0

∑
qmod cN

cAq≡0(cN)

exp(2πiaQ(g)/cN2)

(
Q(`)c(cτ + d)

πi

)j
γ(j, k)

· e2πi cz
2

cτ+d
Q(h) (−i)r+2(k−2j)

√
cfD

(cτ + d)r+k−2j exp(2πigtAq/cN2)θ(cA, q, `, k − 2j, cτ + d, z)

= e2πi cz
2

cτ+d
Q(h) (cτ + d)r+k(−i)r+2k

cr
√
D

′∑ [k/2]∑
j=0

exp(2πi(aQ(g) + dQ(q) + gtAq)/N2)γ(j, k)

·
(

cQ(`)

(cτ + d)πi

)j
θ(cA, q, `, k − 2j, cτ, z) (4.3.1.23)

where
′∑

denotes that we have taken gmod cN , qmod cN , g ≡ p(N), and Aq ≡ 0(N). Note

that cN arises as the level of cA.

Just as in Schoeneberg ([43], page 213), we use the functions defined by

φp,q =
∑

gmod cN

g≡p(N)

exp(2πi(aQ(g) + dQ(q) + gtAq)/N2). (4.3.1.24)
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Making note that φp,q depends only on q only modulo N , (4.3.1.23) may be written as

e2πi cz
2

cτ+d
Q(h) (cτ + d)r+k(−i)r+2k

cr
√
D

[k/2]∑
j=0

∑
qmod cN

Aq≡0(N)

· φp,qγ(j, k)

(
cQ(`)

(cτ + d)πi

)j
θ(cA, q, `, k − 2j, cτ, z)

= e2πi cz
2

cτ+d
Q(h) (cτ + d)r+k(−i)r+2k

cr
√
D

[k/2]∑
j=0

∑
q1 modN

φp,q1γ(j, k)

(
cQ(`)

(cτ + d)πi

)j

·
∑

qmod cN

Aq≡0(N),q≡q1(N)

θ(cA, q, `, k − 2j, cτ, z).

Applying (4.3.1.22) again establishes the following lemma which is Lemma 3.5 of [10] with

a z-variable.

Lemma 4.3.1.3 We have

e−2πi cz
2

cτ+d
Q(h)(cτ + d)−(r+k)θ(A, p, `, k, γτ, γz)

=
(−i)r+2k

cr
√
D

[k/2]∑
j=0

∑
q1 modN

Aq1≡0(N)

φp,q1γ(j, k)

(
cQ(`)

(cτ + d)πi

)j
θ(A, q1, `, k − 2j, τ, z), (4.3.1.25)

for all γ =

a b

c d

 ∈ Γ with c > 0.

As in [10] we now assume that d ≡ 0(modN) and use techniques of Schoeneberg

([43], page 214) to rewrite (4.3.1.25) as

e−2πi cz
2

cτ+d
Q(h)(cτ + d)−(r+k)θ(A, p, `, k, γτ, γz)

=
(−i)r+2kφp,0

cr
√
D

[k/2]∑
j=0

∑
q1 modN

Aq1≡0(N)

exp(−2πiptAq1b/N
2)

γ(j, k)

(
cQ(`)

(cτ + d)πi

)j
θ(A, q1, `, k − 2j, τ, z). (4.3.1.26)
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We now replace τ with −1/τ and z with z/τ in (4.3.1.26) so that

aτ + b

cτ + d
7→ bτ − a

dτ − c
and

z

cτ + d
7→ z

dτ − c
.

While this again mimics [10], deviations occur due to the z-variable. Using Theorem 4.3.1.1

we find (4.3.1.26) becomes

e
−2πiz2 c

τ(dτ−c)Q(h)
(
dτ − c
τ

)−(r+k)

θ

(
A, p, `, k,

bτ − a
dτ − c

,
z

dτ − c

)

=
(−i)r+2kφp,0

cr
√
D

[k/2]∑
j=0

∑
q1 modN

Aq1≡0(N)

[(k−2j)/2]∑
u=0

exp(−2πiptAq1b/N
2)γ(j, k)

·
(

cQ(`)τ

(dτ − c)πi

)j (Q(`)τ

πi

)u
γ(u, k − 2j)Θ(A, q1, `, k − 2j, u, τ, z)

=
(−i)r+2kφp,0

cr
√
D

[k/2]∑
j=0

∑
q1 modN

Aq1≡0(N)

[(k−2j)/2]∑
u=0

∑
gmodN

Ag≡0(N)

exp(−2πiptAq1b/N
2)γ(j + u, k)

·
(
j + u

j

)(
c

dτ − c

)j (cQ(`)τ

πi

)j+u
e2πi z

2

τ
(−1)r+2(k−2j)

√
D

τ r+k−2j−2u

· exp(2πigtAq1/N
2)θ(A, g, `, k − 2j − 2u, τ, z).

Since

c

τ(dτ − c)
+

1

τ
=

d

dτ − c
,

we find

e−2πi dz
2

dτ−cQ(h)(dτ − c)−(r+k)θ

(
A, p, `, k,

bτ − a
dτ − c

,
z

dτ − c

)

=
(−1)rφp,0
crD

[k/2]∑
j=0

∑
q1 modN

Aq1≡0(N)

[(k−2j)/2]∑
u=0

∑
gmodN

Ag≡0(N)

exp(2πi(g − bp)tAq1/N
2)γ(j + u, k)

(
j + u

j

)

·
(

c

dτ − c

)j (Q(`)

πiτ

)j+u
θ(A, g, `, k − 2(j + u), τ, z). (4.3.1.27)
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Schoeneberg shows ([43], page 214) that

∑
q1 modN

Aq1≡0(N)

exp(2πi(g − bp)tAq1/N
2) = Dδg,bp,

where δg,bp is the Kronecker delta and g, bp are considered modulo N . Following [10], we

find (4.3.1.27) becomes

e−2πi dz
2

dτ−cQ(h)(dτ − c)−(r+k)θ

(
A, p, `, k,

bτ − a
dτ − c

,
z

dτ − c

)

=
(−1)rφp,0

cr

[k/2]∑
j=0

[(k−2j)/2]∑
u=0

γ(j + u, k)

(
j + u

j

)(
c

dτ − c

)j (Q(`)

πiτ

)j+u

· θ(A, bp, `, k − 2(j + u), τ, z)

=
(−1)rφp,0

cr

[k/2]∑
j=0

[k/2]∑
t=0

γ(t, k)

(
t

j

)(
c

dτ − c

)j (Q(`)

πiτ

)t
θ(A, bp, `, k − 2t, τ, z)

=
(−1)rφp,0

cr

[k/2]∑
j=0

γ(t, k)

(
dτ

dτ − c

)t(Q(`)

πiτ

)t
θ(A, bp, `, k − 2t, τ, z).

At this time, we make the change of variables

b −a
d −c

 7→
a b

c d

. The previous display

now reads

e−2πi cz
2

cτ+d
Q(h)(cτ + d)−(r+k)θ

(
A, p, `, k,

aτ + b

cτ + d
,

z

cτ + d

)

=
(−1)rφp,0
drD

[k/2]∑
j=0

γ(t, k)

(
Q(`)c

πi(cτ + d)

)t
θ(A, bp, `, k − 2t, τ, z). (4.3.1.28)

The proof of Theorem 4.3.1.2 is complete following the use of the equality

φp,0
dr

= exp(2πiQ(p)ab/N2)ε(d)

due to Schoeneberg ([43], page 215).

The proof of Theorem 4.3.0.5 is obtained from using the fact that if p = 0 then
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θ(A, p, `, k, τ, z) is the function θh(A, `, k, τ, z), along with the following calculation (see page

24 of [10]):

Θh

(
Q, v, γτ, γz,

X

(cτ + d)2

)
=
∑
n≥0

2nθh(Q, v, 2n, γτ, γz)

(2n)!

(
2πiX

(cτ + d)2

)n

= ε(d)e2πi cz
2

cτ+d
Q(h)(cτ + d)r

∑
n≥0

n∑
j=0

2n

(2n)!

(
2Q(v)c

2πi(cτ + d)

)j

· γ(j, 2n)(cτ + d)2nθ(Q, v, 2n− 2j, τ, z)

(
2πiX

(cτ + d)2

)n
= ε(d)e2πi cz

2

cτ+d
Q(h)(cτ + d)r

∑
n≥0

n∑
j=0

2n−j

(2n− 2j)!

· θ(Q, v, 2n− 2j, τ, z)(2πiX)n−j
(

2Q(v)c

cτ + d

)j Xj

j!

= ε(d)e2πi cz
2

cτ+d
Q(h)(cτ + d)r exp

(
2Q(v)cX

cτ + d

)
Θ(Q, v, τ, z,X).

This last calculation establishes (4.3.0.16) for the case d > 0.

Let γ1 =

a b

c d

 ∈ Γ be such that d > 0, and let γ2 = −γ1. Note that γ2z = −γ1z

and γ2τ = γ1τ . We find

θh(Q, v, 2n, γ2τ, γ2z) =
∑
m∈Z

B(v,m)2ne2πiγ2τQ(m)e2πiγ2zB(m,h)

=
∑
m∈Z

B(v,m)2ne2πiγ1τQ(m)e2πiγ2zB(−m,h) =
∑
m∈Z

B(v,−m)2ne2πiγ1τQ(−m)e2πiγ2zB(m,h)

=
∑
m∈Z

B(v,m)2ne2πiγ1τQ(m)e2πiγ2zB(m,h) = θh(Q, v, 2n, γ1τ, γ1z).

Replacing c and d in the right hand side of (4.3.0.20) with −c and −d, respectively, gives

(−1)rε(d)e2πi cz
2

cτ+d
Q(h)(−1)r(cτ + d)r exp

(
2cQ(v)X

cτ + d

)
Θh(Q, v, τ, z,X)

= ε(d)e2πi cz
2

cτ+d
Q(h)(cτ + d)r exp

(
2cQ(v)X

cτ + d

)
Θh(Q, v, τ, z,X).
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Here we used that ε(−d) = (−1)rε(d) for d > 0. Therefore (4.3.0.20) is unchanged due to

the negative. The proof of Theorem 4.3.0.5 is now complete.

4.3.2 Transformation laws of SL2(Z) on Ψh

When v is a unit vector, Theorem 4.3.0.5 tells us that Θh(Q, v, τ, z,X) is a Jacobi-

like form. Though this does not imply that θh is a Jacobi form, as alluded to above we can

multiply the Jacobi-like form Θh with another Jacobi-like form that will provide us with

Jacobi forms. This is how we establish (4.3.0.18) for the functions Ψh in Theorem 4.3.0.4.

Consider the holomorphic function

Ê2(τ,X) =
∑
n≥0

(−1)n
E2(τ)n

n!
(2πiX)n, (4.3.2.1)

where E2(τ) is as in (4.1.2.6). Due to the transformation of E2 given in (4.1.2.7) we find

that for any γ =

a b

c d

 ∈ Γ,

Ê2

(
γτ,

X

(cτ + d)2

)
= exp

(
−2πi

(
(cτ + d)2E2(τ)− c(cτ + d)

2πi

)
X

(cτ + d)2

)
= exp

(
cX

cτ + d

)
Ê2(τ,X).

It follows that Ê2(τ,X) is a holomorphic Jacobi-like form of weight 0 and index 1. We find

using Theorem 4.3.0.5 that when 〈v, v〉 = 2Q(v) = 1,

Ê2

(
γτ,

−X
(cτ + d)2

)
Θh

(
Q, v, γτ, γz,

X

(cτ + d)2

)
= exp

(
−cX
cτ + d

)
Ê2(τ,−X)(cτ + d)re2πi cz

2

cτ+d
Q(h) exp

(
cX

cτ + d

)
Θh(Q, v, τ, z,X)

= (cτ + d)re2πi cz
2

cτ+d
Q(h)Ê2(τ,−X)Θh(Q, v, τ, z,X).
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That is, Ê2(τ,−X)Θh(Q, v, τ, z,X) is a Jacobi-like form of weight r, index Q(h), and which

satisfies ` = 0. Following [10] we write

Ê2(τ,−X)Θh(Q, v, τ, z,X) =
∑
k≥0

fk(τ, z)(2πiX)k,

where

fk(τ, z) =
2k

(2k)!

k∑
t=0

γ(t, 2k)E2(τ)θh(Q, v, 2k − 2t, τ, z). (4.3.2.2)

By our discussions above, this implies (4.3.0.18).

4.3.3 Transformation laws of Z× Z on θh and Ψh

We now discuss transformation laws (4.3.0.17) and (4.3.0.19). Note that

2Q(m+ λh) = B(m+ λh,m+ λh) = 2Q(m) + 2λB(m,h) + 2λ2Q(h).

In this case, we find

θh(Q, v, k, τ, z + λτ + µ) =
∑
m∈Zf

B(v,m)ke2πiτQ(m)e2πi(z+λτ+µ)B(m,h)

=
∑
m∈Zf

B(v,m)keπiτ(2Q(m)+2λB(m,h))e2πizB(m,h)

=
∑
m∈Zf

B(v,m)keπiτ(2Q(m+λh)−2λ2Q(h))e2πizB(m,h)

= e−2πi(λ2Q(h)τ)
∑
m∈Zf

B(v,m)ke2πiτQ(m+λh)e2πizB(m,h)

= e−2πi(λ2Q(h)τ−zB(λh,h))
∑

m+λh∈Zf
B(v,m+ λh− λh)ke2πiτQ(m+λh)e2πizB(m+λh,h)

= e−2πi(λ2Q(h)τ−zB(λh,h))
∑
m∈Zf

B(v,m− λh)ke2πiτQ(m)e2πizB(m,h). (4.3.3.1)

In the case B(v, h) = 0 (which is our assumption), (4.3.3.1) becomes

θh(Q, v, k, τ, z + λτ + µ) = e−2πiQ(h)(λ2τ−2zλ)θh(Q, c, k, τ, z). (4.3.3.2)
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This establishes (4.3.0.17). Equation (4.3.0.19) follows immediately from this result. We

have now completed the proof of Theorem 4.3.0.4.

4.3.4 Transformation laws for Jacobi theta functions

For the remainder of this chapter we change notation and take 2Q(x) = 〈x, x〉.

This will be the notation used later. Let G be the gram matrix associated with the bilinear

form 〈·, ·〉. We note that

θh(Q, v, k, τ, z) =
∑
m∈Zf

〈v,m〉k q〈m,m〉/2ζ〈m,h1〉1 · · · ζ〈m,hn〉n

=
∑
m∈Zf

〈v,m〉k q〈m,m〉/2e2πi〈m,h1z1+···hnzn〉.

We want to extend Theorem 4.3.0.4 to the matrix Jacobi theta series case.

Theorem 4.3.4.1 Let the notation be as above, and recall that f = 2r is the rank of the

matrix representing the quadratic form Q. Suppose 〈v, hi〉 = 0 for 1 ≤ i ≤ n and let

γ =

a b

c d

 ∈ Γ0(N) and (λ, µ) ∈ Zn × Zn.

1. If 〈v, v〉 = 0, then

θh(Q, v, 2n, γτ, γz) = ε(d)e−πi
c

cτ+d
G[z](cτ + d)2n+rθh(Q, v, 2n, τ, z), (4.3.4.1)

and

θh(Q, v, 2n, τ, z + λτ + µ) = eπi(G[λ]τ+2ztGλ)θh(Q, v, 2n, τ, z). (4.3.4.2)

2. If 〈v, v〉 = 1, then

Ψh(Q, v, γτ, γz) = ε(d)e−πi
c

cτ+d
G[z](cτ + d)2n+rΨh(Q, v, τ, z), (4.3.4.3)
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and

Ψh(Q, v, τ, z + λτ + µ) = eπi(G[λ]τ+2ztGλ)Ψh(Q, v, τ, z). (4.3.4.4)

Proof The most difficult part of this proof is again establishing (4.3.4.1). However, this

follows just as in the proof of Theorem (4.3.0.16) except we take 2Q(x) = xAx = 〈x, x〉

immediately. The proof is identical until the step between (4.3.1.11) and (4.3.1.12) where

we had replaced h with zh. We now replace h with z1h1 + · · · znhn so that (4.3.1.12) reads

e
πi
τ
G[z] (2πi)

kτ rN−k

ir
√
D

∑
m1∈Zf

Am1≡0(N)

(`tAm1)ke2πiτmt1Am1/N2+2πi〈m1,z1h1+···+znhn〉/N+2πimt1Ap/N
2

=

[k/2]∑
j=0

∑
m∈Zf
n≡p(N)

N2j−k
(
−2πi

τ

)k−j
γ(j, k)(2Q(`))j(`tAm+ z1`

tAh1 + · · · zn`tAhn)k−2j

· e−
2πi
τ

(mtAm/N2+z1〈m,h1〉/N+···+zn〈m,hn〉/N). (4.3.4.5)

Here we used that

e
πi
τ
〈z1h1+···+znhn,z1h1+···+znhn〉 = e

πi
τ
G[z],

and G is the Gram matrix associated with h1, . . . , hn. The rest of the proof remains the

same making the appropriate (and clear) changes. It should be noted that when we replace

τ with −1/τ and zj with zj/τ for each 1 ≤ j ≤ n after (4.3.1.26), we have

c

τ
G[z] 7→ c

τ(dτ − c)
G[z].
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We now develop the analogous result of Theorem 4.3.0.5. We find

Θh

(
Q, v, γτ, γz,

X

(cτ + d)2

)
=
∑
n≥0

2nθh(Q, v, 2n, γτ, γz)

(2n)!

(
2πiX

(cτ + d)2

)n

= ε(d)eπi
c

cτ+d
G[z](cτ + d)r

∑
n≥0

n∑
j=0

2n

(2n)!

(
〈v, v〉 c

2πi(cτ + d)

)j

· γ(j, 2n)(cτ + d)2nθh(Q, v, 2n− 2j, τ, z)

(
2πiX

(cτ + d)2

)n
= ε(d)eπi

c
cτ+d

G[z](cτ + d)r

·
∑
n≥0

n∑
j=0

2n−j

(2n− 2j)!
θh(Q, v, 2n− 2j, τ, z)(2πiX)n−j

(
〈v, v〉 c
cτ + d

)j Xj

j!

= ε(d)eπi
c

cτ+d
G[z](cτ + d)r exp

(
〈v, v〉 cX
cτ + d

)
Θh(Q, v, τ, z,X),

as before. When 〈v, v〉 = 0, we have (4.3.4.1).

As in Theorem 4.3.0.4, when 〈v, v〉 = 1 we find

Ê2

(
γτ,

−X
(cτ + d)2

)
Θh

(
Q, v, γτ,

z

cτ + d
,

X

(cτ + d)2

)
= exp

(
−cX
cτ + d

)
Ê2(τ,−X)(cτ + d)reπi

c
cτ+d

G[z] exp

(
cX

cτ + d

)
Θh(Q, v, τ, z,X)

= (cτ + d)reπi
c

cτ+d
G[z]Ê2(τ,−X)Θh(Q, v, τ, z,X).

That is, Ê2(τ,−X)Θh(Q, v, τ, z,X) is a Jacobi-like form of weight r, index G/2, and which

satisfies ` = 0. Just as before, we write

Ê2(τ,−X)Θh(Q, v, τ, z,X) =
∑
k≥0

fk(τ, z)(2πiX)k,

where

fk(τ, z) =
2k

(2k)!

k∑
t=0

γ(t, 2k)E2(τ)θh(Q, v, 2k − 2t, τ, z). (4.3.4.6)
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Again, this implies (4.3.4.3).

We now consider the z-variable transformations. We find

θh(Q, v, k, τ, z + λτ + µ) =
∑
m∈Zf

〈v,m〉k eπiτ〈m,m〉e2πi〈m,h1(z1+λ1τ+µ1)+···hn(zn+λnτ+µn)〉

=
∑
m∈Zf

〈v,m〉k eπiτ(〈m,m〉+2〈m,λ1h1+···+λnhn〉)e2πi(z1〈m,h1〉+···+zn〈m,hn〉)

=
∑
m∈Zf

〈v,m〉k eπiτ(〈m+λ1h1+···+λnhn,m+λ1h1+···+λnhn〉h)−G[λ])e2πi(z1〈m,h1〉+···+zn〈m,hn〉)

= e−πi(G[λ]τ)
∑
m∈Zf

〈v,m〉k eπiτ(〈m+λ1h1+···+λnhn,m+λ1h1+···+λnhn〉)e2πi〈m,z1h1+···znhn〉

= e−πi(G[λ]τ−2ztGλ)
∑

m+λ1h1+···+λnhn∈Zf
〈v,m+ λ1h1 + · · ·+ λnhn − (λ1h1 + · · ·+ λnhn)〉k

· eπiτ〈m+λ1h1+···+λnhn,m+λ1h1+···+λnhn〉e2πiB(m+λ1h1+···+λnhn,z1h1+···znhn)

= e−πi(G[λ]τ−2ztGλ)
∑
m∈Zf

〈v,m− (λ1h1 + · · ·+ λnhn)〉k q〈m,m〉/2ζ〈m,h1〉1 · · · ζ〈m,hn〉n .

(4.3.4.7)

In the case 〈v, hj〉 = 0 for 1 ≤ j ≤ n, (4.3.4.7) becomes

θh(Q, v, k, τ, z + λτ + µ) = e−πi(G[λ]τ−2ztGλ)θh(Q, v, k, τ, z). (4.3.4.8)

This establishes (4.3.4.2). Equation (4.3.4.4) follows immediately from this result. We have

now completed the proof of Theorem 4.3.4.1. �

Note that in the above proof we also proved the following analogue of Theorem

4.3.0.5 for 2Q(x) = 〈x, x〉 and complex variables z1, . . . , zn.
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Theorem 4.3.4.2 Suppose B(v, h) = 0. For γ =

a b

c d

 ∈ Γ0(N), we have

Θh

(
Q, v, γτ, γz,

X

(cτ + d)2

)
= ε(d)eπi

c
cτ+d

G[z](cτ + d)r exp

(
c 〈v, v〉X
cτ + d

)
Θh(Q, v, τ, z,X). (4.3.4.9)
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Part II

Trace Functions and Recursion

Formulas
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Chapter 5

Correlation Functions

A number of “trace” functions are investigated in the literature and discussed in

this thesis. This section provides an overview of such functions and provides recursion

formulas that are (a) used to reduce the study of n-point functions to the study of 1-point

functions and, (b) used in computations later in this thesis.

5.1 n-point functions

Let V be a vertex operator algebra of central charge c and M a V -module. For

n ≥ 0, the n-point correlation function, or simply n-point function, for states v1, . . . , vn ∈ V

is defined as the formal expression

FM ((v1, w1), . . . , (vn, wn), τ) : = TrM Y (q
L(0)
1 v1, q1) · · ·Y (qL(0)

n vn, qn)qL(0)−c/24

= TrM Y (v1, q1) · · ·Y (vn, qn)qwt v1
1 · · · qwt vn

n qL(0)−c/24,

(5.1.0.1)
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where qi = e2πiwi for variables w1, . . . , wn ∈ C. In the case n = 1 and for homogeneous

v ∈ V , (5.1.0.1) becomes

FM ((v, w), τ) = TrM Y (e2πiwwt vv, e2πiw)qL(0)−c/24

= TrM
∑
n∈Z

(qwt v
w v)(n)q−n−1

w qL(0)−c/2

= qwt v
w

∑
n∈Z

TrM v(n)q−n−1
w qL(0)−c/24

= qwt v
w TrM v(wt v − 1)q−wt v

w qL(0)−c/24

= TrM o(v)qL(0)−c/24.

That is, the 1-point function for an element v ∈ V is independent of w. 1-point functions

will be treated often as a special case and will be denoted

ZM (v; τ) = TrM o(v)qL(0)−c/24.

When v = 1, o(1) is the identity operator on each graded space Mλ+n, where λ is the

conformal weight of M . It follows that

ZM (1; τ) = TrM o(1)qL(0)−c/24 =
∑
n≥0

TrMλ+n
qL(0)−c/24

= qλ−c/24
∑
n≥0

(dimMλ+n)qn.

This is the 0-point function which is typically called the graded trace or partition function

of M . The notations Fj and Zj will be used to denote the respective trace functions for a

module M j .
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5.1.1 Zhu’s Theorem

As mentioned in the introduction, a number of results detailing the modular-

invariance of n-point functions have been developed. The following theorem due to Zhu [46]

establishes transformation laws for functions of the form (5.1.0.1) under the action of the

modular group.

Theorem 5.1.1.1 (Zhu) Let V be a rational, C2-cofinite vertex operator algebra, and

M1, . . . ,M r be its finitely many inequivalent irreducible admissible modules. Let v1, . . . , vn

be homogeneous elements in V . Then for any γ =

a b

c d

 ∈ Γ, there exists scalars Ajk,γ

such that

Fj

((
v1,

z1

cτ + d

)
, . . . ,

(
vn,

zn
cτ + d

)
,
aτ + b

cτ + d

)
= (cτ + d)

∑n
i=1[wt]vi

r∑
k=1

Akj,γFk((v1, z1), . . . , (vn, zn), τ).

Moreover, Fj((v1, z1), . . . , (vn, zn), τ) is a meromorphic function on the domain{
(z1, . . . , zn, q) | zi 6= 0, zi 6= zjq

k(k ∈ Z), |q| < 1
}
.

Generalizations of this result include the modularity of trace functions associated

to orbifold models [7], n-point functions associated to R-graded super VOAs [37], and

intertwining operators [39].

5.1.2 The J-trace functions

This subsection introduces the functions which are the focus of this thesis. For

v1, . . . , vd ∈ V , a V -module M , and h1, . . . , hn ∈ V1 that satisfy Condition H, define

JM,h(v1, . . . , vd; τ, z) := TrM Y (q
L(0)
1 , q1) · · ·Y (q

L(0)
d , qd)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24. (5.1.2.1)
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Here, qj = e2πiwj , wj ∈ C and ζj = e2πizj , zj ∈ C. Again, the 1-point function reduces so

that

JM,h(v; τ, z) := TrM o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24. (5.1.2.2)

5.2 Recursion formulas

We first prove the following lemma.

Lemma 5.2.0.1 Let v ∈ Vk and v1, . . . , vm ∈ V . When ζ
h1(0)
1 · · · ζhn(0)

n v = v, we have

m∑
r=1

JM,h(v1, . . . , v[0]vr, . . . , vm; τ, z) = 0. (5.2.0.3)

Proof It is known (for example [37]) that

[o(v), Y (qL(0)
wr vr, qwr)] = Y (qL(0)

wr v[0]vr, qwr).

It follows that

TrM [o(v),Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)]ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

=
m∑
r=1

JM,h(v1, . . . , v[0]vr, . . . , vm; τ, z).

Let hj(0)v = µjv, 1 ≤ j ≤ n, where µj ∈ C. Since ζ
h1(0)
1 · · · ζhn(0)

n is an automorphism, we

have

v(k − 1)ζ
h1(0)
1 · · · ζhn(0)

n = ζ
h1(0)
1 · · · ζhn(0)

n

(
ζ
−h1(0)
1 · · · ζ−hn(0)

n v
)

(k − 1)

= ζ
h1(0)
1 · · · ζhn(0)

n o(v)ζ−µ11 · · · ζ−µnn . (5.2.0.4)
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Therefore,

TrM [o(v), Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)]ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= TrM o(v)Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

− TrM Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)o(v)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= TrM o(v)Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

− TrM Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwmζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24o(v)e−2πi(µ1z1+···µnzn)

= TrM o(v)Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwm)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

− e−2πi(µ1z1+···µnzn) TrM o(v)Y (qL(0)
w1

v1, qw1) · · ·Y (qL(0)
wm vm, qwmζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= (1− e−2πi(µ1z1+···µnzn))JM,h(v, v1, . . . , vn; τ, z), (5.2.0.5)

where we’ve used the cyclic property of the trace function.

Combining (5.2.0.4) and (5.2.0.5), it follows that

m∑
r=1

JM,h(v1, . . . , v[0]vr, . . . , vm; τ, z) = 0,

so long as e−2πi(µ1z1+···µnzn) = 1. That is, so long as ζ
h1(0)
1 · · · ζhn(0)

n v = v. This proves the

lemma. �

5.2.1 2-point recursion formulas

The analysis necessary to develop a recursion formula expressing n-point functions

of the form (5.1.2.1) as a sum of (n − 1)-point functions with coefficients that are quasi-

modular forms is already in the literature [46]. Few additional concerns must be addressed.

The proofs of two lemmas which allow for 2-point functions to be written as 1-point functions

will be presented first. These lemmas will be of use in later sections. The proofs of these
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lemmas follow along the lines of those in [35, 37]. Generalizing these constructions provides

the proofs of a more general n-point recursion formula which is essentially found in [37].

Let z · µ denote the dot product of z and µ.

Lemma 5.2.1.1 Let u, v ∈ V and M be a V -module. Suppose hi(0)u = µiu, µi ∈ C, for

each 1 ≤ i ≤ n. Then

JM,h(u, v; τ, z) = δz·µ,Z TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

(−1)t+1P̃t+1((z2 − z1), τ, z · µ)JM,h(u[t]v; τ, z), (5.2.1.1)

where δz·µ,Z is 1 when z · µ ∈ Z, and 0 otherwise.

Proof It follows using (3.1.0.5) that

[u(s), Y (q
L(0)
2 v, q2)] =

∑
r≥0

(
s

r

)
Y (u(r)q

L(0)
2 v, q2)qs−r2

= qs+1−wtu
2 Y

qL(0)
2

∑
r≥0

(
s

r

)
u(r)v, q2

 .

Applying (3.1.1.2) gives

[u(s), Y (q
L(0)
2 v, q2)] = qs+1−wtu

2

∑
t≥0

(s+ 1− wtu)t

t!
Y (q

L(0)
2 u[t]v, q2).
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Therefore,

TrMu(s)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= TrM

(
Y (q

L(0)
2 v, q2)u(s)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24
)

+ TrM [u(s), Y (qwt v
2 v, q2)]ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= qs+1−wtuζ−µ11 · · · ζ−µnn TrM

(
Y (q

L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24u(s)
)

+ qs+1−wtu
2

∑
t≥0

(s+ 1− wtu)t

t!
TrM Y (q

L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= qs+1−wtue−2πi(z·µ) TrM

(
u(s)Y (q

L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24
)

+ qs+1−wtu
2

∑
t≥0

(s+ 1− wtu)t

t!
TrM Y (q

L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24.

Solving for TrM u(s)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24 establishes

TrM u(s)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

=
qs+1−wtu

2

1− qs+1−wtuq−1
z·µ

∑
t≥0

(s+ 1− wtu)t

t!
TrM Y (q

L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24,

(5.2.1.2)

so long as (z · µ, s) 6= (λ,wtu − 1), λ ∈ Z. Setting m = s + 1 − wtu, (5.2.1.2) reads (for

(z · µ,m) 6= (λ, 0), λ ∈ Z)

TrMu(m− 1 + wtu)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

=
qm2

1− qmq−1
z·µ

∑
t≥0

mt

t!
TrM Y (q

L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24. (5.2.1.3)
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Finally, (5.2.1.3) gives

JM,h(u, v; τ, z)

=
∑
s∈Z

qwtu−s−1
1 TrM u(s)Y (q

L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

=
∑
m∈Z

q−m1 TrM u(m+ wtu− 1)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= δz·µ,Z TrM u(wtu− 1)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+

′∑
m∈Z

q−m1 TrM u(m+ wtu− 1)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= δz·µ,Z TrM o(u)Y (q
L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+

′∑
m∈Z

q−m1

qm2
1− qmq−1

z·µ

∑
t≥0

mt

t!
TrM Y (q

L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= δz·µ,Z TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

TrM Y (q
L(0)
2 u[t]v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24 1

t!

′∑
m∈Z

mt

1− qmq−1
z·µ

(
q2

q1

)m

= δz·µ,Z TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

JM (u[t]v; τ, z)(−1)t+1P̃t+1((z2 − z1), τ, z · µ).

This completes the proof of the Lemma. �

Using (5.2.1.1) the following Lemma can be obtained.

Lemma 5.2.1.2 Let u, v ∈ V and M be a V -module. Suppose hi(0)u = µiu, µi ∈ C, for

each 1 ≤ i ≤ n. Then for m ≥ 1,

JM,h(u[−m]v; τ, z) = δz·µ,Zδm,1 TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
k≥1

(−1)m+1

(
k +m− 1

k

)
Ẽk+m(τ, z · µ)JM,h(u[k]v; τ, z). (5.2.1.4)
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Proof Although Y (u, z1)Y (v, z2) does not necessarily equal Y (Y (u, z1)v, z2), it is true

that (cf. (3.1.0.9))

TrMY (u, z1 + z2)Y (v, z2)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= TrM Y (Y u, z1)v, z2)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24.

Along with (3.1.0.14), this gives (see Lemma 1 in [36] for a complete proof)

JM,h(u, v; τ, z) = TrM YMY (q
L(0)
1 u, q1 − q2)q

L(0)
2 v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= TrM YM (q
L(0)
2 Y (q

L(0)
z1−z2u, qz1−z2 − 1)v, q2)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= JM,h(Y [u, z1 − z2]v, τ, z).

Therefore, since (z1 − z2)m = (−1)m(z2 − z1)m for m ≥ 0 it follows

JM,h(u, v; τ, z) = JM,h(Y [u, z1 − z2]v, τ, z)

=
∑
m∈Z

JM,h(u[m]v, τ, z)(z1 − z2)−m−1

=
∑
m∈Z

JM,h(u[−m]v, τ, z)(z1 − z2)m−1

=
∑
m≥1

(−1)m−1JM,h(u[−m]v, τ, z)(z2 − z1)m−1 +
∑
m≤0

JM,h(u[−m]v, τ, z)(z1 − z2)m−1.
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Combining this with Lemma 5.2.1.1 and using Lemma 4.2.4.2, we find

∑
m≥1

(−1)m−1JM,h(u[−m]v, τ, z)(z1 − z2)m−1 +
∑
m≤0

JM,h(u[−m]v, τ, z)(z1 − z2)m−1

= JM,h(u, v; τ, z)

= δz·µ,Z TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

JM (u[t]v; τ, z)(−1)t+1P̃t+1((z2 − z1), τ, z · µ)

= δz·µ,Z TrM o(u)o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

JM (u[t]v; τ, z)

 (−1)t+1

(z2 − z1)t+1
+
∑
k≥t+1

(
k − 1

t

)
Ẽk(τ, z · µ)(z2 − z1)k−t−1


= δz·µ,Z TrM o(u)o(v)ζ

h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+
∑
t≥0

JM (u[t]v; τ, z)

 (−1)t+1

(z2 − z1)t+1
+
∑
k≥1

(
k + t− 1

t

)
Ẽk+t(τ, z · µ)(z2 − z1)k−1

 .

Equating coefficients of the (z2 − z1) terms establishes (5.2.1.2) for m ≥ 1. No information

is obtained for m ≤ 0. �

5.2.2 n-point recursion formulas

In this subsection, two lemmas are quoted which together provide a general recur-

sion formula for n-point functions. The proofs follow similarly to the lemmas above, and a

detailed proof is nearly identical to that found in Section 3.3 of [37].

Lemma 5.2.2.1 Let v ∈ V and suppose hi(0)v = µiv, µi ∈ C, for each 1 ≤ i ≤ n. Then
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for any v1, . . . , vm ∈ V ,

JM,h(v, v1, . . . , vn; τ, z)

= δz·µ,Z TrM o(v)YM (q
L(0)
1 v1, q1) · · ·Y (qL(0)

m vm, qm)ζ
h1(0)
1 · · · ζhn(0)qL(0)−c/24

+
m∑
s=1

∑
k≥0

P̃k+1(z − zs, τ, z · µ)JM,h(v1, . . . , v[k]vr, . . . , vm; τ, z). (5.2.2.1)

�

Due to the first term on the right hand side of (5.2.2.1), however, the left hand side is not

written in terms of (n− 1)-point functions. The following lemma remedies this problem.

Lemma 5.2.2.2 Let the conditions be the same as in the previous lemma. Then for p ≥ 1,

JM,h(v[−p]v1, . . . , vm; τ, z)

= δz·µ,Zδp,1 TrM o(v)YM (q
L(0)
1 v1, q1) · · ·Y (qL(0)

m vm, qm)ζ
h1(0)
1 · · · ζhn(0)qL(0)−c/24

+
∑
k≥0

(−1)k+1

(
k + p− 1

k

)
Ẽk+p(τ, z · µ)JM,h(v[k]v1, . . . , vm; τ, z)

+
m∑
s=2

∑
k≥0

(−1)p+1

(
k + p− 1

k

)
P̃k+p(z1 − zs, τ, z · µ)JM,h(v1, . . . , v[k]vs, . . . , vm; τ, z).

(5.2.2.2)

�

A number of remarks should be made regarding these lemmas. To begin, note

that Lemma 5.2.1.1 is a special case of Lemma 5.2.2.1, while Lemma 5.2.1.2 follows from

Lemma 5.2.2.2. The proofs of Lemmas 5.2.1.1 and 5.2.1.2 are included here to indicate how

the presence of the ζ
h1(0)
1 · · · ζhn(0)

n affects the outcome.

From discussion in Subsection 4.2.4 we have that convergence of the n-point func-
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tions exist on the domain |q| < |qz1−zs | < 1 when ζz·µ 6= 1. In the case ζz·µ = 1, the

P̃m+1(z1 − zr, τ, z · µ) are simply the elliptic functions Pm+1(z1 − zr, τ).

5.3 Heisenberg partition function

Recall the notation and discussion in Subsection 3.2.5. In particular, H is a d-

dimensional space, MH is the corresponding Heisenberg VOA, and MH
∼= S(H⊗t−1C[t−1]).

The central charge of (MH , Y,1, ωMH
) is 1. In the case H is 1-dimensional, S(H⊗t−1C[t−1])

is isomorphic to S(
∐
n≥1 C[t−n]) and is a polynomial algebra in the variables t−n. The

graded dimension of the Fock space MH can then be computed as

ZMH
(1, τ) = q−1/24

∏
n≥1

(q − dimension of C[t−n]) = q−1/24
∏
n≥1

(1 + qn + q2n + · · · )

= q−1/24
∏
n≥1

(1− qn)−1

= η(τ)−1.

Since the partition function is multiplicative over tensor products, in the case dimH = d,

we find

ZMH
(1, τ) = η(τ)−d. (5.3.0.3)

Consider JMH(α),h(1; τ, z), where MH(α) = MH ⊗ eα is as in (3.2.5.1). Recall that

L(0)eα = 1
2 〈α, α〉 e

α, hi(0)eα = 〈hi, α〉 eα, while hi(0)MH = 0 for all 1 ≤ i ≤ n. In this
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context, we have

JMH(α),h(1; τ, z) = TrMH⊗eα ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−1/24

=
(

TrMH
ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−1/24
)(

Treα ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−1/24
)

= (ZMH
(1, τ)) ζ

〈h1,α〉
1 · · · ζ〈hn,α〉n q

1
2
〈α,α〉

=
ζ
〈h1,α〉
1 · · · ζ〈hn,α〉n q

1
2
〈α,α〉

η(τ)d
. (5.3.0.4)
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Chapter 6

A Result of Miyamoto

A portion of the proof of Theorem 1.0.0.2 relies on extending a result of Miyamoto

[38] to include zero modes of elements in a VOA. The proof of this refinement differs only

slightly from the original. The purpose of this chapter is to establish the proof of Theorem

1.0.0.1.

6.1 Miyamoto’s function Φ

Let V be a vertex operator algebra and M be a V -module. For u, v ∈ V1 and

w ∈ V define the function

ΦM (v;u,w, τ) := TrM oM (v)e2πi(wM (0)+〈u,w〉/2)qL
M (0)+uM (0)+〈u,u〉/2−c/24, (6.1.0.1)

where as usual, q = e2πiτ with τ ∈ H. The function Φ is the same as the function Z

found in [38], except here, the roles of u and v have been reversed, the bilinear form has a

normalization which is negative of that in [38], and the zero mode of w is included. Φ is

the 1-point analogue of the function considered by Miyamoto.
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After establishing Theorem 1.0.0.1, it is possible to prove the 1-point analogue of

the Main Theorem in [38] with only a little more effort. As this result is not needed in this

thesis, it is not included. It should be mentioned, however, that the Main Theorem in [38]

is displayed twice, the first incorrectly.

We now prove Theorem 1.0.0.1.

6.2 Proof of Theorem 1.0.0.1

Recall the definition of the n-point functions, (5.1.0.1). In this section, consider

n-point functions that also include a formal power series endomorphism

ψ ∈ End(M j)((qz1 , . . . , qzn))

which preserves the grading of M j . We will call such endomorphisms grade-preserving. For

homogeneous elements v1, . . . , vn ∈ V set

Sj(ψ; z1, . . . , zn, τ) := TrMj ψY j(v1, qz1) · · ·Y j(vn, qzn)q[wt]v1
z1 · · · q[wt]vn

zn qL(0)−c/24. (6.2.0.2)

The zi in the left hand side of (6.2.0.2) will sometimes be replaced with (vi, zi) to emphasize

the role of vi.

Throughout this proof take v1, . . . , vn ∈ V1 such that vi(0)vj = 0 and vi(1)vj =

〈vr, vj〉1 ∈ C1 for all 1 ≤ i, j ≤ n. If an element v ∈ V[wt]v is also included, (6.2.0.2) reads

Sj(ψ; z1, . . . , zn, (v, z), τ)

= TrMj ψY j(v1, qz1) · · ·Y j(vn, qzn)Y j(v, z)q1 · · · qnq[wt]v
z qL(0)−c/24. (6.2.0.3)
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Applying Theorem 5.1.1.1 to (6.2.0.3) establishes the equality

Sj

(
1;

z1

cτ + d
, . . . ,

zn
cτ + d

,

(
v,

z

cτ + d

)
, γτ

)
= (cτ + d)[wt]v+n

r∑
i=1

Aij,γSi(1; z1, . . . , zn, (v, z), τ), (6.2.0.4)

for γ =

a b

c d

 ∈ Γ.

Before tackling the proof of Theorem 1.0.0.1, a number of lemmas must be collected

whose proofs rely on keeping track of permutations of sets. The notation here is kept the

same to that in [38]. Let Σn denote the symmetric group of a set Ω = {1, . . . , n}. For

σ ∈ Σn set

m(σ) = {i ∈ Ω | σ(i) 6= i} and (6.2.0.5)

f(σ) = {i ∈ Ω | σ(i) = i} . (6.2.0.6)

Elements σ1 and σ2 in Σn are called disjoint if m(σ1) ∩ m(σ2) = ∅. The notation σ =

σ1 + · · ·+ σn signifies that σ1, . . . , σn are disjoint and σ = σ1 · · ·σn.

Let (i, j) denote the element of Σn that switches i and j and fixes the remaining

elements of Ω. Such an element is called a transposition. An involution of Σn is an element

in Σn with order 2. Every transposition is an involution. Set I(n) :=
{
σ ∈ Σn | σ2 = 1

}
and

note that along with all involutions, I(n) also includes the identity. Since every element

σ ∈ Σn can be written as a product of transpositions, σ is in I(n) if and only if these

transpositions are mutually disjoint. That is, if σ ∈ Σn is in I(n), then σ = (i11, i12) + · · ·+

(it1, it2) (i.e., ij1 < ij2 for all 1 ≤ j ≤ t and iab 6= icd for (a, b) 6= (c, d)).

Versions of the following lemma are found in both [38] and [46].
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Lemma 6.2.0.3 Let v1, . . . , vn be defined as above and let v ∈ V be such that vi(m)v = 0

for m ≥ 0 and all 1 ≤ i ≤ n. Assume also that [ψ, vi(n)] = 0 and [ψ, v] = 0 for each i.

Then for a V -module M ,

SM (ψ; z1, z2, . . . , zn, (v, z), τ)

=
∑
σ∈I(n)

∏
i<σ(i)

(〈
vi, vσ(i)

〉 P2(zσ(i)−i, τ)

(2πi)2

)
SM

ψ ∏
s∈f(σ)

o(vs); (v, z), τ

 .

Proof For k ∈ Z, note that ψv1(k)q−kz1 is again a grade-preserving endomorphism. Using

(3.1.0.5) gives

SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ)

= TrM ψv1(k)q−kz1 Y (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)qz1 · · · qznq[wt]v
z qL(0)−c/24

= TrM ψ[v1(k), Y (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)]q
−k
z1 qz2 . . . qznq

[wt]v
z qL(0)−c/24

+ TrM ψY (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)v1(k)q−kz1 qz2 . . . qznq
[wt]v
z qL(0)−c/24

=

n∑
j=2

∑
i≥0

(
k

i

)
qk−izj TrM ψY (v2, qz2) · · ·Y (v1(i)vj , qzj ) · · ·Y (vn, qzn)Y (v, qz)

· q−kz1 qz2 . . . qznq
[wt]v
z qL(0)−c/24

+
∑
i≥0

(
k

i

)
q[wt]v+k−i
z TrM ψY (v2, qz2) · · ·Y (vn, qzn)Y (v1(i)v, qz)

· q−kz1 qz2 . . . qznq
[wt]v
z qL(0)−c/24 (6.2.0.7)

+ TrM ψY (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)q
−k
z1 qz2 . . . qznq

[wt]v
z qL(0)−c/24v(k)qk.
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Because v1(i)v = 0 for all i ≥ 0, the term (6.2.0.7) is zero. Recalling that vi(m)vj =

δm,1 〈vi, vj〉1, we have

SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ)

=

n∑
j=2

kqk−1
zj q−kk1 TrM ψY (v2, qz2) · · ·Y (〈vj , v1〉1, qzj ) · · ·Y (vn, qzn)Y (v, qz)

· qz2 . . . qznq[wt]v
z qL(0)−c/24

+ TrM ψv1(k)q−kz1 Y (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)qz2 . . . qznq
[wt]v
z qL(0)−c/24qk

=
n∑
j=2

TrM 〈vj , v1〉 kqkzj−z1ψY (v2, qz2) · · · ̂Y (vj , qzj ) · · ·Y (vn, qzn)Y (v, qz)

· qz2 . . . q̂zj . . . qznq[wt]v
z qL(0)−c/24

+ TrM ψv1(k)q−kz1 Y (v2, qz2) · · ·Y (vn, qzn)Y (v, qz)qz2 . . . qznq
[wt]v
z qL(0)−c/24qk

=
n∑
j=2

〈v1, vj〉 kqkzj−z1SM (ψ; z2, . . . ẑj , . . . , zn, (v, z), τ)

+ SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ)qk,

where the notation α̂ signifies the deletion of the α term.

In the case k 6= 0, the previous calculation may be rewritten so that

SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ)

=
n∑
j=2

〈vj , v1〉
kqkzj−z1
1− qk

SM (ψ; z2, . . . , zj−1, zj+1, . . . , zn, (v, z), τ). (6.2.0.8)

Since

SM (ψ; z1, z2, . . . , zn, (v, z), τ) =
∑
k∈Z

SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ),
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the k = 0 term can be separated from the sum. Applying (6.2.0.8) we find

SM (ψ; z1, z2, . . . , zn, (v, z), τ)

= SM (ψv1(0); z2), . . . , zn, (v, z), τ) +
∑
k 6=0

SM (ψv1(k)q−kz1 ; z2, . . . , zn, (v, z), τ)

= SM (ψv1(0); z2, . . . , zn, (v, z), τ)

+
∑
k 6=0

n∑
j=2

〈vj , v1〉
kqkzj−z1
1− qk

SM (ψ; z2, . . . , zj−1, zj+1, . . . , zn, (v, z), τ)

= SM (ψv1(0); z2, . . . , zn, (v, z), τ)

+
n∑
j=2

〈vj , v1〉
P2(qzj−z1 , τ)

(2πi)2
SM (ψ; z2, . . . , zj−1, zj+1, . . . , zn, (v, z), τ).

Next, take ψv1(0) on the right hand side to be the grade-preserving endomorphisms

and repeat the steps for SM (ψv1(0); z2, . . . , zn, (v, z), τ). Repeating this process for the

terms with such endomorphisms establishes the desired result. �

Set

D(r, j) = 〈vr, vj〉
(

1

2πi

)2

(cτ + d)2P2(qzr−zj , τ), (6.2.0.9)

E(r, j) = 〈vr, vj〉
(

1

2πi

)2

(cτ + d)2P2(qzr−zj , τ)−
(

1

2πi

)
c(cτ + d), (6.2.0.10)

Dσ =
∏

j<σ(j)

D(σ(j), j), and (6.2.0.11)

Eσ =
∏

j<σ(j)

E(σ(j), j). (6.2.0.12)

In [38] there is a typo where the (1/2πi)2 factor in (6.2.0.10) is omitted. The following

lemma from [38] will be useful in simplifying notation.

Lemma 6.2.0.4 If |m(σ)| = 2p, then

∑
σ1+···+σt=σ

(−1)tEσt · · ·Eσ2Eσ1 = (−1)pEσ. (6.2.0.13)
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Proof Recall that σ = σ1 + · · ·+ σt means m(σ1) ∩ · · · ∩m(σt) = ∅ and σ = σ1 · · ·σt. It

follows that

Eσt · · ·Eσ1 =

 ∏
i<σt(i)

E(σt(i), i)

 · · ·
 ∏
i<σ1(i)

E(σ1(i), i)


=

∏
i<σt(i)

· · ·
∏

i<σ1(i)

E(σt(i), i) · · ·E(σ1(i), i)

=
∏
i<σ(i)

E(σ(i), i) = Eσ.

Therefore, the proof reduces to counting how many σ arise on the left hand side of (6.2.0.13).

This is performed by induction on p. For p = 1, |m(σ)| = 2 and σ is a single transposition.

That is, σ = σ1 and the result follows trivially.

Assume the result holds for p− 1 and consider an arbitrary

σ = (r1, r2) · · · (r2p−1, r2p)

such that |m(σ)| = 2p. The question becomes how many ways σ can be decomposed as

σ = σ1 + · · ·+ σt. Without loss of generality, take σ1 6= 1 and set σ′ = σ2 + · · ·+ σt so that

|m(σ1)| ≥ 2 and σ = σ1 + σ′. Suppose that |m(σ1)| = 2j with 1 ≤ j ≤ p.

Of the p many pairs of elements {(r1, r2), · · · , (r2p−1, r2p)} in a set Ω that are

permuted by σ, σ1 accounts for j many of them. Therefore, there are
(
p
j

)
many different σ1

that satisfy |m(σ1)| = 2j and σ1 +σ′ = σ. Since for each of these σ1, |m(σ1)| = 2j, it follows

that |m(σ′)| = |m(σ2 + · · ·+ σt)| = 2(p−j) so that the coefficient of the Eσt · · ·Eσ2Eσ1 term
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for each j is (−1)|m(σ2+···+σt)|/2 = (−1)p−j . Utilizing the induction hypothesis establishes

∑
σ1+···+σt=σ

(−1)tEσt · · ·Eσ2Eσ1 =

p∑
j=1

∑
σ1,|m(σ1)|=2j
σ1+σ′=σ

∑
σ2+···+σt=σ′

(−1)tEσt · · ·Eσ2Eσ1

= −
p∑
j=1

(
p

j

) ∑
σ2+···+σt=σ′

(−1)t−1Eσt · · ·Eσ2Eσ1

= −
p∑
j=1

(
p

j

)
(−1)p−jEσ

= −(−(−1)p)Eσ = (−1)pEσ,

as desired. �

Most of the work required to establish Theorem 1.0.0.1 is contained in the proof

of the next lemma. The proof presented here follows that in [38], but with more detail and

the inclusion of the zero mode.

Lemma 6.2.0.5 Let v1, . . . , vn ∈ V1 be as before. For v ∈ V[wt]v and a module Mh, 1 ≤

h ≤ r, we have

Sh

(
n∏
s=1

o(vs);

(
v,

z

cτ + d

)
, γτ

)
= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

∏
j<σ(j)

(
c(cτ + d)

2πi

)

·
〈
vj , vσ(j)

〉
Sk

 ∏
s∈f(σ)

(cτ + d)o(vs); (v, z), τ



for all γ =

a b

c d

 ∈ Γ.

Proof Consider the function

Sh

(
1;

z1

cτ + d
, . . . ,

zn
cτ + d

,

(
v,

z

cτ + d

)
, γτ

)
. (6.2.0.14)
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Let γzi denote zi
cτ+d . On one hand, Lemma 6.2.0.3 gives

Sh (1; γz1, . . . , γzn, (v, γz), γτ)

=
∑
σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 ,

while on the other, applying (6.2.0.4) and Lemma 6.2.0.3 to (6.2.0.14) establishes

Sh (1; γz1, . . . , γzn, (v, γz), γτ)

= (cτ + d)[wt v]+n
r∑

k=1

Akh,γSk(1; z1, . . . , zn, (v, z), τ)

= (cτ + d)[wt]v+n
r∑

k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉( 1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

o(vj); (v, z), τ

 .

Setting these two identities equal to one another, we find

∑
σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ


= (cτ + d)[wt]v+n

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉( 1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

o(vj); (v, z), τ

 . (6.2.0.15)

Recall that I(n) contains the identity element 1. However, when σ = 1 in (6.2.0.15) there

is no product over s < σ(s). The term associated to σ = 1, which is

Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 = Sh

(
n∏
s=1

o(vs); (v, γz), γτ

)
,
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may be pulled from (6.2.0.15). Display (6.2.0.15) may now be written as

Sh

 n∏
j=1

o(vj); (v, γz), γτ

+
∑

1 6=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)
· Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ


= (cτ + d)[wt]v+n

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉( 1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

o(vj); (v, z), τ

 .

Solving for Sh

(∏n
j=1 o(vj); (v, γz), γτ

)
gives

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v+n

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉( 1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

o(vj); (v, z), τ


−

∑
16=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)
· Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 .

Note that |m(σ)|+ |f(σ)| = n. Since m(σ) = {i ∈ Ω | σ(i) 6= i}, the set {i < σ(i)} contains

half the elements that the set m(σ) contains. It follows that 2 |{s < σ(s)}| + |f(σ)| = n,

and thus

(cτ + d)n = (cτ + d)2|{s<σ(s)}|(cτ + d)|f(σ)|.
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Utilizing this identity we find

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

·

(cτ + d)2|{s<σ(s)}|
∏

s<σ(s)

(〈
vs, vσ(s)

〉( 1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

(cτ + d)|f(σ)|
∏

j∈f(σ)

o(vj); (v, z), τ


−

∑
1 6=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉
(cτ + d)2

(
1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


−

∑
16=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 .

(6.2.0.16)

We now apply the transformation law for P2,

P2 (γz, γτ) = (cτ + d)2P2(z, τ)− 2πic(cτ + d),
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to the term (6.2.0.16) on the right hand side of the equality. This gives

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉
(cτ + d)2

(
1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


−

∑
16=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉( 1

2πi

)2

P2

(
qγzσ(s)−γzs , γτ

)Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

(〈
vs, vσ(s)

〉
(cτ + d)2

(
1

2πi

)2

P2

(
qzσ(s)−zs , τ

))
· Sk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


−

∑
16=σ∈I(n)

 ∏
s<σ(s)

〈
vσ(s), vs

〉 [
(cτ + d)2

(
1

2πi

)2

P2

(
qzσ(s)−zs , τ

)
−
(

1

2πi

)
c(cτ + d)

]
· Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 . (6.2.0.17)

Using the notation in (6.2.0.9)—(6.2.0.12), equation (6.2.0.17) may be rewritten as

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

 ∏
s<σ(s)

D(σ(s), s)

Sk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


−

∑
16=σ∈I(n)

 ∏
s<σ(s)

E(σ(s), s)

Sh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

DσSk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


−

∑
16=σ∈I(n)

EσSh

 ∏
j∈f(σ)

o(vj); (v, γz), γτ

 . (6.2.0.18)
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The idea is to repeat this process on the last term, Sh

(∏
j∈f(σ) o(vj); (v, γz), γτ

)
.

In this case the product
∏
j∈f(σ) is encountered instead of

∏n
j=1. Therefore, the sum must

be over another element σ′ ∈ I(n) such that m(σ)∩m(σ′) = ∅. This can be seen as follows.

Suppose σ is an element of I(n) on the set {1, . . . , n} that fixes the first p many elements.

That is, σ(i) = i for 1 ≤ i ≤ p, where p < n. Then f(σ) equals {1, . . . , p}, and the next

σ′ ∈ I(n) to arise in the computation should affect only this set, i.e., σ′ needs to satisfy

σ′(j) = j for all j ∈ {p+ 1, . . . , n}. This is equivalent to saying that m(σ) = {p+ 1, . . . , n}

and m(σ′) ⊆ {1, . . . , p}. Therefore, the requirement m(σ)∩m(σ′) = ∅ to assure this condi-

tion holds is established.

Repeating the steps above on Sh

(∏
j∈f(σ) o(vj); (v, γz), γτ

)
in (6.2.0.18) and uti-

lizing the appropriate notation for the σ, we have

Sh

 n∏
j=1

o(vj); (v, γz), γτ

 (6.2.0.19)

= (cτ + d)[wt]v
r∑

k=1

Akh,γ
∑
σ∈I(n)

DσSk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ

 (6.2.0.20)

− (cτ + d)[wt]v
r∑

k=1

Akh,γ
∑

16=σ∈I(n)

Eσ
∑

σ′∈I(n)

m(σ′)∩m(σ)=∅

·Dσ′Sk

 ∏
s∈f(σ′)∩f(σ)

(cτ + d)o(vs); (v, z), τ

 (6.2.0.21)

+
∑

16=σ∈I(n)

Eσ
∑

16=σ′∈I(n)

m(σ′)∩m(σ)=∅

Eσ′Sh

 ∏
j∈f(σ)∩f(σ′)

o(vj); (v, γz), γτ

 . (6.2.0.22)

We continue in this manner, reiterating this process on the last Sh term each time. Three

“types” of terms arise during this process. One is exactly the term (6.2.0.20). Another of

these terms occurs as various sums similar to those of (6.2.0.21) are collected. They are of
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the form

(cτ + d)[wt]v
r∑

k=1

Akh,γ
∑

16=σ1∈I(n)

· · ·
∑

16=σ`−1∈I(n)

m(σ1)∩···∩m(σ`−1)=∅

·
∑

σ`∈I(n)

m(σ1)∩···∩m(σ`)=∅

· (−1)`−1Eσ1 · · ·Eσ`−1
Dσ`Sk

 ∏
s∈f(σ1)∩···∩f(σ`)

(cτ + d)o(vs); (v, z), τ

 ,

(6.2.0.23)

for various `. The number of possible combinations of σi that satisfy the necessary conditions

is dependent on the length of the set {1, . . . , n}.

The final term that occurs contains only terms Eσi and not Dσi , though it takes

a different form depending on whether n is even or odd. If n is even, the intersection of all

f(σi) for 1 ≤ i ≤ ` will be empty after the last iteration since each σi permutes an even

number of elements of the set {1, . . . , n}. On the other hand, if n is odd, the last iteration

will leave one element in this intersection.

After iterating until the product in the last Sh term has either zero or one elements,
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(6.2.0.19) becomes

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

DσSk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ

 (6.2.0.24)

+ (cτ + d)[wt]v
∑
`

r∑
k=1

Akh,γ
∑

16=σ1∈I(n)

· · ·
∑

16=σ`−1∈I(n)

m(σ1)∩···∩m(σ`−1)=∅

·
∑

16=σ`∈I(n)

m(σ1)∩···∩m(σ`)=∅

(−1)`−1Eσ1 · · ·Eσ`−1
Dσ`

· Sk

 ∏
s∈f(σ1)∩···∩f(σ`)

(cτ + d)o(vs); (v, z), τ

 (6.2.0.25)

(n even) +
∑

16=σ1∈I(n)

· · ·
∑

16=σ`−1∈I(n)

m(σ1)∩···∩m(σ`−1)=∅

·
∑

16=σ`∈I(n)

m(σ1)∩···∩m(σ`)=∅

(−1)`Eσ1 · · ·Eσ`−1
Eσ`Sk (1; (v, γz), γτ) (6.2.0.26)

(n odd) +
n∑
j=1

∑
16=σ1∈I(n)

· · ·
∑

16=σ`−1∈I(n)

m(σ1)∩···∩m(σ`−1)=∅

·
∑

16=σ`∈I(n)

m(σ1)∩···∩m(σ`)=∅

(−1)`Eσ1 · · ·Eσ`−1
Eσ`

· Sk

 ∏
s∈f(σ1)∩···∩f(σ`)={j}

(cτ + d)o(vs); (v, γz), γτ

 , (6.2.0.27)

where the
∑

` in (6.2.0.25) denotes the summing over various lengths of `.

We now begin to simplify this equation. First we focus on (6.2.0.26) and (6.2.0.27).

Note that in these cases (referred to as the “even” and “odd” cases), the summing is over all
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combinations of σ1, . . . , σ` such that m(σ1)∩ · · · ∩m(σ`) = ∅, along with requirements that

for all i, σi 6= 1. This is equivalent to summing over all σ 6= 1 such that σ = σ1 + · · · + σ`

for various ` and σi 6= 1 for each i, since m(σ1) ∩ · · · ∩ m(σ`) = ∅. Thus (6.2.0.26) and

(6.2.0.27) are equal to

(n even) +
∑

16=σ∈I(n)

∑
σ1,...,σ`∈I(n)

σ1+···+σ`=σ,f(σ)=∅

· (−1)`Eσ1 · · ·Eσ`−1
Eσ`Sk (1; (v, γz), γτ)

(n odd) +
n∑
j=1

∑
16=σ∈I(n)

∑
σ1,...,σ`∈I(n)

σ1+···+σ`=σ,f(σ)={j}

· (−1)`Eσ1 · · ·Eσ`−1
Eσ`Sk ((cτ + d)o(vj); (v, γz), γτ) .

Applying Lemma 6.2.0.13 to the even and odd cases, and applying Zhu’s Theorem to the

Sk functions, we find these now equal

(n even) + (cτ + d)[wt]v
r∑

k=1

Akh,γ
∑
σ∈I(n)

f(σ)=∅

(−1)n/2EσSh (1; (v, z), τ) (6.2.0.28)

(n odd) + (cτ + d)[wt]v
r∑

k=1

Akh,γ

n∑
j=1

∑
σ∈I(n)

f(σ)={j}

(−1)(n−1)/2EσSh ((cτ + d)o(vj); (v, z), τ) .

(6.2.0.29)

Note that the 1 6= σ notation in the last two sums may be dropped since σ cannot be 1

with the condition f(σ) = {j} or f(σ) = ∅.

Next, consider the terms (6.2.0.24) and (6.2.0.25). In this case, since m(σ1)∩ · · ·∩

m(σ`−1) = ∅, the sum ranges over all σs such that σs = σ1 + · · ·+σ`−1. The terms (6.2.0.24)
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and (6.2.0.25) now take the form

(cτ + d)[wt]v
r∑

k=1

Akh,γ
∑
σ∈I(n)

DσSk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ


+ (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑

σ`,16=σt∈I(n)

∑
σ1,...,σ`−1∈I(n),|f(σt)|≥2

σt=σ1+···+σ`−1

· (−1)`−1Eσ1 · · ·Eσ`−1
Dσ`Sk

 ∏
s∈f(σt)∩f(σ`)

(cτ + d)o(vs); (v, z), τ

 . (6.2.0.30)

The condition |f(σt)| ≥ 2 is included in (6.2.0.30) to avoid dealing with the even and odd

cases in these terms. Moreover, the fact f(σ1)∩· · ·∩f(σ`−1) = f(σt) is also used. Applying

Lemma 6.2.0.13, these terms become

(cτ + d)[wt]v
r∑

k=1

Akh,γ
∑
σ∈I(n)

DσSk

 ∏
j∈f(σ)

(cτ + d)o(vj); (v, z), τ

 (6.2.0.31)

+ (cτ + d)[wt]v
r∑

k=1

Akh,γ
∑

σ`,16=σt∈I(n)

m(σt)∩m(σ`)=∅

∑
σt,σ`∈I(n)

|f(σt)|≥2

· (−1)|m(σt)|/2EσtDσ`Sk

 ∏
s∈f(σt)∩f(σ`)

(cτ + d)o(vs); (v, z), τ

 . (6.2.0.32)

Note that (6.2.0.31) is the case of (6.2.0.32) when σt 6= 1. Therefore, combining (6.2.0.31)

and (6.2.0.32) creates the single term

(cτ + d)[wt]v
r∑

k=1

Akh,γ
∑

σ`,σt∈I(n)

m(σt)∩m(σ`)=∅

∑
σt,σ`∈I(n)

|f(σt)|≥2

(−1)|m(σt)|/2EσtDσ`

· Sk

 ∏
s∈f(σt)∩f(σ`)

(cτ + d)o(vs); (v, z), τ

 .

Since m(σt) ∩ m(σ`) = ∅, the notation σ = σt + σ` can be used. Recalling that f(σ) =
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f(σt) ∩ f(σ`), the previous display becomes

(cτ + d)[wt]v
r∑

k=1

Akh,γ
∑
σ∈I(n)

∑
σt,σ`∈I(n),|f(σt)|≥2

σt+σ`=σ

(−1)|m(σt)|/2EσtDσ`

· Sk

 ∏
s∈f(σ)

(cτ + d)o(vs); (v, z), τ

 . (6.2.0.33)

Finally, replace (6.2.0.26) and (6.2.0.27) with (6.2.0.28) and (6.2.0.29), respectively, and

(6.2.0.24) and (6.2.0.25) with the single term (6.2.0.33). This establishes

Sh

 n∏
j=1

o(vj); (v, γz), γτ


= (cτ + d)[wt]v

r∑
k=1

Akh,γ
∑
σ∈I(n)

∑
σt,σ`∈I(n),|f(σt)|≥2

σt+σ`=σ

· (−1)|m(σt)|/2EσtDσ`Sk

 ∏
s∈f(σ)

(cτ + d)o(vs); (v, z), τ

 (6.2.0.34)

(n even ) + (cτ + d)[wt]v
r∑

k=1

Akh,γ
∑

σ∈I(n),f(σ)=∅

(−1)n/2EσSh (1; (v, z), τ) (6.2.0.35)

(n odd ) + (cτ + d)[wt]v
r∑

k=1

Akh,γ

n∑
j=1

∑
σ∈I(n),f(σ)={j}

· (−1)(n−1)/2EσSh ((cτ + d)o(vj); (v, z), τ) . (6.2.0.36)

It remains to discuss how this is equivalent to the final desired result.

Consider the case when n is even. The case when n is odd follows similarly. It

suffices to examine

∑
σ∈I(n)

∑
σt,σ`∈I(n),|f(σt)|≥2

σt+σ`=σ

(−1)|m(σt)|/2EσtDσ`Sk

 ∏
s∈f(σ)

(cτ + d)o(vs); (v, z), τ



+
∑

σ∈I(n),f(σ)=∅

(−1)n/2EσSh (1; (v, z), τ) .
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Fix a σ ∈ I(n) such that |m(σ)| = m ≤ n. The larger m is, the more possibilities of σt and

σ` arise. Regardless, careful observation shows that when the various identities of Eσt and

Dσ` are expanded, all of the terms that include expressions of P2 cancel. What remains is

the term ∏
i<σ(i)

[〈
vσ(i), vi

〉(cτ + d

2πi

)2
]
Sk

 ∏
s∈f(σ)

(cτ + d)o(vs); (v, z), τ

 .

Plugging this into (6.2.0.34)-(6.2.0.36) for each σ ∈ I(n) obtains the desired result. �

The final piece required for the proof of Theorem 1.0.0.1 is contained in the next

theorem. The proof is the same as in [38].

Theorem 6.2.0.6 Let w ∈ V1 satisfy w(n)w = δ1,n 〈w,w〉1 and v ∈ V[wt]v be such that

w(m)v = 0 for all m ≥ 0. Then

Sh

(
eo(w);

(
v,

z

cτ + d

)
,
aτ + b

cτ + d

)
= (cτ + d)[wt]v

r∑
k=1

Akh,γSk

(
e

[
〈w,w〉

2
1

2πi
c(cτ+d)+(cτ+d)o(w)

]
, (v, z), τ

)
.

for all γ =

a b

c d

 ∈ Γ.

Proof In Lemma 6.2.0.5 take v1 = · · · = vn = w. Break n into the sum n = 2p + j.

On a set of 2p + j many elements, there are
(

2p+j
j

) (2p+j)!
p!2p many involutions σ, such that
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|f(σ)| = r. In this case, |m(σ)| = 2p and

Sh

(
eo(w);

aτ + b

cτ + d
,

(
z

cτ + d

))
= Sh

( ∞∑
n=0

1

n!

n∏
i=1

o(w); γτ, γz

)

=
∞∑
n=0

1

n!
Sh

(
n∏
i=1

o(w); γτ, γz

)

=
∞∑
k=1

Akh,γ

∞∑
n=0

1

n!

∑
σ∈I(n)

(
〈w,w〉 c(cτ + d)

2πi

)|m(σ)|/2
Sk

(
[(cτ + d)o(w)]|f(σ)|; τ, z

)

=
∞∑
k=1

Akh,γ
∑
p,j∈N

1

(2p+ j)!

∑
σ∈I(2p+j)

(
〈w,w〉 c(cτ + d)

2πi

)p
Sk
(
[(cτ + d)o(w)]j ; τ, z

)
=

r∑
k=1

Akh,γ
∑
p,j∈N

1

(2p+ j)!

(
2p+ j

j

)
(2p)!

p!2p

(
〈w,w〉 c(cτ + d)

2πi

)p

· Sk
(
[(cτ + d)o(w)]j ; τ, z

)
. (6.2.0.37)

Since

1

(2p+ j)!

(
2p+ j

j

)
(2p)!

p!2p
=

1

(2p+ j)!

(2p+ j)!

(2p)!j!

(2p)!

p!2p
=

1

p!j!

1

2p
=

1

(p+ j)!

(p+ j)!

p!j!

1

2p

=
1

(p+ j)!

(
p+ j

j

)
1

2p
,

(6.2.0.37) becomes

Sh

(
eo(w);

aτ + b

cτ + d
,

(
z

cτ + d

))
=

r∑
k=1

Akh,γ
∑
p,j∈N

1

(p+ j)!

(
p+ j

j

)
1

2p

(
〈w,w〉 c(cτ + d)

2πi

)p
Sk
(
[(cτ + d)o(w)]j ; τ, z

)
=

r∑
k=1

Akh,γ
∑
p,j∈N

1

(p+ j)!

(
p+ j

j

)(
〈w,w〉

2

c(cτ + d)

2πi

)p
Sk
(
[(cτ + d)o(w)]j ; τ, z

)
.

(6.2.0.38)
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On the other hand,

r∑
k=1

Akh,γSk

(
exp

[
〈w,w〉

2

1

2πi
c(cτ + d) + (cτ + d)o(w)

]
; τ, z

)

=
r∑

k=1

Akh,γSk

( ∞∑
m=0

1

m!

(
〈w,w〉

2

c(cτ + d)

2πi
+ (cτ + d)o(w)

)m
; τ, z

)

=
r∑

k=1

Akh,γ

∞∑
m=0

1

m!

m∑
j=0

(
m

j

)
Sk

((
〈w,w〉

2

c(cτ + d)

2πi

)m−j
((cτ + d)o(w))j ; τ, z

)

=
r∑

k=1

Akh,γ

∞∑
m=0

m∑
j=0

1

m!

(
m

j

)(
〈w,w〉

2

c(cτ + d)

2πi

)m−j
Sk

(
((cτ + d)o(w))j ; τ, z

)
. (6.2.0.39)

Replacing m with p+ j and noting

∞∑
m=0

m∑
j=0

1

m!

(
m

j

)
=
∑
p,j∈N

1

(p+ j)!

(
p+ j

j

)
,

(6.2.0.38) and (6.2.0.39) can be combined, which completes the proof of the theorem. �

Finally, Theorem 6.2.0.5 is used to find

ΦM (v; 0, w, γτ) = TrM o(v)e2πiw(0)e2πi(L(0)−c/24)γτ

= SM

(
e2πiw(0); (v, z), γτ

)
= (cτ + d)[wt]v

r∑
k=1

AkM,γSk

(
e2πi(

〈w,w〉
2

c(cτ+d)+(cτ+d)w(0); (v, z), τ
)

= (cτ + d)[wt]v
r∑

k=1

AkM,γ TrMk o(v)e2πi(
〈w,w〉

2
c(cτ+d)+(cτ+d)w(0)qL(0)−c/24

= (cτ + d)[wt]v
r∑

k=1

AkM,γ TrMk o(v)e2πi(dw(0)+〈cw,dw〉/2)qL(0)+cw(0)+〈cw,cw〉/2−c/24

= (cτ + d)[wt]v
r∑

k=1

AkM,γΦk(v; cw, dw, τ).

This completes the proof of Theorem 1.0.0.1.
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Part III

Main Results
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Chapter 7

Transformation Laws

7.1 Theorem 1.0.0.2

Throughout this section, take V to be a strongly regular vertex operator algebra

and let M1, . . . ,M r be its inequivalent irreducible admissible modules. Fix h1, . . . , hn ∈ V1

that satisfy Condition H for each module M j and recall the notation h = (h1, . . . , hn). Let

G be the Gram matrix G = (〈hi, hj〉) associated with the bilinear form 〈·, ·〉 and elements

h1, . . . , hn.

7.1.1 Proof of Theorem 1.0.0.2

We first prove the transformation law (1.0.0.7) in Theorem (1.0.0.2). Recall the

functions Φ (6.1.0.1) and Theorem 1.0.0.1. Note that

Jj,h(v; τ, z) = Φj(v; z · h, 0, τ),
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where z · h is the dot-product, z · h = z1h1 + · · ·+ znhn. By Theorem 1.0.0.1,

Jj,h

(
v; γτ,

z

cτ + d

)
= Φj

(
v;

z · h
cτ + d

, 0, γτ

)
= (cτ + d)k

r∑
`=1

Ar`,jΦ`(v; cz · h, dz · h, τ). (7.1.1.1)

Manipulating the terms on the right hand side, we find

Φ`(v; cz · h, dz · h, τ)

= TrM` o(v) exp

[
2πi

(
d
z · hj(0)

cτ + d
+ cd

n∑
s=1

n∑
t=1

zs 〈hs, ht〉 zt
2(cτ + d)2

)]

· exp

[
2πiτ

(
L(0) + c

z · hj(0)

cτ + d
+ cd

n∑
s=1

n∑
t=1

zs 〈hs, ht〉 zt
2(cτ + d)2

− c/24

)]

= TrM` o(v) exp
(

2πiz · hj(0)
)

exp

2πi
n∑

s,t=1

czs 〈hs, ht〉 zt
2(cτ + d)

 qL(0)−c/24

= exp

(
πi
cG[z]

cτ + d

)
TrM` o(v)ζ

hj1(0)
1 · · · ζh

j
n(0)

n qL(0)−c/24. (7.1.1.2)

Combining (7.1.1.1) and (7.1.1.2) establishes transformation (1.0.0.7).

While it does not appear that Condition H or the assumption hi(m)v = 0 for all

1 ≤ i ≤ n and m ≥ 0 are necessary for the proof of (1.0.0.7), they are used in the proof of

Theorem 1.0.0.1 and are indeed necessary.

Next we prove transformation law (1.0.0.8). Recall Theorem 3.2.4.1 and its nota-

tion. In particular, we have the isomorphism (3.2.4.6) of modules,

(M j′ , Y j′

∆h(z))
∼= (M j , YMj

).
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Utilizing the operator ∆hi(z) on ω for any hi, 1 ≤ i ≤ n, gives

∆hi(z)ω =

zhi(0) exp

−∑
k≥1

hi(k)

k
(−z)−k


ω

= zhi(0)

(
ω − h(1)ω(−z)−1 +

h(1)2ω

2
(−z)−2

)
= ω + hiz

−1 + 〈hi, hi〉 z−2. (7.1.1.3)

Therefore, the modes of the conformal vector ω∆hi
on the module (M j′ , Y j′

∆hi
(z)) are given

by

∑
n∈Z

ω∆hi
(n)z−n−1 = Y j′

∆hi
(z)(ω, z) = Y (∆hi(z)ω, z)

=
∑
n∈Z

(
ω(n)z−n−1 + hi(n)z−n−2 +

〈hi, hi〉
2

z−n−3

)
.

Taking Resz z of both sides, we find ω∆hi
(1) = ω(1) + hi(0) + 〈hi, hi〉 /2, or

L∆hi
(0) = L(0) + hi(0) +

〈hi, hi〉
2

. (7.1.1.4)

In the same way, we find

∆hi(z)hj = hj + 〈hi, hj〉 z−1

for any 1 ≤ j ≤ n, and in particular,

(hj)∆hi
(0) = hj(0) + 〈hi, hj〉 . (7.1.1.5)

By linearity, (7.1.1.4) and (7.1.1.5) are used to find

L∆−λ·h(0) = L(0)− λ · h+
1

2

n∑
s=1

n∑
t=1

zs 〈hs, ht〉 zt, and (7.1.1.6)

(hj)∆−λ·h(0) = hj(0)−
n∑
s=1

λs 〈hs, hj〉 . (7.1.1.7)
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Finally, with these same calculations applied to v ∈ V[k] such that hi(m)v = 0 for 1 ≤ i ≤ n

andm ≥ 0, we find that the zero mode of v on (M j′ , Y j′

∆−λ·h(z)) is o∆−λ·h(v) = v(k−1) = o(v).

Using (7.1.1.6), (7.1.1.7), and the isomorphism (M j′ , Y j′

∆−λ·h(z))
∼= (M j , YMj

), it

follows that

Jj,h(v; τ, z + λτ + µ)

= TrMj o(v) exp

[
2πi

n∑
s=1

(zs + λsτ + µs)hs(0)

]
exp(2πiτ(L(0)− c/24))

= TrMj o(v) exp

[
2πi

n∑
s=1

(zs + λsτ)hs(0)

]
exp(2πiτ(L(0)− c/24))

= TrMj′ o(v) exp

[
2πi

n∑
s=1

(zs + λsτ)

(
hs(0)−

n∑
t=1

λt 〈ht, hs〉

)]

· exp

[
2πiτ

(
L(0)− λ · h(0) +

1

2

n∑
s=1

n∑
t=1

λs 〈hs, ht〉λt − c/24

)]

= TrMj′ o(v) exp
(

2πiz · h(0)
)

exp
(

2πiτλ · h(0)
)

exp

(
−2πi

n∑
s=1

n∑
t=1

zs 〈hs, ht〉λt

)

· exp

(
−2πiτ

n∑
s=1

n∑
t=1

λs 〈hs, ht〉λt

)
exp

(
−2πiτλ · h(0)

)
· exp

(
πiτ

n∑
s=1

n∑
t=1

λs 〈hs, ht〉λt

)
qL(0)−c/24

= exp
(
−πi

(
G[λ]τ + 2ztGλ

))
Jj′,h(v; τ, z),

where the second equality uses the fact exp
(

2πiµ · h(0)
)

= 1 since µ · h(0) on M j is an

integer. This establishes (1.0.0.8).

It remains to prove the convergence for Jj,h(v; τ, z) for any v ∈ V and establish

(1.0.0.6). The technique used to prove convergence is based on work in [8] and [18]. Note

that because

Jj,h(v; τ, z) = qλj−c/24
∑
d≥0

Tr
Mj
λj+d

o(v)ζ
h1(0)
1 · · · ζhn(0)

n qd,
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the trace is being taken over finite-dimensional vector spaces. The Jordan decomposition can

be considered so that o(v) = o(v)ss + o(v)n, where o(v)ss and o(v)n are the semisimple and

nilpotent parts, respectively. Moreover, since the set of operators {L(0), hi(0) | 1 ≤ i ≤ n}

are commuting semisimple operators on each Mn, we may choose a simultaneously diag-

onalizable basis for each Mn. In this case, the operator o(v)nζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24 is

again nilpotent and so it has trace zero. The trace of o(v) is then reduced to the trace of

its semisimple part, so that

Jj,h(v; τ, z) = qλj−c/24
∑
d≥0

Tr
Mj
d
o(v)ssζ

h1(0)
1 · · · ζhn(0)

n qL(0), (7.1.1.8)

where λj is the conformal weight of M j .

Consider the case n = 1. That is, take h to be a single element h ∈ V1 that satisfies

Condition H. Since o(v)ss, h(0), and L(0) are mutually commuting semisimple operators on

each finite dimensional M j
λj+d

, coset representatives x1, . . . , xm of V/C2(V ) may be chosen

so that h(0)xi = αixi and o(v)ssxi = βixi for αi, βi ∈ C, 1 ≤ i ≤ m. A result of Gaberdiel

and Neitzke [18] states that for a C2-cofinite vertex operator algebra V and irreducible

module M j , the set

〈
xi1(s1) · · ·xik(sk)M

j
λj
| i1 > · · · > ik ≥ 1 and s1, . . . , sk ∈ Z

〉
(7.1.1.9)

generates M j .

Consider w ∈M j
λj

and suppose h(0)w = αw and o(v)ssw = βw for α, β ∈ C. Set

W := 〈xi1(s1) · · ·xik(sk)w | i1 > · · · > ik ≥ 1 and s1, . . . , sk ∈ Z〉 .
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Since M j
λj

is finite dimensional, along with the previous discussion reducing the trace to

the semisimple operator o(v)ss, it suffices to prove convergence for the function

TrW o(v)ssζ
h(0)qL(0)−c/24. (7.1.1.10)

Focusing on the case m = 1 for a moment, so that W is

W = 〈x1(s1) · · ·x1(sk)w | s1, . . . , sk ∈ Z〉 ,

we have the inequality (see the proof of Proposition 10 in [18] for the case o(v)ssζ
h(0) = 1)

TrW o(v)ssζ
h(0)qL(0)−c/24 ≤ qλj−c/24βζα

∏
p≥1

(1− β1ζ
α1qp)−1 .

Incorporating x1, . . . , xm when m ≥ 1 and keeping track of the additional eigenvalues, we

generalize the above result (see Proposition 1.8 in [8] for the case o(v)ss = 1) so that

TrW o(v)ssζ
h(0)qL(0)−c/24 ≤ qλj−c/24βζα

m∏
k=1

∏
p≥1

(1− βkζαkqp)−1

= qλj−c/24βζα
m∏
k=1

∏
p≥1

(1− |βkζαkqp|)−1 . (7.1.1.11)

Therefore, to prove the convergence of Jj,h(v; τ, z) on H × C, we need only prove that∏
p≥1 (1− |βkζαkqp|)−1 converges on the same domain for each 1 ≤ k ≤ m.

The convergence of this product is equivalent to the logarithm of the product,

which equals

−
∞∑
p=1

log(1 + |βkζαkqp|). (7.1.1.12)

Set τ = x+ iy, zαk = a+ ib, and βk = r + is, with x, y, a, b, r, s ∈ R and y > 0. Then

|qpζαkβk| = |qp| |ζαk | |βk| = e−2πype−2πb(
√
r2 + s2).
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Since |qpζαkβk| → 0 as p→∞, it follows that

lim
p→∞

log(1 + |qpζαkβk|)
|qpζαkβk|

= 1.

By the limit comparison test, (7.1.1.12) converges if, and only if,
∑∞

p=1 |qpζαkβk| converges.

However, this is true since

∞∑
p=1

|qpζαkβk| = |βkζαk |
∞∑
p=1

|q|p

converges as |q| < 1. The convergence of the function Jj,h(v; τ, z) has now been proved.

To prove the convergence for the function Jj,h(v; τ, z), we fix all but one of the

complex variables z1, . . . , zn and apply the previous argument. Since the convergence can

be established in this matter for each individual complex variable, Hartogs’ Theorem in

complex analysis (see for example, Theorem 2.2.8 in [21]) gives that Jj,h(v; τ, z) converges

on H× Cn.

Finally since

Jj,h(v; τ, z) = TrMj o(v)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

= qλj−c/24
∑
d≥0

Tr
Mj
λj+s

o(v)ζ
h1(0)
1 · · · ζhn(0)

n qd,

and each hi(0) has integral eigenvalues on M j , an expansion of the form (1.0.0.6) is obtained.

This completes the proof of Theorem 1.0.0.2. �

7.2 Theorems 1.0.0.3 and 1.0.0.4

This section addresses the transformation laws of the functions Jj,h(v; τ, z) when

hi(m)v 6= 0 for some 1 ≤ i ≤ n or m ≥ 0.
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7.2.1 A decomposition of a strongly regular VOA

Let V be a strongly regular vertex operator algebra and M be an irreducible

admissible V -module. A result obtained by Dong and Mason [11, 34] states that the Lie

algebra V1 is reductive and that its action on M is completely reducible. The action of u ∈ V1

on M is given by u(0).

We fix a Cartan subalgebra H in V1 of rank d. Consider the Heisenberg subVOA

MH = (〈H〉 , Y,1, ωH) generated by H. If u1, . . . , ud is a basis for H, then MH has central

charge d = dimH, Fock space

〈ui1(m1) · · ·uik(mk)1 | ij ∈ {1, . . . , d} ,mj ∈ Z〉 ,

and conformal vector

ωMH
:=

1

2

d∑
i=1

ui(−1)ui.

(Recall Subsection 3.2.5.) Let ΩM be a subset of M defined by

ΩM := {w ∈M | u(n)w = 0, for u ∈ H and n ≥ 1} ,

and for β ∈ H set

M(β) := {w ∈M | u(0)w = 〈β, u〉w, where u ∈ H} .

Consider the set

P := {β ∈ H |M(β) 6= 0} ,

which is a subgroup of H. Then M has a decomposition

M ∼= MH ⊗ ΩM =
⊕
β∈P

MH ⊗ ΩM (β) (7.2.1.1)
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where ΩM (β) := ΩM ∩M(β) (see [34]).

We define the commutant of MH in M by

CM (MH) = kerM LMH (−1).

Then CV (MH) = ΩV (0) := Ω(0). It is known that Ω(0) is a simple vertex operator algebra

and ΩM (β) are irreducible Ω(0)-modules. It is also known that MH is a simple vertex

operator algebra with irreducible modules MH(β), where we’ve made the identification

MH(β) ∼= MH ⊗ eβ,

with eβ ∈ Ω(β). Therefore, the tensor product MH(β)⊗ΩM (β) is an irreducible MH⊗Ω(0)-

module. Note also that M(β) = MH(β)⊗ ΩM (β). Set

L0 = {u ∈ H | u(0) has eigenvalues in Z} ,

and recall the isomorphism (3.2.4.6) which holds for all u ∈ L0. Set

Λ :=
{
u ∈ L0 | (M j , Y j

∆u(z))
∼= (M j , Y j)

}
. (7.2.1.2)

This implies

ΩM (β) ∼= ΩM (β + u), (7.2.1.3)

where u ∈ Λ and β ∈ P . In the case β = 0, this gives ΩM (u) ∼= ΩM (0) for all u ∈ Λ.

Therefore, ΩM (u) 6= 0 and Λ ⊆ P . In [34], it is shown that Λ is a positive-definite integral

lattice of rank d and |P : Λ| is finite. We set δ := |P : Λ|.

The decomposition (7.2.1.1) may now be written

M =

δ⊕
i=1

⊕
β∈Λ

MH(β + γi)⊗ ΩM (γi)

=

δ⊕
i=1

⊕
β∈Λ+γi

MH(β)⊗ ΩM (β) (7.2.1.4)
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where {γi | 1 ≤ i ≤ δ} are coset representatives of P/Λ.

7.2.2 Proof of Theorem 1.0.0.3

Let {ui | 1 ≤ i ≤ d} be a basis for H. By the above decomposition of V , any

element in V may be written as sums of elements of the form v = u1[m1] · · ·uk[mk]⊗eα⊗w,

w ∈ Ω(α), for various α ∈ Λ + γj , 1 ≤ j ≤ d, m1, . . . ,mk ∈ Z. Note that v(n)MH(β) ⊗

ΩM (β) ⊆ MH(α + β) ⊗ ΩM (α + β). Therefore, the only v such that Jj,h(v; τ, z) 6= 0, are

those that are a sum containing parts which lie in MH(0) ⊗ Ω(0). It therefore suffices to

consider elements of the form

v = u1[−m1] · · ·uk[−mk]⊗ e0 ⊗ w = u1[−m1] · · ·uk[−mk]⊗ w,

where w ∈ Ω(0), m1, . . . ,mk ∈ N.

Since w ∈ Ω(0), it satisfies hi(0)w = 〈hi, w〉w = 0 for all 1 ≤ i ≤ n, and hi(m)w =

0 for all m ≥ 0. Therefore, hi(m)w = 0 for all m ≥ 0 and Jj,h(w; τ, z) satisfies the

assumptions of Theorem 1.0.0.2.

The following lemma and proof mimic those found in [13].

Lemma 7.2.2.1 Let a ∈MH . Consider an element a`[−1]w ∈ V , ` ≥ 0, w ∈ Ω(0), and let

α ∈ Λ + γj for some 1 ≤ j ≤ δ. Then there are scalars c`,`−2i with 0 ≤ i ≤ `/2 and c`,` = 1

such that

JMH(α)⊗ΩM (α),h(a[−1]`w; τ, z)

=

 ∑
0≤i≤`/2

c`,`−2i 〈a, α〉`−2i (〈a, a〉E2(τ))i

 JMH(α)⊗ΩM (α),h(w; τ, z).
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Proof The proof is by induction on `. The case ` = 0 is clear. Suppose the result holds

for all k, 0 ≤ k ≤ `. The recursion formula in Lemma 5.2.1.2 gives

JMH(α)⊗ΩM (α),h(a[−1]`w; τ, z)

= TrMH(α)⊗ΩM (α) o(a)o(a[−1]`−1w)ζ
h1(0)
1 · · · ζhn(0)

n qL(0)−c/24

+ (`− 1) 〈a, a〉E2(τ)JMH(α)⊗ΩM (α),h(a[−1]`−2w; τ, z)

= 〈a, α〉 JMH(α)⊗ΩM (α),h(a[−1]`−1w; τ, z)

+ (`− 1) 〈a, a〉E2(τ)JMH(α)⊗ΩM (α),h(a[−1]`−2w; τ, z), (7.2.2.1)

where the E2(τ) occur because hi(0)a = 0 for all i, so that Ẽ2(τ, 0) = E2(τ). Applying the

induction hypothesis on

JMH(α)⊗ΩM (α),h(a[−1]`−1w; τ, z) and JMH(α)⊗ΩM (α),h(a[−1]`−2w; τ, z),

we find

JMH(α)⊗ΩM (α),h(a[−1]`w; τ, z)

= 〈a, α〉

 ∑
0≤i≤(`−1)/2

c`−1,`−1−2i 〈a, α〉`−1−2i (〈a, a〉E2(τ))i

 JMH(α)⊗ΩM (α),h(w; τ, z)

+ (`− 1) 〈a, a〉E2(τ)

 ∑
0≤i≤(`−2)/2

c`−2,`−2−2i 〈a, α〉`−2−2i (〈a, a〉E2(τ))i


· JMH(α)⊗ΩM (α),h(w; τ, z)

=

 ∑
0≤i≤`/2

c`,`−2i 〈a, α〉`−2i (〈a, a〉E2(τ))i

 JMH(α)⊗ΩM (α),h(w; τ, z),
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as desired. The last equality follows because

〈a, α〉

 ∑
0≤i≤(`−1)/2

c`−1,`−1−2i 〈a, α〉`−1−2i (〈a, a〉E2(τ))i


+ (`− 1) 〈a, a〉E2(τ)

 ∑
0≤i≤(`−2)/2

c`−2,`−2−2i 〈a, α〉`−2−2i (〈a, a〉E2(τ))i


=

∑
0≤i≤r/2

(c`−1,`−1−2i + (`− 1)c`−2,`−2i) 〈a, α〉`−2i (〈a, a〉E2(τ))i,

so that c`,`−2i := c`−1,`−1−2i + (`− 1)c`−2,`−2i. �

Note that

JMH(α)⊗ΩM (α),h(w; τ, z) = JMH(α)⊗ΩM (α),h(1⊗ w; τ, z)

= JMH(α),h(1; τ, z) · JΩM (α),h(w; τ, z).

Equation (5.3.0.4) gives

JMH(α)⊗ΩM (α),h(w; τ, z) =
ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉

η(τ)d
JΩM (α),h(w; τ, z). (7.2.2.2)

Setting

fa,α,`(τ) :=
∑

o≤i≤`/2

c`,`−2i 〈a, α〉`−2i (〈a, a〉E2(τ))i,

and combining (7.2.2.1) and (7.2.2.2) establishes

JMH(α)⊗ΩM (α),h(a[−1]`w; τ, z)

= fa,α,`(τ)
ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2

η(τ)d
JΩM (α),h(w; τ, z). (7.2.2.3)

We take u1, . . . , ud to be an orthogonal basis for H and let `1, . . . `d be non-negative integers.

Then for v = u1[−1]`1 · · ·ud[−1]`dw, Lemma 7.2.2.1 implies

JMH(α)⊗ΩM (α),h(v; τ, z) = fu1,α,`1(τ) · · · fud,α,`d(τ)
ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2

η(τ)d
JΩM (α),h(w; τ, z).
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Recalling the module decomposition (7.2.1.4) for M j , it follows that

Jj,h(v; τ, z)

=
δ∑
j=1

∑
α∈Λ+γj

JMH(α)⊗ΩM (α),h(v; τ, z)

=
δ∑
j=1

∑
α∈Λ+γj

fu1,α,`1(τ) · · · fud,α,`d(τ)
ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2

η(τ)d
JΩM (α),h(w; τ, z). (7.2.2.4)

Each α ∈ Λ + γj may be written as α = u+ γj for some u ∈ Λ. The isomorphism (7.2.1.3)

then shows

ΩM (α) = ΩM (u+ γj) ∼= ΩM (γj).

Therefore, (7.2.2.4) becomes

Jj,h(v; τ, z)

=
δ∑
j=1

JΩM (γj),h(w; τ, z)
∑

α∈Λ+γj

fu1,α,`1(τ) · · · fud,α,`d(τ)
ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2

η(τ)d
.

(7.2.2.5)

Recalling that

fa,α,`(τ) =
∑

o≤i≤`/2

c`,`−2i 〈a, α〉`−2i (〈a, a〉E2(τ))i,

we pull out the c`,`−2i(〈a, a〉E2(τ))i terms from (7.2.2.5), which are not dependent on α.

Equation (7.2.2.5) is now of the form

δ∑
j

JΩM (γj),h(w; τ, z)

η(τ)d

`/2∑
i1,...,id=0

c`1,`1−2i1 · · · c`d,`d−2id(〈u1, u1〉E2(τ))i1 · · · (〈ud, ud〉E2(τ))id

·
∑

α∈Λ+γj

〈u1, α〉`1−2i1 · · · 〈ud, α〉`d−2id ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2. (7.2.2.6)

However, the functions

∑
α∈Λ+γj

〈u1, α〉`1−2i1 · · · 〈ud, α〉`d−2id ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2 (7.2.2.7)
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are linear combinations of functions of the form

∑
α∈Λ+γj

〈b, α〉`1+···+`d−2(i1+···+id) ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2, (7.2.2.8)

for various b ∈ H. These are the functions θh(Q, b, τ, z) considered in Section 4.3. This

proves Theorem 1.0.0.3. �

7.2.3 Proof of Theorem 1.0.0.4

Suppose h1, . . . , hn is an orthogonal basis for H. Then we may duplicate the

previous proof with the set {ui} replaced with {hi}. Display (7.2.2.7) now reads

∑
α∈Λ+γj

〈h1, α〉`1−2i1 · · · 〈hn, α〉`n−2in ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2. (7.2.3.1)

We have

∑
α∈Λ+γj

〈h1, α〉`1−2i1 · · · 〈hn, α〉`n−2in ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2

=

(
1

2πi

d

dz1

)`1−2i1

· · ·
(

1

2πi

d

dzn

)`n−2in ∑
α∈Λ+γj

ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2.

We know the function ∑
α∈Λ+γj

ζ
〈α,h1〉
1 · · · ζ〈α,hn〉n q〈α,α〉/2,

is a Jacobi form by considering the n = 0 case in Part 1 of Theorem 4.3.4.1 (or also

by a direct proof). Since the space of quasi-Jacobi forms QJ is invariant under partial

derivatives (cf. Lemma 4.2.3.1 above) and the quasi-modular form E2(τ), it follows that∑
r fr(τ)θj,h(Q, b, τ, z) is a sum of quasi-Jacobi form, and the theorem is proved. �
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7.3 Consequences

In this section we examine some consequences from the results developed in the

previous two sections. We find the following corollaries to Theorem 1.0.0.2.

Corollary 7.3.0.1 Let V be a strongly regular VOA and let M1, . . . ,M r its inequivalent

irreducible modules. Suppose h1, . . . , hn are chosen in V1 that satisfy Condition H and are

such that G is a real, symmetric, positive definite, half-integral n × n matrix. Then for

v ∈ V[k] such that hi(m)v = 0 for 1 ≤ i ≤ n and m ≥ 0, we have that the column vector of

functions

J(τ, z) := (J1,h(v; τ, z), . . . , Jr,h(v; τ, z))t

is a vector-valued weak Jacobi form of weight k and index G/2.

Remark: For any strongly regular vertex operator algebra V such that V1 6= 0 we may

choose h1, . . . , hn ∈ V1 that satisfy Condition H. In particular, any subset of a Cartan

subalgebra of V1 will do once appropriately normalized. Moreover, it is always possible to

find h1, . . . , hn that simultaneously satisfy Condition H and are such that G satisfies the

assumptions in Corollary 7.3.0.1 (see [27, 34]).

In the special case that r = 1 in the corollary above, V is a holomorphic vertex

operator algebra and we have the following result.

Corollary 7.3.0.2 Let V be a holomorphic strongly regular vertex operator algebra with

h1, . . . , hn as in the previous corollary. For v ∈ V[k] such that hi(m)v = 0 for 1 ≤ i ≤ n

and m ≥ 0, we have the following functional equations for all γ =

a b

c d

 ∈ Γ and
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[λ, µ] ∈ Zn × Zn:

1.

Jh

(
v;
aτ + b

cτ + d
,

z

cτ + d

)
= exp

(
πi
cG[z]

cτ + d

)
χ(γ)Jh(v; τ, z) (7.3.0.2)

(where χ : Γ→ C∗ is a character), and

2.

Jh
(
v; τ, z + λτµ

)
= exp

(
πi(G[λ]τ + 2λtGz)

)
Jh(v; τ, z).

Remark: The previous corollary says that Jh(v; τ, z) is a weak Jacobi form on Γ of weight

k, index G/2, and character χ. Multiplying Jh(v; τ, z) by η(τ)c/24 eliminates the character

χ and results in a holomorphic weak Jacobi form of weight k + c/2 and index G/2. The

function η(τ)c/24Jh(v; τ, z) has the Fourier-Jacobi expansion

η(τ)c/24Jh(v; τ, z) =
∑
n≥0

∑
t1,...,tn∈Z

c(n, t1, . . . , tn)qnζt11 · · · ζ
tn
n .

The case of Corollary 7.3.0.1 in which v = 1 and n = 1 is considered in [27]. In

this case, hi(m)1 = 0 for all 1 ≤ i ≤ n and m ≥ 0, while G = 〈h, h〉. Using properties of

Jacobi forms, the following result is found in [27] that illustrates that (true) Jacobi forms

(not necessarily weak) can occur. (See Supplement to Theorem 2 in [27].)

Theorem 7.3.0.3 Consider the case n = 1 in Corollary 7.3.0.2. If 〈h, h〉 ≤ 8, then

η(τ)c/24Jh(1, τ, z) is a Jacobi form of weight 0 and index 〈h, h〉 /2 on the full Jacobi group.

Proof Recall the notation in Chapter 4. In particular,Mk is the space of modular forms

of weight k and J 1
k,m is the space of weak Jacobi forms of weight k and index m (with one
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complex variable). We define the functions

φ̃−2,1 =
φ10,1

∆
= (ζ − 2 + ζ−1) + · · ·

and

φ̃0,1 =
φ12,1

∆
= (ζ + 10 + ζ−1) + · · · ,

where φ10,1, φ12,1, and ∆ are defined in [14] (the details not being necessary here). The

functions φ̃−2,1 and φ̃0,1 are weak Jacobi forms of index 1 and weights −2 and 0, respectively

[14]. Let Ĵ 1
k,m denote the space of (true) Jacobi forms of weight k and index m (and only

one complex variable) Note that Ĵ 1
k,m ⊆ J 1

k,m.

We now quote two results from [14]. First, for even k there is a linear isomorphism

([14], page 108)

P : Mk ⊕Mk+2 ⊕ · · · ⊕Mk+2m → J 1
k,m (7.3.0.3)

(f0, f1, . . . , fm) 7→
m∑
i=0

fiφ̃
i
−2,1φ̃

m−i
0,1 .

Second, for k ≥ 3 we have (see Theorem 9.2, its corollary, and Section 10 in [14]),

dim Ĵ 1
k,m = dimJ 1

k,m −
m∑
ν=0

⌈
ν2

4m

⌉
. (7.3.0.4)

Here dxe denotes the smallest integer greater than or equal to x.

We claim that φ =
∑

n,r∈Z c(n, r)q
nζr is a Jacobi form if, and only if, c(0, r) = 0

for r 6= 0. Suppose φ is a Jacobi form. Then c(n, r) = 0 unless n ≥ 0 and r2 ≤ 4mn. If

n = 0, then r2 ≤ 0, so that r = 0. In other words, c(0, r) = 0 for r 6= 0. It remains to show

that c(0, r) = 0 for r 6= 0 implies φ is a Jacobi form.

Set E =
{
φ =

∑
n,r∈Z c(n, r)q

nζr | c(0, r) = 0 for r 6= 0
}

. First let us suppose that
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E has codimension m in J 1
k,m. If 1 ≤ m ≤ 4, then

m∑
ν=0

⌈
ν2

4m

⌉
= m,

so that (7.3.0.4) shows J 1
k,m has codimension m. By our argument in the previous para-

graph, we have Ĵ 1
k,m ⊆ E ⊆ J 1

k,m. It follows that E = Ĵ 1
k,m, which completes the proof of

the claim. We must now prove that E has codimension m.

Recall the Eisenstein series (4.1.2.6). For convenience, we now normalize these

Eisenstein series so that the constant term is 1 (as in [14]). Let Ei be the Eisenstein series

Ei = 1 + · · · in Mk+2i, and let P (Ei), 1 ≤ i ≤ m be the weak Jacobi form defined by

P (Ei) = Eiφ̃
i
−2,1φ̃

m−i
0,1 = (ζ − 2 + ζ−1)i(ζ + 10 + ζ−1)m−i +O(q),

where O(q) is terms involving powers of q. Let x = ζ + ζ−1. Then

P (Ei) = (x− 2)i(x+ 10)m−i +O(q).

We claim that the polynomials (x − 2)i(x + 10)m−i, 0 ≤ i ≤ m, form a basis for the

polynomials of degree at most m in Q[x]. We will prove this by induction on m. The case

m = 0 is clear, and we assume the claim holds for all i, 0 ≤ i ≤ m − 1. Considering the

case 0 ≤ i ≤ m, we see

(x− 2)i(x+ 10)m−i = xm +Q(x),

where Q(x) is a polynomial in Q[x] of degree at most m− 1. By our induction hypothesis,

Q(x) is a linear combination of polynomials of the form (x−2)j(x+ 10)m−i, 0 ≤ j ≤ m−1.

Therefore,

xm = (x− 2)i(x+ 10)m−i −Q(x)
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is a linear combination of elements of the form (x − 2)i(x + 10)m−i, 0 ≤ i ≤ m, and the

claim is proved.

It follows that there is some linear combination of the functions P (Ei) that equals

each element xi + O(q) for all 0 ≤ i ≤ m. Moreover, these functions span all weak Jacobi

forms that do not satisfy c(0, r) = 0 for r 6= 0. Since there are m+1 many of these elements,

we must have that E has codimension m, as desired.

We have now proved that for k ≥ 4 and 1 ≤ m ≤ 4, φ =
∑

n,r∈Z c(n, r)q
nζr is

a Jacobi form if, and only if, c(0, r) = 0 for r 6= 0. We know that η(τ)c/24J(τ, z) has

weight c/2 and index 〈h, h〉 /2. Since V is holomorphic, c/2 is an integer divisible by 4 [47].

Therefore, the weight is indeed greater than or equal to 4. Since the index of η(τ)c/24J(τ, z)

is 〈h, h〉 /2 and 〈h, h〉 is assumed to be less than or equal to 8, η(τ)c/24J(τ, z) is in fact a

Jacobi form, as desired. �

7.4 Examples

7.4.1 Holomorphic vertex operator algebras

Throughout this subsection let V be a holomorphic strongly regular vertex oper-

ator algebra and let h ∈ V1 satisfy condition H.

It is clear that 1 satisfies the condition h(m)1 = 0 for all m ≥ 0. Therefore (so

long as V1 6= 0) h may be chosen so that Jh(1; τ, z) is a weak Jacobi form of weight 0 and

index 〈h, h〉 /2 (this is the result of Corollary 7.3.0.2). We now consider nontrivial elements

whose trace functions give rise to weak Jacobi forms and weak quasi-Jacobi forms.

First, let v ∈ V[k] be such that h(m)v = 0 for all m ≥ 0. Consider the element
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(
L[−2]− 1

2〈h,h〉h[−1]2
)
v ∈ V[k+2]. We find for m ≥ 0 that

h[m]

(
L[−2]− 1

2 〈h, h〉
h[−1]2

)
v

= L[−2]h[m]v − [L[−2], h[m]]v − 1

2 〈h, h〉
h[−1]h[m]h[−1]v − δm,1

1

2
h[−1]v

= mh[m− 2]v − δm,1h[−1]v.

It follows that h[m]
(
L[−2]− 1

2〈h,h〉h[−1]2
)
v = 0 for m ≥ 0. By (3.1.1.2) we have

h(m)

(
L[−2]− 1

2 〈h, h〉
h[−1]2

)
v = 0

for all m ≥ 0. Theorem 1.0.0.7 now says that

Jj

((
L[−2]− 1

2 〈h, h〉
h[−1]2

)
v; τ, z

)
is a weak Jacobi form of weight k + 2 and index 〈h, h〉 /2. Take v = 1. Then h(m)1 = 0

for m ≥ 0, and it follows that J
((
L[−2]− 1

2〈h,h〉h[−1]2
)

1; τ, z
)

is a weak Jacobi form of

weight 2 and index 〈h, h〉 /2. Reiterating this process, we find that

J

((
L[−2]− 1

2 〈h, h〉
h[−1]2

)`
1; τ, z

)

is a weak Jacobi form of weight 2` and index 〈v, v〉 /2.

Note that if v ∈ V[k] satisfies h(m)v = 0 for m ≥ 0 and L[n]v = 0 for n ≥ 1, then

J

((
L[−2]− 1

2 〈h, h〉
h[−1]2

)
v; τ, z

)
=

(
1

2πi

d

dτ
− 1

2 〈h, h〉

(
1

2πi

d

dz

)2

+
2k − 1

2
E2(τ)

)
J(v; τ, z)

= LkJ(v; τ, z)

(see [17] for another use of this operator). In particular this holds for v = 1. Here, Lk is

the differential operator defined in (4.2.2.1) and is known by Lemma 4.2.2.1 to map weak
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Jacobi forms of weight k and index m to weak Jacobi forms of weight k + 2 and index m

(see also [41]).

Consider the element L[−2]1 ∈ V[2]. We have h[1]L[−2]1 = h 6= 0 so that we can

not apply Theorem 1.0.0.2. Recall the modular derivative ∂k (4.1.2.10). It is known (i.e.,

[7, 46]) that

J(L[−2]1, τ, z) = ∂kJ(1; τ, z) =

(
1

2πi

d

dτ
+ kE2(τ)

)
J(1, τ, z).

We know that J(1, τ, z) is a weak Jacobi form of weight 0 and index 〈h, h〉 /2. Recall the

space of quasi-Jacobi forms discussed in Subsection 4.2.3. Since

QJ 1
= C[E2(τ), En(τ, z), n ≥ 0],

we have E2(τ)J(1; τ, z) ∈ QJ 1
. Since d

dz and d
dτ preserve QJ 1

(cf. Lemma 4.2.3.1), we have

J(L[−2]1, τ, z) ∈ QJ 1
.

7.4.2 Lattice vertex operator algebras

Let L be a positive-definite lattice and set h = L⊗ZC. Let C[L] denote the group

algebra with basis {eα | α ∈ L}. It is known that VL = MH ⊗ C[L] is a vertex operator

algebra, with vertex operators Y (v, z) for v ∈ MH defined as in Subsection 3.2.5. The

vertex operators for the eα are more complicated and will not be discussed here. See [15]

for more details.

For each a ∈ h, a(n) acts on MH as in Subsection 3.2.5 when n 6= 0. When n = 0,

a(0) acts on C[L] by a(0) = 〈a, α〉 eα.

Let L◦ be the dual lattice of L defined by L◦ = {α ∈ h | 〈α,L〉 ⊂ Z} and let
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L◦ =
⋃
i∈L◦/L(L+ λi) be its coset decomposition. It is known [15] that each space VL+λi =

MH ⊗ C[L + λi] is an irreducible VL-module, and that (see [4]) {VL+λi | i ∈ L◦/L} is the

set of all inequivalent irreducible modules of VL. VL is a strongly regular vertex operator

algebra.

Each module VL+λi has the decomposition

VL+λi =
⊕

α∈L+λi

MH ⊗ eα.

This decomposition is equivalent to (7.2.1.4), except in this case we have that ΩL+λi(α) is

trivial. The functions

JΩVL+λi
(α),h(v; τ, z)

in Theorem 1.0.0.4 are therefore trivial as well. It follows that for v ∈ VL decomposed as in

Theorem 1.0.0.4, we have

Ji,h(v; τ, z) =
1

η(τ)d

∑
r

fr(τ)θi,h(Q, ar, kr, τ, z). (7.4.2.1)

Therefore,

η(τ)dJi,h(v; τ, z)

is a sum of quasi-Jacobi forms on Γ0(N). Since every element in VL is sums of elements of

the form v decomposed as in Theorem 1.0.0.4, we have that η(τ)dJi,h(u; τ, z) is a sum of

quasi-Jacobi form on Γ0(N) for any u ∈ VL.
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Appendix A

Appendix

Among other conditions, a strongly regular vertex operator algebra is C2-cofinite,

rational, and of CFT type. Below is a table listing which of these conditions are necessary

for various results in this thesis.

Result CFT type C2-cofinite Rational

Translation law 1.0.0.7 No Yes Yes

Translation law 1.0.0.8 Yes No Yes

The convergence and expansion 1.0.0.6 No Yes No

Theorem 1.0.0.3 Yes Yes Yes

Theorem 1.0.0.1 No Yes Yes

Recursion Formulas (i.e. , 5.2.2.1) No No No

Table A.1: Table of assumptions.
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