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ABSTRACT OF THE DISSERTATION

Covert- and Side-Channel Attacks on Integrated and Distributed GPU Systems

by

Sankha Baran Dutta

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, March 2022

Dr. Nael Abu Ghazaleh, Chairperson

Graphics Processing Units (GPUs) were introduced as peripheral devices for ac-

celerating graphics and multi-media workloads. The inherent parallel computational model

of graphics rendering makes GPUs suited for other workloads that operate on massive data

and that are throughput oriented. To enable such general purpose applications to lever-

age GPUs, Nvidia introduced Compute Unified Device Architecture (CUDA) that allowed

general purpose computing on GPUs. GPUs are currently ubiquitous in all computing

platforms, from portable devices to high-end servers on the cloud. Customarily, GPUs

are available in a discrete form where the GPUs are connected to rest of the system as a

peripheral device with its own separate memory.

This dissertation explores the security of emerging classes of GPUs to a type of mi-

croarchitectural attacks – those targeting the architecture of the computing devices– called

covert- and side-channel attacks. The last decade has seen a rise in these types of attacks,

primarily targeting CPU microarchitectural structures. Specifically, in these attacks an at-

tacker uses malicious software that exploits resource sharing on the underlying architecture
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to either communicate secret data through covert channel or to extract information from

the victim application indirectly by observing measurable contention. While the majority

of these attacks have targeted conventional CPU resources, some recent work has shown

that GPUs are also vulnerable to this type of attack.

This dissertation explores the feasibility of these attacks, and demonstrates several

end to end attacks in two emerging GPU domains: (1) Integrated GPUs: GPUs are also

increasingly offered as integrated processors on the same chip as CPUs, enabling lower form

factors and cost, while providing support for multi-media workloads which are important

for consumer machines. Chip manufacturers like Intel have GPU integrated in the same die

as the CPU. GPUs are currently available in distributed form as well where multiple GPUs

are connected by proprietary connectors. We show that attacks from the GPU on the CPU

and vice versa are possible in these environments. To enable these attacks, we have to solve

a number of unique challenges many of which originate due to the heterogeneous view of

the shared resources between the CPU and integrated GPU. This is the first known attack

of this type that crosses heterogeneous components, which has important implications to

future heterogeneous computing designs; and (2) Multi-GPU high performance servers: on

the other end, there is an emerging class of multi-GPU systems targeted at high-performance

applications in general, and machine learning workloads in particular. We demonstrate a

number of covert and side-channel attacks on this type of environment, exploiting remote

sharing of GPU caches.

Our cache based covert channel obtained a bandwidth of 120 KB/s and 3.2 MB/s

in the integrated and distributed GPU settings. We have also demonstrated side channel
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attacks in both the computing environments. Our work substantially expands our under-

standing of the threat models facing these important and emerging systems, and helps define

how future systems should be built to mitigate these attacks.
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Chapter 1

Introduction

The end of Dennard’s scaling where we can no longer maintain the power density

of chip design as the feature size of transitors continues to shrink, have necessitated a switch

from a single core to multi-core architectures [10]. Another side effect of this trend is that the

only way to continue to gain performance is to introduce specialized accelerators targeted

towards specific important computational domains or classes of computations. In addition

to traditional computational devices such as Central Processing Units (CPU), we have

seen other varied accelerators like Graphics Processing Units (GPUs), Field Programmable

Gate Arrays (FPGAs), and other Application Specific accelerators. These accelerators are

integrated as separate device to which computation are offloaded or could be integrated with

a CPU on the same die. The goal of this dissertation broadly is to investigate the feasibility

of microarchitectural attacks, which have been investigated in conventional systems, on such

emerging heterogeneous devices.

GPUs are one of the most successful examples of application specific accelerators.
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Due to multimedia demands, GPUs became one of the most popular accelerators. Primarily,

GPUs were introduced for graphics rendering as they are ideal for conducting same operation

over multiple data points which fits the gaming purposes. Graphical programming languages

like OpenGL are used to program the devices and using the devices for general purpose

computing was not possible. Nvidia introduced CUDA in 2007 to program the GPUs for

general purpose computing. Currently, GPUs are now one of the most inherent and vital

accelerators available. GPUs are now present in the top 500 supercomputers in the world.

Traditionally, GPUs come as a separate device that is connected to the rest of the system

through a PCIe bus.

GPUs are currently available in integrated form as well, where the GPU is inte-

grated on the same chip as the CPU. The integrated GPUs are meant for small workload

like screen rendering, but could be programmed for general purpose computing as well.

GPUs have been an important computational platform enabling a variety of data intensive

workloads such as deep neural networks, scientific kernels, cryptocurrency mining and many

others.

The size of these workloads continues to increase: for example, training of large

deep networks often requires both computational and memory resources that far exceed

those of a single GPU. In response to these trends, distributed multi-GPU platforms have

emerged, and are available both in cloud and high-performance computing cluster settings.

For example, the Nvidia DGX series [75] offers a number of server class GPUs that are

interconnected through a combination of proprietary high bandwidth interconnect (NVLink)

and PCIe. DGX class machines are available on most major cloud providers. Other GPU
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manufacturers are also starting to offer similar products; for example, AMD’s crossfire allows

building relatively inexpensive multi-GPU configurations [5]. It is likely that such systems

will continue to grow in terms of the performance of the components (GPUs, interconnect

and memory) as well as in the number of GPUs that can be supported on each machine.

As GPUs are becoming ubiquitous, from server class GPUs in major computing platforms

to desktop integrated GPUs, exploring and evaluating the vulnerabilities in these modern

heterogeneous and distributed platforms would be crucial.

As such platforms, as well as other heterogeneous platforms continue to be devel-

oped, it is critical to think not only about their performance, but also their security. Towards

this end, the overall goal of this dissertation is to explore a class of attacks that has been

demonstrated on conventional systems on heterogeneous systems at different scales: from

the integrated systems on a chip present in mobile and other end user devices, to multi-GPU

machines used in high performance computing servers in data centers and on the cloud. By

demonstrating these attacks, and developing their principles, we hope to improve the un-

derstanding of the threats facing these systems and motivate the development of defenses

and design principles that mitigate them.

1.1 Motivation–Microarchitectural attacks

Microarchitecture is a term that refers to the hardware components of a processor

that are used to implement the processor logic, and optimize its performance. Microarchi-

tectural components include the caches, branch predictors, the reorder buffer, Translation

Lookside buffers, the load store queue, the reorder buffer, the data prefetcher, and many
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other components and policy logic that make up a computational processor. Microarchi-

tectural attacks originate from these shared microarchitectural resources where a malicious

process by accessing these shared resources is able to compromise the security or integrity

of other processes. Specifically, these attacks can break the isolation guarantees enforced

by the system enabling accesses across protection boundaries.

Modern systems are capable of running multiple applications concurrently by shar-

ing the computational resources. Sharing of these resources could lead to information leak-

age of the sensitive data. Attackers leverages this resource sharing to extract the relevant

information. The leakage channels could be broadly classified into covert and side channel

attacks. In the side channel attacks, the attacker uses the architectural resource sharing

to reveal a victim’s secrets. In covert channel attacks, an attacker known as trojan re-

veals some secret information to another attacker called spy leveraging resource sharing.

Any shared microarchitectural resources could be used as the potential attack surface e.g.

cache, RAM, memory ports, interconnects, bus, etc. To conduct the attack by monitoring

and measuring the competing resources, attackers uses different leakage vectors like timing,

power, thermal emission, electromagnetic emission, sound, etc. Microarchitectural attacks

can be broadly divided into software based attacks, the one that can be conducted through

software and hardware attacks that require hardware assistance. Software based attacks

are potentially more dangerous as they don’t require any physical access of the device.

A large number of software based microarchitectural attacks have been demon-

strated on various shared resources. For example, Prime+Probe based attacks on dif-

ferent cache levels [23, 43, 56, 64, 108], fault injection attacks on RAM like rowhammer
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attacks [22, 92, 94, 103] and recently speculative execution attacks like spectre and melt-

down [48,50,54]. Attackers also demonstrated attacks using other shared resources like the

busses and interconnects [82] to extract information from the victim applications. How-

ever, till now, most of the cache attacks were demonstrated within a single computing

components. Though the demonstrated cache attacks were conducted on different shared

resources, they were tied within same components like either a single CPU or GPU. In

this scenario, the attackers have the similar view of the system and resources. However,

as the computing infrastructure is becoming increasingly heterogeneous, it is important to

evaluate the security aspect in the modern heterogeneous and distributed platforms. In the

mentioned platforms, attackers have different view of the systems and the memory hierar-

chy. Also the components involved the attack have different clock frequencies compared to

the previous established attacks where the attacker and the victim are placed within the

same components. Through our work, we demonstrated microarchitectural vulnerabilities

in the a heterogeneous environment. The next section would provide an overview of our

contribution.

1.2 Challenges

Conducting a microarchitectural attack requires a detailed knowledge of the target

microarchitecture. However, the microarchitectural details are often not disclosed by the

manufacturers to the users leaving the reverse engineering of the resource on the attacker.

There could be additional challenges that attacker have to resolve which could be specific

to the platform and attack environment. Challenges we encountered in our projects varied
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from one to another which is unique to the specific platform. A brief overview of the

challenges we encountered in our research:

1. Our attacks span the range of classes of GPU computing. The first attack is on an

integrated CPU-GPU systems on desktop processors where the CPU and GPU are

tightly integrated on the same die. This attack is the first to show how contention

arises between different components in a heterogeneous system through shared mi-

croarchitectural resources, or contention over interconnect. Our second attack is on

the distributed multi-GPU systems on DGX servers. In both cases we had to reverse

engineer the resources on which we conducted the attack e.g. caches and memory

hierarchy. GPUs are a representative of accelerators in general, and we hope

2. Previously demonstrated microarchitectural attacks were demonstrated on a single

component like either CPU or GPUs. However, in both of our work we performed a

cross device attack (CPU to GPU and multi-GPU). This imposes an unique challenge

to the attacker as the view of the system is not uniform. As our attacks are primarily

memory based, we need to understand the memory hierarchy, data path and the

caching mechanism of the system.

3. A successful attack not only depends on the understanding of the microarchitecture

but also depends on several other factors like the availability of tools in the software

level (e.g. timer in cache based timing attacks), system level support (e.g. huge pages

for virtual indexing of caches). In our research we have encountered challenges where

we don’t have the necessary tools or the support to conduct the attack. This require

to come up with unique solutions which though specific to the device but can be
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generalized in other attacks in similar scenario as well.

1.3 Contribution

To the best our knowledge, this dissertation is the first to do an in-depth

study and demonstrate microarchitectural attacks on modern heterogeneous

computing systems both at the scale of consumer devices and high performance

computing systems. In particular, we demonstrate microarchitectural attacks on both

heterogeneous CPU-GPU systems and distributed GPU systems that lies diametrically

opposite in the spectrum of computing platforms. Specifically our contributions are as

follows:

1. Developed a Prime+Probe based cache timing attacks on a integrated

CPU-GPU system.. Integrated CPU-GPU systems shares several components

among which Last Level Cache (LLC) for caching their data. We demonstrated both

covert and side channel attack on the shared LLC. In our covert channel attack, we

have placed the trojan on GPU and spy on CPU. The trojan and spy communicated

with each other over LLC cache set. To conduct this attack we have reverse engineer

several architectural components that was not documented. We also conducted the

attack in the reverse direction as well where the trojan is located on the CPU and the

spy on the GPU. In the side channel, we have our spy on the GPU and the victim is

located on CPU. The malicious process located on GPU monitors the last level cache

activities by measuring the cache hits and misses.

2. Developed a contention based bus attacks on a integrated CPU-GPU sys-

7



tem.. Integrated GPU is connected with the rest of the system through a 32 Byte

bi-directional data bus called the Ring Bus. The ring bus is used both by the CPU

and the GPUs. We used the ring bus to develop a covert channel across the CPU and

GPU systems. Leveraging the GPU parallelism to balance the frequency between the

components is required to develop a successful attack.

3. Developed a Prime+Probe based cache timing attacks on a distributed

GPU system. DGX is a distributed GPU system where server grade GPUs are

connected to each other with Nvidia proprietary links. Based on the DGX versions

the internal architecture of the DGX box changes. Depending on the link topology,

the GPUs in the DGX machine can access each other’s memories and the data gets

cached in the remote GPU only. For example, if a kernel launched on GPU A allocate

their memory on GPU B, data gets cached on GPU B only. We leveraged the remote

caching mechanism to conduct a Prime+Probe based cache timing attack on the

remote GPU. We demonstrated both covert and side channel attack. In the covert

channel attack we located trojan on one GPU and spy on the other. Both spy and

trojan allocate their memory on the same GPU and communicate covertly over the

cache sets. Our attack is completely conducted from the user level with no system

level assistance like huge pages. We have to completely reverse engineer the cache

architecture from the user level to conduct the attack. We used this knowledge to

develop the side channel attack. Our side channel attack monitors the cache sets

and get the memory footprint of the high performance applications. Then we used

machine learning techniques to classify the application type. Our side channel attack
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allows the attacker to determine the application to launch their attack on the intended

GPU.

1.4 Thesis Organization

The dissertation is organized into the following chapters. Before going into the

details of our, we provide a detailed background of our attack environment in chapter

2, overviewing both integrated CPU-GPU and distributed multi-GPU environment. This

chapter also provides an overview of the cache Prime+Probe based cache timing attack

which would be convenient in understanding the following work chapters. Chapter 3 presents

the Prime+Probe timing attack on integrated CPU-GPU environment. First we provide

our threat model and assumption and then provide the detail of our attacks. We provide

a detailed discussion on our challenges encountered while developing and conducting the

attack.

Chapter 4 presents a contention based attack on the ring bus that connects the

CPU and GPU with the rest of the system. It achieves high bandwidth communication

with low error rate. The chapter provides the challenges and details of algorithm used to

conduct the attack.

In Chapter 5 we detail of our distributed GPU system attack on the DGX boxes.

The chapter overviews the attack surface as well as the challenges we encountered and our

methodology to overcome the challenges. As the attacks have been conducted from user

level, the challenges we encountered differ significantly from previous attacks which benefit

from system support. We demonstrate a channel on remote GPU caches achieving high
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bandwidth and low error rate channel. We also build a side channel attack which allows the

attacker to fingerprint the application running on the GPU. This in turn allows the attacker

to find the target GPU in the multi-GPU environment. Finally, Chapter 7 presents some

concluding remarks and future directions enabled by the research.
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Chapter 2

Background

Modern computing platforms often consist of different computing components ap-

propriate for varied applications, interconnected using custom networks and complex mem-

ory hierarchies. Graphics Processing Units (GPUs) are one of the most widely-used accel-

erators present in almost all the modern computing systems. Although initially developed

for the graphics rendering purposes, currently GPUs are used for general purpose comput-

ing as well. Manufacturers provide the drivers and a programming framework to program

the GPU devices. In this chapter, we present an overview of GPU based systems used at

different scales. The chapter also introduces the principles of cache based prime and probe

attacks, which is a covert and side channel attack technique that we leverage in several of

the attacks explored in this dissertation [56,85].

GPUs have a different computational model, exploiting massive multi-threading

and Single-Instruction Multiple Data (SIMD) style parallel processing. GPUs are pro-

grammed using custom programming languages and libraries designed to support their
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computational model. For example, CUDA [76] is the programming framework used on

Nvidia GPUs. Similarly, OpenCL [46], another programming framework used to program

all the GPUs.

The GPU driver is responsible to get all the commands from the user and submit

these commands to the GPU. Upon receiving a command, the GPU starts execution as

an offload device requiring system assistance for operation. In contrast to CPUs, GPUs

are throughput based machines suitable for data-intensive regular applications. GPUs are

capable to launching large number of threads that could operate on individual data points

independently making GPUs suitable for parallel programming. Programmers identify the

sections of their application that are suitable for the GPU and port their implementation.

GPUs are currently available in different forms. But they could be classified into two

major categories, discreet and integrated. Discreet GPUs comes as a separate device and

gets connected to system through peripheral connectors like PCIe bus. Integrated GPUs are

smaller version of the discreet GPUs and are integrated with the CPU on the same die. The

integrated GPUs though computationally weaker compared to their discreet counterpart,

there are several advantages like power saving, lesser access latency. The following sections

would provide a detail about the discrete and integrated GPU architectures.

2.1 Discrete GPU architecture

Traditionally, GPUs were only available as a separate device that connects with

the rest of the system through PCIe. Figure 2.1 shows the overview of the while Nvidia GPU

system architecture. For our research, we used a server grade pascal P100 GPUs. Though
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the architectural specification changed over time, the basic GPU architecture remained

same. GPUs consists of simple single precision processing units called Scalar Processors

(SP) which is grouped together in a single Streaming Multiprocessor (SM). The number

of SMs and SPs in SMs varies over the GPU generations. GPU also consists of double

precision for double precision operations and also special functional units responsible for

carrying special functions like the trigonometric functions. Discrete GPUs comes with it’s

own RAM which is also known as the Global Memory not present on the same die as the

GPU chip. The global memory is connected to the chip through bus. The size, architecture

and the access speed of the global memory improved over time. Our GPUs comes with 3D

stacked memory [72] with a 16 GB space and High Bandwidth Memory (HBM) version 2.

GPU chip is connected with the RAM with a 512B interface. Generally, programmers first

transfers data from the host memory to the device’s global memory for GPU to operate.

GPU also consists of various types of memories in the form of caches fit for various purposes.

Constant memory is a cache that holds the constant data doesn’t change throughout the

kernel execution. Another cache is the shared memory which is a programmable scratchpad

memory. Shared memory are present within each SMs and are shared by the threads within

a thread block. Due to high RAM access latency, data points that gets reused are brought

to the shared memory from the RAM and gets reused. There are also traditional caches

like the L1 and L2 cache. The L1 cache is present within each SM and usually shared

with the shared memory. The programmer can configure the storage space between L1 and

shared memory based on their requirement. However, the L2 cache is shared between all

the threads launched in the GPU. Our L2 cache is of 4 MB and caches both instruction

13



and data. GPUs also consists of additional fast storage in the form of registers. However,

the thread executes in a group in a lock step manner known as warp operating on the same

instructions. However, separate warps can operate on different instructions.

Figure 2.1: Nvidia GPU architecture

2.1.1 Nvidia Multi-GPU DGX box

We have experienced a breakthrough and expansion in the deep learning domain

in the last decade [20]. However, training the deep learning models is a compute and

memory intensive job. CPUs are latency based devices which require long execution time

to train the deep learning models. GPU,on the other hand, is a throughput based device

which is applicable for the deep learning purposes. However, the computational and memory

requirement to train a deep learning model often exceeds a single GPU. Multiple GPUs could
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be used to train such models. However, traditionally GPUs are connected to the system

with only PCIe bus. Nvidia introduced scalable link interface SLI [74] to use multiple

GPUs for frame rendering. But it was limited in it’s use and also have a low bandwidth. To

accelerate the training time, Nvidia introduced AI boxes, called DGX, tuned for training

the deep learning models and significantly decreasing the training time. Figure 2.2 shows

the DGX-1 architecture with 8 pascal P100 [72] GPUs connected in a hypercube fashion.

Pascal P100 GPU have similar architecture as mentioned in the previous section. Each GPU

is connected with 4 other GPUs, 3 from the same plane and another GPU directly across

from another plane. For example, GPU 0 is connected with GPU 1 - GPU 3 on the same

plane and GPU 4 from another plane. The GPUs are connected with a high bandwidth

Nvidia proprietary link called NVLink [73]. NVLink is an energy-efficient, high-bandwidth

interconnect that enables Nvidia GPUs to connect to peer GPUs or other devices within a

node at a bidirectional bandwidth of 160 GB/s per GPU, roughly five times that of current

PCIe interconnections. The GPUs that are connected via NVLink can access each other’s

global memory by using Nvidia provided APIs. Nvidia driver throws an error if the GPUs

are not connected with via Nvlink. All the GPUs are connected with the rest of the system

by using PCIe switches. DGX-1 comes with dual 20 core intel xeon processor that are

connected to each other using intel Quick Path Interconnected (QPI).

The link’s topology and the GPUs within the DGX servers changed over the next

generation. After DGX-1, Nvidia released DGX-2 with higher NVLink bandiwtdh and

DGX-V with volta V100 GPUs. DGX-V uses NVSwitch [71] which have higher bandwidth

compared to NVLink. Unlike NVLink in DGX-1, nvswitch link topology contains a switch-
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Figure 2.2: Nvidia GPU architecture

ing hub that allows all the GPUs to access other GPUs using same NVidia provided APIs.

DGX-A is the latest DGX server that nvidia released that is equipped with NVidia A100

GPUs. For our work, we used DGX-1 for all our experimentation purposes.

2.2 Integrated GPUs

Currently, GPUs are available in the integrated form as well, where the GPU has

been integrated on the same die as the CPU as shown in Figure 2.3. Integrated GPUs iGPUs

are smaller version of the discrete GPUs, with lesser computational capability compared

to their discrete counterpart. However, iGPUs have their advantages like lower power

requirement. iGPUs have lower access latency to the memory as they are tied with the

CPU on the same die and not via PCIe. The iGPUs share the system RAM for its main
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storage purposes. Typically it is limited to 4 GB by the driver. Though iGPUs are primarily

used for system graphics rendering purposes but can be used for general purpose computing

as well through OpenCL [46] framework. iGPU’s architecture is identical to the discrete

GPUs. They come with simple single precision Execution Units (EUs) similar to SPs of

Nvidia GPUs. Typically 8 EUs are grouped together to form a Subslice, similar to SMs in the

Nvidia GPUs. The number of subslices varies with the GPU generation. We used Gen9 [30]

intel GPUs in our work which contains three subslices with 8 EUs per subslice giving to 24

EUs in total. iGPUs contains several cache levels like L1, L2 and L3 cache that is within the

GPU chip. L1 and L2 caches are private to each subslice and are segregated into data and

instruction caches. L1 and L2 cache is used exclusively for the graphics rendering purposes.

However, the L3 cache is unified and used for caching both instructions and data. L3 is

used both for graphics and general purpose computing as well. iGPUs also consists of user

controlled scratchpad cache called local memory per subslice similar to shared memory in the

discrete GPUs. iGPUs also have other faster storages like constant and texture cache and

huge number of register files. Similar to the discrete counterpart, constant cache is used for

storing constant data and texture cache for graphics. Registers are private to each thread.

In discrete GPUs users can limit the register used per thread through compilation flags.

But in integrated GPUs there is no such option. The compiler decides the register pressure

by the user. As mentioned earlier, the threads in GPU work in a lockstep manner where

certain number of threads share the instruction counter to operate on same instruction.

In case of Nvidia, these number of threads is fixed to 32. Though iGPUs have similar

mechanism but the number of threads that shares the instruction counter is not fixed and
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depends on the register pressure. If the register pressure is high then the thread count in a

warp reduces and opposite in case of low register pressure. iGPU is connected to the rest

of the system through a 32 Byte bi-directional data path called Ring Bus. All the system

data is accessed through this bi-directional data bus. The data bus is shared with the CPU

counterpart as well. The ring bus connects the CPU cores and GPU with the last level

cache and other system components like the display controller, memory controller. Such

interconnect structure is scalable to future generation as well. iGPU shares the Last Level

Cache (LLC) with their CPU counterpart as well. All the data and instruction first gets

cached to the LLC and then gets cached to the L3 for general purpose usages. Our work

involves both the LLC and L3 cache architecture.

Figure 2.3: Intel CPU-GPU architecture
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2.3 Timing based Prime+Probe Cache Covert and Side Chan-

nel Attacks

Microarchitectural attacks are on the rise and becoming a greater concern with

the introduction of new attacks. Cache based attacks is one such microarchitectural attack

that utilizes cache hits and miss timings to infer victim’s information. Caches bridges the

performance gap between fast CPU cores and slow RAM as caches are faster memories

compared to RAM. The data when accessed are brought from RAM to cache first. The

subsequent accesses occurs from the cache which is much faster than accessing RAM. The

caches have limited storage capacity, much lower than the RAM storage capacity. So the

data in the caches gets replaced as the new data arrives. Modern set associative caches

are divided into sets and each sets have several cache lines. When new data arrives, a line

in the cache set gets replaced. The cache line replacement policies changes and it is an

information that the manufacturers doesn’t disclose. The cache set allocation is guided by

the physical address of the data. Caches have lower access time compared to RAM access

and a higher access time when he tries to access a data that got replaced. The attacker

uses these cache hit and miss access time difference either to communicate or infer secret

information. In covert channel attacks, two attackers communicate with each other covertly

over a pre-agreed cache set. An attacker, called trojan, sends sensitive data over a shared

cache set to another attacker called spy. In covert channel attack, both the sender and

receiver process are within the attacker’s control. The attackers uses a covert method for

communicating secret data as there could be no direct channel through which the attacker

could communicate or the direct channel could be monitored. In side channel attack, the
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attacker monitor cache activities by measuring hits and misses of a victim application over

cache sets. Figure 2.4 shows the basic mechanism of Prime+Probe based cache timing

attack. Attacker A1 first access the Cache Set A in step 1 and fills up the cache set with

it’s own data. This step of the attack is known as Prime step. In the next step 2, another

attacker A2 or a victim V access the same cache set and fills up the cache set with it’s own

data. In the last step 3, attacker A1 process comes back and access the same cache set

by accessing the same piece of data and measures the access time. If the data is evicted

because of access by other processes, then the attacker would record a miss by having a

higher access time or a hit time if the data still resides in the cache. These hit and miss

times reveals the user’s secrets to the attacker.

Figure 2.4: Cache PRIME+PROBE attack

To conduct a cache based Prime+Probe timing attack, the cache requires to be

shared among multiple processes. Manufacturers doesn’t make the cache information public

and the attackers require to reverse engineer the cache architecture. Cache level and it’s
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inclusiveness property plays an important role in executing this cache based attack as well.

If the attacker uses the lowest cache level, e.g. Last Level Cache (LLC), as the attack

surface, then the higher level caches require to be cleared for the memory load request to

reach the target cache level. If the caches are not inclusive, the higher level would require

an explicit eviction. However, if the caches are inclusive, then cache replacement at the

lower level would also evict data from the higher level as well, relieving the attacker from

explicit eviction.
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Chapter 3

Heterogeneous Attacks on Shared

Microarchitectural Resources:

Integrated GPU-CPU cross

component attacks

The goal of this work is to investigate is the feasibility of software-based microar-

chitectural attacks on integrated heterogeneous systems. These systems consist of multiple

components with different computational models and different connectivity within the sys-

tem. Our goal is to demonstrate how microarchitectural contention can be leveraged by

such systems to leak information across heterogeneous components (in our case, a CPU and

a GPU or vice versa). We identify that contention arises in at least two forms: on shared

microarchitectural structures such as the Shared Lowest Level Cache (LLC), or contention
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on shared interconnect which does not hold state. In this chapter, we focus on the first

form of these attacks, leveraging the shared LLC.

As the first known microarchitectural attack across heterogeneous components, we

had to identify and overcome a number of challenges, that we believe will be common to

this class of attacks. First, the computational model is significantly different across the two

different components introducing asymmetry in how they can generate the accesses. Second,

the view of the shared resource within the memory hierarchy is substantially different from

the two components, which significantly complicates the attack. We also had to identify

and solve other challenges that are perhaps more specific to our attack environment.

3.1 Introduction

Graphics Processing Units (GPUs) are ubiquitous components used across the

range of today’s computing platforms, from phones and tablets, through personal comput-

ers, to high-end server class platforms. Current desktop CPUs are essentially Systems-on-

Chips (SoCs) as they are comprised of different computational components, CPU cores and

accelerators, within the same die aimed towards accelerating varied workloads. One of the

most frequent accelerator are the integrated GPUs to accelerate the graphics and screen

rendering. Intel based integrated GPUs comprised of 60% of the GPU market share among

the total GPU sold in 2021. Integrated GPUs are computationally less powerful to it’s

discrete counterpart resulting in sharing several microarchitectural components like the last

level cache, bus, RAM.

Integrated GPUs share some resources with the CPU and as a result, there is
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a potential for microarchitectural attacks from the GPU to the CPU or vice versa. In

recent years, micro-architectural covert and side channel attacks have been widely studied

on modern CPUs, exploiting optimization techniques and structures to exfiltrate sensitive

information. Modern computing systems are increasingly heterogeneous, consisting of a

federation of the CPU with GPUs, NPUs, other specialized accelerators, as well as memory

and storage components, using a rich interconnect. It is essential to understand how micro-

architectural attacks manifest within such complex environments (i.e., beyond just the

CPU).

Although covert channels have been demonstrated on a variety of CPU structures,

as well as on discrete GPUs [40,41,67,69], we believe our attacks are significantly different

from prior work because they operate across heterogeneous components. Specifically, to the

best of our knowledge, all prior demonstrated covert channels are symmetric, with both the

sender and receiver being identical: typically threads or processes access a resource that they

use to create contention. In contrast, cross-component attacks occur between two entities

that can have substantially different computational models, and that share have asymmetric

views of the resources. As a result, not only does the attacks necessitate careful reverse

engineering of asymmetric views of the resource from both side, it also requires solutions

to new problems that arise due to the asymmetry in sharing the resources. Moreover,

we believe this is the first attack demonstrated on heterogeneous environments, providing

important insights into how this threat model manifests in such systems, and extend our

understanding of the threat model and guide further research into defenses.

An iGPU is integrated on the die with the CPU and shares resources such as
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the last level cache and memory subsystem with it. This integration creates the poten-

tial of new attacks that exploit common resources to create interference between these

components, leading to cross-component micro-architectural attacks. Specifically, we de-

velop covert channels (secret communication channels that exploit contention) on integrated

heterogeneous systems in which two malicious applications, located on two different com-

ponents (CPU and iGPU) transfer secret information via shared hardware resources. We

demonstrate for the first time the vulnerability of these types of widely-used systems to

microarchitectural attacks.

These cross-component attacks require solving new problems due to the asymmet-

ric nature of the two communication ends (one on the CPU, and the other on the GPU).

These problems include the different views of the memory hierarchy, the need for synchro-

nization across heterogeneous components with frequency disparity, reconciling different

computational models and memory hierarchies, and creating reliable fine-grained timing

mechanisms. We also demonstrate the possibility of the more dangerous side-channel at-

tacks. These new attacks provide concrete examples for the first time of cross-component

attacks in heterogeneous systems, expanding our understanding of microarchitectural at-

tacks and guiding mitigation strategies.

In this chapter, we are going to discuss about the covert channel created due to

contention through directly shared microarchitecture resources like the shared the lowest

level of the cache (the LLC). We have developed a Prime+Probe covert channel attack

using the shared LLC. The LLC based channel achieves a bandwidth of 120 kbps with an

error rate of 2%. We also demonstrate a prime and probe side channel attack where the

25



GPU is able to spy on LLC accesses generated by the CPU.

In summary, the contributions of our work are:

• We present a new class of attacks that span different components within a heteroge-

neous system.

• We show a number of new challenges that arise in cross-component attacks due to

the asymmetry between the two communication ends. These include matching the

attack cycle from two different computational models with different clock cycles, and

reverse engineering and understanding asymmetric views of the memory hierarchy, as

well as others. We believe that some of these issues generalize beyond our specific

environment.

• We build a proof of concept prime-probe side-channel attack with GPU spying on the

cache activity of the CPU.

3.2 Background and Threat Model

In this section, we introduce the organization of Intel’s integrated GPU systems,

to provide the background necessary to understand our attack. We also present the threat

model, outlining our assumptions on the attacker’s capabilities.

3.2.1 Intel Integrated CPU-GPU systems

Traditionally, discrete GPUs are connected with the rest of the system through

PCIe bus, and have access to a separate physical memory (and therefore memory hierarchy)

than that of the CPU. However, starting with Intel’s Westemere in 2010, Intel’s CPUs have
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Figure 3.1: Intel SoC architecture

integrated GPUs (iGPU ) incorporated on the same die with the CPU, to support increas-

ingly multi-media heavy workloads without the need for a separate (bulky, expensive, and

power hungry) GPU. This GPU support has continued to evolve with every generation pro-

viding more performance and features; for example the Iris Plus on Gen11 Intel Graphics

Technology [32] offers up to 64 execution units (similar to CUDA cores in Nvidia termi-

nology) and at the highest end, over 1 Teraflop of GPU performance. For general purpose

computing on integrated GPUs, the programmer uses OpenCL [46] (equivalent to CUDA

programming model on Nvidia discrete GPUs [76]). Based on the application, programmers

launch the required number of threads that are grouped together into work-groups (similar

to thread blocks in Nvidia terminology). Work-groups are divided into groups of threads

executing Single Instruction Multiple Data (SIMD) style in lock step manner (called wave-

fronts, analogous to warps in Nvidia terminology). In integrated GPUs the SIMD width is

variable, changing depending on the register requirements of the kernel.

iGPUs reside on the same chip and connect to the same memory hierarchy as
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Figure 3.2: Intel integrated GPU architecture

the CPU (typically at the LLC level). Figure 3.1 shows the architecture of an Intel SoC

processor, integrating four CPU cores and an iGPU [30]. The iGPU is connected with CPUs

and the rest of the system through a ring interconnect: a 32 byte wide bidirectional data

bus. The GPU shares the Last Level Cache (LLC ) with the CPU, which serves as the last

level of the GPUs cache hierarchy. The GPU and CPU can access the LLC simultaneously.

However, there is an impact on the access latency due to factors such as delays in accessing

the bus and access limitations on the LLC ports. We characterize the contention behavior

in Section 4.4. The GPU and CPU share other components such as the display controller,

the PCIe controller, the optional eDRAM controller, and the memory controller.

The architecture of the iGPU is shown in Figure 3.2. A group of 8 EUs (analogous

to CUDA cores) is consolidated into a single unit which is called a Subslice (similar to SM

in Nvidia terminology) and typically 3 subslices create a Slice. The number of slices varies
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with the particular SoC model even within the same generation, as the slices are designed

in a modular fashion allowing different GPU configurations to be created. Experimentally,

we discovered that multiple work-groups are allocated to different subslices in a round-robin

manner. The global thread dispatcher launches the work-groups to different subslices. A

single SIMD width equivalent number of threads in a single subslice is launched to EUs

in a round-robin manner as well. A fixed functional pipeline (not shown in the figure) is

dedicated for graphics processing.

The iGPU uses three levels of cache (in addition to the shared LLC). The first two

levels, L1 and L2, are called sampler caches and are used solely for graphics. The third level

cache, L3, is universal and can be used for both graphics and computational applications.

We explain the organization of the L3 cache in more detail in Section 3.3.4. In each slice,

there is also a shared local memory (SLM), a structure within the L3 complex that supports

programmer managed data sharing among threads within the same work-group [30].

3.2.2 Threat Model

In a covert channel, two processes (a Trojan sending data to a Spy) communicate

covertly using an indirect channel. Previously established covert channels were between

similar processes and within the same physical device, either a CPU [64] or GPU [67],

but not spanning both. In contrast, our covert channel differs in that the trojan and the

spy processes communicate across different heterogeneous components, each featuring a

different execution model, memory hierarchy and clock domains. Specifically, the trojan

process launches a kernel on the GPU and the spy process operates completely on the CPU

during communication. We also demonstrate the communication in the other direction (in
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fact, we implement bidirectional covert channels). We explore two different covert channels,

one using a Prime+Probe style attack on the LLC, and another that uses contention as the

two processes concurrently access a shared resource to implement the communication. In

this chapter, we are going to look into the LLC based covert chanel in detail.

We assume that the trojan and spy processes are both separate user-level processes

without additional privileges, one running on the GPU and another on CPU. There is no

explicit sharing between them (for example sharing of memory objects). The communication

on the LLC occurs over pre-agreed sets in the cache. Such agreement is not required in a

contention based attack and can be relaxed by dynamically identifying sets to communicate

(but we do not pursue such an implementation). On the GPU side of our attacks, the

program uses the GPU through user-level OpenCL API calls (we suspect that channels

could also be established using OpenGL or other graphics calls). All of our experiments are

on a Kaby Lake i7-7700k processor, which features an integrated Intel’s Gen9 HD Graphics

Neo. We use OpenCL version 2.0 (Driver version 18.51.12049), running Ubuntu version

16.04 LTS (which uses Linux Kernel version 4.13). The attacks were developed and tested

on an unmodified but generally quiet system (not running additional workloads) on the

GPU side of the attack. Current iGPUs are not capable of running multiple computation

kernels from separate contexts concurrently and therefore no noise is expected on the GPU

side.
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3.3 LLC-based Covert Channel

This section presents the first covert channel attack: a Prime+Probe channel using

the shared LLC cache. Prime+Probe is one of the most common strategies of cache-based

attacks [85]; it is also one of the most general strategies because it does not require sharing

of parts of the address space as required by other strategies, for example, those requiring

sharing to be able to flush data out of the caches. In Prime+Probe, first the spy process

accesses its own data and fills up the cache (priming). Next, the trojan either accesses its

own data (replacing the Spy’s) to communicate a ”1”, or does nothing to communicate a

”0”. Finally, the spy can detect this transferred bit by re-accessing its data (probe) and

measuring the access time. If the time is high, indicating a cache miss, it detects a ”1”,

otherwise a ”0”.

3.3.1 Attack Overview and Challenges

In this attack, the CPU and GPU communicate over the LLC cache sets. Figure

3.3 depicts the overview of the attack. We illustrate the attack at a high level using a trojan

process launched on the GPU, communicating the bits to the CPU but the opposite is also

possible. The Spy process which is receiving the bits is launched on the CPU. Communica-

tion from GPU to CPU is a 3 step process. The first two steps are for handshaking before

the communication to make sure that the two sides are synchronized, which is especially

important for heterogeneous components that can have highly disparate communication

rates. The GPU initiates the handshake by priming the pre-agreed cache set and letting

the CPU know that it is ready to send. Once the CPU receives the signal by probing the
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same cache set, the CPU acknowledges it back by priming a different cache set and sending

ready to receive signal back to GPU in the second phase. GPU receives ready to receive

signal by probing the same cache set that was primed by CPU. This ends the handshaking

phase and the attack moves to the third step when GPU sends the data bit to CPU. For

sending 1, GPU primes the LLC cache set that is probed by CPU. If GPU wants to send 0,

it doesn’t prime the cache set but CPU still probes. This 3 phase communication repeats

communicating the secret bits covertly from the GPU process to the CPU process.

Figure 3.3: LLC based CPU-GPU covert channel overview

Although at a high level this attack strategy is similar to other covert channel

attacks, there are a number of unique challenges that occur when we try to implement the

channel between the CPU and GPU. The challenges generally arise from the heterogeneous

nature of the computational models on the two components, as well as the different memory

hierarchies they have before the shared LLC. We overview these challenges and our approach

to them briefly next.

• Lack of a GPU timer: Prime+Probe attacks rely on the ability to time the differ-
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ence between a cache hit and a cache miss to implement communication. Usually, a

user-level hardware counter is available on the system to measure the access latency.

While this is true on the CPU side, unfortunately, OpenCL on iGPUs does not pro-

vide any such means to the programmer. We describe this problem and the custom

user-level timer we develop to overcome it in Section 3.3.2.

• Using SVM to reverse engineering the shared LLC from the GPU: Modern

GPUs come with their own page tables and paging mechanisms. When a CPU process

initializes and launches the GPU kernel, the CPU page table is shared with the GPU

in this scenario. This sharing allows us to reverse engineer the cache from the CPU

using established techniques [110] and use these results on the GPU.

• Asymmetric view of LLC from GPU cache hierarchy: We discover that the

view of the LLC from the GPU is substantially different from the CPU–this is a

type of problem that arises due to the asymmetric nature of the channel. Within the

iGPU, there are three more levels of cache. We discover that the GPU caches are not

inclusive relative to the LLC (unlike the CPU caches), which requires us to understand

the GPU L3 (L1 and L2 are disabled by OpenCL) in detail in order to control evictions

from it rather than relying on inclusivity to cause evictions. Another unique problem

arising in this environment is that the indexing of the GPU L3 is dissimilar to that

of the LLC: the eviction set for the GPU L3 can map to different LLC sets and cause

significant noise, which is atypical in modern cache hierarchies. We needed to find

controlled eviction sets (which we call pollution sets) at L3 level such that the targeted

LLC sets are evicted from L3 by the pollution sets without causing spurious accesses
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to the sets we are using in the LLC. We describe this challenge in Section 3.3.4.

• Matching the communication rate across heterogeneous components: Since

the spy and the trojan use completely different computation models operating at

substantially different clock rates, determining how to best implement the channel to

improve bandwidth and reduce noise is also a new problem introduced by asymmetry.

We address this problem by a combination of trying to match the access rate by using

the parallelism on the GPU, but also by optimizing the length of the prime-probe

loop on the two communication ends.

3.3.2 Building Custom Timer

Access to a high-resolution timer is essential to the ability to carry out cache

based covert channels; without it we are unable to discriminate a cache hit from a cache

miss, which is the primary phenomena used in the communication. Although Intel based

integrated GPUs have a timer, by default, the manufacturer does not provide an interface

to query it in OpenCL based applications. OpenCL programs executing on Intel devices are

compiled using the Intel graphics compiler (IGC) [7, 31]. In debug mode, it is possible to

query an overloaded timer function in the program. This is not available to the programmer

in default mode and requires a superuser’s permission for installation. In our end-to-end

covert channel threat model, the attacker has no privileged access. Therefore, we need

to come up with an alternative approach to measure the access latency within the GPU

application.

We leverage GPU parallelism and hardware Shared Local Memory (SLM) to build
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the custom timer. Shared local memory in Intel based iGPUs is a memory structure, shared

across all EUs in a subslice. 64 Kbytes of shared local memory is available per subslice.

Shared local memory is private to all the threads from a single work-group. We launch a

work-group for which a certain number of threads are used to conduct the attack and the rest

of the threads are used to increment a counter value stored in shared memory. The threads

that are responsible for carrying out the attack read the shared value as timestamps before

and after the access to measure the access time (the principle of this technique was used

in CPU attacks on the ARM where the hardware time is not available in user mode [53]).

Due to branch divergence within the wavefronts (SIMD width of threads), the execution of

two groups of threads in a single wavefront gets serialized. To avoid such effects, we use the

threads in the first wavefront to access the cache, and threads in other wavefronts of the

same work-group to count. Note that all of these threads (from several wavefronts) form

a single work-group, assigned to the same subslice, and are able to use the same shared

memory.Each LLC cache set consists of 16 ways that can be probed in parallel from the

GPU using 16 threads (thread id 0 - 15). However, the timer should start from wavefront

boundary i.e. above 32 threads (thread ID>31) to avoid branch divergence. Accordingly,

the threads involved in conducting the attack are threads 0 to 15 while the counter increment

is implemented by threads 32 and above to the end of work-group. Ideally only 2 wavefronts

can be used one for probing and one for the timer. However, we found out that the timer

resolution obtained by using a single wavefront is not adequate to distinguish between access

latency of different memory hierarchy levels; we used all remaining 224 threads to implement

the counter.
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Algorithm 1: Custom Timer Algorithm

1 volatile local counter

2 cl uint start,end,idxVal

3 cl ulong average

4 cl float access time

5 if thread ID>SIMD length then

6 for i = 0; i < n; i = i+ 1 do

7 atomic add(counter,1)

8 end

9 else

/* Measure time over x accesses */

10 if thread ID<16 then

11 average= 0

12 idxVal = idx buffer[thread ID ]

13 for i = 0; i < x; i = i+ 1 do

14 start = atomic add(counter,0)

15 idxVal = data buffer[idxVal]

16 end = atomic add(counter,0)

17 average + = end − start

18 end

19 access time = (cl float)(average/x )

/* Clear data from L3 but not LLC */

/* Repeat 5 to 19 for LLC access */

/* Repeat 5 to 19 again for L3 access */
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Figure 3.4: Custom Timer Characterization

Algorithm 1 demonstrates the custom timer code inside the GPU kernel. Data

accessed from the iGPU, using OpenCL, can get cached into the LLC and the L3. To

conduct a covert channel attack, the attacker needs to distinguish 3 levels of access time,

i.e. system memory, LLC and L3. In line 1 of algorithm 1, the variable volatile local

counter is declared, which is used as the timer. The volatile keyword makes sure that the

counter variable is not cached inside the thread’s registers. The timer variable is declared

in the shared memory of the device using the local keyword. Shared memory uses a

separate data path than that used for accessing L3, which makes sure that there is no

resource contention that can lead to erratic counter updates. To test the custom timer, we

launched a kernel with 1 work-group consisting of the max number of threads per work-

group. Threads over a single wavefront are used to increment the counter atomically as

shown in lines 5 - 8 in the if section of the algorithm. Atomic operation on the variable

ensures that the variable is accessed and incremented properly. In lines 9 - 18, the data is

accessed and the value of the counter is read atomically. A number (x ) of memory accesses is

timed and averaged. The first access represents the measurement from the system memory.
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To measure the access time from the LLC, the data is cleared from the L3 but made sure

that it is not cleared from the LLC and then 5 - 19 is repeated to measure the access time

from LLC. Now as the data is both cached in LLC and L3, repeating steps 5 - 19 yields the

L3 access time. Figure 3.4 shows our experiment with the timer measuring access time from

the different levels of the hierarchy (shown in different colors). The access times obtained

from the counter values are clearly separated enabling us to distinguish between accesses

from the three levels of hierarchy.

3.3.3 Building LLC Conflict Sets from both CPU and GPU

The next challenge in the attack is the formation of eviction sets (addresses which

has the same cache set) to be able to prime and probe the sets used in the attack [96]. We

first briefly describe this process from the CPU side which is similar to other attacks on the

LLC. However, building an eviction set from the GPU side in a way that is compatible with

the sets built on the CPU side presents challenges that we overcome by leveraging OpenCL

Shared Virtual Memory (SVM) and zero copy feature.

Deriving LLC conflict sets from the CPU: Modern LLCs are divided into a number

of slices that vary with the processor architecture. The cache slice selection depends on a

complex index hashing scheme designed to evenly distribute the addresses across the slices.

The Intel architecture that we are using has 8 MB last level cache divided into 4 slices of

2 MB each. The cache is 16-way set associative, with 64-byte cache lines (a total of 2048

cache sets per slice). We use approaches proposed by prior work [36, 43, 63, 110] to reverse

engineered index hashing. On our processor, we discover that the index hashing algorithm

selects a slice using 2 bits computed as follows. We use huge pages, which are available to
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user-level code, to avoid having to resolve the virtual to physical mapping and simplify the

attack.

S0 = b36 ⊕ b35 ⊕ b33 ⊕ b32 ⊕ b30 ⊕ b28 ⊕ b27 ⊕ b26 ⊕ b25 ⊕ b24 ⊕ b22 ⊕ b20 ⊕ b18

⊕b17 ⊕ b16 ⊕ b14 ⊕ b12 ⊕ b10 ⊕ b6

(3.1)

S1 = b37 ⊕ b35 ⊕ b34 ⊕ b33 ⊕ b31 ⊕ b29 ⊕ b28 ⊕ b26 ⊕ b24 ⊕ b23 ⊕ b22 ⊕ b21 ⊕ b20 ⊕ b19

⊕b17 ⊕ b15 ⊕ b13 ⊕ b11 ⊕ b7

(3.2)

Building GPU LLC conflict sets using SVM: Deriving the conflict set from the GPU

side is complicated by the fact that the GPU has its own page tables [33] which are different

from the CPU ones. Therefore, we need to form the LLC eviction set from GPU side as well.

To simplify this problem, we observe that OpenCL on intel GPUs allows the programmer

to allocate memory with the same virtual address space using Shared Virtual Memory

(SVM) [29] and the same physical address space through zero-copy buffers [28] from the

user level. Specifically, when a CPU process initializes and launches the GPU kernel, on

shared pages the eviction set identified from the CPU side also holds for the GPU after the

GPU kernel is launched. Please note that this sharing is within the address space of the

process launching the GPU side of the attack; no sharing is required between the Spy and

Trojan.

3.3.4 Bypassing GPU Caches and handling memory view asymmetry

One of the challenges of generating the Prime+Probe pattern from the GPU is

that memory accesses are filtered through the L3 cache on the GPU side (L1 and L2 are

39



used only for graphics workloads on this system, or otherwise they have to be bypassed as

well). We address this problem by generating an access pattern to remove the LLC conflict

set addresses from the GPU cache so that when they are accessed again they cause an access

in the LLC (which is necessary to carry out the Prime+Probe). Thus, to be able to create

such reference patterns, we must first reverse engineer the L3 cache on the GPU.

A standard approach to last level caches leverages the cache inclusiveness prop-

erty [110]; in fact, relaxing inclusion has been even proposed as a defense against these

attacks [44]. With inclusive caches, data evicted from the lower level of caches also gets

evicted from the higher level caches. As a first step of understanding the L3, we first deter-

mine whether it is indeed inclusive: we discover that it is not, providing another example of

the challenges posed due to the asymmetric nature of cross-component channels. Next, we

reverse engineer the structure of the cache, and finally, develop conflict sets that allow us to

control the traffic that gets presented to the LLC. We discover another problem that occurs

due to the asymmetry of the caches: the hash function used to index the L3 GPU cache is

incompatible with the hash function for the LLC. Specifically, addresses that cause eviction

in a single set in the GPU cache may hash to multiple sets in the LLC, causing unexpected

self-interference. We had to understand this effect to come up with access patterns that

avoid self-interference. We describe our reverse engineering experiments next.

L3 inclusiveness: To check whether the L3 is inclusive, we carried out the following

experiment. We create a buffer shared by the CPU and the GPU and identify a set of n

addresses that are accessed first by the GPU. Initially, the caches are cold, and the data

is brought from memory and cached in both LLC and L3. Next, the CPU accesses the
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same data bringing it into its caches, and then flushes the data removing it from all the

cache levels using clflush. If the LLC is inclusive of the L3 cache, the removal of the flushed

data from the LLC will cause back-invalidations to evict the data from the L3 cache of the

GPU as well. Repeating and timing the accesses on the GPU, we observed that the data is

accessed from L3, indicating that the L3 cache is not inclusive.

Constructing L3 Conflict Sets considering effect on LLC: Due to the GPU parallel

execution model, the associativity of the L3 cache is substantially higher than the LLC

(64-way, vs 16-way for the LLC). Due to this mismatch in size, and in the index hashing

(how addresses get mapped to sets in the caches), coming up with a conflict set for LLC

introduced a novel challenge: we had to find a way to spill addresses from the L3 to the

LLC without causing self-interference due to the additional addresses necessary to cause

eviction from the higher associativity L3. We describe our reverse engineering effort of the

L3, and how we addressed this problem, next.

The L3 is organized into slices with slice of size 768 KB. A slice is further divided

into 4 cache banks each configured into 128 KB of L3 cache and 64 KB of Shared Local

Memory (SLM). As shown earlier in Figure 3.2, when SLM is declared, SLM has a dedicated

access pathway, which is separated from L3–this facility was critical to enable us to build

the counter in SLM without interfering with the cache accesses. During the attack phase

on the LLC, we start with the addresses that are in the same LLC set and slice (selected

from the LLC eviction set earlier). In both priming and the probing phases, these addresses

need to be evicted from the L3 so that they can be observed at the LLC level during the

implementation of the prime and probe. Given that the L3 is non-inclusive, the addresses
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cannot be evicted from the CPU counterpart, and instead need to create an eviction set

on L3 from the GPU side to conduct a successful attack, we call this L3 eviction sets as

pollution sets to discriminate them from the conflict sets needed to evict values from the

LLC.

Due to the larger associativity of the GPU L3, we need a larger set of addresses

in the pollution set to cause the eviction of the LLC target addresses. During these ex-

periments, we discovered that the hash indexing function of the GPU L3 is inconsistent

with that of the LLC: the pollution set for a cache set on the L3 can map to different LLC

sets, causing a mismatch between the pollution set and eviction set, and introducing self-

interference in the attack. We reverse engineer the relationship between them to discover

that the 64 ways of the L3 are strided across 4 different sets in the LLC across the 4 LLC

slices. If we blindly produce the pollution set, many of the addresses in it would also cause

accesses to the target LLC set, causing self-interference and failure of the attack. Consider

the target addresses t0, t1 to t15 as shown in Figure 3.5 that are mapped to the same LLC

cache set (A) which resides on slice (0) of the LLC. These addresses also map to the same

cache set in L3. During the attack phase, these addresses need to be evicted from L3 (and

eventually the LLC). If we simply create an eviction set for L3, these addresses have an

equal chance to hash into any of the 4 slices in the LLC at the same set position. Without

controlling where they hash, this will cause interference with the target LLC set (addresses

p0, p1 . . . p64 on the figure also accessing the target LLC set.)

To understand the relationship between the mapping within the L3 cache and

the corresponding mapping within the LLC, we first conduct a standard pointer chasing
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experiment to derive conflict sets within the L3 similar to prior work [38]. Once we have

conflict sets in the L3 we study how they hash across the cache banks in both the L3 and

LLC. The L3 cache is partitioned into 4 banks and each bank is again partitioned into 8

sub-banks. The number of sets per cache bank is 32 that requires 5 bits in the address bits

for mapping. There are 4 cache banks which require additional 2 bits in the address for

mapping. Each cache bank is again divided into 8 cache sub-banks which require additional

3 bits in the address. As a result, a total of 10 bits (5 bits for cache set + 2 bits for cache

bank + 3 bits for sub-banks) determine the set of the L3 in which a cache line resides. We

discovered that these bits are the LSB bits of the address after accounting for the cache line

offset bits–that is, there is no index hashing in L3. To verify the eviction set, we gathered

the addresses with the same 16 bits in the LSB and conducted the eviction set test. As

the replacement policy is pseudo-LRU (pLRU) [34], accessing the other addresses multiple

times (5 times or more in our experiments) guarantees stable eviction of the target address

through the pLRU.

To evict target addresses from both L3 and LLC without causing interference to

the LLC, we constrict the target addresses for the pollution set to hash to a different slice

than the slice where the target LLC line resides. We accomplish this by working with the

index hashing function for the LLC presented in Equations 3.1 and 3.2. That is, addresses

from the LLC conflict set all hash to the same slice per these two equations; we pick the

addresses in the pollution set such that they hash to the other three slices as shown in

Figure 3.5.
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Figure 3.5: LLC and L3 eviction set mapping. In this figure, we show a single set on

the GPU L3 which is 64-way set associative. The target addresses need to be evicted

which requires us to come up with the eviction set shown in blue. The cache lines in

this set can hash into any one of 4 sets in the four slices of the LLC cache set; each

LLC set is 16-ways. We have to make sure that only the target address set hash to

the slice where the target set resides to avoid creating self-interference.
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3.3.5 Putting it all together–LLC Channel

As shown in Figure 3.6, the spy process is launched on the CPU side (CORE

0). CPU CORE 1 launches the GPU trojan process in step 1. Before each bit transfer, a

handshaking takes place in steps 2 - 5 to ensure synchronization of spy and trojan. The

actual bit transmission is done in steps 6 and 7. A separate LLC cache set is used in each

phase of the attack. To conduct the attack, we launched one work-group that is allocated

to a sub-slice. The implementation requires synchronization between threads which can

only be obtained within a work-group. We launch the maximum number of threads (256

threads) permissible within a single work-group. The first 16 threads are used to perform

the prime+probe attack. The threads above the wave-front boundary (32) are used to

perform the custom counter increment.

Figure 3.6: LLC based CPU-GPU covert channel details

The GPU initiates handshaking as data is transferred to the CPU. First, the GPU

trojan process signals that it is ready to send the data. Step 2 indicates that GPU primes
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LLC set SA and then probing is done from the CPU side as shown in step 3. After GPU

priming is over, the CPU spy process probes the same set SA as shown in 3. The second

phase of the handshaking indicates to the GPU trojan process by the CPU spy process that

it is ready to receive. The CPU primes the LLC set SB in step 4. The GPU then probes

SB in step 5. Probing on the LLC from the GPU side requires eviction on the L3 level

again. We use our custom timer to measure the delay as described in subsection 3.3.2.The

two sides are now ready to exchange the data bit over LLC set SC as shown in steps 6

and 7. The priming step 6 on the GPU side is similar to step 2 in the first phase of the

handshaking. The probing step 7 on the CPU side is similar to step 3. Step 1 is conducted

once to launch the kernel on the GPU side. Steps 2 - 7 are conducted within the kernel in

a for all loop for the number of bits that are required to be transferred.

We also built a reverse channel where the Trojan is on the CPU communicating to

a Spy on the GPU. The attack details are similar to the opposite direction channel described

above, but with the roles reversed. Specifically, the CPU initiates the handshake by priming

set SA while the GPU receives it by probing the same set. Next, the GPU sends a ready to

receive signal by priming set SB, and the CPU probes the same set to receive it. Finally,

the CPU sends the communication bit to the GPU using set SC .

3.4 Evaluation

In this section, we evaluate the two covert channels in terms of channel bandwidth

and error rate.

LLC-based Covert Channel: The GPU L3 cache is non-inclusive which requires it to
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Figure 3.7: LLC bandwidth (different L3 eviction strategies)

be filled to overflow and access the LLC. Figure 3.7 shows the bandwidth of the channel

on both directions (CPU-to-GPU and GPU-to-CPU channels) based on different strategies

to overflow the L3. The naive way to establish the covert channel can be performed by

clearing the whole L3 cache (we can use the GPU parallelism to accelerate this process);

the advantage here is that we do not have to reverse engineer the L3 organization. How-

ever, clearing up the whole L3 data cache of 512 KB, even with thread-level parallelism,

substantially reduces bandwidth. Figure 3.7 shows the bandwidth of the LLC based covert

channel is 1 kb/s, when the whole L3 is cleared in every iteration. We improved this with

our precise conflict set construction that eliminates interference from L3 to LLC which we

described earlier in the paper. This bandwidth we achieved using this technique, is 70 kb/s

for GPU-to-CPU channel (67 kb/s for CPU-to-GPU channel). Further optimization was

achieved by carrying out the complete L3 reverse engineering and creating its eviction sets,

determining the addresses that are in the same L3 set for precise eviction of the target

addresses increasing bandwidth to 120 kb/s (118 kb/s for CPU-to-GPU channel). The
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error percentage observed was 2% (6% for CPU-to-GPU channel). We achieved a stable

channel with a low error rate and high bandwidth through our optimization of precise L3

set eviction. However, the error rate is higher in the case of CPU-to-GPU channel.

Figure 3.8: Error and BW with number of LLC sets

To reduce the error rate and increase channel resilience we used multiple LLC sets.

Monitoring cache misses over multiple sets provides us with better resolution than using

a single set for communication. However, the redundancy causes a reduction in available

bandwidth; potentially we could have used these multiple sets to communicate multiple bits

in parallel. Figure 3.8 shows the bandwidth and error rate with respect to the increasing

of number of LLC sets. When we are using only 1 set then the error rate is 7% for GPU-

to-CPU channel (9% for the CPU-to-GPU channel), which reduces to 2% as the number

of sets doubled. For CPU-to-GPU channel that error rate reduces to 6%. However, the

bandwidth reduces by 6.25% from 128 Kb/s to 120 Kb/s which is an acceptable reduction

given the error rate reduces by more than 71%. The bandwidth reduces to 118 Kb/s from

48



125 Kb/s by doubling the cache set in the cases of CPU-to-GPU based channel. Increasing

the number of sets does not provide any improvement in the error rate. However, the

bandwidth reduces at a steady rate. In our attacks, we used 2 sets for all the 3 stages of

attack resulting in using 6 LLC cache sets.

3.5 Side Channel: Tracking user’s cache activity

Figure 3.9: Memorygram of the cache activities of 4 cache sets

To demonstrate the efficacy of our attack model we designed a proof of concept

prime+probe based side-channel attack that spies on the LLC sets from the GPU side and

observes the CPU side cache activities. We represent the cache activities in the form of

memorygram [81] where the cache misses distribution are demonstrated over a period of

time. In our experimental design, we have monitored cache sets in parallel from the GPU

side measuring the cache activities occurring on the CPU side. A thread block is assigned
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a cache set under observation. On the CPU side, we have accessed 2 cache sets in a loop.

Cache set 4 is accessed first in a loop with almost no delay in the subsequent accesses. After

that cache set 2 is accessed with a fixed delay in the subsequent accesses of the cache set.

Figure 3.9 shows the memorygram of 4 LLC sets. The X-axis represents time steps and

Y-axis represents the cache set number. Each of the yellow vertical lines represents cache

miss on that particular time step. The memorygram shows the interested sets as well as

it’s neighboring sets to better visualize the rate of cache activities.

The cache activity pattern of the application is seen in the memorygram. For

example, a high number of accesses occurs in a shorter number of time steps (500-3000) in

cache set number 4. This due to high frequency access of the set in a loop without any delay

in between accesses. After time step 3000, the activity reduces in cache set number 4 as the

CPU side application now starts accessing cache set number 2 with a delay in subsequent

accesses. The access starts after 3000 and continue till time step 10000. Other accesses

observed are due to noise from other activities in the system. From the memorygram it is

evident that the user-level activities can be monitored from the GPU side
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Chapter 4

Contention based covert channel

on Integrated CPU-GPU systems

Having demonstrated attacks on shared resources, we next explore whether attacks

are possible using shared buses and interconnect. In these type of resources, there is not

stored state who eviction we can use to detect leakage. Instead, contention can lead to

slowing access through the contested resource, an effect which can be used to modulate

information. Such channels are more tricky the build since the timing is critical: contention

can be created/observed only when the two sides are active simultaneously.

The desktop processors comprising of the integrated GPU and CPU within a single

die, are connected together with the rest of the system through a shared bus called the ring

bus. Both the computational components uses the ring bus for all the transmission purposes.

As the computational components operates independently, their simultaneous usage would

give rise to an observable increased traffic in the ring bus. The remainder of the chapter
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discusses in detail about the detail of our threat model and the attack methodology.

4.1 Introduction

Even with absent direct sharing of stateful microarchitectural components (such

as the LLC), contention may arise when the two components share a bandwidth or capacity

limited microarchitectural structure such as buses or ports. In such situations, measurable

contention can also be achieved if the two processes running on the two components access

the same structure concurrently (observing slowdowns). Although there are likely to be a

number of such shared contention domains on our system, we implement an attack based

on contention on the ring bus connecting the CPU and GPU to the LLC. Specifically, when

both the CPU and GPU generate traffic to the LLC, they each observe delays higher than

when only one of them does, providing a way to communicate two states by either creating

contention or not.

Since contention relates to concurrent use of the shared resource, it requires accu-

rate synchronization between the two sides, which is challenging in the presence of the clock

frequency disparity between CPU and GPU. The CPU runs at 4x the speed of the GPU

and the data access delay cannot be observed if the GPU data access is lower than a limit.

Through our systematic study, we identified the parameters that contribute in creating a

robust contention based channel with a low error rate and high bandwidth. We also devised

a parameter that controls the frequency disparity between the computational resources. We

describe the attack in more detail in the remainder of the chapter.
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4.2 Threat Model

The threat model of our contention based attack is shown in Figure 4.1. In our

contention based attack we established a covert channel attack on the shared ring inter-

connect. The trojan is located on GPU and spy is located on CPU. Both the trojan and

spy would access their own data simultaneously. In the process, the first access would be

from the main system memory. The accessed data then gets cached in all levels of caches.

The attackers on both sides accesses data that is greater than the higher level caches and

reaches the last level cache. We have used the reverse engineering knowledge from our

cache based attack to determine the data placement in the LLC. So here used hugepages to

determine the data placement in the LLC slice and set. The trojan and spy data are placed

in different sets. We haven’t made any special assumptions regarding the system state.

The GPU runs a single applications as our integrated GPUs doesn’t have support to run

multiple application simultaneously. On the CPU side, we don’t have any user application

running and only the system processes.
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Figure 4.1: Contention channel attack threat model

4.3 Attack Details

During the attack, the CPU and GPU generate addresses chosen from their own

pre-allocated memory buffers. The CPU and GPU buffers are chosen to map to different

LLC sets to avoid LLC conflicts distorting the contention signal. With the two processes

accessing disjoint sets in the cache, the contention occurs strictly on the shared resources

leading to the LLC.

The attack overview is present in Figure 4.2. The CPU process is launched in

CORE 0 and a GPU process is launched in CORE 1 as shown in steps 1 and 2. The

processes launch each carries out data allocation and initialization. The trojan process

launched on CORE 1 launches the GPU kernel as shown in step 3. The data is accessed

by the CPU and GPU simultaneously. The first access will warm up the cache and bring

the CPU and GPU data to the LLC, steps 4 and 5. Subsequent memory accesses would
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Figure 4.2: Contention channel attack methodology

hit the LLC and generate contention among the shared resources as shown in step 6. This

contention among the shared resources gets reflected during the data access by the CPU.

4.4 Contention Channel Implementation:

To build the covert channel, we need to identify different parameters that con-

tribute towards building the channel to be able to systematically create and optimize the

attack. For the CPU, TCPU is the time required to access SCPU bytes of data. With the

simultaneous access from the GPU, the access time is increased by TOV . The total time

TTOTALCPU
required to access the data from the CPU during the simultaneous GPU access

is given in Equation 4.1. The overhead created due to simultaneous access is a function

of the SGPU bytes of data accessed by GPU, a number of threads launched NUMThreads

and an Iteration Factor IF reflecting how many iterations the data is accessed as shown
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in Equation 4.2. One constraint is to keep both, CPU and GPU data, in the last level

cache. The total of SGPU and SCPU has to be less than the total size of the last level cache,

as shown in Equation 4.3. Another constraint is that the LLC sets that are mapped to

the CPU buffer should not coincide with the sets that are mapped to the GPU buffer, as

shown in equation 4.4. The last two constraints ensure that we avoid LLC misses and only

measure the latency due to contention on the ring bus. Communicating 1 and 0 through

the contention based channel is also related to the iteration factor IF . When 1 needs to be

communicated then the GPU accesses SGPU bytes of data for IF number of times to create

the contention. To communicate 0 the GPU does no access.

TTOTALCPU
= TCPU + TOV (4.1)

TOV = f(IF ).f(SGPU ).f(NUMThreads) (4.2)

s.t. SCPU + SGPU ≪ SLLC (4.3)

SCPU ∩ SGPU = ∅ (4.4)

On the CPU side of the attack, a buffer size of SCPU bytes has been created.

The accesses are done at an offset of cache line size of 64b. So the number of accesses is

equivalent to the number of cache lines in the allocated buffer. The data is accessed in a

random pointer chasing manner to lower prefetching effects that may cause replacements

of either the CPU or GPU data in the LLC. First, LLC is warmed up. The subsequent

accesses would be serviced from the LLC. The size of the buffer is chosen to ensure that

the data is evicted from local caches but not from the LLC. Each access time is measured

by clock gettime(). On the GPU side, the number of cache lines needed to be accessed is
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divided among the number of threads launched. The number of memory addresses that

each thread needs to access, numElsPerThread, is shown in Equation 4.5.

numElsPerThread =
number of cache lines

number of threads
(4.5)

One of the novel problems presented by asymmetric covert channels is that the two

sides have an asymmetric view of the resource; for example, the GPU and CPU operate at

different frequencies, and the GPU must overflow the L3 cache to generate an access to the

LLC, which unlike the CPU side requires deriving different conflict sets due to the different

indexing scheme. Without calibration, this mismatch can lead to inefficient communication,

reducing bandwidth and increasing errors. We introduce the notion of Iteration Factor IF

to allow us to align the two ends of the channel as shown in equation 4.2. For a given GPU

buffer size, the execution time varies based on the number of work-groups launched. IF

(the number of iterations the data is accessed on the GPU) ensures that the ratio of GPU

to CPU execution time is near 1.

4.5 Evaluation:

CPU and GPU access the LLC using asymmetric pathways and computational

models. This impacts the success rate of the communication between the two asymmetric

sides. Specifically the CPU operates at a rate of 4x compared to GPU operating frequency.

To conduct the attack the CPU and GPU requires to lessen the frequency disparity. To

overcome this challenge, we introduce the concept of Iteration Factors to match the rate

of communication between the two sides. Figure 4.3 shows the optimal iteration factor:
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Figure 4.3: Iteration Factor for different buffer sizes

keeping the CPU buffer size constant, as the GPU buffer size increases, the factor reduces

correspondingly to enable overlap between the two sides.

As discussed in Section 4.4, in our contention based covert channel, buffer size on

both CPU and GPU side and the number of work-groups that access to the GPU buffer,

affect the contention pattern and consequently the channel bandwidth and error rate. We

perform a search on the parameter space to obtain a channel with a low acceptable error rate

and high bandwidth. Figure 4.4 shows the evaluation results of the contention based covert

channel. The different graphs are for different GPU buffer size and a constant CPU buffer

size of 512 KB. The GPU buffer sizes that we considered are 1 MB and 2 MB. Each result

shows a confidence interval of 95% over 1000 runs of the experiment. The bandwidth and

the error rate are shown for different number of work-groups (in the X-axis). We obtained

an error rate that is lower than 2% for more than 90% of the configuration space. The

lowest error rate that we obtained is 0.82% for CPU buffer size of 512 KB, GPU buffer size

of 2 MB, and number of work-groups of 2. We can observe that the bandwidth follows the
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Figure 4.4: Bandwidth and error for bus-based channel

pattern of the error rate (lower bandwidth for low error rate).
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Chapter 5

Covert and Side Channel Attacks

on Multi-GPU Systems

GPUs have been an important computational platform enabling a variety of data

intensive workloads such as deep neural networks, scientific kernels, cryptocurrency mining

and many others. The size of these workloads continues to increase: for example, training of

large deep networks often requires both computational and memory resources that far exceed

those of a single GPU. In response to these trends, Multi-GPU platforms have emerged, and

are available both in cloud and high-performance computing cluster settings. For example,

the Nvidia DGX series [75] offers a number of server class GPUs that are interconnected

through a combination of proprietary high bandwidth interconnect (NVLink) and PCIe.

DGX class machines are available on most major cloud providers. It is likely that such

systems will continue to grow in terms of the performance of the components (GPUs,

interconnect and memory) as well as in the number of GPUs that can be supported on
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each machine.

In this chapter, we explore whether multi-GPU machines are vulnerable to both

covert channel and side channel attacks. Our work demonstrates for the first time that

microarchitectural covert and side channel attacks are also dangerous in the context of multi-

GPU systems. Specifically, we first reverse engineer the caches on multi-GPU systems, and

discover that they are shared in a Non-Uniform Memory Access (NUMA) configuration: the

L2 cache on each GPU caches the data for any memory pages mapped to that GPU’s physical

memory (even from a remote GPU). This observation enables us to create contention on

remote caches by allocating memory on the target GPU, which is the essential ingredient

enabling our covert and side channels. Specifically, we develop the firstmicroarchitectural

covert and side-channel attacks across GPUs in a multi-GPU servers (an Nvidia

DGX-1 server). In the covert channel attack, a trojan process is located on one GPU

transferring secret information to a spy which is located on another GPU. In our side channel

attacks, the malicious process can monitor the shared L2 cache from a remote GPU and

infer secrets about the victim process.

5.1 Reverse Engineering Cache Organization

In multi-GPU system, a GPU can access the memory of a remote GPU that is

connected via NVLink. Our attacks are cache based timing attacks. However, the cache

hierarchy and its properties is not well documented. For this reason, we reverse engineer

the cache hierarchy and its timing characteristics in this section.
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5.1.1 Caching organization and timing properties

In the first set of experiments, our goal is to understand the overall cache hierarchy

as well as the timing properties of different access types (hits vs. misses, local and remote).

The DGX-1 offers a uniform address space, and virtual pages can be allocated to physical

pages that belongs in any of the GPU HBM DRAM memory (i.e., a NUMA organization).

The Pascal GPUs have two levels of data cache, L1 and L2. A programmer can bypass L1

data caching by using specific data loading primitives (specifically, ldcg()). However, L2

data caching cannot be bypassed and all data and instructions get cached in L2.

In traditional cache-based timing attacks, an attacker needs to distinguish the

cache hit and miss time for different cache levels in order to identify data/cache sets being

accessed by the other process (either as part of a covert or side channel attack). In the cross-

GPU L2 based timing attack, the attacker needs to understand where data gets cached, and

the hit and miss timing properties of both local and remote GPU’s caches. Since our attack

relies on creating contention between a remote GPU and a local GPU, we developed a

microbenchmark to probe for these properties.

We allocate a buffer in the memory of one of the GPUs and use accesses to it to

derive both local and remote access times. To find both the remote and local access time,

we first populate the L2 cache with the data from a buffer in DRAM with the stride of

128 bytes which is the L2 cache line size for our Pascal 100 GPU architecture. We use the

ldcg() load primitive to load the data which allows the data to get cached in the L2 cache

only and avoids L1 caching. Each data access is followed by a dummy operation to make

sure the access is not optimized out by the compiler. The access time is measured using the

62



clock() function and is recorded in a shared buffer to avoid any contention in the L2 cache

as the access path of the shared buffer is separate than the main memory access path. This

first cold access shows the DRAM access time. We access the buffer again and measure the

access time which represents the L2 cache access time.

Figure 5.1: Accessing a remote GPU’s memory through NVLink

If we want to find local L2 hit and miss time, we first specify the current device

using cudaSetDevice. So if the local device is GPU A, then we allocate a buffer on the local

device on GPU A. To measure remote L2 hit and miss time, we need to set the remote

GPU A as the current GPU to allocate a buffer first on the remote GPU. Then the current

GPU needs to be changed to GPU B and we are able to access to the remote GPU A using

cudaDeviceEnablePeerAccess.

The local and remote GPU L2 and DRAM access time is shown in Fig 5.2 his-

togram. We have made 48 accesses in each loop to measure both local and remote GPU.
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The X-axis specifies the access delay of the data and the Y axis specifies the number of bins

in the histogram. As we can see on the figure, there are four clusters of accesses with respect

to the timing, varying from just over 250 cycles to over 850 cycles. When examining the

accesses we discover that the fastest accesses (green on the figure) occur to cached accesses

to memory pages from the GPU where the memory is allocated. The next group of accesses

correspond to local cache misses: DRAM accesses to the local HBM. The next two clusters

correspond to cache hits on memory that is mapped to a remote GPU, and cache misses

to this remote memory respectively. This experiment indicates that each L2 cache caches

the data for the memory pages mapped to its own memory. It also provides us with timing

thresholds to distinguish between cache hits and misses, to both local and remote GPU

caches.

Figure 5.2: Local and remote GPU access time

Thus, we understand the memory access pathways and caching to be as shown

in Figure 5.1. When DRAM pages are allocated in the local GPU memory, the data

access path is straightforward: the first access is serviced from the local HBM DRAM and
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subsequent accesses hit the L2 cache on the same device. On the other hand, when the

data is allocated on one GPU and accessed from another, the request is routed through

the NVLink connection and the requested cache line is also sent back through NVLink.

Our experiment shows that this data accessed on the remote GPU is cached on the remote

GPU, rather on the local L2 GPU. Of course, caching the data locally, would introduce cache

coherence issues since copies of the same data could exist in multiple L2 caches. Thus, this

design enables the L2 caches to continue not to implement cache coherence because only

one copy of a cache line can exist in the L2s.

In summary, our reverse engineering results demonstrate that an access

to the memory of a remote GPU through NVLink is cached on the L2 cache of

remote GPU, but not L2 cache of local GPU. We use this shared remote L2 cache in

GPU-to-GPU communication to build microarchitectural covert and side channel attacks.

5.1.2 Determining Cache Eviction Sets

To conduct a successful Prime+Probe attack, an attacker needs to find a set of

addresses that index into the same cache set. The number of addresses in this set should at

least match the associativity of the cache, such that access to the set replaces current entries

in that cache set; such a set is called an eviction set. Traditional Prime+Probe based attacks

on CPU caches require knowledge of the cache architecture and the attacker sometime

benefits from system support to facilitate the attack. For example, using huge pages allows

the attacker to simplify the eviction set derivation since the page resides in contiguous

physical memory, making the cache effectively partially virtually-indexed. However, our

entire attack on the shared L2 cache is conducted from the virtual address space without
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any system level support, necessitating that we discover eviction sets individually for all

sets in the cache.

Figure 5.3: Pointer chase experiment for eviction set determination

There are some previous studies that explore the L2 cache architecture in the

recent GPU architectures. Mei et al. [65] explored different levels of memory hierarchy in

GPUs. However, their fine grained pointer chasing method was not applicable for the L2

cache as their reverse engineering process requires storing of all the timer values in shared

memory which is far less than available. Our experiment, however, requires recording

the access time twice which reduces the memory requirement considerably. Jia et al. [39]

explored different memory levels of Volta and Pascal based architectures. However, they

did not provide detailed information about the reverse engineering of L2 architecture (and

non for the multi-GPU scenario). Also forming an eviction set in both the local and remote

GPUs is not straightforward from the information provided in their work. Jain et al. [38]

provided detailed information about the L2 reverse engineering as well as the architectural
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details. However, they modified the driver virtual to physical address translation making the

address placement of the data to be consecutive in the physical address space. Of course,

this property does not hold under our threat model since modifying the driver requires

privileged access.

Deriving eviction sets proceeds by accesses an expanding set of addresses while

timing the accesses. Once sufficient addresses are accessed that hash to the same set, we

will start observing cache misses since the addresses will not all fit in the cache set. Once

we have a set of addresses with a conflict set, we can test this set (removing an address at

a time) to see if the misses stop (indicating that the removed address is part of the set).

Specifically, we use a pointer chase experiment shown in Figure 5.3 (pseudocode shown in

Algorithm 2). First, a data buffer is allocated and the target index targetIdx is chosen

in line 1 (TA in Fig 5.3). The target index is accessed in line 3 and the access time is

recorded in a time buffer sharedTimeBuff allocated in shared memory in line 7. The target

address access is followed by accessing other addresses in a loop from line 9. The number

of addresses to be accessed is specified by numOfElements. The value of numOfElements

starts with value of one in the first kernel launch as shown in the Figure 5.3. The access

offset is set to 128 bytes which is the cache line size. The number of accesses are increased

over subsequent kernel calls which signifies the number of addresses traversed. The target

address are accessed again at the end of for loop. The second access time of the target

address is recorded in another location of the shared buffer.

After the end of each kernel call these two access times are checked on the host

side. The first access time of the target address is the DRAM access time and if the target
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address resides in the L2 cache then the second access time would be equivalent to the cache

access time. However, if the access causes target address to be evicted, then it would be

equivalent to the DRAM access time. The target address eviction in this case is caused

by the accessing the last address that got accessed which is shown as EA in Fig 5.3. This

eviction of the target address indicates that the target address TA and the address EA are

in the same cache set. Next, to find the rest of the addresses within the same cache set,

we remove the EA from the pointer chase in subsequent kernel calls and continue with the

process to find more addresses that hash to the same set. Also, to find more eviction sets

the attacker needs to change the target address TA and repeats the pointer chase process.

To reduce the search space we adopted some optimization methodologies by skipping some

address accesses. However, if an eviction is seen in the target address then we revert back

and check all those last skipped addresses and determine which exact address causes the

eviction of the target address. This processes can be optimized by observing the data

belonging to a page is indexed consecutively in the cache.

We also observed that the derived eviction sets remain valid over application runs

as long as the memory allocation size of the process remains unchanged. We also confirmed

that the address placement in the cache is independent of GPU which the kernel is launched

on. These observations allow us to simplify the attack to avoid deriving the conflict sets

online every attack. The cache line size is 128B and from our eviction set determination

experiment, we also learn the associativity of the cache (16). We repeat the eviction set

algorithm 2 with those recorded addresses only. We observe that the target address is

evicted after every 16th address reliably. This implies that there are 16 cache lines in the
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Algorithm 2: Eviction Set Determination Algorithm

1 basePtr = &mainBuffer[targetIdx ];

2 start = clock();

3 nxtIdx = ldcg(basePtr);

4 dummy+=nxtIdx;

5 end = clock();

6 (threadfence());

7 sharedTimeBuff[0] = (end-start);

8 dummy Operation

9 for i = 0; i < numOfElements; i = i+ 1 do

10 otherPtr = &mainBuff[nxtIdx];

11 nxtIdx = ldcg(otherPtr);

12 dummy+=nxtIdx;

13 threadfence();

14 end

15 dummy Operation start = clock();

16 nxtIdx = ldcg(basePtr);

17 dummy+=nxtIdx;

18 end = clock();

19 threadfence();

20 sharedTimeBuff[1] = (end-start);

21 dummy Operation
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Table 5.1: L2 cache architecture

Cache Attribute Values

L2 cache size 4MB

Number of Sets 2048

Cache line size 128B

Cache lines per set 16

Replacement Policy LRU

cache set. Also, the eviction pattern shows that the replacement policy is LRU (or pseudo-

LRU) without randomization since the target address are evicted consistently after 16th

address. Table 5.1 summarizes L2 cache parameters and architecture derived from our

reverse engineering experiments.

Figure 5.4: Validating the eviction set determination

Figure 5.4 shows an experiment we conduct for eviction set validation for two

derived eviction sets on both the local and remote GPUs. The X-axis is the number of

cache lines from the conflict set that have been accessed and the Y-axis is the access time

in cycles. New eviction set have been accessed after an interval of 16 addresses. It can

observed that there is an eviction of the target address after every 16th access. The lower
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line corresponds to the local GPU cache accesses and higher one corresponds to a remote

GPU cache access. This behavior confirms the LRU replacement policy with a deterministic

replacement for the eviction set access.

Figure 5.5: Eviction set aliasing issue

The GPU L2 cache is physically indexed and the attacker does not have the knowl-

edge of data placement in the cache. As a result, once we discover an eviction set, we are

unsure whether it indexes into a new cache set or a previously discovered one. If we do

not ensure that the eviction sets correspond to unique physical sets, this aliasing will result

in noise during the attack (Figure 5.5). Specifically, there are two eviction sets A and B

determined by the malicious process that happen to index to the same physical cache set

X, due to the lack of knowledge of the address placement. If there are aliased cache sets

within the same process, then during the actual attack phase, the eviction sets would cause

interference due to self-eviction leading to the detection of a cache miss and inferring a
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victim access even when there wasn’t one. Thus, it is important to test each discovered new

eviction set against already discovered ones. If we notice misses when we combine more

than 16 addresses from the two sets, we conclude that the two sets correspond to the same

physical set and eliminate the newly discovered eviction set from consideration.

At the conclusion of this process, each process has discovered a collection of evic-

tion sets ideally to cover the full cache. The reverse engineering results also provide the

attacker with timing thresholds to distinguish between cache hits and misses, both on the

local GPU as well as the remote GPU. With this information, we are ready to develop the

end to end covert channel attack in the next section.

5.2 Covert Channel Attack and Challenges

Having established the caching organization and timing characteristics, in this sec-

tion, we develop a covert channel attack across two GPUs. Previous GPU-based microar-

chitectural attacks were demonstrated within a single GPU, and the majority use aggregate

measures of contention such as performance counters. Besides establishing this new threat

model, the attack has advantages over single GPU attack: it bypasses defenses focused on

a single GPU, it reduces the noise, and it avoids having to work around the scheduler to

co-locate the two kernels within the GPU so that they can establish contention (e.g., on the

same SM [68]).The attack is conducted from user level and do not require any system level

features such huge pages or flush instructions that are necessary for many attacks.

In this attack, the Trojan (the transmitter of the covert channel) is located on a

local GPU, GPU A, and Spy (the receiver) is located on the remote GPU, GPU B, and
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accesses the memory of the GPU1 to synchronize and receive information (the opposite is

also possible). These two processes communicate covertly over the shared L2 cache of GPU

A. First, the spy primes a cache set. To communicate ”1”, the trojan would access it’s own

data, evicts the spy’s data, and fills up the cache set and to communicate ”0”, the trojan

process does nothing. The spy process keeps probing the same cache set and records the

access time. A high access time indicates a miss and interpreted as ”1” and a low access

time indicates a hit and interpreted as ”0”. Although the overall attack process is similar

to traditional Prime+Probe attacks, there are several unique challenges that arise due to

the platform. We describe these challenges and our approach to overcome them next.

5.2.1 Aligning the cache sets

At the stage, the two processes have derived each eviction sets covering the L2

cache. However, all they are able to determine is that each set hashes to the same physical

cache set, but not to which set. To be able to communicate, the processes have to use

eviction set pairs, one in each process, that hash to the same physical cache set. We

develop a protocol to enable the processes to discover and agree on the sets to use for the

signalling and communication as shown in Figure 5.6.

Assume again that the trojan process is located on GPU A and the spy process

has been launched on GPU B and they are connected via NVLink. Both processes allocated

their buffer on GPU A and share the L2 cache on that GPU. In this scenario, the trojan

is a local process and the spy is remote. In a single run of the malicious applications, one

trojan eviction set is checked with another eviction set of the spy process. In Fig 5.6, we
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Figure 5.6: Eviction set alignment among multiple processes

can see a local trojan process eviction set TEA launched on GPU A and the remote spy

process launched on GPU B have three eviction sets SEA, SEB and SEC. The eviction set

of the local trojan process is checked against three eviction sets of the spy process that

could be located in the same physical cache set X. The set matching experiment reveals

that the trojan eviction set TEA is not mapped to the spy eviction set SEA and SEB shown

by dotted arrows. But the trojan eviction set TEA is mapped to the spy eviction set SEC.

The core part of the eviction set mapping kernel is shown in Algorithm 3. Eviction

set is accessed from line 5 - 13 and the number of access is equivalent to the number of

cache lines specified by numOfCacheLines (which is 16 in our case). A single eviction set is

accessed for numMainLoop number of times in 1. The actual access of the data takes place

in line 8 and the first index is specified in line 2 and gets initialized every time within the

outer loop. The access takes place in a pointer chase fashion within the inner loop. The
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access cycles are measured and kept in a register variable timer1 which accumulates the

single access of the eviction set. Another register variable timer2 in line 14 accumulates the

average access time of a single access of the eviction set. Finally all the accesses over the

outer loop are averaged in line 17. The kernel algorithm is same for both the trojan and

spy processes. The only difference between them is the number of outer loops that decides

how many times a cache set would be probed. The trojan process has a faster access

compared to the spy process as the memory is local to the trojan process. So the value

of numMainLoop is much higher for the trojan process compared to the spy process. For

our work, we have selected a value of 400000 and 150000 for the local trojan and remote

spy process respectively. However, these probing values can be reduced to optimize the

execution time of the set mapping process. The main target is to create a visible contention

in the L2 cache set and loop boundary controls that contention.

Note that this particular challenge is required in the covert channel only to com-

municate between two malicious processes. For side channel, only finding the unique cache

sets satisfies the purpose.

5.2.2 Putting it together: Covert channel attack

In this section we are going to The trojan process (launched on GPU A) allocates

the data buffer on the same GPU in step 1 and the spy process gets launched on another

GPU (B), but allocates the buffer on the remote GPU A, where the trojan process is

launched. The first access of both the trojan and the spy process get the data from the

off-chip GPU DRAM and get cached in the L2 cache. The subsequent memory accesses will
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Algorithm 3: Eviction set alignment across processes

1 for i = 0; i < numMainLoop; i = i+ 1 do

2 idxTemp = startIdx;

3 timer1 = 0;

4 dummy1 = 0;

5 for i = 0; i < numOfCacheLines; i = i+ 1 do

6 dataPtr = &mainBuff[idxTemp];

7 start = clock();

8 idxTemp = ldcg(dataPtr);

9 dummy1+=idxTemp;

10 end = clock();

11 timer1+=(end-start);

12 threadfence();

13 end

14 timer2+=(timer1/numOfCacheLines);

15 dummy operation

16 end

17 timeBuffMain = (timer2/(numMainLoop));
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be serviced from the L2 cache of GPU A.

The overall flow of the covert channel attack is shown in Figure 5.7. The trojan

(or sender) is located on GPU A and the spy (receiver) is located on GPU B. Step 1 and

2 of the attack represent the determination the eviction sets of both processes. These are

followed by the alignment step (Step 3 on the figure) to map the sets on each side to the

same physical cache sets, which now enables them to communicate by creating or witholding

contention on these sets.

Figure 5.7: Cross GPU covert channel attack

From the previous step of cache set alignment, we have been able to determine

the cache sets that are mapped among the malicious processes. This allows us to select

the cache sets that would be used during the covert channel communication process. For

each cache set we have allocated a thread block that would be launched to a SM in the

GPUs. Hence, when the communication takes place over a single cache set, a single thread

77



block on both trojan and spy side would access their own eviction set whose mapping was

determined from the set aligning step. We leveraged the GPU parallelism by increasing the

number of thread blocks. Each thread block, in both trojan and spy, would access different

eviction sets that are already mapped to have a faster communication. The trojan thread

block consists of a single warp of threads (32 on our machines). All 32 threads in a thread

block of the trojan process are involved in probing the cache set. The 16 addresses referring

to the 16 cache lines in the eviction set are accessed through pointer chasing similar to the

eviction set determination technique.The spy process essentially also has 32 threads that

are active in the attack; however, we use a significantly higher number of threads (1024)

and use the additional threads to help to efficiently save the recorded times from the buffer

in shared memory to global memory when it fills. Storing the access cycles temporarily on

the shared buffer and then copying to the main buffer reduces memory pressure as well as

increasing the parallelism during the data copy. To send a ”1” the trojan process accesses

the cache set, replacing the data placed there by the spy, and does nothing to send a ”0”.

We have used controlling parameters that control the priming of the cache set while sending

a ”1”, and use computationally heavy dummy instructions (e.g. trigonometric instructions)

to wait during transmitting ”0” to the spy process. The spy process, however, continuously

probes the cache set to receive the data from the trojan process.

5.3 Covert Channel Evaluation

In this section, we evaluate the multi-GPU covert channel attack. All experiment

use CUDA 10.0 with Nvidia driver version 410.79. For the covert channel evaluation, we
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send a long message across the GPUs using L2 cache sets. We send a message of side 1Mb

across the covert channel. We vary the number of cache sets we use in the attack. Fig.

5.9 shows a demonstration of the transmission of the first part of a message. Specifically,

the X-axis of the figure is the time progression and the Y axis is the access cycles. The

message shows the first line in the text,(”Hello! How are you? ”) in the long message that

have been transferred covertly. The y-axis shows the timed access cycles measured from the

remote spy as it accesses the cache set. We observe that the number of cycles is 630 while

sending ’0’ and 950 cycles while communicating ’1’. To synchronize the communication,

as the trojan and the spy processes are located on different GPUs, we tune parameters on

the trojan side that controls the cache access frequency to communicate the covert message

successfully to the spy side.

Figure 5.8: Bandwidth and Error rate in covert channel

The bandwidth and the error rate are shown in Fig. 5.8. We have measured the
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Figure 5.9: Cross GPU covert message received by spy process

bandwidth and error rate as we increase the number of sets used for communication on

the x-axis of the figure. The left y-axis of the figure is the bandwidth corresponding to

the blue line in the figure which is displayed in MB/s. Similarly, the right y-axis shows

the error rate in percentage corresponding to the red line. We measured the bandwidth

and the error rate measured over 1000 runs of sending the message from trojan to spy. The

bandwidth increases as the number of cache sets increases, since we are able to communicate

over multiple cache sets in parallel. However, as the number of cache sets increases, the

contention increases among resources such as ports, introducing more variability in the

timing, and increasing the error rate increases as well. In out covert channel, the best

bandwidth we were able to achieve is 3.2 MB/s over 3 cache sets in parallel and

with an average error rate of 1% measured over 1000 runs.

5.4 Side Channel Attack

We also demonstrate proof of concept side channel attacks. The attack primar-

ily uses a spy probe a remote cache and recover a memorygram of the accesses to the

cache, which is a collection of cache hits and misses for the different cache sets over time.
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Previously, memorygram have been used in cache side channel attacks for website finger-

printing [89] on CPUs. This access pattern correlates with the activity on the remote GPU,

allowing us to infer information about the applications running on this GPU. The target

of our side channel attack is application fingerprinting on a target GPU in a DGX-1 box.

Our side channel attack model is demonstrated in Fig. 5.1. Specifically, the attacker is

located on GPU B, and accesses the eviction sets it pre-constructed in its own buffer that is

allocated on a remote GPU A. By having the eviction sets for each L2 cache set and mea-

suring the access time on each set, the spy can remotely infer whether the local application

has accessed the set (replacing its own data) or not. The memory footprint of applications

get recorded over a period of time which reveal the access pattern of the applications on

different L2 cache sets.

We demonstrate a specific application where we finger print the remote application

based on the memorygram. Specifically, we pre-train a deep learning network to identify

applications based on their memorygram. This attack can serve as a first step of future

attacks where we identify a target application, and then infer information about it. Specif-

ically, our side channel attack could be used to identify and reverse engineer the scheduling

of applications on a multi-GPU system (simply by spying on all other GPUs in a GPU-box),

and identify a target GPUs that are running a specific victim application, and even identify

the kernels running on each GPU.

In our proof of concept attack, we used six different applications from NVidia

toolkit [79] as our victim applications. Our application set include common HPC workloads

like vectoradd, histogram, blackscholes, matrix multiplication, quasirandom and welshtrans-
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Figure 5.10: Memorygram of 6 applications

form. Example memorygrams of victim applications are shown in Fig. 5.10; note that these

can be different in each run because the conflict sets hash to arbitrary sets within the

cache; there is some structure, because the hashing preserves page boundaries; that is, the

addresses within a single page will hash to consecutive sets in the physical cache. The

X-axis of each image is the execution timeline of the spy application and the Y-axis is the

cache set number. The yellow dots represent a cache miss on the L2 each, indicating a likely

victim application’s access. The image shows the cache misses that occurred on 256 sets of

L2 cache. It is visually clear that each victim application leaves a unique memory footprint

on L2 cache sets that we monitored.

In order to identify the application once we have a memorygram we train an image

classifier to identify the different applications based on input memorygram images (other

approaches are possible). Specifically, we run the attack many times against the different
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applications to collect 1500 samples for each of the six applications. We split the data into

training and validation sets of 150 samples each and isolate 1200 samples as the test or

control set. Since there is no class imbalance in the data set, keeping a sufficiently large

test set ensures that we evaluate the generalization capabilities with good confidence.

Figure 5.11: Confusion Matrix (1200 samples per class). BS (Black Scholes), HG

(Histogram), MM (Matrix Multiplication), QR (Quasi Random), VA (Vector Addi-

tion), WT (Fast Walsh Transform)

The classifier achieved an overall accuracy of 99.91% on the test set of 7200 samples

spanning six classes. Black Schole, Matrix Multiplication, Quasi Random Generator, and

Vector Addition were classified with perfect accuracy score of 100% while Histogram and

Welsh Transform scored 99.75% and 99.91% respectively. The confusion matrix depicting

the classification results is shown in Figure 5.11. We believe the formulation can be readily

extended to classify a larger number of applications, and eventually extended to identify
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specific kernels within an application. This will enable us to use this attack as a first step

to locate the kernels of a long running application and then carry out side channel attacks

targeting them individually.

5.5 Noise Mitigation

We developed our attacks in a quiet environment where spy and trojan are the

only processes running on two GPUs. However, in real scenarios, there will potentially be

other concurrent applications running on GPUs, accessing L2 cache and as a result, adding

noise to the covert or side channel attacks.

For mitigating noise, we propose to leverage concurrency limitation of GPUs using

similar approaches as [68] to force exclusive execution of spy or trojan on GPUs. Based

on leftover policy for GPU multiprogramming, thread blocks of first process are assigned

to different SMs and if there are leftover intra-SM resources for other applications, they

can get launched on the same SM concurrently. These resources include shared memory,

register, and maximum number of thread block per SM. For example, in covert channel

attacks, if we control the resource demand of our trojan on GPU A and spy on GPU B to

saturate the intra-SM resources, no other concurrent application can be assigned to those

SMs on two GPUs during the covert communication. Of course, this approach is more

difficult for side channels, but it is likely that we would be able to customize a kernel to

block out additional noise from the GPU with knowledge of the resources needed by the

target victim application.

In our covert channel attacks, we launch just one thread block on each SM. How-
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ever, the maximum shared memory per SM in Pascal GPUs is twice the size of maximum

shared memory per thread block. In particular, there is 64KB shared memory per SM, but

one thread block cannot allocate all 64 KB. To consume the maximum shared memory per

SM, we can launch some dummy thread blocks that are concurrent with spy’s (or trojan’s)

thread blocks and use the leftover shared memory on each SM, but do not interfere with

the attack (they do not access the global memory during the communication). Therefore,

we can ensure the exclusive execution of spy (or trojan) on GPU and remove the noise in

the covert channel case.

5.6 Possible Mitigations

Defense mechanisms against microarchitectural covert and side channel attacks on

CPUs and GPUs can potentially apply to cross-GPU attacks with some adaptations. One

of the well-studied solutions is static or dynamic partitioning of shared resources [13,49,55,

100,104]. For example, Nvidia designed Multi-Instance GPU (MIG) Technology [80] in their

new generations of discrete GPUs (Ampere). In this design, a single GPU can be securely

partitioned into separate GPU instances for multiple users with the isolated paths through

the entire memory system; the on-chip crossbar ports, L2 cache banks, memory controllers,

and DRAM address busses are all assigned uniquely to an individual instance. The current

design of MIG is not applicable to protect against our cross-GPU attacks. However, we can

extend this design to isolate memory accesses from local and remote processes on the single

GPU’s memory path.

To minimize the performance overhead of these partitioning-based defense mecha-
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nisms, they can only be triggered when contention is detected on a shared resource (similar

to the proposed framework in [104]). In multi-GPU systems, the detection of cross-GPU

covert or side channel attacks is possible by monitoring the traffic over NVLinks and ac-

cess patterns on L2 and memory (accessible through hardware performance counters). In

addition, some prior works [47] propose to place the data along with the thread block that

accesses it in the same GPU to minimize the remote traffic in multi-GPU systems, and as a

result to improve the performance. Although inherent GPU-to-GPU communications can

not be completely eliminated in multi-GPU systems, making these cross-GPU data transfers

more coarse-grained in normal applications will significantly increase the detection accuracy

of high-bandwidth attacks, leading to more efficient defenses.
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Chapter 6

Spying on Deep Learning

Framework in Multi-GPU systems

Machine learning has gained popularity in recent years. Among may machine

learning algorithm, deep learning is one of the most important machine learning algorithm.

Currently, deep learning is omnipotent and it’s usage can be seen in numerous applications.

Deep learning frameworks operates in two phases. The first phase is the learning phase

where the framework learns on labelled data and optimizes the network to classify. The

second phase is known as the testing phase where unlabelled data is provided to the network

and based on the learning phase, the network is capable to classify the unlabelled data. The

learning phase determines the effectiveness and it is a data intensive process. Traditional

computational devices like CPUs take a long execution time to learn the network. However,

the deep neural computations involved matrix operations that is appropriate for the GPU

execution.
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Recently, we have seen some active interest from the security community towards

determining the machine learning model during the training phase by extracting the model

parameters and hyperparameters. In [106], Yan et al.derived the model parameters and

hyperparameters by using cache side channel in CPU. They have used both Prime+Probe

and Flush+Reload to derive the ML model structure. NaghibiJouybari et al. [69] had

similar target to extract the model parameters in discrete GPU environment. In their work,

they have used the available GPU performance counters to classify operational intensity

and derive the parameters. However, currently the available machine learning framework

provides the means to execute the training phase over multiple GPUs. Nvidia introduced

DGX boxes constituting of server grade GPUs to accelerate the machine learning model

in manifold. Our endeavor is to extract the machine learning model’s parameters and

hyperparameters in training phase in the modern multi-GPU environment. The rest of the

chapter provides the details about our attack methods and findings.

6.1 Introduction

GPUs are one of the major contributor for the advancement in the machine learn-

ing research. GPUs are currently one of major accelerators for accelerating the learning

phase of the algorithm. Currently all major deep learning frameworks like tensorflow [1],

pytorch [84] include the GPU support. Modern GPUs like Nvidia Titan V and Nvidia Tesla

V100 runs at 47× faster for deep learning than a regular server CPU (namely an Intel Xeon

E5-2690v4) [95]. Nvidia provides libraries like cuDNN to fine tune the deep neural algo-

rithms on GPUs. Recently, Nvidia released a distributed Multi-GPU systems called DGX
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targeted towards reducing the training time of the deep learning algorithms over multiple

GPUs. With the advancement of deep learning research, there have been an active effort

from the security community to perform a deep learning model extraction. Model extrac-

tion involves determining the different parameters and hyperparameters by studying the

microarchitectural resource behaviour during learning phase. Primarily we observed that

the attackers utilized the performance counters to extract the model parameters. Through

our work we made a primary effort to extract the model parameters in a multi-GPU en-

vironment. We made an effort to extract the model parameters of a deep learning models

running on a remote GPU from another GPU. Our first approach is to extract the model

parameters using cache based Prime+Probe timing attack to extract the parameters.

6.2 Cache based Prime+Probe multi-GPU model extraction

attack

In our Prime+Probe based cache timing multi-GPU attack we have demonstrated

a simple model extraction attack. Our threat model have been demonstrated in Fig. 6.1.

The Spy is launched on GPU B while the victim is launched on GPU A. Both the processes

allocated their memory on GPU A and share the L2 cache. The spy program monitors the

L2 cache activity if the victim’s process. Here the victim process executes a deep learning

algorithm in it’s training phase.

We used a multi-layer perceptron (MLP) model as the victim’s process on GPU

A and the spy process remotely monitors the L2 cache in GPU A from GPU B. The MLP
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Figure 6.1: Prime+Probe based multi-GPU model extraction attack’s threat model

program that we used uses the MNIST dataset [12] which is a hand written digit recognition

data-set. The network we used has an input layer, 1 hidden layer and a single output layer.

We varied the number of neurons in the model which is one of the parameter that we are

trying to extract through our attack. First we determined unique eviction sets required to

monitor the cache sets using the reverse engineering in section 5.1.2. We determined 1024

unique cache sets to monitor the cache activities of the deep learning algorithms to balance

sampling coverage and the speed of the attack (how often we can sample each set). The

memorygram of the monitored cache sets are shown in Fig. 6.2. The X-axis is the timeline

and Y-axis are the number of cache sets we monitored. The time buffer we used to record

the misses is kept in the local GPU so that we do not record any spurious misses. This

allowed us to only record the timing caused due the misses of our determined eviction sets.

Fig. 6.2a-6.2d shows the memorygram of the MLP application over different number of
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Table 6.1: Average misses over all cache sets

Number of Neurons Average Number of Misses

64 5653

128 6846

256 8744

512 10197

neurons in the hidden layer. An increment in the number of neurons indicates an increased

memory intensive operations like matrix multiplication. We observed that as the number

of neurons increases the memory footprint increases which shows that there is an increment

in the memory operations. To measure the misses over the measured cache sets and to

differentiate among the different neuron configurations, we derived the histogram of the

misses over the cache sets as shown in Fig. 6.3. The X-axis in the figure is the number of

cache sets which is 1024 in our case and Y-axis are the total number of cache misses over

a cache set. We have observed from the histogram images that as the number of neurons

increases in the hidden layer, the cache miss increases. This allows us to identify the neuron

configuration in the MLP application. Table 6.1 shows the average misses over all cache

set for a particular neuron configuration. The table confirms our observation from the

histogram. The average number of misses increases as the number of neuron configuration

also increases.

Another important hyperparameter in the machine learning algorithm is an epoch.

It specifies the number of epochs or complete passes of the entire training dataset passing

through the training or learning process of the algorithm. With each epoch, the dataset’s
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(a) Memorygram of MLP with 64 neurons (b) Memorygram of MLP with 128 neurons

(c) Memorygram of MLP with 256 neurons (d) Memorygram of MLP with 512 neurons

Figure 6.2: Memorygram of the MLP application
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(a) Histogram of cache misses of MLP with 64 neurons

(b) Histogram of cache misses of MLP with 128 neurons

(c) Histogram of cache misses of MLP with 256 neurons

(d) Histogram of cache misses of MLP with 512 neurons

Figure 6.3: Histogram of the cache misses of the MLP application
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internal model parameters are updated. Hence, a 1 batch epoch is called the batch gradient

descent learning algorithm. We targeted to extract the number of epochs from the MLP

through our cache monitoring. We executed the victim program over 2 epochs. We chose

128 number of neurons in the hidden layer with 2 epochs and monitored 1024 cache sets.

The memorygram of the execution is shown in Fig. 6.4. We can see from the memorygram

that both the epochs are distinctly visible. The first epoch extends from 1x105 to 4x105

and the second epoch from 7x105 to 1x106. Some of the cache sets in the second epoch

extends beyond the end time. This is due to the fact that the starting time of the second

epoch also starts late to the equivalent amount which is due to scheduling of the thread

blocks responsible for monitoring that particular cache set. From our Prime+Probe based

cache timing attack, we are able to determine different MLP configuration like the number

of neurons and the epoch numbers.
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Figure 6.4: Memorygram for a two-epoch experiment
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Chapter 7

Concluding Remarks

Through our current work we have been able to demonstrate microarchitectural

covert and side channel attack in extremes of GPU architectures. We have demonstrated

possible attacks in both integrated and distributed GPU architectures. However, through

our research we identified the potential research that we can conduct to extend our under-

standing about the possibility of further microarchitectural attacks. Our immediate future

research endeavor involves detailed study of the probable vulnerabilities in the domain of

distributed GPU DGX boxes. Our entire research on the distributed GPUs were carried

out in the DGX-1 box which consists of P100 GPUs with proprietary NVLinks. Also we

only considered peer-to-peer GPU access within our threat model. In our future research

our endeavor would involve expansion of our current understanding and further exploring

possible vulnerabilities of the distributed GPU systems.

Our current threat model on the distributed GPUs is only capable of performing a

peer-to-peer GPU attack. There are 8 P100 GPUs in DGX-1 that is arranged in a hypercube
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fashion connected with each other via NVLink. GPUs in one corner is connected to other

3 GPUs on the same plane and another GPU directly across in another plane. The GPUs

that are connected via NVLink can access each other’s memory directly via Nvidia provided

APIs. However, this model is limited to DGX based environment with just a single hop.

In our future endeavor we would like to extend our work to a multi-hop GPUs that are not

connected via this proprietary links. This would allow us to generalize our current attack

model. In our current study, we only vanilla cuda memory allocation policy (cudaMalloc).

We would also like to study other cuda allocation methods like Unified Virtual Memory

(UVM ) and unified memory. Nvidia gives a unified continuous virtual address space across

all host and the cuda device memory present in the system. This would allow us to look

into the vulnerabilities that are not connected via the links and connected via PCIe hub

which is much widely available.

This distributed GPU servers are targeted towards accelerating the machine learn-

ing training phase. Though through our current research we are able to determine certain

parameters and hyperparameters, there are missing information (like batch size, number

of hidden layers, weights) that is an impediment towards our understanding of the whole

network design of the victim process. We would like to explore the possibility of whole

model extraction by using the available performance counters that are global across the

devices. These performance counters would be related to resources like the L2 cache, RAM

and the links. Currently, our threat models are implemented on DGX-1. However, the

succeeding DGX boxes like DGX-V uses volta V100 GPUs. The V100 GPUs contain tensor

cores within the GPU SM that are intended for accelerating the tensor operations in ML
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application. We are going to the leakage possibility of the tensor cores during the train-

ing phase of the machine learning applications. The DGX-V machines also have different

connectivity compared to DGX-1. The GPUs in DGX-V boxes are connected with each

other through NVSwitch where all the GPUs are connected with another through a switch

based link. This would provide us with a different GPU link architecture that would allow

us extend our current threat model.

Recently,Nvidia released ampere GPUs and DGX-A with ampere A100 GPUs.

These GPU generation comes with a feature called Multi-Instance GPUs (MIG). This allows

a single GPU into smaller GPUs. An application running on these smaller GPU instances

would have their own section of SM, L2 cache, cross-bar switches and RAM. So multiple

applications running on separate GPU instances would have separate dedicated resources

that are not shared. Microarchitectural attacks depends on the sharing of resources. As the

GPU instances have separate resources, our microarchitectural attacks become difficult to

conduct on the ampere A100 GPUs. Our future research endeavor also include to look into

the leakage possibility from the applications executing within this smaller GPU instances.

Nvidia is using the A100 GPUs in their data centers. A microarchitectural attack on

these smaller GPU instances would be an effective study as the research would help us in

conducting an attack in these secure partitions.

Prior microarchitectural attack research were demonstrated on a single device

where the view of system is homogeneous. We are the first to demonstrate that the mi-

croarchitectural research across devices. Our research is primarily focused on GPU. In

our first research, we have explored the vulnerabilities in an integrated CPU-GPU based
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system. We were able to conduct a covert communication across malicious processes that

are located across different devices. We demonstrated two different leakages involving the

shared last level cache and the communication bus connecting the devices. We have also

demonstrated a proof of concept side channel attack as well where the victim was placed

on the CPU and got monitored by a malicious spy process located on GPU. We have also

demonstrated a covert channel in the reverse direction from CPU to GPU as well. Though

we demonstrated our attack on GPU based accelerators, we believe that our attack principle

is valid on similar kind of architectures with other accelerators.

Our second research target explores the vulnerability of GPUs in high performance

computing systems, specifically modern distributed GPU servers. We demonstrated a covert

channel attack across GPUs by using the shared L2 cache. Our covert channel have high

bandwidth of 3.9 MB/s with a low error rate over multiple runs. We also demonstrated a

successful side channel on both high performance and machine learning applications. We

were able to identify the HPC application executing by studying the memory footprint.

We were also able to successfully extract machine learning parameters like the number of

neurons in the hidden layer and hyperparameters like the number of epochs from our cache

monitoring. Our research demonstrated the possibility of microarchitectural attacks across

devices that are not within the similar environment thus extending our understanding in

the modern heterogeneous and distributed computing environment.
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