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By 
 

Austin Grant Wardrip 
 

Master of Science in Chemistry 
 

 University of California, Irvine, 2017 
 

Professor Alon A. Gorodetsky, Chair 
 

 

 One-dimensional organic molecular wires have emerged as idealized model systems 

for investigating charge transport mechanisms at 1-10 nm length scales, where the 

distinction between individual molecules and bulk materials begins to vanish. However, 

there are significant difficulties associated with the synthesis and electronic 

characterization of well-defined organic molecular wires. By drawing inspiration from 

oligonucleotide synthesis, we have developed a facile strategy for the assembly of perylene-

based organic semiconductor building blocks in predetermined arrangements on a DNA-

like backbone, resulting in molecular wires which have well-defined lengths, geometries, 

and sequence contexts. We self-assembled monolayers of these wires onto gold substrates 

and investigated their charge transport properties with both electrochemical and 

spectroscopic techniques. We found that as we increased the number of perylene building 

blocks, both the electron transfer and excited-state charge transfer dynamics show 

unexpected trends, which we rationalize with molecular dynamics and density-functional 

theory.  Our findings hold significance both for fundamentally understanding nanoscale 
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charge transport phenomena and for the development of new types of biological and 

molecular electronic devices. 
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CHAPTER 1 Introduction 

1.1 Motivation 

 Organic semiconductors have been touted as the next generation of electronic 

materials for renewable energy technologies and molecular electronics, with the potential 

to replace more traditional inorganic variants, and as such, they have witnessed 

tremendous advances within the past two decades.1-15 These once tantalizing advances 

have been driven in large part by the development of an improved fundamental 

understanding of structure-function relationships and charge transport phenomena across 

a broad range of organic semiconductors.1-15 However, despite this progress, new organic 

semiconductor materials are still generally discovered/optimized through “trial and error” 

methods, and the predictive molecular-level design of high-performance organic 

semiconductors remains intractable. 

 The difficulties inherent to the a priori rational design of organic semiconductor 

materials for molecular electronics can be visualized by considering the evolution in 

electronic structure accompanying the transition of an isolated molecule into an extended 

solid.8-15 The transition is illustrated for a prototypical one-dimensional organic 

semiconductor in Figure 1.1A. For this theoretical material, the initial isolated molecular 

building block features distinct lowest unoccupied molecular orbital (LUMO) and highest 

occupied molecular orbital (HOMO) energy levels (Figure 1.1A, left). As a multimer is 

formed from the isolated molecules, non-covalent intermolecular interactions and wave 

function overlap induce the formation of multiple closely spaced energy levels (Figure 1.1A, 

middle). Eventually, the incorporation of additional building blocks furnishes a semi-

infinite one-dimensional chain with a band-like electronic structure, where the effective 
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valence and conduction bands possess a finite width (Figure 1.1A, right). For each of the 

distinct length scales associated with these three regimes (encompassing one to tens to 

hundreds of nanometers), organic semiconductors often possess radically different 

behavior and properties,8-15 making it impossible to generally establish design principles 

across this class of materials and to specifically predict the functionality that will emerge 

for any one type of material. 

 

 

Figure 1.1: (A) Energy diagram depicting the change in electronic structure that accompanies the transition 

of a molecule into an extended material. The initial molecule (left) features well-defined HOMO and LUMO 

energy levels, the oligomer (middle) features multiple closely spaced energy levels, and the extended material 

(right) features a band-like electronic structure. (B) The characteristic length scales associated with charge 

transfer/transport various phenomena in organic semiconductor materials. 

 

 From the perspective of rational organic semiconductor design, the length regime of 

1-10 nanometers associated with multimeric ensembles hold particular relevance because 

not only are electronic devices at this size, it encompasses many key charge transport 

phenomena, such as exciplex formation, electron transfer, Förster energy transfer, exciton 

generation, and exciton Bohr radius, among others (Figure 1.1B).11 However, the study of 

such ensembles has remained notoriously difficult for several reasons.1-15 First, traditional 
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self-assembly or fabrication techniques are poorly suited for the preparation of general 

model systems where the length, molecular building block sequence, overall geometry, and 

terminal functionalities are well defined. Second, the tens of nanometers length regime is 

technically challenging to study with multiple techniques that furnish complementary 

information within a single context, especially when requiring simultaneous excellent 

chemical, temporal, and spatial resolution. Third, the weak short-range non-covalent 

interactions that govern the properties of such systems are notoriously difficult to enforce 

and reliably assess, with even subtle changes in the interactions often yielding dramatic 

and unexpected effects. Thus, a general methodology for the construction and experimental 

evaluation of precisely defined constructs, which emulate the properties of organic 

semiconductors in the tens of nanometers length regime, remains as an important unmet 

challenge. 

 

1.2 Overview of the Thesis 

 We address the above challenge through the design, preparation, and 

characterization of a novel class of one-dimensional bioinspired organic semiconductor 

molecular wires. In Chapter 2, we rationally design our organic molecular wires by drawing 

upon concepts from the organic electronics and oligonucleotide chemistry fields. We then 

synthesize a specific perylene-based small molecular building block and prepare/purify 

length-variable oligonucleotide-like constructs via traditional bioconjugate chemistry 

techniques. We next evaluate the geometries and architectures of these molecular wires 

with molecular dynamics simulations and x-ray diffraction methods. We in turn self-

assemble the molecular wires into ordered monolayers, which we chemically and 
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structurally characterize with x-ray photoelectron and near edge x-ray absorption 

spectroscopy. We subsequently investigate charge transport through our surface-bound 

constructs with a synergistic combination of cyclic voltammetry.  In Chapter 3, we further 

investigate charge transport using resonance photoemission spectroscopy. We finally 

evaluate the electronic structures of the molecular wires with density functional theory 

and develop models that rationalize their charge transport properties. In Chapter 4, a brief 

summary is given along with future work this project will have involving  repeating this 

entire systematic set of studies for sequence-variable molecular wires from different 

perylene-based molecular building blocks. 
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CHAPTER 2 Length-Independent Charge Transport in Chimeric 

Molecular Wires 

2.1 Abstract 

 Advanced molecular electronic components remain vital for the next generation of 

miniaturized integrated circuits. Thus, much research effort has been devoted to the 

discovery of lossless molecular wires, for which the charge transport rate or conductivity is 

not attenuated with length in the tunneling regime. Herein, we report the synthesis and 

electrochemical interrogation of DNA-like molecular wires. We determine that the rate of 

electron transfer through these constructs is independent of their length and propose a 

plausible mechanism to explain our findings. The reported approach holds relevance for 

the development of high-performance molecular electronic components and the 

fundamental study of charge transport phenomena in organic semiconductors. 

 

2.2 Introduction 

 Molecular electronic devices have the potential to redefine integrated circuit 

technologies and transform modern computing.[1-2] Consequently, much effort has focused 

on the discovery and study of π-conjugated molecular wires (notable examples include 

oligoporphyrins, oligophenylenevinylenes, and DNA) that efficiently transport charge at 

length scales of < ~ 5 nm, which corresponds to both the tunneling regime of charge 

transport and the limits of modern lithography.[3-11] Typically, such wires or bridges are 

electrically interrogated in various configurations, i.e. scanning probe break junctions,[12,13] 

two terminal devices,[14,15] and self-assembled monolayers,[16,17] with the measurements 

yielding information on their ground state charge transport properties. However, for many 
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of the molecular wires reported to date, the charge transport rate (i.e. conductivity) drops 

off precipitously with length in the tunneling transport regime.[12-21] Furthermore, artificial 

molecular wires are often difficult to synthesize, while natural molecular wires can exhibit 

poor stability during repeated electrical interrogation.[12-21] Consequently, given recent 

impressive advances in the miniaturization of transistors and integrated circuits,[22] the 

development of modular, sequence-controlled molecular wires that efficiently transport 

charge at length scales of < ~ 5 nm remains of paramount importance. 

 Herein, we describe the synthesis and electrochemical characterization of chimeric 

molecular wires. First, we draw upon concepts from the oligonucleotide chemistry and 

organic electronics fields to synthesize a series of bioinspired macromolecules. We in turn 

self-assemble these constructs into monolayers and evaluate their orientations with X-ray 

spectroscopic techniques. Subsequently, we investigate the monolayers’ electrochemical 

properties, and from our measurements, we extract the rate of electron transport through 

the molecular wires, finding that it is independent of their length. We in turn rationalize 

our observations with density functional theory (DFT) calculations and propose a 

mechanism to explain our findings. Our approach may provide opportunities for the 

development of high-performance molecular electronic components and for the study of 

charge transport phenomena within organic, biological, and bioinspired materials. 

 

2.3 Results and Discussion 

 We began our experiments by drawing inspiration from the organic electronics and 

oligonucleotide chemistry fields for the rational design and preparation of the 

macromolecules illustrated in Figure 1A. Here, we selected perylene-3,4,9,10 
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tetracarboxylic diimide (PTCDI) as the π-conjugated building block for our constructs 

because this molecule possesses well-known electrochemical properties, a propensity for 

adapting stacked columnar-like arrangements, and excellent stability under varied 

conditions.[23,24] Next, we used standard automated oligonucleotide chemistry techniques, 

which are compatible with PTCDI derivatives,[25-30] to produce, purify, and characterize 

thiol and ferrocene-modified macromolecules featuring one, two, three, or four PTCDIs 

arranged on an alkane-phosphate backbone (see the Supporting Information for details). 

The final designer systems, which we denoted as P1, P2, P3, or P4, consisted of variable-

length PTCDI tracts as the conductive bridge components, terminal thiol linkers as handles 

for monolayer formation, and pendant ferrocene moieties as redox probes of charge 

transport (Figure 2.1A). 

 We proceeded to self-assemble and spectroscopically characterize monolayers from 

P1, P2, P3, or P4. Thus, as illustrated in Figure 2.1B, we incubated clean gold substrates 

with solutions of each of our thiol-modified constructs, allowing for formation of specific 

covalent S-Au bonds, and then treated the modified substrates with mercaptohexanol to 

displace non-specifically physisorbed species.[16,17,29,31-33] In turn, we interrogated the four 

backfilled monolayers with near edge X-ray absorption fine structure spectroscopy 

(NEXAFS), collecting partial electron yield spectra with the incident electric fields parallel 

and perpendicular to the substrate surface (Figures S2.6 to S2.9).[34] Based on literature 

precedent for PTCDI-based materials, we assigned the spectras’ characteristic inequivalent 

doublets at energies between 284 eV and 286 eV to carbon 1sπ* transitions that are 

localized on the aromatic core of PTCDIs and associated with the LUMO (left doublet) and 

LUMO+1 (right doublet)  (SI Figures S2.6 to S2.9).[35] By evaluating the dependence of these 
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signals’ intensities on the polarization of the electric field, we calculated average substrate-

relative tilt angles of ~ 61 ± 2°, ~ 61 ± 2°, ~ 60 ± 2°, or ~ 60 ± 2° for the constituent PTCDIs 

of monolayers from P1, P2, P3, or P4, respectively. Overall, the NEXAFS experiments 

indicated that our monolayers’ constituent macromolecules adopted nearly identical 

upright orientations, in analogy to duplexes in backfilled DNA monolayers.[10,29,33] 

 

 

Figure 2.1. (A) Illustration (top) and chemical structure (bottom) for macromolecules  P1, P2, P3, and P4, 

which consist of tracts of one to four PTCDIs arranged on an alkane-phosphate backbone and flanked by thiol-

terminated saturated linkers and ferrocene-terminated saturated tethers. (B) Illustration of the formation of 

self-assembled monolayers from the macromolecules in (A). 
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 As an initial control, we investigated the electrochemical properties of backfilled 

monolayers from P0, which is an analogue of our macromolecules but lacks any PTCDIs (SI 

Figures S23). Here, we observed a redox couple at a potential of ~  0.46 V (±0.002) mV vs. 

Ag/AgCl, which we attributed to the pendant ferrocene moiety (Figure S2.5).[16,17,36-38] This 

couple featured an anodic to cathodic peak current ratio of 1.07 (±0.04), indicating a quasi-

reversible redox reaction, and a linear dependence of the anodic peak current on the scan 

rate, indicating a surface bound species (Figure S2.5C).[17,39] Moreover, from the anodic 

wave, we calculated a surface coverage of ~ 22 (±4) pmol/cm2, which was smaller than the 

estimated maximum coverages of ~300 and ~450 pmol/cm2 for DNA and ferrocene-

terminated alkanethiol monolayers, respectively,[40,41] as well as a full width at half 

maximum (FWHM) of 0.14 (±0.004) V, which was greater than the ideal value of ~ 0.091 

V.[17,39] These metrics suggested a relatively dilute monolayer, likely due to the presence of 

repulsive electrostatic interactions between our constructs’ negatively-charged 

backbones.[17,39] Altogether, our measurements demonstrated that backfilled monolayers 

from P0 generally resembled analogous ones from ferrocene-terminated alkanethiols 

reported in the literature.[16,17,36-38] 

 We next evaluated the rate of electron transfer between the pendant ferrocene 

moieties and the gold electrode for P0, as mediated by the phospho-alkane bridge. By 

analyzing the cyclic voltammograms obtained at different scan rates, we extracted the 

electron transfer rate constant k0 according to the Laviron approach (see the Supporting 

Information for details).[17,42] The calculated k0 value for P0 was 9.7 (±1) x 102 s-1 

(corresponding to a probe-electrode through-bond distance of 2.29 nm). This value was in 

good agreement with rate constants of k0 = 6.0 x 103 s-1, k0 = 1.2 x 103 s-1, and k0 = 1.0 x 102  
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s-1 reported for analogous ferrocene-terminated alkanethiol monolayers (corresponding to 

probe-electrode through-bond distances of 1.84 nm, 2.00 nm, and 2.47 nm, respectively) 

(Table 2.1).[36-38] Our observations and analysis indicated that non-resonant tunneling was 

the likely mechanism governing electron transport through monolayers from P0. 

 

Ferrocene Species ET Rate k0 (s-1) ET Distance (nm)[a] Reference 

FcCONH(CH2)7SH 6.6 × 104 1.53 37 

FcCONH(CH2)8SH 1.5 × 104 1.69 37 

FcCONH(CH2)9SH 6.0 × 103 1.84 37 

FcCONH(CH2)10SH 1.2 × 103 2.00 37 

FcCO2(CH2)13SH 1.0 × 102 2.47 36 

Fc(CH2)16SH 2.8 × 101 2.65 38 

FcCONH(CH2)15SH 7.0 × 100 2.77 37 

P0 9.7 (±1) × 102 2.29 This work 

P1 8.2 (±1) × 102 3.05 This work 

P2 8.3 (±0.8) × 102 3.81 This work 

P3 8.8 (±1) × 102 4.57 This work 

P4 8.2 (±0.8) × 102 5.33 This work 

 

Table 2.1. Various ferrocene-terminated species (Column 1), along with the corresponding electron transfer 

rate constants k0 (Column 2) and through-bond electron transfer distances (Column 3). [a] Electron transfer 

(ET) distance is defined as the sum of all the bond lengths between the pendant ferrocene redox probe and 

the terminal gold-bound sulfur atom. 

 

 We continued our studies by investigating the electrochemical properties of 

backfilled monolayers from P1, P2, P3, or P4 at positive potentials vs. Ag/AgCl (Figure 

2.2). These monolayers featured reversible redox couples at potentials of approximately ~ 
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0.47 to ~ 0.52 V vs. Ag/AgCl, anodic to cathodic peak current ratios of ~ 1.02 to ~1.16, 

anodic FWHMs of 0.13 V, average surface coverages of ~ 20 pmol/cm2 to ~ 25 pmol/cm2, 

and linear plots of peak current as a function of scan rate (Figure S2.11 and Table S2.1). 

Altogether, our measurements indicated that the electrochemical characteristics of 

monolayers from P1, P2, P3, and P4 closely resembled not only those of P0 but also one 

another. 

 

 

Figure 2.2. Cyclic voltammograms at positive potentials for mercaptohexanol-backfilled monolayers from (A) 

P1, (B) P2, (C) P3, and (D) P4. The insets show schematics of the corresponding monolayers. 
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 We further explored the electrochemical properties of backfilled monolayers from 

P1, P2, P3, or P4 at negative potentials vs. Ag/AgCl (Figure 2.3). We found one to three 

quasi-reversible redox couples for P1, P2, P3, and P4, with a midpoint potential of 

approximately ~ –0.4 V vs. Ag/AgCl for the initial (least negative) couple in each instance. 

Based on literature precedent for PTCDIs,[23,24,31] we attributed these redox signatures to 

the macromolecules’ LUMOs (and energetically similar orbitals), and by using the pendant 

ferrocenes as internal standards,[39] we calculated reliable LUMO energies of –4.11 

(±0.006) eV, –4.15 (±0.01) eV, –4.19 (±0.007) eV, and –4.22 (±0.005) eV for P1, P2, P3, and 

P4, respectively. Here, the lowering of the LUMO energies and appearance of multiple 

energetically similar states for the longer macromolecules indicated the likely presence of 

strong interactions between the constituent PTCDIs. Overall, the electrochemical 

measurements suggested that the PTCDI substructures essentially behaved as single 

electroactive units. 
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Figure 2.3: Cyclic voltammograms at negative potentials for mercaptohexanol-backfilled monolayers from 

(A) P1, (B) P2, (C) P3, and (D) P4. The inserts show schematics of the corresponding molecular wires. 

 

 We next evaluated the rate of electron transfer through backfilled monolayers from 

P1, P2, P3, or P4. Here, the PTCDI-based substructures, along with their terminal tethers 

and linkers, served as extended spacers or bridges between the pendant ferrocene moieties 

and the gold electrodes. From an analysis of cyclic voltammograms obtained at different 

scan rates for P1, P2, P3, and P4 monolayers, we extracted these macromolecules’ 

respective electron transfer rate constants (see the Supporting Information for details). 

Surprisingly, for P1, we found only a small decrease in the electron transfer rate constant 

k0 to 8.2 (±1) x 102 s-1, despite the much larger probe-electrode through-bond distance of 

A 

C 

B 

D 
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3.05 nm (relative to P0) (Table 2.1). This value was in stark contrast to the much slower 

rate constants of 2.8 x 101 s-1 and 7.0 x 100 s-1 found for ferrocene-terminated alkanethiol 

monolayers with probe-electrode through-bond distances of 2.65 nm and 2.77 nm, 

respectively (Table 2.1).[36-38] Furthermore, we found that the electron transfer rate 

remained virtually unchanged for the longer macromolecules, with values of 8.3 (±0.8) x 

102 s-1 for P2, 8.8 (±1) x 102 s-1 for P3, and 8.2 (±0.8) x 102 s-1 for P4, despite the 

substantially increased probe-electrode distances of 3.81 nm for P2, 4.57 nm for P3, and 

5.33 nm for P4, respectively (Table 2.1). Together, the measurements indicated that rate of 

electron transport through our molecular wires was effectively not attenuated with length. 

 To facilitate interpretation of our experimental observations, we performed density 

functional theory (DFT) calculations. Thus, we first adapted our reported protocols[30] and 

used molecular dynamics simulations to obtain the lowest free energy (most 

thermodynamically stable) atomistic conformations for the PTCDI-based substructures of 

P1, P2, P3, and P4 (Figure S2.13). In turn, we employed the simulated equilibrium 

geometries and the long-range-corrected CAM-B3LYP functional[43] within the Gaussian 09 

package to generate the shapes and energies of our four macromolecules’ highest occupied 

molecular orbitals (HOMOs) and lowest unoccupied molecular orbitals (LUMOs) (Figure 

S2.14). Here, we found that the electron density was delocalized over either the entirety or 

majority of the substructures’ aromatic cores, demonstrating that their constituent PTCDI 

moieties were not electronically independent of one another (presumably due to through-

space intramolecular electronic coupling). Moreover, in agreement with the experimental 

observations, we found that the theoretically-predicted LUMO energies were lowered for 

the longer macromolecules, with values of –2.66 eV, –3.01 eV, –3.36 eV, and –3.36 eV for 
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P1, P2, P3, and P4, respectively (note that the values do not perfectly match the 

experimental observations due to the limited accuracy of the functional and the exclusion 

of solvent and/or substrate effects). Overall, the calculations shed insight into the 

electronic structure of our constructs and provided a rationale for their electrochemical 

behavior as single electroactive units. 

 Our experimental and computational observations warrant a discussion of the likely 

mechanism governing electron transport for P1, P2, P3, and P4. Here, we note that our 

macromolecules consist of several distinct components: π-stacked PTCDI-based 

substructures, primarily saturated tethers bound to the electrode, and primarily saturated 

linkers to the pendant ferrocene probes (Figure 2.1A). Based on previous findings for 

monolayers from ferrocene-terminated alkanethiols[16,17,36-38] (as well as on our 

experimental observations for monolayers from P0), electrons are likely transported 

through the tethers and linkers of our macromolecules via a rate-limiting and lossy non-

resonant tunneling mechanism.[16-21] Furthermore, based on reports of extremely rapid 

electron hopping rates of > 107 s-1[28] and femtosecond exciton dissociation times in 

analogous PTCDI-based ensembles,[44] (as well as our computational observations for  P1, 

P2, P3, and P4), electrons are likely transported through the PTCDI substructures of our 

macromolecules via a rapid and nearly lossless resonant tunneling mechanism.[16-21] The 

combination of these two mechanisms accounts for the observation of length-independent 

charge transport in our macromolecules.[12-21] 
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2.4 Conclusion 

 In conclusion, we have synthesized a series of chimeric molecular wires and 

characterized their charge transport properties. Our study holds significance for several 

reasons. First, the reported synthetic methodology employs straightforward, readily 

accessible bioconjugate chemistry techniques to prepare well-defined PTCDI-based 

molecular wires. In principle, this approach possesses few limitations and could be used to 

prepare a wide variety of modular, sequence-variable constructs from arbitrary organic 

semiconductor building blocks. Second, our electrochemical strategy makes it possible to 

both study charge transport phenomena and to directly monitor changes in electronic 

structure for sequence-variable molecular wires. Such experimental flexibility underscores 

the value of our approach for the systematic study of nanoscale charge transport 

phenomena. Finally, our measurements reveal that the rate of electron transport through 

our π-stacked molecular wires is not attenuated with length. Given their intrinsic 

modularity, our macromolecules may thus prove valuable as archetypes for the 

construction of novel high-performance molecular wires. Altogether, our methodology 

holds broad significance within the context of molecular, organic, and biological electronics 

and may afford new opportunities for the development of sophisticated bioinspired 

molecular electronic components. 

 

2.5 Supporting Information 

2.5.1 Materials and Reagents 

All general chemical reagents were purchased from Acros Organics, Sigma-Aldrich, 

or Combi-Blocks. The solvents were obtained from Fisher Scientific and used as received, 
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unless otherwise noted. Flash chromatography was performed using SiliCycle Silica Flash 

F60 silica gel. The specific chemical reagents and commercial phosphoramidites required 

for the automated synthesis steps were purchased from either Glen Research, Inc. or 

FIVEphoton Biochemicals, Inc. and used as received. 

 

2.5.2 General Procedures for Characterization of the Small Molecule Precursors 

All intermediates and products for the phosphoramidite synthesis were 

characterized with nuclear magnetic resonance (NMR) spectroscopy and mass 

spectrometry. The electrospray mass spectrometry (ESI MS) data were obtained at the 

University of California, Irvine Mass Spectrometry Facility on a Waters LCT Premier 

electrospray time-of-flight instrument. The 1H NMR spectra were obtained on either a 

Bruker DRX500 or an AVANCE600 instrument. The 13C NMR spectra were obtained on a 

Bruker DRX500 outfitted with a CryoProbe (Bruker TCI 500 MHz, 5 mm diameter tubes). 

The 31P NMR spectra were acquired on a Bruker AVANCE600 instrument. Chemical shifts 

were reported in ppm for 1H, 13C, 19F, and 31P NMR. The chemical shifts for the NMR data 

were referenced as follows: for samples in CDCl3, the 1H NMR spectra were referenced to 

tetramethylsilane (TMS) at 0.00, and the 13C NMR spectra were referenced to CDCl3 at 

77.23; for samples in CD3OD, the 13C NMR spectra were referenced to the solvent peak at 

49.00; for samples in CD2Cl2, the 1H NMR spectra were referenced to the solvent peak at 

5.32, and the 13C NMR spectra were referenced to the solvent peak at 54.00. The chemical 

shifts for the 31P NMR spectra were corrected and referenced by using 1H NMR according to 

the 2008 IUPAC recommendations.[45] The data are labeled as follows: chemical shift, 
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multiplicity (s = singlet, d = doublet, t = triplet, q = quartet, quint = quintet, m = multiplet, 

br s = broad singlet), the coupling constants (in Hertz), and the integration value. 

 

2.5.3 Synthesis and Chemical Characterization of the Molecular Wires 

Macromolecules P0, P1, P2, P3, and P4 were synthesized on solid support 

according to standard commercial protocols recommended by Glen Research, Inc. for an 

Applied Biosystems (ABI) 394 DNA synthesizer. The synthesis cycle was modified to omit 

the capping step and to use extended coupling times for the incorporation of both the thiol 

modifier C6 S-S phosphoramidites and perylenediimide (PTCDI) phosphoramidites, as 

previously described.S2,S3 After synthesis, the macromolecules were cleaved from the 

support by treatment with aqueous ammonium hydroxide and purified via reverse phase 

high performance liquid chromatography (HPLC) on an Agilent 1260 Infinity system, 

equipped with an Infinity Series diode array detector. Macromolecule P0 was eluted with a 

gradient evolved from 95% solvent A and 5% solvent B to 0% solvent A and 100% solvent 

B over a period of 35 min at a flow rate of 1 mL/min (solvent A, 50 mM ammonium acetate, 

pH = 6 buffer; solvent B, acetonitrile) on an Agilent Eclipse Plus C18 column. 

Macromolecules P1, P2, P3, and P4 were eluted with a gradient evolved from 40% solvent 

A and 60% solvent B to 0% solvent A and 100% solvent B over a period of 120 min at a 

flow rate of 1 mL/min (solvent A, 50 mM ammonium acetate, pH = 6 buffer; solvent B, 

methanol) on an Agilent ZORBAX Stable Bond Phenyl column. The ESI- MS data were 

obtained at the University of California, Irvine Mass Spectrometry Facility on a Waters LCT 

Premier electrospray time-of-flight instrument. The MALDI-TOF mass spectra of the 

macromolecules were obtained on an Applied Biosystems Sciex MALDI-TOF/TOF 5800 
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series mass spectrometer in reflectron negative mode, using a 349 nm Nd:YAG laser as the 

illumination source. The simulated MALDI TOF and ESI- MS spectra were generated using 

AB Sciex Data Explorer. A representative HPLC chromatogram and ESI-MS spectrum for P0 

are shown in Figure S2.5, and representative HPLC chromatograms and MALDI-TOF mass 

spectra for P1, P2, P3, and P4 are shown in Figures S2.1 to S2.4. 

 

2.5.4 Self-Assembly of Mixed Monolayers from the Molecular Wires 

Monolayers from macromolecules P0, P1, P2, P3, and P4 were formed on 

polycrystalline gold rod electrodes (Ø = 2 mm; CH Instruments) according to previously 

reported protocols.S4 The gold electrodes were freshly prepared before each experiment 

through sequential polishing with wet alumina slurries (Buehler; particle sizes: 1.0, 0.3, 

and 0.05 µm) on polishing cloth (Buehler). The electrodes were then electrochemically 

etched, thoroughly rinsed with MilliQ water, and dried under argon, the macromolecules 

were self-assembled from methanol over a period of 16 to 24 hours. The monolayers were 

in turn backfilled with 1 mM mercaptohexanol, displacing non-specifically bound 

macromolecules. The monolayers were used for electrochemical measurements 

immediately after backfilling. 

 

2.5.5 X-ray Spectroscopy of Mixed Monolayers from the Molecular Wires. 

X-ray spectroscopy experiments were performed at the ALOISA beamline of the 

Elettra Synchrotron in Trieste, Italy in an ultra-high vacuum end station.[47] During the 

experiments, the sample temperature was maintained at –60 °C, and the measurement and 

sample preparation chamber pressures were maintained at 10-11 mbar and 10-10 mbar, 
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respectively. The backfilled monolayers were characterized using near edge X-ray 

absorption fine structure spectroscopy (NEXAFS), which was performed in Partial Electron 

Yield mode at a grazing-incidence angle of 6° and with the high pass kinetic energy filter set 

to 250 eV.[48] The resulting spectra were normalized with respect to the beam current 

measured on the gold coating of the last refocusing mirror. The data obtained for all of the 

measurements were analyzed and processed according to established literature 

procedures.[49-52] 

 

2.5.6 Electrochemistry of Mixed Monolayers from the Molecular Wires 

Cyclic voltammetry (CV) measurements for monolayers from macromolecules P0, 

P1, P2, P3, and P4 were performed in a standard three-electrode electrochemical cell with 

a CHI832C Electrochemical Analyzer (CH Instruments). In a typical experiment, a gold rod 

electrode (CH Instruments) modified with the relevant mixed monolayer served as the 

working electrode, a coiled platinum wire (ThermoFisher) served as the counter electrode, 

and a commercial Ag/AgCl electrode (CH Instruments) served as the reference 

electrode. The electrochemical measurements were performed under an inert argon 

atmosphere in an aqueous 0.1 M sodium perchlorate, 2.5 mM sodium phosphate, pH = 7 

buffer. The resulting cyclic voltammograms were evaluated according to established 

protocols. 

 

2.5.7 Calculation of the Electron Transfer Rate Constants 

The standard electron transfer rate constants k0 for mercaptohexanol-backfilled 

monolayers from macromolecules P0, P1, P2, P3, and P4 were determined by following 
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the Laviron approach for surface-bound redox-active species undergoing a reversible one-

electron transfer process.S5 For each of the monolayers, cyclic voltammograms were 

collected at scan rates between 1 and 4000 V s-1, and the voltammograms that satisfied the 

criterion of kinetic overpotentials of η = (Ep – E0’) > 100 mV were used for the calculations. 

In this limiting regime, the dependence of the overpotential on the natural logarithm of the 

scan rate ln(v) is given by the equations: 

𝐸𝑝𝑎 − 𝐸0′ = (
𝑅𝑇

(1 − 𝛼)𝑛𝐹
) 𝑙𝑛 (

(1 − 𝛼)𝑛𝐹

𝑅𝑇𝑘𝑓
) + (

𝑅𝑇

(1 − 𝛼)𝑛𝐹
) ln 𝑣 

and 

𝐸𝑝𝑐 − 𝐸0′ = −(
𝑅𝑇

𝛼𝑛𝐹
) 𝑙𝑛 (

𝛼𝑛𝐹

𝑅𝑇𝑘𝑏
) − (

𝑅𝑇

𝛼𝑛𝐹
) ln 𝑣 

where Epa is the potential of the anodic peak, Epc is the potential of the cathodic peak, v is 

the scan rate, α is the electron transfer coefficient, kf  is the forward rate constant, kb is the 

backward rate constant, R is the ideal gas constant, T is the absolute temperature, F is the 

Faraday constant, and n is the number of electrons transferred. These equations were used 

to formulate a plot of the overpotential η versus ln v, which featured linear regions with η > 

100 mV; as an example, a typical plot for P0 (including a fit of the linear regions) is shown 

in Figure S2.10. The electron transfer coefficients α were obtained from the slope of the fits 

to the linear regions. The electron transfer rate constants k0 were obtained from the x-

intercepts of the linear regions, which correspond to scan rates va and vc where η = 0 for the 

anodic and cathodic plots, respectively, and are defined by the equation: 

𝑘0 =
𝛼𝑛𝐹𝑣𝑐
𝑅𝑇

=
(1 − 𝛼)𝑛𝐹𝑣𝑎

𝑅𝑇
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The reported k0 values correspond to an average of the electron transfer rate constants 

obtained from the anodic and cathodic plots, which exhibited minor differences (< 50 s-1). 

 

2.5.8 Molecular Dynamics Simulations for the PTCDI-Based Substructures of the 

Molecular Wires 

The molecular dynamics simulations for the PTCDI-based substructures for 

molecular wires P1, P2, P3, and P4 were performed with GAFF in NAMD 2.9. The 

simulations employed the Generalized Born Implicit Solvent model (GIBS) and a 

monovalent salt concentration of 0.115 M. For the simulations, the substructures of P1, P2, 

P3, and P4 featuring the full length side chains (Figure S2.12) were parameterized 

according to established literature protocols[30] and were in turn used for the molecular 

dynamics simulations. For each simulation, the starting configuration was obtained by 

turning off the attractive van der Waals interactions in the force field and setting the 

temperature to 500 K, thereby ensuring that all PTCDI moieties were completely separated 

from one another in an unstacked random open configuration. To initiate the simulation, 

the attractive van der Waals interactions were turned on, and the initial temperature was 

set to 300 K.  All of the simulations were performed at a constant temperature of 300 K for 

20 ns, ensuring that steady state was reached. The simulations were analyzed by 

monitoring the relative center of mass (COM) distances and offset angles for every pair of 

PTCDIs.[30] The COM distances were calculated from the atomic coordinates and atomic 

mass of the individual PTCDIs. Here, the offset angles were obtained by constructing a 

vector from the nitrogen closest to the backbone to the nitrogen farthest from the 

backbone for the individual PTCDIs. The dot product of these vectors for every pair of 
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PTCDIs defined the offset angles used for the analysis. The COM distances and offset angles 

indicated the relative separation and alignment of the PTCDIs, respectively, yielding the 

geometries in Figure S2.13. 

 

2.5.9 Density-Functional Theory Calculations for the Substructures of the Molecular 

Wires 

Ground state density functional theory calculations for the substructures of P1, P2, 

P3, and P4 were performed in Gaussian 09.[53] The averaged structures from the molecular 

dynamics simulations were used for the substructure geometries. For computational 

simplicity, the DFT calculations studied PTCDIs that were substituted with methyl groups 

(rather than hexaethyleneglycol monomethyl ether) at the imide positions opposite to the 

phosphate backbone. The atomic orbitals were expanded in the cc-pVTZ and 6-31G(d,p) 

basis sets, and the ground state calculations were performed with all combinations of the 

aforementioned basis sets, as well as the CAM=B3LYP,[43] B3LYP, and LC-wPBE functionals. 

The results we report utilize the CAM-B3LYP functional and the cc-pvtz basis set. The 

molecular orbitals were obtained in Gaussian 09 for the HOMO and LUMO of each PTCDI-

based macromolecule (Figure S2.14). The isosurface plots were rendered in VESTA.[54] 
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2.5.10 Detailed Phorsphoramidite Synthetic Protocols 

 

Scheme 2.1. Schematic of the synthesis of perylenediimide phosphoramidite S5. 

 

 

A.  (S)-3-trifluoroacetamido-1,2-propanediol (S1). Product S1 in Scheme S2.1 was 

synthesized according to established literature protocols.[48,49] 1H NMR (500 MHz, CDCl3) δ 

6.85 – 6.81 (br s, 1H), 3.96 – 3.88 (p, J = 5.8 Hz, 1H), 3.78 – 3.71 (dd, J = 11.2, 4.0 Hz, 1H), 

3.69 – 3.56 (m, 2H), 3.46 – 3.37 (m, 1H); 13C NMR (125 MHz, CD3OD) δ 159.72 – 158.84 (q, J 

= 36.7 Hz), 120.95 – 114.11 (q, J = 285 Hz), 71.23, 65.12, 43.82. 19F NMR (376 MHz, CD3OD) 

δ –77.58; ESI MS found 210.01 and 397.06 (M + Na and 2M + Na).  

B. (S)-3-trifluoroacetamido-1-(4,4’-dimethoxytriphenylmethyl)-2-propanediol 

(S2). Product S2 in Scheme S2.1 was synthesized according to established literature 

protocols.[48,49] 1H NMR (600 MHz, CDCl3) δ 7.41 – 7.38 (m, 2H), 7.32 – 7.27 (m), 7.25 – 7.21 

(m, 1H), 6.86 – 6.81 (m, 4H), 6.70 – 6.62 (br s), 3.94 – 3.88 (m, 1H), 3.81 – 3.77 (s, 6H), 3.63 

– 3.57 (ddd, J = 13.9, 6.7, 3.8 Hz, 1H), 3.33 – 3.295 (dd, J = 7.2, 4.8 Hz), 3.295 – 3.26 (dd, J = 

9.9, 4.5 Hz, 1H), 3.17 – 3.12 (dd, J = 9.7, 6.1 Hz, 1H), 2.44 – 2.41 (d, J = 4.6 Hz, 1H); 13C NMR 

(126 MHz, CDCl3) δ 158.87, 150.00, 144.52, 136.22, 135.61, 135.58, 130.14, 128.21, 128.14, 

127.26, 123.97, 113.49, 86.84, 69.12, 64.93, 55.45, 42.78; ESI MS found 512.14 (M + Na).  
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C. (S)-3-amino-1-(4,4’-dimethoxytriphenylmethyl)- 2-propanediol (S3). Product 

S3 in Scheme S2.1 was synthesized according to established literature protocols.[48,49] 1H 

NMR (500 MHz, CDCl3) δ 7.46 – 7.42 (m, 2H), 7.36 – 7.26 (m, 6H), 7.24 – 7.19 (tt, J = 7.25, 

1.5 Hz, 1H), 6.86 – 6.79 (apar dt, J = 9, 2.75 Hz, 4H), 3.79 (s, 6H), 3.78 – 3.72 (m, 1H), 3.17 – 

3.12 (d, J = 5.4 Hz, 2H), 2.85 – 2.80 (dd, J = 13.0, 4.0 Hz, 1H), 2.76 – 2.71 (dd, J = 13, 7.0 Hz, 

1H), 1.97 (br s, 3H); 13C NMR (125 MHz, CDCl3) δ 158.66, 144.97, 136.13, 130.20, 128.30, 

128.01, 126.98, 113.31, 86.28, 71.14, 65.67, 55.37, 44.56; ESI MS found 416.14, 787.29, and 

809.29 (M + Na, 2M + 1, 2M + Na).  

D. Precursor for the Perylenediimide Phosphoramidite (S4). Product S4 in Scheme 

S2.1 was synthesized according to a procedure adopted from the literature.[29,30,49] First, 

0.741 g (1.91 mmol, 1.0 equiv) of 3,4,9,10-perylenetetracarboxylic dianhydride and 0.713 g 

(3.89 mmol, 2.0 equiv) of anhydrous Zn(OAc)2 were combined in an oven-dried round 

bottom flask. Anhydrous pyridine (17 mL) was then added via syringe, and the flask was 

fitted with a water-cooled condenser. The mixture was heated to reflux, and after 1.5 h, a 

solution of 2,5,8,11,14,17-Hexaoxanonadecan-19-amine (0.568 g, 1.92 mmol, 1.0 equiv) in 

10 mL of anhydrous pyridine and a solution of (S)-3-amino-1-(4,4’- 

dimethoxytriphenylmethyl)-2-propanediol (0.755 g, 1.92 mmol, 1.0 equiv) in 10 mL 

anhydrous pyridine were successively added to the flask. The resulting mixture was stirred 

rapidly and maintained at reflux for ~22 hours under argon. The reaction was 

subsequently allowed to cool to room temperature, concentrated to ~1/10 of the original 

volume by rotary evaporation, diluted in CH2Cl2 (150 mL), and poured into a separatory 

funnel. The crude mixture was extracted with aqueous KOH (1 M, 3 x 150 mL), dried for 5 

min over anhydrous Na2SO4, and filtered. Next, silica gel (8 mL) was added to the crude 
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product solution, and the solvent was removed by rotary evaporation. The resulting 

material was loaded in its dry state onto a silica gel column (245 mL silica gel, 5.5 cm O.D. 

column), and the products were eluted with CH2Cl2:methanol (from 99:1 to 85:15 in 3000 

mL total eluent). The procedure yielded 820 mg (41%) of product S4 as a dark red solid. 1H 

NMR (500 MHz, CD2Cl2) δ 8.37 (dd, J = 18.2, 7.9 Hz, 4H), 8.16 (t, J = 8.5 Hz, 4H), 7.54 – 7.49 

(m, 2H), 7.40 – 7.35 (m, 4H), 7.33 – 7.27 (m, 2H), 7.25 – 7.17 (m, 1H), 6.89 – 6.78 (m, 4H), 

4.56 (dd, J = 14.4, 9.7 Hz, 1H), 4.39 (dt, J = 7.2, 3.7 Hz, 2H), 4.29 – 4.24 (m, 2H), 3.85 – 3.81 

(m, 2H), 3.76 (d, J = 1.2 Hz, 6H), 3.72 – 3.67 (m, 2H), 3.62 – 3.51 (m, 16H), 3.49 – 3.46 (m, 

2H), 3.31 (s, 5H), 3.18 (d, J = 6.5 Hz, 1H). 13C NMR (126 MHz, CD2Cl2) δ 163.7, 163.1, 159.0, 

145.5, 136.4, 133.8, 133.6, 131.0, 130.8, 130.5, 128.8, 128.7, 128.5, 128.2, 127.1, 125.4, 

123.0, 113.4, 86.4, 72.2, 70.8, 70.7, 70.5, 69.6, 68.1, 66.3, 59.0, 55.6, 44.3, 39.8, 30.1. ESI MS 

Found 1067.36 (M + Na). 

E. Perylenediimide Phosphoramidite (S5). Product S5 in Scheme S2.1 was 

synthesized according to a procedure adopted from the literature.[29,30,49] First, 0.4 g (0.383 

mmol, 1.0 equiv) of the perylenediimide precursor (S4), dichloromethane (4 mL), and 

distilled triethylamine (0.27 mL, 1.91 mmol, 5 equiv) were added to a scintillation vial 

under nitrogen. Once S4 had dissolved to produce an opaque red solution, 0.085 mL of N,N-

diisopropylamino-β-cyanoethyl chlorophosphoramidite (0.381 mmol, 0.99 equiv) was 

added via syringe. After stirring for 3 hours, the solution was poured into a separatory 

funnel, rinsed and diluted with sparged CH2Cl2 (3 x 4 mL), and extracted with sparged 

aqueous NaHCO3 (saturated, 3 x 10 mL). The organic phase was dried for 1 min over 

Na2SO4, filtered, and concentrated by rotary evaporation/vacuum drying to yield 438 mg 

(92%) of product S5 as a dark red solid. This product contained a mixture of 
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diastereomers. 1H NMR (600 MHz, CD2Cl2) δ 8.70 – 8.34 (m, 8H), 7.61 – 7.05 (m, 9H), 6.86 – 

6.67 (m, 4H), 4.67 – 4.50 (m, 1H), 4.45 – 4.39 (m, 2H), 4.36 – 4.21 (m, 1H), 3.82 (t, J = 6.5 Hz, 

2H), 3.75 (d, J = 2.3 Hz, 1H), 3.73 (s, 2H), 3.70 (d, J = 5.0 Hz, 3H), 3.69 – 3.65 (m, 3H), 3.65 (s, 

2H), 3.61 – 3.46 (m, 21H), 3.32 (d, J = 1.6 Hz, 3H), 3.24 – 3.02 (m, 1H), 2.42 (td, J = 6.7, 3.7 

Hz, 1H), 2.33 (t, J = 6.6 Hz, 1H), 1.05 (dd, J = 11.9, 6.8 Hz, 6H), 0.98 (dd, J = 12.9, 6.8 Hz, 6H). 

13C NMR (126 MHz, CD2Cl2) δ 163.7, 163.6, 163.6, 159.1, 159.0, 159.0, 158.9, 145.6, 145.5, 

136.7, 136.6, 136.4, 136.4, 134.7, 134.6, 134.6, 134.4, 131.5, 131.3, 130.7, 130.5, 130.5, 

129.5, 129.5, 128.7, 128.4, 128.3, 128.2, 127.1, 126.6, 126.5, 123.7, 123.6, 123.5, 123.5, 

123.4, 123.3, 118.3, 118.1, 113.6, 113.5, 113.5, 113.4, 113.4, 86.7, 86.7, 72.4, 71.2, 71.1, 

71.0, 70.9, 70.8, 70.2, 68.4, 66.2, 59.2, 59.0, 58.9, 58.8, 58.6, 55.7, 55.7, 55.6, 55.6, 45.8, 45.8, 

43.7, 43.6, 43.5, 43.4, 39.9, 24.9, 24.8, 24.8, 24.7, 24.7, 23.2, 23.2, 20.7, 20.6, 20.5, 20.4. 31P 

NMR (243 MHz, CD2Cl2) δ 149.7 (d, J = 15.9 Hz). ESI MS Found 1267.52 (M + Na). 
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2.5.11 Supporting Figures 

 

 

Figure S2.1: (A) Typical HPLC chromatogram corresponding to the purification of P1. Note the presence of a 

single main peak. (B) The corresponding normalized UV-Vis absorbance spectrum for P1. (C) Typical 

experimental MALDI-TOF spectrum for P1. (D) Simulated MALDI-TOF spectrum for P1. The peaks in the 

experimental and simulated traces that correspond to one another are labeled with the same letter. Note that 

the observed and expected masses are in good agreement. 
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Figure S2.2: (A) Typical HPLC chromatogram corresponding to the purification of P2. Note the presence of a 

single main peak. (B) The corresponding normalized UV-Vis absorbance spectrum for P2. (C) Typical 

experimental MALDI-TOF spectrum for P2. (D) Simulated MALDI-TOF spectrum for P2. The peaks in the 

experimental and simulated traces that correspond to one another are labeled with the same letter. Note that 

the observed and expected masses are in good agreement. 

 

 I
n

te
n

s
it

y

212021102100

TOF Mass (m/z)

 Experimental

a 

b 
c 

d 

e 

f 

 I
n

te
n

s
it

y
212021102100

TOF Mass (m/z)

 Simulated

a 

b 
c 

d 

e 

f 

A
b

s
o

rb
a

n
c
e

1209060300
Time (min)

A
b

s
o

rb
a

n
c
e

600500400
Wavelength (nm)

A 

C 

B 

D 



31 
 

 

 

Figure S2.3: (A) Typical HPLC chromatogram corresponding to the purification of P3. Note the presence of a 

single main peak. (B) The corresponding normalized UV-Vis absorbance spectrum for P3. (C) Typical 

experimental MALDI-TOF spectrum for P3. (D) Simulated MALDI-TOF spectrum for P3. The peaks in the 

experimental and simulated traces that correspond to one another are labeled with the same letter. Note that 

the observed and expected masses are in good agreement. 
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Figure S2.4: (A) Typical HPLC chromatogram corresponding to the purification of P4. Note the presence of a 

single main peak. (B) The corresponding normalized UV-Vis absorbance spectrum for P4. (C) Typical 

experimental MALDI-TOF spectrum for P4. (D) Simulated MALDI-TOF spectrum for P4. The peaks in the 

experimental and simulated traces that correspond to one another are labeled with the same letter. Note that 

the observed and expected masses are in good agreement. 
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Figure S2.5: (A) Chemical structure of P0. (B) Typical HPLC chromatogram corresponding to the purification 

of P0. (C) Typical experimental ESI- spectrum for P0. (D) Simulated ESI- spectrum for P0. The peaks in the 

experimental and simulated traces that correspond to one another are labeled with the same letter. Note that 

the observed and expected masses are in good agreement. 
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Figure S2.6: (A) Schematic of a mercaptohexanol-backfilled monolayer from P1. (B) Carbon K-edge NEXAFS 

spectra of the P1 monolayer measured with the electric field polarized parallel (red) and perpendicular 

(blue) to the gold surface. The predicted theoretical spectrum for PTCDI is shown for comparison (dashed 

trace). The substrate-relative orientation reported for the PTCDIs within the monolayer was calculated from 

the difference in signal intensity (dichroism) between the red and blue traces. 
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Figure S2.7: (A) Schematic of a mercaptohexanol-backfilled monolayer from P2. (B) Carbon K-edge NEXAFS 

spectra of the P2 monolayer measured with the electric field polarized parallel (red) and perpendicular 

(blue) to the gold surface. The predicted theoretical spectrum for PTCDI is shown for comparison (dashed 

trace). The substrate-relative orientation reported for the PTCDIs within the monolayer was calculated from 

the difference in signal intensity (dichroism) between the red and blue traces. 
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Figure S2.8: (A) Schematic of a mercaptohexanol-backfilled monolayer from P3. (B) Carbon K-edge NEXAFS 

spectra of the P3 monolayer measured with the electric field polarized parallel (red) and perpendicular 

(blue) to the gold surface. The predicted theoretical spectrum for PTCDI is shown for comparison (dashed 

trace). The substrate-relative orientation reported for the PTCDIs within the monolayer was calculated from 

the difference in signal intensity (dichroism) between the red and blue traces. 
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Figure S2.9: (A) Schematic of a mercaptohexanol-backfilled monolayer from P4. (B) Carbon K-edge NEXAFS 

spectra of the P4 monolayer measured with the electric field polarized parallel (red) and perpendicular 

(blue) to the gold surface. The predicted theoretical spectrum for PTCDI is shown for comparison (dashed 

trace). The substrate-relative orientation reported for the PTCDIs within the monolayer was calculated from 

the difference in signal intensity (dichroism) between the red and blue traces. 
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Figure S2.10: (A) Schematic of a mercaptohexanol-backfilled monolayer from P0. (B) Representative cyclic 

voltammogram obtained for a backfilled monolayer from P0. (C) Representative plot of the anodic peak 

current as a function of scan rate for a backfilled monolayer from P0. (D) A representative plot of the anodic 

overpotential as a function of the natural logarithm of the scan rate for P0. The red line corresponds to the 

linear fit of the region with η > 100 mV, which is used to obtain the electron transfer coefficient α and the 

standard electron transfer rate constant k0. 
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Figure S2.11: The dependence of the anodic peak current on the scan rate for monolayers from (A) P1, (B) 

P2, (C) P3, and (D) P4. The insets are schematics of the corresponding monolayers. Note that the linear 

dependence is indicative of a surface-bound species. 
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Table S2.1: Tabulated midpoint potentials, anodic to cathodic peak current ratios, anodic peak full widths at 

half maximum, and average surface coverages for P0, P1, P2, P3, and P4. The measurements correspond to a 

minimum of five independent electrodes, with the standard deviations noted in parentheses. 

 

 

 

 

Figure S2.12: The chemical structures of the PTCDI-based substructures used for the molecular dynamics 

simulations and density functional theory calculations. 
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Figure S2.13: Side, top, and back views of the equilibrium conformations of the PTCDI-containing 

substructures of P1, P2, P3, and P4, as obtained from the molecular dynamics simulations. 
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Figure S2.14: Isosurface plots for the HOMO and LUMO of P1, P2, P3, and P4. The isosurface values for all of 

the plots have been set to 0.01 |e|/Å3. 
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CHAPTER 3 Unexpected Length Dependence of Excited-State Charge 

Transfer Dynamics for Surface-Confined Perylenediimide Ensembles 

3.1 Abstract 

 The performance of devices from organic semiconductors is often governed by 

charge transfer phenomena at structurally and electronically complex interfaces, which 

remain challenging to access and study with excellent chemical and temporal resolution. 

Herein, we report the preparation and X-ray spectroscopic characterization of well-defined 

model organic-inorganic interfaces. We discover an unexpected trend for our systems' 

associated charge transfer times, and we rationalize this trend with density functional 

theory calculations. Our findings hold relevance for understanding interfacial charge 

transfer phenomena in a variety of organic, biological, and bioinspired systems. 

 

3.2 Introduction 

Organic semiconductors have been touted as the next generation of electronic 

materials, with the potential to replace their more established inorganic counterparts in 

many devices, and as such, they have witnessed tremendous advances within the past two 

decades.1-9 The performance of organic electronic devices, such as light emitting diodes, 

photovoltaics, and transistors, has been shown to critically depend on charge transfer 

phenomena at their organic-inorganic interfaces.10-13 Traditionally, such phenomena have 

been studied with various spectroscopic techniques for isolated macromolecular systems in 

solution or thin films at solid substrates.14-22 However, these experiments may not always 

adequately capture charge transfer dynamics at organic-inorganic interfaces, where 

molecule-molecule and molecule-substrate interactions become notoriously complicated.10-
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13,23 Moreover, the experiments can often furnish inconclusive results at length scales of < ~ 

5 nm, where the electronic structure of organic semiconductors transitions from 

resembling isolated molecules to resembling extended solids.24-26 Consequently, there 

exists an opportunity for the development of methodologies that facilitate detailed studies 

of excited-state charge transfer within structurally and electronically well-defined model 

systems at solid substrates. 

Herein, we use synchrotron-based X-ray spectroscopy to quantify excited-state 

charge transfer dynamics at model organic-inorganic interfaces. First, we form a series of 

well-defined, backfilled monolayers via self-assembly of distinct DNA-like macromolecules 

from perylene-3,4,9,10 tetracarboxylic diimide (PTCDI)27-31 building blocks. We next probe 

our monolayers with resonant photoemission spectroscopy (RPES)21,22,32-41 and use the 

core-hole clock (CHC)21,22,32-41 method to quantify the rate of excited-state charge transfer, 

i.e. electron delocalization, from the molecules to their surroundings. We observe an 

unexpected length-dependent trend for the charge transfer times, which we rationalize 

with density functional theory calculations. Our findings hold significance for the 

engineering of improved interfaces in organic electronic devices and for the study of charge 

transfer phenomena in a variety of organic, biological, and bioinspired systems. 

 

3.3 Results and Discussion 

For our experiments, we prepared the model organic-inorganic interfaces 

illustrated in Figure 3.1, which drew inspiration from the architecture of organic 

semiconductor thin films and the self-assembly properties of duplex DNA. First, we chose 

the classic PTCDI organic semiconductor for our experiments because this molecule’s 
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electronic properties and self-assembly characteristics have been extensively explored.27-31 

Next, we used established automated oligonucleotide chemistry to synthesize and 

characterize a series of DNA-like macromolecules (denoted as P1, P2, P3, and P4), which 

consisted of one to four PTCDI moieties arranged on a phospho-alkane backbone, as well as 

alkanethiol and ferrocene functionalities at opposing termini (Supporting Information 

Figures S2.1 – S2.4).42-52 Here, the incorporation of a negatively-charged backbone and 

solubilizing hexaethylene glycol imide substituents facilitated processing and mitigated the 

possibility of intermolecular aggregation.30,31 Subsequently, we leveraged standard DNA 

and alkanethiol self-assembly strategies53-56 to form backfilled monolayers on gold 

substrates from our thiol-modified macromolecules. Importantly, the monolayers were 

relatively dilute with surface coverages of ~ 20 to ~ 25 pmol/cm2, as determined from 

electrochemical measurements,57 and their constituent PTCDI-based macromolecules 

adopted upright orientations at nearly identical angles of ~ 60 to ~ 61° relative to the 

substrates, as determined from near-edge X-ray fine structure absorption spectroscopy.57 

These precisely-defined organic-inorganic interfaces enabled the systematic investigation 

and direct comparison of excited-state charge transfer phenomena within a uniform 

context. 
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Figure 3.1: Illustration of backfilled monolayers from macromolecules P1, P2, P3, and P4 on gold substrates. 

The macromolecules feature tracts of one, two, three, or four PTCDIs arranged on a phospho-alkane 

backbone, as well as terminal thiol and ferrocene moieties. The legend on the right shows the components of 

our model systems. 

 

We proceeded to study charge transfer dynamics at our model organic-inorganic 

interfaces with synchrotron-based resonant photoemission spectroscopy (RPES), a surface-

sensitive technique that provides information on interfacial charge transfer with atomic-

level chemical resolution and femtosecond (or even sub-femtosecond) temporal 

resolution.21,22,32-34 In a typical generalized incarnation of this technique, X-ray radiation 

promotes an atomically localized core electron to an unoccupied orbital (e.g, the LUMO), 

producing an excited electron and a core-hole (Figure 3.2A, left). Subsequently, the excited 

electron may relax via multiple pathways, including an autoionization process known as 

participator decay (Figure 3.2A, middle) and general charge transfer into the surroundings 

(Figure 3.2A, right).21,22,32-34 For the participator decay process, the excited electron 

participates in the core-hole decay and another electron from an occupied orbital (e.g. the 
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HOMO) is ejected (Figure 3.2A, middle), yielding a resonantly enhanced peak that is 

degenerate with direct photoemission.21,22,32-34 For the charge transfer process, the core-

excited electron delocalizes from the macromolecules’ higher-energy orbital into the 

substrate or general surrounding electronic environment (Figure 3.2A, right), quenching 

the intensity of the participator decay signal.21,22,32-34 As a specific example, Figure 3.2B 

shows a two-dimensional plot of the normalized resonant photoemission intensity versus 

the photon energy and electron binding energy for a monolayer from P1, with the non-

resonant background subtracted (a wider photon energy range is shown in Figure S3.1). 

The plot displayed a prominent peak for photon energies between 284 eV and 286 eV and 

binding energies between 2.2 eV to 5 eV, along with a broad Auger decay hump at higher 

binding energies (Figures 3.2B and S3.1). Based on the NEXAFS and RPES spectra 

previously reported for perylene derivatives, we attributed the prominent peak to the 

resonantly enhanced HOMO resulting from participator decay of a carbon 1s core electron 

that had been promoted to the LUMO and/or LUMO+1.38,41,57-59 Importantly, an analysis of 

the spectra obtained for monolayers from P2, P3, and P4 yielded very similar characteristic 

signals, which we assigned in analogous fashion (Figures S3.2-S3.3.4). These findings 

demonstrated that the RPES spectra of monolayers from P1, P2, P3, and P4 generally 

resembled both one another and the spectra previously reported for various perylene 

derivatives.38,41 
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Figure 3.2: (A) Illustration of the promotion of a core electron to an unoccupied orbital (left), the relaxation 

of the excited electron via the participator decay process (middle), and the delocalization of the electron into 

the surrounding electronic environment (right). (B) A two-dimensional plot of the RPES intensity versus the 

photon energy and electron binding energy for a monolayer from P1. The red dashed line corresponds to the 

one-dimensional plot of the RPES intensity versus the electron binding energy for P1 in (C). (C) The 

normalized RPES intensity profiles for the P1 (red), P2 (blue), P3 (green), and P4 (black) monolayers. The 

data is extracted from the two-dimensional RPES intensity plots at photon energies of 285.4 eV, 

corresponding to the promotion of a carbon 1s core electron to the LUMO+1. 

 

We next used the core-hole clock method to evaluate the intrinsic excited-state 

charge transfer times from the RPES plots obtained for backfilled monolayers from P1, P2, 

P3, and P4. 21,22,32-41 Figure 3.2C shows one-dimensional plots of the RPES intensity versus 

the electron binding energy for these monolayers at a photon excitation energy of 285.4 eV 
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(specifically corresponding to the promotion of a carbon 1s core electron to the 

LUMO+1).57-59 By evaluating the quenching of the prominent participator decay between 

binding energies of 3.2 eV and 5.5 eV, we extracted the excited electron delocalization rates 

and hence the associated charge transfer times of 11.5 ± 1.5 fs, 8.4 ± 1.0 fs, 5.2 ± 0.5 fs, and 

5.7 ± 0.6 fs for backfilled monolayers from P1, P2, P3, and P4, respectively (see the 

Supporting Information for calculation details).21,22,32-41 Here, the observed charge transfer 

times generally decreased with increasing molecular length (i.e. greater number of PTCDI 

building blocks), with a substantial difference between monolayers from P1 and 

monolayers from P4 (Figure 3.3). The observed trend was surprising, as previous studies 

have explicitly demonstrated that charge transfer times roughly increase with length for 

nitrile- and ferrocene-terminated alkanethiol monolayers (in contrast to our findings).60,61 

Indeed, for the P1 to P4 series, the longer macromolecules extend farther from the surface 

and should be more poorly coupled with the substrate, hindering excited electron 

delocalization and presumably leading to an increase (rather than a decrease) in the 

observed charge transfer times. 
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Figure 3.3: The calculated charge transfer times for P1, P2, P3, and P4 (the illustrations of the corresponding 

macromolecules are inset). Note that the charge transfer times decrease as the length of the columnar 

molecular stack increases. 

 

To understand our unexpected findings, we examined the electronic structure of the 

P1 to P4 series. For this purpose, we first used molecular dynamics simulations to obtain 

the equilibrium geometries of our macromolecules’ PTCDI-based substructures52,57 

(Figures S2.12 and S2.13). We then employed density functional theory calculations to 

generate the shapes of their corresponding molecular orbitals, both in the ground state and 

with a core electron promoted to the LUMO+1 (Figures S3.6 and S3.7).62-65 Interestingly, we 

noted that the electron density was delocalized over either the entirety or majority of our 

macromolecules’ aromatic cores, as exemplified by the isosurface plots of their LUMO+1’s 
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(Figures S3.6 and S3.7). In addition, we found that P1, P2, P3, and P4 possessed LUMO+1 

energies of approximately –0.9 eV, –2.9 eV, –3.2 eV, and –3.1 eV, respectively (note that 

these values are estimates, as our calculations employ functionals with limited accuracy 

and do not take into account solvent and substrate effects). Moreover, we observed that the 

longer macromolecules featured multiple closely-spaced unoccupied states at lower 

energies due to strong intermolecular interactions (Figure S3.8). Given the information 

from our calculations, the measured unexpected trend in the charge transfer times could be 

rationalized by considering the electron density delocalization and lower energies for the 

unoccupied orbitals of P1, P2, P3, and P4. This length-dependent evolution in our 

macromolecules’ electronic properties likely facilitated the efficient transfer of the excited 

electrons into the surrounding environment. 

 

3.4 Conclusion 

In conclusion, we have quantified excited-state charge transfer dynamics at PTCDI-

based model organic-inorganic interfaces, and our study holds significance for several 

reasons. First, the presented approach employs entrenched DNA synthesis and self-

assembly techniques to produce well defined arrays of columnar stacks of organic 

semiconductor building blocks at solid substrates. Such precise control is difficult to 

achieve within traditional synthesis and self-assembly contexts, potentially making our 

strategy valuable for scientists working on understanding charge transfer phenomena. 

Second, the reported measurements reveal an unexpected trend in the rate of charge 

transfer from our macromolecules to their surroundings, which decreases, rather than 

increases, with molecular length. This trend can be rationalized by considering the 
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evolution in electronic structure that occurs when organic semiconductors transition from 

isolated molecules to extended solids. Third, our experiments provide access to charge 

transfer dynamics at electronically and structurally well-defined model interfaces with 

atomic-level chemical resolution and femtosecond-range temporal resolution. Given that 

core-level excited states share some common features with valence-level excited states for 

π-conjugated organic semiconductors,66 our strategy may prove valuable for exploring 

interface-associated charge transfer dynamics in a broad range of carbon-based materials. 

Finally, the calculated charge transfer times of ~ 6 to ~ 12 fs measured for our DNA-like 

constructs are virtually identical to charge transfer times of ~ 6 fs measured for DNA under 

analogous conditions.67,68 This direct comparison is interesting from the perspective of the 

DNA conductivity field and supports the classic notion that duplex DNA shares 

characteristics with one-dimensional aromatic crystals, further underscoring the general 

applicability of our work.69-71 Altogether, the presented methodology may open new 

opportunities for the fundamental study of structure-function relationships in arbitrary 

organic materials, nanoscale charge transfer phenomena at device-relevant organic-

inorganic interfaces, and conductivity in biological and bioinspired systems. 

 

3.5 Supporting Information 

3.5.1 General Information and Experimental Procedures 

 Information and general procedures for the synthesis of the macromolecules used in 

this study, the molecular dynamic simulations, and self-assembly onto gold substrates is 

provided in section 2.5 of this thesis. 
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3.5.2 X-ray Spectroscopy of the PTCDI-Based Mixed Monolayers and Multilayers 

X-ray spectroscopy experiments were performed at the ALOISA beamline of the 

Elettra Synchrotron in Trieste, Italy in an ultra-high vacuum end station.[72] During the 

experiments, the sample temperature was maintained at –60 °C, thereby limiting molecular 

decompositions during irradiation and minimizing water adsorption, and the measurement 

and sample preparation chamber pressures were maintained at 10-11 mbar and 10-10 mbar, 

respectively. The backfilled monolayers and multilayers were characterized using resonant 

photoemission spectroscopy (RPES). The RPES experiments were performed by taking XPS 

scans (0 to 50 eV binding energy) at a series of incident photon energies across the entire 

range of the carbon K-edge ionization threshold (278 eV to 310 eV), with an overall energy 

resolution of ~ 400 meV. The surface was oriented at a grazing-incidence angle of 4˚ and 

roughly at P-polarization, with a hemispherical electron analyzer positioned 35˚ off the 

scattering plane (acceptance angle of 2°). The binding energy of the C1s RPES maps was 

calibrated relative to the Fermi energy by using substrate Fermi edge at 0 eV, or by using 

the carbon 1s XPS peak that resulted from the second order photon excitation. Note that for 

the photon energy that matches twice the carbon 1s binding energy, the second order 

carbon 1s peak appears in the RPES spectra at a binding energy of 0 eV. In addition, the 

absolute photon energy was calibrated a posteriori according to established literature 

procedures.[72] The data obtained for all of the measurements were analyzed and processed 

according to established literature procedures.[22,32,33,35-41,59] 

 

3.5.3 Calculation of the Charge Transfer Times 

The charge transfer dissociation times 𝜏𝐶𝑇 for macromolecules P1, P2, P3, and P4 
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were calculated according to established literature protocols.[22,32,33,35-37,39,40,72] First, the 

non-resonant photoemission signal at energies below the C1s-LUMO excitation (the pre-

edge) was subtracted from each of the corresponding two-dimensional RPES plots (Figures 

S3.1-S3.4). Subsequently, the resonant spectra were normalized to the overall Auger 

intensity above the ionization threshold of 310 eV, enabling a quantitative analysis of the 

intensity quenching for the HOMO participator decay peak. To facilitate comparisons of the 

relative charge transfer times, we extracted one-dimensional RPES intensity profiles for P1, 

P2, P3, and P4 monolayers at a photon excitation energy of 285.4 eV, specifically 

corresponding to the promotion of a carbon 1s core electron to the LUMO+1 (Supporting 

Information Figures S3.1-S3.8). Note that the inelastic electron emission was modeled as a 

Shirley-type background and subtracted from each of these one-dimensional plots. Here, 

the participator intensities (Ip) of the valence band resonances for P1, P2, P3, and P4 were 

then evaluated by integrating the peaks between 3.2 eV and 5.5 eV (i.e. the binding energy 

range of the HOMO), and the corresponding charge delocalization times were calculated by 

following the core-hole-clock approach[22,32,33,35-41,59] via the equation[32] 

 
𝜏𝐶𝑇 = 𝜏𝐶𝐻

𝐼𝑐𝑜𝑢𝑝𝑙𝑒𝑑

𝐼𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 − 𝐼𝑐𝑜𝑢𝑝𝑙𝑒𝑑
  

 
where  𝜏𝐶𝐻 = 6 fs is the reported core-hole lifetime for carbon 1s,[73] 𝐼𝑖𝑠𝑜𝑙𝑎𝑡𝑒𝑑 is the 

integrated participator intensity for a long-lived reference, and 𝐼𝑐𝑜𝑢𝑝𝑙𝑒𝑑 is the participator 

intensity for a mixed monolayer.[32] In accordance with literature procedures, we assumed 

that all aromatic carbon atoms were equally coupled to their surroundings and employed a 

PTCDI multilayer, for which the constituent molecules were poorly coupled to their 

surroundings, as the long-lived reference (Figure S3.5). The calculations yielded charge 
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transfer times of 11.5 ± 1.5 fs for the P1 monolayer, 8.4 ± 1 fs for the P2 monolayer, 5.2 ± 

0.5 fs for the P3 monolayer, and 5.7 ± 0.6 fs for the P4 monolayer. Note that the errors 

were calculated by including the signal-to-noise ratio of the measured resonant spectra and 

the reported error of the carbon 1s core-hole lifetime. 

 

3.5.4 Density-Functional Theory Calculations for the PTCDI-Based Macromolecules 

Density functional theory (DFT) was used to predict the orbital shapes and energies 

for the subunits of macromolecules P1, P2, P3, and P4. The averaged structures obtained 

from the molecular dynamics simulations were used for the subunit geometries, and for 

computational simplicity, the DFT calculations employed constructs that were substituted 

with methyl groups (rather than hexaethyleneglycol monomethyl ether) at the imide 

positions opposite to the phosphate backbone (Figure S2.12). For the ground state, the 

shapes and energies of the molecular orbitals (Figure S3.6) were calculated within the 

Gaussian 09 package.[63] The orbitals were expanded in the cc-pVTZ basis set and the CAM-

B3LYP exchange-correlation functional.[62]  For the excited state in the presence of a core 

hole, the shapes of the molecular orbitals (Figure S3.7) were calculated within the Atomic 

Simulation Environment using GPAW a grid-based real-space projector-augmented-wave 

(PAW) code[64,65,74] and the Perdew Burke Ernzerhof (PBE) exchange-correlation 

functional.[75] In this calculation, the default grid spacing of 0.2 was found to be sufficient, 

and the convergence of the self-consistency cycle was used to preserve minimum box sizes. 

Note that a core hole was introduced within a carbon atom via the PAW pseudopotential 

for each macromolecule and an electron was placed in the LUMO+1 for the top PTCDI 

moiety of each macromolecule. All isosurface plots were rendered in VESTA.[76] 
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3.5.5 Supporting Figures 

 

 

Figure S3.1: (A) Chemical structure of the P1 macromolecule. (B) Illustration of a mixed monolayer from P1. 

(C) A two-dimensional plot of the signal intensity versus the photon energy and electron binding energy for a 

monolayer from P1. The dashed line corresponds to the one-dimensional plot of the signal intensity versus 

the electron binding energy in D. (D) The normalized resonant participator intensity profile for the P1 

monolayer at an incident photon energy of 285.4 eV. 

 

 

 

Figure S3.2: (A) Chemical structure of the P2 macromolecule. (B) Illustration of a mixed monolayer from P2. 

(C) A two-dimensional plot of the signal intensity versus the photon energy and electron binding energy for a 

monolayer from P2. The dashed line corresponds to the one-dimensional plot of the signal intensity versus 

the electron binding energy in D. (D) The normalized resonant participator intensity profile for the P2 

monolayer at an incident photon energy of 285.4 eV. 
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Figure S3.3: (A) Chemical structure of the P3 macromolecule. (B) Illustration of a mixed monolayer from P3. 

(C) A two-dimensional plot of the signal intensity versus the photon energy and electron binding energy for a 

monolayer from P3. The dashed line corresponds to the one-dimensional plot of the signal intensity versus 

the electron binding energy in D. (D) The normalized resonant participator intensity profile for the P3 

monolayer at an incident photon energy of 285.4 eV. 

 

 

 

Figure S3.4: (A) Chemical structure of the P4 macromolecule. (B) Illustration of a mixed monolayer from P4. 

(C) A two-dimensional plot of the signal intensity versus the photon energy and electron binding energy for a 

monolayer from P4. The dashed line corresponds to the one-dimensional plot of the signal intensity versus 

the electron binding energy in D. (D) The normalized resonant participator intensity profile for the P4 

monolayer at an incident photon energy of 285.4 eV. 
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Figure S3.5. (A) Chemical structure of the small molecular PTCDI derivative 2’ used to form the multilayer. 

(B) Illustration of a multilayer from the small molecular PTCDI derivative. (C) A two-dimensional plot of the 

signal intensity versus the photon energy and electron binding energy for the PTCDI multilayer. The dashed 

line corresponds to the one-dimensional plot of the signal intensity versus the electron binding energy in D. 

(D) The normalized resonant participator intensity profile for PTCDI multilayer at an incident photon energy 

of 285.4 eV. 

 

 

Figure S3.6: Isosurface plots for the LUMO + 1 of P1, P2, P3, and P4 for the ground state in the absence of a 

core hole. The isosurface values for all of the plots have been set to 0.01 |e|/Å3. 

 

 

Figure S3.7: Isosurface plots for the LUMO + 1 of P1, P2, P3, and P4 in the presence of a core hole and with 

an electron promoted to the orbital. The isosurface values for all of the plots have been set to 0.01 |e|/Å3. 
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Figure S3.8. The theoretically determined energies of the LUMOs and energetically-similar unoccupied 

orbitals for P1, P2, P3, and P4. The LUMO+1 energy levels reported in the text are colored red. The energies 

correspond to the ground state calculations in the absence of a core hole, i.e. Figure S3.6. 
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CHAPTER 4 Summary and Future Work 

4.1 Summary 

 To summarize, this work offers a pathway for the design and discovery of a novel 

class of one-dimensional bioinspired organic molecular wires for which the position of 

every chemical group is precisely defined. To obtain such molecular wires, we used 

scalable and robust chemical synthesis protocols adapted from bioconjugate chemistry, 

enabling us to merge the biological building block assembly strategy of DNA with the 

desirable physical characteristics of well known organic semiconductors. We can confirm 

that the obtained polymeric hybrid functional materials possess controllable architectures 

and precisely-defined morphologies at solid substrates with a suite of robust physical 

characterization techniques. By further evaluating the charge transport properties of these 

model one-dimensional molecular wires with electrochemical, x-ray spectroscopic, and 

computational methods, we will develop the knowledge base necessary for the discovery, 

design, and synthesis of novel organic electronic functional materials for next-generation 

electronic devices. 

 

4.2 Future Work 

 Since we have established our integrated methodology for the synthesis, 

purification, structural characterization, x-ray spectroscopic interrogation, electrochemical 

investigation, and computational analysis of organic molecular wires from one specific 

building block, we will rationally design and investigate their sequence-variable analogues. 

For our new molecular wires, we will specifically focus on PTCDIs for which precursors are 

commercially available (or furnished from other commercial molecules in one synthetic 
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step); are fully compatible with the described synthetic methods and general self-assembly 

strategies; and feature well-defined changes in their electrochemical/electronic properties 

due to substituents on their aromatic cores.16-20 Figure 4.1A shows the core-unsubstituted 

PTCDI used for our preliminary experiments and several core-substituted PTCDIs that 

satisfy the aforementioned criteria. Indeed, PTCDIs with strongly electron-withdrawing 

cyano substituents on their aromatic cores are easier to reduce by ~ 0.3 V, as well as more 

difficult to oxidize, and PTCDIs with strongly electron-donating pyrrolidino substituents on 

their aromatic cores are more difficult to reduce by ~ 0.3 V, as well as easier to oxidize by ~ 

1.0 V.16,17,19,20 For one potential set of studies, we will design the sequence-variable organic 

molecular wires illustrated in Figure 4.1B that will feature identical lengths but will be 

comprised of distinct core-substituted PTCDI building blocks. Such constructs will enable 

the investigation of charge transport in multiple analogous systems, providing insight into 

how even subtle molecular-level structural changes influence the functionality of one-

dimensional models of pi-stacked organic semiconductor ensembles. For another potential 

set of studies, we will design the organic molecular wires illustrated in Figure 4.1C that 

incorporate distinct segments from core-unsubstituted PTCDIs, which are a p-type 

material,16,17,19,20 and pyrrolidino-substituted PTCDIs, which are an n-type material,16,17,19,20 

in one-dimensional models of p-n, p-n-p, or n-p-n junctions. Such constructs will enable the 

investigation of charge transport across one-dimensional models of organic/organic 

heterostructures (which play crucial roles in the performance of organic light emitting 

diodes and solar cells),1-15 providing insight into charge separation mechanisms within pi-

stacked organic semiconductor ensembles. For a final potential set of studies, we will 

design the organic molecular wires illustrated in Figure 4.1D, for which a single core-
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substituted PTCDI is placed at different specified positions within a larger segment of core-

unsubstituted PTCDIs. Such constructs will enable the investigation of charge transport in 

the presence of chemical defects (corresponding to the PTCDIs’ core substituents), 

providing insight into how a small number of impurities affect the migration and/or 

trapping of charge in one-dimensional models of otherwise pristine materials.1-15 This 

approach will be completely general, enabling the design (and eventual investigation) of a 

wide variety of unique and unprecedented precisely-defined systems that would not be 

possible outside the proposed methodology. 

 

 

Figure 4.1: (A) Chemical structures (top) and cartoon representations (bottom) for core-unsubstituted, 

chloro-substituted, pyrrolidino-substituted, and cyano-substituted PTCDI building blocks. (B) Cartoon 

representations of molecular wires with identical lengths but from different PTCDI building blocks. (C) 

Cartoon representations of molecular wires from two different building blocks that result in a nanoscale p-n 

junction (left) and n-p-n junction (right). (D) Cartoon representations of molecular wires from two different 

building blocks, where a tract from one PTCDI variant features another derivative at different locations as a 

de facto defect. 
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 Finally, this work is exciting from the perspective of benchmarking our materials’ 

emergent properties against classical concepts from the literature. By preparing and 

characterizing a series of length-variable constructs from molecular building blocks, we can 

directly observe the changes in electronic structure accompanying the transition of an 

isolated molecule to a material, as illustrated in Figure 1.1A, along with the consequences 

of this transition for charge transport. Through analogous studies on molecular wires 

containing organic/organic heterostructures, such as the p-n and n-p-n junctions in Figure 

4.1C, or on constructs containing different building blocks at precisely defined positions, 

such as the sequence-variable constructs in Figure 4.1D, we can gain unprecedented insight 

into nanoscale interfacial charge transfer phenomena for both pristine and defect-

containing systems. Moreover, due to their phospho-alkane backbone and aromatic 

building block spacing, our molecular wires will share clear and common features with 

DNA. The proposed studies will thus enable a reassessment of the classic notion that 

duplex DNA shares characteristics with one-dimensional aromatic crystals,22,23,24,25 

underscoring the general relevance of our methodology. Altogether, the proposed work 

will provide exciting opportunities for the investigation and evaluation of structure-

function relationships and charge transport phenomena across a broad range of molecular, 

organic, and biological systems. 
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