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EPIGRAPH 

How do you look at a plant that isn't built yet? I don't know. Lieutenant Zumwalt, who was 

always coming around with me because I had to have an escort everywhere, takes me into this room 

where there are these two engineers and a loooooong table covered with a stack of blueprints 

representing the various floors of the proposed plant. 

I took mechanical drawing when I was in school, but I am not good at reading blueprints. 

So they unroll the stack of blueprints and start to explain it to me, thinking I am a genius. Now, one 

of the things they had to avoid in the plant was accumulation. They had problems like when there's 

an evaporator working, which is trying to accumulate the stuff, if the valve gets stuck or something 

like that and too much stuff accumulates, it'll explode. So they explained to me that this plant is 

designed so that if any one valve gets stuck nothing will happen. It needs at least two valves 

everywhere. 

Then they explain how it works. The carbon tetrachloride comes in here, the uranium 

nitrate from here comes in here, it goes up and down, it goes up through the floor, comes up through 

the pipes, coming up from the second floor, bluuuuurp going through the stack of blueprints, down 

up-down-up, talking very fast, explaining the very, very complicated chemical plant. 

I'm completely dazed. Worse, I don't know what the symbols on the blueprint mean! There 

is some kind of a thing that at first I think is a window. It's a square with a little cross in the middle, 

all over the damn place. I think it's a window, but no, it can't be a window, because it isn't always 

at the edge. I want to ask them what it is. 

You must have been in a situation like this when you didn't ask them right away. Right 

away it would have been OK. But now they've been talking a little bit too long. You hesitated too 

long. If you ask them now they'll say, "What are you wasting my time all this time for?" 

What am I going to do? I get an idea. Maybe it's a valve. I take my finger and I put it down 

on one of the mysterious little crosses in the middle of one of the blueprints on page three, and I 

say, "What happens if this valve gets stuck?" -- figuring they're going to say, "That's not a valve, 

sir, that's a window." 

So one looks at the other and says, "Well, if that valve gets stuck --" and he goes up and 

down on the blueprint, up and down, the other guy goes up and down, back and forth, back and 

forth, and they both look at each other. They turn around to me and they open their mouths like 

astonished fish and say, "You're absolutely right, sir." 

So they rolled up the blueprints and away they went and we walked out. And Mr. Zumwalt, 

who had been following me all the way through, said, "You're a genius…I want to know how, how 

do you do that?" 

 

I told him you try to find out whether it's a valve or not. 

 

--Richard Feynman, Surely You’re Joking, Mr. Feynman! 
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Atmospheric aerosols directly impact the Earth’s climate by scattering and absorbing solar 

radiation and indirectly by altering the microphysical properties of clouds. Aerosols formed over 

the oceans, termed marine aerosols, consist of secondary marine aerosols (SMA) formed upon the 

oxidation of gas phase species and of primary sea spray aerosols (SSA) that are directly emitted 

from the surface of the ocean. The climate relevant properties of primary SSA are determined by 

their size and chemical composition, both of which are functions of the ocean’s biological activity 

as well as atmospheric heterogeneous reactions with trace gas species and photochemical aging 

reactions. This dissertation investigates the impacts of each of these processes on the chemical 

complexity of SSA by conducting fundamental laboratory studies involving spectroscopic probing 

of various SSA systems ranging from simple, single component model systems to authentic SSA 

produced using an indoor ocean-atmosphere facility that replicates the chemical and biological 

complexity of the ocean and SSA. First, we identified the various chemical species found in SSA 

and linked their size and temporal changes to the biological activity of the ocean. Next, we used 

our improved understanding of the molecular speciation of SSA to look in-depth at the atmospheric 

reactions that alter the chemical and physical properties of SSA, including the heterogeneous 

reaction with gas phase nitric acid and OH radicals, as well as photosensitized reactions with 

chromophoric species. We found that the chemical complexity of SSA due to the organic and 

biological components alters their reactivity and introduces alternative pathways beyond those 

previously acknowledged. Finally, to aid in future experiments of photochemical aging reactions 

of SSA, we constructed and validated an LED incoherent broadband cavity enhanced absorption 

spectrometer (LED-IBCEAS) to detect various nitrogen oxides (e.g., NO2 and HONO). The 

findings presented in this dissertation improve our understanding of the various chemical and 

biological controls on the climate relevant properties of SSA, and can ultimately be used to improve 

the performance of regional and global climate models. 
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Chapter 1  An Introduction to Sea Spray Aerosol 

1.1 Atmospheric Aerosols and the Earth’s Climate 

Gases and aerosols are the two main components of the Earth’s atmosphere. Aerosols are 

defined as any solid or liquid particle suspended in a gas, and range in size from a few nanometers 

to tens of microns.1 This broad definition underscores the chemical and physical heterogeneity of 

atmospheric aerosols, which is a result of their wide ranging sources, formation mechanisms, and 

atmospheric aging processes. The importance of aerosols was noted at least as far back as 1500 by 

Leonardo da Vinci, when he stated "...as I say, the atmosphere assumes this azure hue by reason 

for the particles of moisture which catch the rays of the sun.”2 In the more than 500 years since 

then, the understanding of the role aerosols play in the Earth system has increased greatly. 

Presently, aerosols are known to have substantial impacts on air quality, visibility, human health, 

biogeochemical cycles, atmospheric chemistry, and global climate.1,3 

1.1.1 Climate Impacts of Aerosols 

The total aerosol impact on global climate is highly complex and multifaceted, with effects 

broadly classified as either direct or indirect (Figure 1.1). Aerosols directly alter the Earth’s climate 

by scattering and absorbing solar radiation, which have cooling and warming effects on the 

atmosphere, respectively. The ability of an aerosol to scatter light is largely determined by its size 

and refractive index,1 with increasing aerosol diameters linked to more efficient scattering. 

However, a complicating factor in determining an aerosol’s light-scattering ability is that its size is 

not static throughout its lifetime and can change due to any number of physical and chemical 

processes, including coagulation, heterogeneous and photochemical reactions, and the uptake of 

water at the particle’s surface.  
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In terms of absorbing properties, aerosol chemical composition is the guiding principle.4 

As with scattering, the absorbing properties of aerosols are difficult to model due to the sheer 

number of chemical structures of which they are composed as well as the countless factors that 

alter them. For example, the carbonaceous components of aerosols are known to exist as any 

number of a wide range of molecular compositions, each with unique light-absorbing properties; 

from colorless organics such as carboxylic acids, to brown carbon composed of humic-like 

substances (HULIS), to highly absorbing black carbon consisting primarily of soot.5 

Aerosols indirectly affect climate due to their ability to serve as cloud condensation nuclei 

(CCN) and ice nuclei (IN), both of which are critical to the formation of clouds and the occurrence 

of precipitation.1 The cloud formation process begins when air rises and subsequently cools due to 

adiabatic expansion. With cooling, the saturation vapor pressure decreases, causing the air to 

become supersaturated with respect to water vapor. However, due to the existence of an 

intermediate maximum in the Gibbs free energy, supersaturation ratios of over 400% are required 

before water vapor will undergo a homogeneous phase change and condense into a liquid droplet. 

As CCN, aerosols provide a surface upon which water vapor can condense at much lower 

supersaturation ratios, allowing for the eventual formation of cloud droplets in conditions found in 

the Earth’s atmosphere. Similarly, at low temperatures, aerosols can also serve as IN, by providing 

a surface or nucleus upon which ice crystals can form. 

The number and type of aerosols available to serve as CCN or IN alters the microphysical 

and radiative properties of clouds. For example, in environments with high numbers of CCN, water 

is distributed among more cloud droplets, resulting in a greater number of smaller sized droplets. 

This has a dual effect on the resulting cloud, giving it a higher reflectivity, or albedo,6 as well as a 

longer lifetime due to the resulting delayed onset of precipitation.7 Together, these indirect effects 

lead to a cloud that more efficiently scatters radiation for a longer period of time.8 
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The ability of an aerosol particle to serve as CCN or IN is determined by its size and 

chemical composition.9 However, due to gaps in the knowledge of their physical and chemical 

characteristics, the CCN/IN activity of aerosols is ill-defined and therefore poorly represented in 

climate models. Currently, the single largest uncertainty in global radiative forcing is due to the 

aerosol indirect effect (Figure 1.2). It is therefore obvious that to improve regional and global 

climate models, an improved understanding of aerosol chemical composition, relevant aging 

processes, and their links to climate relevant properties such as CCN/IN activity is needed.10–13 

Such improvements are the goal of the research presented in this thesis. 

1.1.2 Sources of Aerosols 

As previously mentioned, aerosols originate from a wide variety of sources and formation 

mechanisms, each with unique lifetimes, sizes, and chemical and physical properties. Depending 

on their specific formation mechanism, aerosols can be broadly classified as either primary or 

secondary in nature. Primary aerosols are directly emitted from natural sources such as windborne 

dust, sea spray, volcanos, and forests,1 as well as anthropogenic sources including combustion of 

fuels, metal working, and biomass burning.3 Secondary aerosols are formed through the chemical 

reactions between gas-phase species and the subsequent nucleation or condensation of the resulting 

low volatility product species.1,14 Examples of secondary aerosol precursor gases that undergo 

oxidation include biogenic volatile organic compounds (VOCs) released by trees in terrestrial 

regions, dimethyl sulfide (DMS) released by marine phytoplankton, and sulphur dioxide (SO2) 

from volcanos.14 The formation of secondary organic aerosols (SOA) from organic precursor gases 

is a particularly active area of research, as it is estimated that 104-105 different organic compounds 

can contribute to SOA formation and growth.15 
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1.2  Marine Aerosols 

The portion of atmospheric aerosols that come from the Earth’s oceans are termed marine 

aerosols (MA). A brief glance at a map of the Earth offers a clue as to why MA are so important: 

as oceans cover two-thirds of the surface of the planet, MA make up one of the largest fluxes of 

aerosol particles in the atmosphere.10,16 Further adding to their importance is the fact that the remote 

marine regions in which MA are formed are quite clean, with ambient aerosol concentrations as 

low as <100 per cubic cm.16 As a result, the microphysical properties of clouds in these regions are 

exceptionally sensitive to the characteristics of available CCN and any changes they may undergo. 

Finally, in order to model anthropogenic aerosol impacts on climate, an improved baseline of 

natural aerosols such as MA is needed.17 Together, these factors point to the need for improved 

understanding of the number, size, and chemical composition of MA, which will allow for a better 

understanding of climate over a significant portion of the Earth. 

1.2.1 Composition and Formation of MA 

Great strides have been made in determining the chemical composition of MA since the 

1960s when it was first discovered that organic matter was incorporated into submicron MA.18 

While it is presently understood that in addition to inorganic salt, there is an important organic 

component of MA,19–22 the mixing state, chemical fractionation, and impact of production 

mechanism on organic enrichment all remain poorly characterized.23 Before further discussing the 

specific gaps in MA knowledge, a brief introduction to their production mechanism is first given 

below. 

As alluded to in the previous section, marine aerosols can be classified as either primary 

sea spray aerosol (SSA) or secondary marine aerosol (SMA), depending on their production 

mechanism. Primary SSA is produced when bubbles become entrained in the water column by 

breaking waves. During their rise to the surface, the bubbles scavenge various surface-active 
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molecules, bringing them to the uppermost 1-1000 m of the ocean surface. This small, yet 

critically important region of the ocean is known as the sea surface microlayer (SML) and is unique 

due to its ability to concentrate dissolved and particulate organic matter (DOM and POM, 

respectively) at the air-water interface where they can undergo further chemical and photochemical 

processing. 

In addition to exposing DOM and POM to sunlight and various reactive trace gases, the 

air-water interface is important as it allows for the efficient transfer of surface-active species into 

the atmosphere as aerosols upon the bursting of bubbles. The bubble bursting process at the SML 

consists of a two-step mechanism. As the bubble initially breaks, there is a retraction and 

disintegration of the thin fluid film that caps the bubble. The film drops that result from this process 

are typically small (diameters less than 300 nm) and are composed largely of surface-active 

organics. Next, as water fills into the cavity left by the bursting bubble, a reactionary jet drop is 

ejected. It was long assumed that jet drops largely resulted in the formation of SSA with diameters 

greater than 2 m. Furthermore, since jet drops originate from bulk water, the organic components 

of these SSA were believed to be more water soluble than film drops.  However, a recent study has 

shown that jet drops also contribute to the submicron SSA population (~20-43%), with a chemical 

composition that is unique from those formed by film drops.24 As will be discussed in Section 1.4 

of this chapter, accurate representation of this complex process is required to generate relevant 

model systems for experimental studies.10,25 

The resulting view of primary SSA afforded by the understanding of the bubble bursting 

process is that SSA particles directly ejected from the ocean with diameters greater than 1 micron 

are composed largely of salts and biological material, while submicron particles are dominated by 

insoluble organic matter such as polysaccharides, lipids, and proteins.19,25,20,26,22,21 It is also 

generally understood that as particle size decreases, their organic mass fraction increases, with 
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organics contributing up to 75% of SSA particle mass in the size range of 50-150 nm as shown in 

Figure 1.3.11,19,22 

In addition to primary SSA, marine aerosols are also classified as secondary marine 

aerosols (SMA), which are formed upon the release and subsequent oxidation of precursor gas 

species. Perhaps the most well-known SMA precursor species is dimethylsulfide (DMS), which is 

produced upon enzymatic cleavage of dimethylsulfoniopropionate (DMSP) released by 

phytoplankton. Several pathways for DMS oxidation exist, each depending on the oxidant (e.g., 

OH or NO3). For example, the abstraction pathway of DMS leads to the formation of SO2, which 

eventually leads to production of sulfate (SO4
2-) particles either directly from the gas phase or in 

cloud droplets. The link between the biogenic production of DMS and subsequent SMA has 

intrigued scientists for decades, leading to considerable research efforts in determining the overall 

climate impacts and validity of the proposed mechanisms and feedback loops. 27–32  

To date, DMS is the only biologically-driven SMA precursor used in global models,33,34 

despite the consensus that other VOCs are needed to explain SMA observations in marine regions. 

Indeed, other SMA precursor gases of marine origin exist and have recently been increasingly 

investigated, including isoprene, iodine, dicarboxylic acids, and biogenic alkyl amines.35,36,37 Still, 

considerable uncertainties regarding the formation (i.e., SMA precursor gases, oxidation pathways, 

link to biological activity, etc.) and climate impacts of SMA in marine regions persist.37  

1.2.2 Biological Control of SSA Chemical Composition 

The organic matter scavenged by bubbles rising in the water column (and eventually 

emitted to the atmosphere) originates from the various complex metabolic activities of 

phytoplankton, bacteria, and viruses, otherwise collectively known as the microbial loop. For this 

reason, attempts have been made to link chlorophyll-a (chl-a) concentration, a common proxy for 

biological activity, to the chemical composition of SSA in large scale climate models.38–40 However, 
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such attempts have yielded mixed results, with some studies indeed finding a link between organic 

fraction of SSA and chl-a for monthly and seasonal time scales,26,37 with others reporting no 

differences.41,42 These conflicting results suggest that the understanding of the link between the 

ocean’s biological activity and SSA chemical composition needs improving; a need that is 

specifically addressed by the research presented in Chapter 2 of this thesis. 

1.3 The Chemistry of SSA 

Unfortunately, a solid understanding of how the ocean’s microbial loop and the various 

transfer processes alter the chemical composition of SSA is not alone sufficient to determine how 

SSA impact climate. This is because the generation of nascent SSA is only the first step in an 

aerosol’s journey through the atmosphere, which can last anywhere from seconds to days. During 

this time, SSA particles can undergo a wide range of aging processes which drastically alter their 

chemical and physical composition, thereby considerably changing their climate relevant 

properties. The following section introduces a few of these processes, with focus on those that are 

the topic of the studies described in this thesis. 

1.3.1 Heterogeneous Reactions of SSA with Trace Atmospheric Gases  

1.3.1.1 Reactions with HNO3 

An important class of SSA aging reactions are multiphase, or heterogeneous reactions, in 

which trace gas-phase species react with solid or liquid-phase SSA particles. A well-known set of 

heterogeneous reactions of SSA is that between NaCl and nitrogen oxides, which yield nitrate salt 

products and cause depletion of chloride within the particle due to the formation of gaseous HCl: 

𝑁𝑎𝐶𝑙(𝑠) +𝐻𝑁𝑂3(𝑔)
−

                
→     𝑁𝑎𝑁𝑂3(𝑠) +𝐻𝐶𝑙(𝑔)  (R1.1) 

𝑁𝑎𝐶𝑙(𝑠) + 2𝑁𝑂2(𝑔)
                
→     𝑁𝑎𝑁𝑂3(𝑠) +𝑁𝑂𝐶𝑙(𝑔)  (R1.2) 

𝑁𝑎𝐶𝑙(𝑠) +𝑁2𝑂5(𝑔)
                
→     𝑁𝑎𝑁𝑂3(𝑠) + 𝐶𝑙𝑁𝑂2(𝑔) (R1.3) 
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These reactions are particularly important in atmospheric chemistry due to the loss of nitrogen 

oxides from the gas phase as well as the subsequent changes to SSA properties.43,44,45 

As SSA have an organic component in addition to inorganic salts such as NaCl, numerous 

studies have attempted to better understand the role of organic coatings on such reactions.43,46,47 

Despite these studies, a disconnect remains between field observations and lab results due to the 

use of simple systems that fail to properly replicate the composition and associated reactivity of 

SSA.43,48,49 Reducing the gap between simple lab studies and highly complex field observations of 

SSA is one of the main goals of the Center for Aerosol Impacts on Chemistry of the Environment 

(CAICE), an NSF-funded Center of Chemical Innovation (CCI). For example, a 2011 research 

intensive by CAICE analyzed HNO3-reacted SSA particles produced from natural seawater using 

an ocean-atmosphere facility. Throughout the study, large ranges in particle reactivity with HNO3 

were observed on a particle-to-particle basis (Figure 1.4).50 These results further underscored the 

importance of SSA chemical heterogeneity in such reactions, as well as the need to generate and 

study representative lab systems that accurately mimic SSA when conducting reaction studies.  

Finally, as outlined in a recent review paper, SSA have been shown to contain biologically 

derived molecules which can also undergo heterogenous reactions with trace gases.51 The specific 

pathways of these reactions as well as the reactants involved are still poorly understood. As such, 

Chapter 3 of this thesis focuses on the effect of the presence of organic species and various 

biological components on the reactivity of SSA particles with the trace gas HNO3. 

1.3.1.2 Reactions with OH  

Hydroxyl (OH) radicals are among the most reactive of all atmospheric oxidants and are 

thus sometimes colloquially referred to as the detergents of the atmosphere. Unsurprisingly, this 

has led to numerous studies of the reaction of OH radicals with other gas phase species. For 

instance, it has long been known that OH radicals react with VOCs to produce secondary organic 
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aerosols.14 However, while gas phase OH reactions have been extensively studied, only recently 

has attention been given to the heterogeneous reactions of gas phase OH on condensed phase 

organic aerosols, specifically simple saturated and unsaturated hydrocarbon species.52  

The reaction pathway for the OH-initiated oxidation of simple saturated organic aerosols 

as it is currently understood begins with hydrogen abstraction and is followed by the formation of 

a reactive oxygenated species (ROS). The reaction pathway then branches into two different 

mechanisms which leads to either the formation of oxygenated low volatility species through 

functionalization reactions or the formation of higher volatility species and a concomitant reduction 

in particle mass due to volatilization through fragmentation reactions. However, studies differ on 

the extent to which functionalization vs fragmentation pathways dominate in aerosols, with some 

studies finding functionalization the dominant pathway,53,54 while others indicate the fragmentation 

pathway is of greater importance.55–59 These conflicting results highlight the need for more studies 

on the OH-initiated oxidation of aerosol particles to determine the relevant pathways.  

Furthermore, very little work has been done on the effect of OH reactions on SSA, with 

studies to date focusing on terrestrial and biomass burning sources. Since SSA has a unique 

chemical composition different from that of terrestrial aerosols, it is expected to exhibit different 

reactivities and pathways. Chapter 4 describes a study aimed at further improving the understanding 

of the role of OH reactions on the total marine aerosol composition by investigating the effect of 

OH-initiated heterogeneous aging reactions on primary SSA chemical composition as well as the 

formation of secondary marine aerosol (SMA) through OH-initiated homogeneous oxidation 

reactions of volatile organic compounds. 

1.3.2 Photochemical Reactions at Atmospherically Relevant Air-Water Interfaces 

In addition to various reactive trace gases, radiation from the sun can also initiate chemical 

reactions. When a molecule absorbs a photon of sufficient energy, its electrons transition into an 
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excited state. From there, the electronically excited molecule can undergo non-reactive relaxation 

via photophysical processes such as fluorescence, phosphorescence, and non-radiative transitions. 

Alternatively, the excited molecule can relax through reactive photochemical processes, including 

dissociation (photolysis), isomerization, rearrangement, ionization, or take part in direct or 

photosensitized reactions with other molecules. While homogenous gas-phase photochemical 

reactions in the atmosphere have been studied extensively, less is known about light driven 

reactions in the condensed phase, specifically those at the organic-rich air-water interface of 

aerosols, cloud droplets, and the sea surface microlayer. A brief introduction to two different 

photochemical reactions relevant to SSA are given in the following sections. 

1.3.2.1 Photosensitized Reactions at Marine-Relevant Air-Water Interfaces 

As noted above, dissolved organic matter (DOM) and particulate organic matter (POM) 

are enriched at air-water interfaces, including lakes, oceans, and aerosol surfaces. Due to its 

favorable position at the air-water interface, DOM can undergo a multitude of aging processes, 

including photochemical reaction upon absorption of sunlight. The fraction of DOM that absorbs 

radiation in the UV and visible range of the spectrum is termed chromophoric dissolved organic 

matter (CDOM). Upon irradiation, photoexcited molecules within CDOM undergo any one of the 

number of pathways outlined above. 

 Numerous studies have investigated the photosensitizing capability of triplet CDOM in 

the bulk phase, finding that photoexcited triplet state DOM degrades aqueous phase organic 

compounds, leading to the formation of alcohols, aldehydes, and ketones.60 More recently, there 

has been increasing interest in the role of CDOM in photosensitized reactions that occur at the air-

water interface where intermediate radical species are more likely to interact with one another due 

to their high concentration. Irradiation of simple model system photosensitizers (e.g., benzoyl 

benzoic acid (BBA)) with organic substrates such as nonanoic acid have been found to produce 
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functionalized and unsaturated gas and condensed phase products.61–63 Such products are of 

particular interest due to their ability to serve as secondary organic aerosol precursors. 

The total pool of DOM in marine environments (termed m-DOM) accounts for one of the 

largest carbon reservoirs on Earth (662 Pg).64 Since a portion of the massive m-DOM pool consists 

of chromophoric species (m-CDOM), there is an abundances of molecules available to serve as 

photosensitizers in these regions. However, studies investigating potential photosensitized 

reactions at the air-water interface in marine environments have to date only been conducted using 

simple model system photosensitizers (e.g., BBA), or systems not representative of those found in 

the open ocean (e.g., humic acid of terrestrial origin). As such, the extent to how effective m-DOM, 

and its associated fraction of m-CDOM, serves as a photosensitizer remains poorly understood. 

Furthermore, the specific chromophores and processes responsible for m-CDOM’s absorption 

characteristics are still a matter of debate. 65 For these reasons, analysis of photosensitized reactions 

involving more realistic model system photosensitizers need to be performed to ascertain the 

relevance of such reactions at the air-water interface of marine environments. This is the focus of 

the research described in Chapter 5. 

1.3.2.2 Photoproduction of HONO 

Nitrous acid (HONO) is a key atmospheric trace gas due to its harmful health effects and 

its role in the formation of hydroxyl (OH) radicals. There are currently five known pathways for 

the formation of HONO in the atmosphere: direct emission, homogeneous gas-phase reactions, 

heterogeneous reactions, surface photolysis, and biological processes. However, despite being the 

focus of many studies since the 1970s, a complete understanding of the formation mechanisms of 

HONO, especially during the daytime, remains elusive.66 

Recently, photosensitized reactions have gained interest as a potential pathway for the 

production of HONO. For example, previous work studies have proposed the following HONO 
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formation mechanism involving the photosensitized reduction of NO2 on surfaces containing the 

photosensitizer humic acid:67 

𝐻𝐴 + ℎ𝜈
            
→   𝐴𝑟𝑒𝑑 + 𝑋  (R1.4) 

𝐴𝑟𝑒𝑑 + 𝑋
            
→   𝐴′   (R1.5) 

𝐴𝑟𝑒𝑑 +𝑁𝑂2(𝑔)
            
→   𝐴" + 𝐻𝑂𝑁𝑂(𝑔) (R1.6) 

In the proposed mechanism, humic acid (HA) is in activated Reaction 1.4 and either deactivates 

with an oxidant (X) via Reaction 1.5 or reduces gaseous NO2 to form HONO in Reaction 1.6. In 

addition to photosensitized reactions, direct photolysis formation pathways have been proposed 

involving adsorbed HNO3/particulate nitrate:66 

𝐻𝑁𝑂3(𝑎𝑑𝑠) + ℎ𝜈
            
→   [𝐻𝑁𝑂3](𝑎𝑑𝑠)  (R1.7) 

[𝐻𝑁𝑂3](𝑎𝑑𝑠)
            
→   𝐻𝑁𝑂3(𝑎𝑑𝑠) + 𝑂(𝑎𝑑𝑠)

3𝑃   (R1.8) 

[𝐻𝑁𝑂3](𝑎𝑑𝑠)
            
→   𝑁𝑂2(𝑎𝑑𝑠) + 𝑂𝐻(𝑎𝑑𝑠)  (R1.9) 

2𝑁𝑂2(𝑔) +𝐻2𝑂(𝑎𝑑𝑠)
            
→   𝐻𝑂𝑁𝑂(𝑔) + 𝐻𝑁𝑂3(𝑎𝑑𝑠) (R1.10) 

These pathways for HONO formation (i.e., direct photolysis of adsorbed HNO3/NO3
-, and 

photosensitized reactions of NO2 with HULIS) require further characterization at aerosol surfaces 

to improve agreement between modeled and observed HONO concentrations. Specifically, studies 

investigating the impact of surface water content, chemical composition of organic 

photosensitizers, aerosol aging, emission of VOCs from aerosol surface, pH, and varying 

irradiation regimes (i.e., UVA vs UVB) on relevant HONO formation mechanisms are needed. 

With this in mind, an incoherent broadband cavity enhanced absorption spectrometer (IBCEAS) 

was designed and constructed to monitor the presence of gaseous HONO, allowing for further 

investigation of the various pathways for HONO formation. Chapter 6 of this thesis describes the 
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construction and validation of a lab-built IBCEAS, and, after showing some preliminary data with 

this system, presents a discussion of potential future experiments. 

1.4 Generation and Analysis of Aerosols 

As Section 1.3 has shown, more studies of SSA need to be conducted to fill in the gaps 

regarding their chemical composition and reactivity. One approach to this is through analysis of 

SSA during field studies, in which instruments are brought to the ocean on ships or airplanes to 

track aerosols and conduct experiments in-situ. However, due to the complexity of the ocean-

atmosphere system, the always-occurring process of aerosol aging, and the ubiquity of 

anthropogenic contributions, attaining meaningful results from field studies can be difficult.68 

Alternatively, while simple lab studies allow for the removal of such complicating factors, the 

simple model systems used are often poor mimics in terms of replicating the chemical complexity 

of authentic SSA. The Center for Aerosol Impacts on Chemistry of the Environment (CAICE) seeks 

to overcome the weaknesses of both approaches while maximizing their advantages by bringing 

the ocean into the lab. The following sections briefly introduce the methods used by CAICE to 

generate SSA and the instruments used to probe them. 

1.4.1 Experimental Methods to Generate and Collect SSA  

1.4.1.1 Generation of Authentic SSA 

While in-lab generation of authentic SSA is a considerably more complicated process than 

the production of simple model systems, it is highly advantageous in that it produces single particles 

that are representative of SSA found in the real marine boundary layer. The key to generating 

authentic SSA is replicating ocean biological/chemical complexity and accurately mimicking the 

bubble formation/bursting process. The next two sections briefly describe methods for 

accomplishing this. 
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The first step to generating authentic SSA with accurate chemical complexity in the lab 

setting is accurately mimicking the microbial loop which produces the various chemical species 

found in the ocean.69 This is accomplished by spiking filtered seawater with F/2 nutrient medium 

to induce phytoplankton blooms. Doing so allows for accurate replication of microbial loop 

processes that occur in marine environments, affording more realistic SSA composed of 

biogenically derived chemical species. 

Having mimicked the biological complexity of the ocean, authentic SSA can then be 

reproduced by generating bubbles with size distributions similar to those found in the ocean. Two 

different methods were used in the studies outlined in this thesis. The first and most robust method 

for aerosol production is the use of an ocean-atmosphere facility that houses a 30-meter long 

waveflume channel.25 Figure 1.5 shows the waveflume. Breaking waves were generated by using 

a hydraulic paddle, and the resulting SSA was sampled either using off-line or on-line methods. 

A second and slightly less complicated method for SSA generation is through the use of a 

Marine Aerosol Reference Tank (MART). In MARTs, a plunging waterfall system is used to 

generate bubbles in the bulk water with size distributions similar to those found in the ocean, 

allowing for formation of SSA that are representative of authentic SSA found over the ocean. 

Figure 1.6 shows the MART.70 For size-resolved collection of authentic SSA particles generated in 

waveflume and MART experiments, SSA were impacted onto substrates using a micro-orifice 

uniform deposit impactor (MOUDI) operating at a flow rate of ~30 lpm and with size cuts at .056, 

0.10, 0.18, 0.32, .56, 1.0, 1.8, 3.2, 5.6, 10, 18 μm. 

1.4.1.2 Formation of Simple SSA Model Systems: Atomizer, Thin Films 

To conduct simple experiments and aid in identification of molecular species present in lab 

generated authentic SSA, simple model systems were generated using a commercial TSI atomizer 

which aerosolized particles from an aqueous solution. Figure 1.7 shows the atomizer assembly 
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block. The atomizer works by creating a high-velocity jet by using compressed air from a 

commercial dry air generator pushed through a small orifice. As the compressed air moves through 

the orifice, liquid is drawn into the atomizer assembly block from the solution and is subsequently 

aerosolized by the jet. Large droplets are removed upon impaction on the wall opposite the jet and 

are drained back into the atomizer bottle. Aerosols are sent then through a fitting at the top of the 

atomizer with the air flow, where they are then passed through diffusion dryers to be dried to ~5% 

RH. Aerosols particles were impacted directly onto substrates by placing the substrate in the line 

of the aerosol flow on the surface of the impactor installed on the front of a differential mobility 

analyzer (DMA). 

In addition to model system aerosol particles, thin films of organics were used to study the 

reactivity of organic-rich aerosol interfaces. Thin films were created by dissolving solid samples in 

organic solvent and evaporating off the solvent, leaving behind a thin film. While these two 

methods are much simpler than those described in the previous section, they are useful in building 

up a library of compounds for analysis of complicated authentic SSA and can also be used in 

targeted, specific experiments. 

1.4.2 Analysis 

A range of analytical techniques have been used for the analysis of SSA. A brief overview 

of the techniques most relevant to this thesis is next given, with details of supplementary analysis 

methods given in the appropriate chapters. 

1.4.2.1 Raman Spectroscopy 

Aerosols can be examined either by measuring many particles at once (i.e., bulk analysis), 

or by analyzing individual particles one at a time. While more time consuming, single particle 

analysis is useful in that it reveals chemical constituents, as well as phase and mixing state. 

Currently, a need exists for more studies at the single particle level as global climate models that 
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include primary SSA do not account for single particle variability, an oversight that hinders their 

accuracy.71,72 Raman vibrational spectroscopy is a well-established analysis technique that can be 

used to acquire vibrational spectra of single SSA particles, allowing analysis of their chemical 

composition. A classical description of the Raman scattering principle is next briefly given. 

Upon irradiation by an electromagnetic wave, the electron cloud and nuclei of a molecule 

are shifted in opposite directions, causing the formation of an induced dipole moment, μind. The 

strength of the induced dipole moment is described by Equation 1.1: 

𝜇𝑖𝑛𝑑 = 𝛼𝐸  (Eq1.1) 

where α is the polarizability and E is the magnitude of the oscillating electromagnetic wave, which 

is described as: 

𝐸 = 𝐸𝑜cos (2𝜋𝜐𝑜𝑡)  (Eq1.2) 

where νo is the frequency of the wave. Substituting this equation into the equation describing the 

induced dipole moment gives: 

𝜇𝑖𝑛𝑑 = 𝛼𝐸𝑜cos (2𝜋𝜐𝑜𝑡)  (Eq1.3) 

This equation shows that the induced dipole oscillates at a frequency equal to the incident 

electromagnetic wave and is responsible for the elastically scattered light observed. However, if 

internal vibrational modes exist that alter the polarizability of the molecule, additional frequencies 

are seen. The polarizability of a molecule can be approximated by a Taylor series expansion: 

𝛼 = 𝛼𝑜 + (
𝛿𝛼

𝛿𝑄𝑘
)
0
𝑄𝑘 +⋯ (Eq1.4) 

where αo is the polarizability of the molecule at equilibrium position. As a molecule vibrates, the 

physical displacement Qk of its atoms about their equilibrium position can be expressed as: 
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𝑄𝑘 = 𝑄𝑘
0cos (2𝜋𝜈𝑘𝑡)  (Eq1.5) 

where 𝑄𝑘
𝑜 is the max displacement and νk is the frequency of vibration of the atoms. Equation 1.4 

can be substituted back into Equation 1.3 to give an expanded description of the induced dipole of 

a vibrating molecule: 

𝜇 = 𝛼𝑜𝐸𝑜cos (2𝜋𝜐𝑜𝑡) + (
𝛿𝛼

𝛿𝑄𝑘
)
0
𝑄𝑘
0 cos(2𝜋𝜈𝑘𝑡) 𝐸𝑜cos (2𝜋𝜐𝑜𝑡)  (Eq1.6) 

After application of the trigonometric identify for the product of two cosines, Eq.1.6 can be further 

simplified as: 

𝜇 = 𝛼𝑜𝐸𝑜cos (2𝜋𝜈𝑜𝑡) +
1

2
𝐸𝑜𝑄𝑘

0 (
𝛿𝛼

𝛿𝑄𝑘
)
0
[cos (2𝜋(𝜈𝑜 + 𝜈𝑘)𝑡) + cos (2𝜋(𝜈𝑜 − 𝜈𝑘)𝑡)] 

 (Eq1.7) 

This equation shows that the induced dipole moment oscillates at three frequencies. The first 

component is still due to elastically scattered light (i.e., Rayleigh scattering), and has a frequency 

unchanged from the incident electromagnetic wave. The latter two terms are due to inelastic Raman 

scattering and are shifted to higher and lower frequencies (i.e., anti-stokes and stokes shifts, 

respectively). For a vibration to be Raman active, it must cause a change in the polarizability of the 

molecule. 

The Raman instrument used throughout the studies described here is a Labram HR 

Evolution Raman Spectrometer (Horiba). A block diagram of the spectrometer is shown in Figure 

1.8. The spectrometer is equipped with a 532 nm laser and an Olympus optical microscope with 

10x, 50x, and 100x magnification objective lenses. The laser spot diameter, and thus the spatial 

resolution of the Raman spectrometer, is related to the wavelength of the laser and the numerical 

aperture of the objective according to Equation 1.8: 

𝐷𝑙𝑎𝑠𝑒𝑟 = 1.22(
𝜆

𝑁𝐴
)  (Eq1.8) 
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According to this equation, the maximum spatial resolution of our system is ~700 nm when the 

0.90/100x objective is used with the 532 nm laser. The system has been further augmented with an 

environmental chamber to allow for temperature and relative humidity (RH) control. Furthermore, 

both off-line and on-line mixing chambers have been designed to allow samples to be exposed to 

reactive gases. 

1.4.2.2 Attenuated Total Reflectance-Fourier Transform Infrared Spectroscopy 

Infrared vibrational (IR) spectroscopy is a popular technique that is often used 

complementary to Raman spectroscopy. While the Raman effect is a two-photon scattering process 

that requires a change in polarizability of the molecule, IR vibrational transitions are one-photon 

absorption processes that require a change in the dipole moment of a molecule. Because of the 

different selection rules, the two methods are often used together to attain a complete picture of the 

vibrational modes of a given molecule.  

Analysis of thin films representative of thick organic coatings present at the SML and 

aerosol interface was conducted using a variant of IR spectroscopy termed attenuated total 

reflectance-Fourier transform infrared spectroscopy (ATR-FTIR). This method is based on the 

principle of total internal reflection of IR radiation at the boundary between two media. Briefly, a 

light beam is sent through a crystal that is coated in sample. As the light beam propagates through 

the optically dense crystal, it undergoes total internal reflection when it approaches the sample at 

an angle of incidence greater than the critical angle. Upon reflection, an evanescent wave is sent 

into the sample, with an electric field amplitude that decays exponentially with propagation 

distance. In regions of the IR spectrum where the sample absorbs energy, the evanescent wave is 

attenuated, leading to a decrease in the IR beam’s intensity. After multiple reflections, the IR beam 

is eventually passed back out of the ATR crystal and to a detector, where changes in the spectrum 



 19 

are measured. The resulting signal decrease is due to absorbance by the sample and can be described 

according to Beer’s law: 

𝐴 = 𝜀𝑙𝑐 = 𝜀𝑛𝑑𝑝  (Eq1.9) 

where ε is the molar absorption coefficient, dp is the penetration depth, and n is the number of 

internal reflections at the ATR element interface.73 The penetration depth of the electric field is 

defined as the distance required to decrease the amplitude to e-1 of its value at  the surface, which 

is given by: 

𝑑𝑝 =
𝜆

2𝜋𝑛1𝑛2(𝑠𝑖𝑛
2𝜃−𝑛21

2 )1/2
 (Eq1.10) 

where λ is the wavelength of the light, n1 is the index of refraction of the optically dense medium, 

n2 is the index refraction of the optically rare medium, n21 = n2/n1, and θ is the angle of incidence. 

For an AMTIR crystal, this gives a penetration depth of 1.46 μm. As such, ATR-FTIR is a useful 

probe for studying the interfacial region of samples and is one of the main methods used in the 

studies of reactions at the aerosol interface described in Chapter 5. 

1.4.2.3 Additional Analysis Techniques 

In addition to Raman and ATR-FTIR, additional analysis was conducted using several 

analytical techniques including X-ray photoelectron spectroscopy (XPS), ultra-high resolution 

mass spectrometry (MS), and aerosol time of flight mass spectrometry (ATOFMS), among others. 

Each of these techniques are further described in the appropriate chapters. 

1.5 Synopsis and Goal of this Thesis 

In this chapter, several gaps in knowledge regarding SSA and the motivation for reducing 

them have been introduced. Furthermore, experimental methods to generate and analyze SSA 

relevant to the studies in this thesis have been introduced. The remaining chapters serve to describe 
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the studies that were performed with the aim of improving the understanding regarding the topics 

discussed in this introduction. Specifically, the thesis is focused on the following considerations 

and is organized as follows: 

Chapter 2: What are the molecular species found in SSA? How does changing ocean biology alter 

the chemical composition of SSA? How do the changes in SSA chemical composition alter their 

climate relevant properties, such as their ability to serve as IN? 

Chapter 3: How do organic coatings and the presence biologically derived organic matter in SSA 

alter their reactivity and reaction pathway with HNO3? 

Chapter 4: What are the products of photosensitized reactions between simple model system 

photosensitizers and nonanoic acid? How do complex model system photosensitizers differ from 

simple model system photosensitizers? 

Chapter 5: How does exposure to OH radicals alter the chemical composition of SSA?  

Chapter 6: Outlines the design and construction of an LED-IBCEAS and discusses future 

experiments aimed at determining HONO sources. 

Chapter 7: Summarizes the findings of each chapter and discusses gaps of knowledge that remain 

as well as future and ongoing studies.  
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1.6 Figures 

Figure 1.1: Direct and indirect effects of aerosol particles in the atmosphere. Image reprinted from 

Forster, P., V. Ramaswamy, P. Artaxo, T. Berntsen, R. Betts, D.W. Fahey, J. Haywood, J. Lean, 

D.C. Lowe, G. Myhre, J. Nganga, R. Prinn, G. Raga, M. Schulz and R. Van Dorland, 2007: Changes 

in Atmospheric Constituents and in Radiative Forcing. In: Climate Change 2007: The Physical 

Science Basis. Contribution of Working Group I to the Fourth Assessment Report of the 

Intergovernmental Panel on Climate Change [Solomon, S., D. Qin, M. Manning, Z. Chen, M. 

Marquis, K.B. Averyt, M. Tignor and H.L. Miller (eds.)]. Cambridge University Press, Cambridge, 

United Kingdom and New York, NY, USA. 

  



 22 

Figure 1.2: Radiative forcing (RF) and effective radiative forcing (ERF) of climate change between 

1750 and 2011. RF and ERF quantify the change in the Earth’s radiative balance due to 

anthropogenic influences. RF keeps all surface and tropospheric conditions fixed, while ERC 

calculations allow physical variables to respond to perturbations, except for those related to the 

ocean and sea ice. The top graph shows the RF (solid) and ERF (hatched) of various agents. The 

bottom plot shows the probability density functions for the ERF of aerosol, greenhouses gases, and 

total influence. Image adapted from Stocker, T.F., D. Qin, G.-K. Plattner, M. Tignor, S. K. Allen, 

J. Boschung, A. Nauels, Y. Xia, Bex, V., Midgley, P. M, in Climate Change 2013: The Physical 

Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the 

Intergovernmental Panel on Climate Change; Stocker, T.F., D. Qin, G.-K. Plattner, M. Tignor, S. 

K. Allen, J. Boschung, A. Nauels, Y. Xia, Bex, V., Midgley, P. M., Eds.; Cambridge University 

Press: Cambridge, United Kingdom and New York, NY, USA, 2013. 
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Figure 1.3: Size-resolved organic mass fraction of sea spray aerosol measured in clean marine 

conditions as a function of aerosol diameter. Blue lines represent measurements taken during 

periods of low biological activity while red lines represent periods of high biological activity. Image 

reprinted from Gantt, B.; Meskhidze, N. The Physical and Chemical Characteristics of Marine 

Primary Organic Aerosol : A Review. Atmos. Chem. Phys. 2013, 13 (8), 3979–3996. 
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Figure 1.4: Raman spectra of individual SSA particles analyzed with micro-Raman spectroscopy 

for several different particle types, along with optical images, individual spectra, and spectra maps 

in the insets. The larger colored circles on the optical images indicate the locations of the particle 

that the laser beam interrogated for each of the spectra shown in the inset. The smaller dots represent 

the grid that defines the points used for spectral maps. These spectra of particles exposed to nitric 

acid show different particle types. (a) Particles with high reactivity as indicated by an intense signal 

for the symmetric stretch of the nitrate ion at 1068 cm–1, along with other nitrate vibrations. These 

particles also show minimal intensity in the C–H stretching region, indicating small amounts of 

organic species present within these particles. (b) Particles with high intensity due to organic 

species, as shown by the large intensity in the C–H stretching region indicating high levels of 

organics associated with the particle but minimal signal associated with the nitrate ion. These 

particles have low reactivity. (Note: Although there is a peak at 1062 cm–1 close to the NO3
– region, 

it is most likely due to vibrations associated with the organic species within these particles, e.g., 

C–C stretches, C–O stretches, and/or methyl deformations, associated with the organic species 

present as its intensity correlates with other peaks due to organics from 1100 to 1500 cm–1.) (c) 

Particles with both peaks associated with organic species and a nitrate anion, indicating particles 

with intermediate reactivity. Spectral maps are shown for the νs(NO3
-) mode (1068 cm–1) and ν(C–

H) mode at 2880 cm–1. For these particles, spectral maps along with the optical image show phase 

segregation between the nitrate and organic species within the particle. * designates the quartz 

substrate, and ˈ designates a small amount of graphitic carbon from sample damage by the laser. 
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Figure 1.5: Image of the 30-meter-long wavechannel used during the 2014 IMPACTS experiment 

in the Hydraulics Laboratory at Scripps Institution of Oceanography. The wavechannel was filled 

with filtered seawater and spiked with nutrients to produce a phytoplankton bloom. Aerosols were 

generated using a hydraulic paddle on the left end of the channel. A plank was used to mimic a 

beach upon which wave broke, producing SSA. Generated SSA were collected from a manifold for 

off-line and on-line analysis. 
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Figure 1.6: Marine Aerosol Reference Tank (MART). The 210 L plexiglass tank (A) is 

approximately 1 m in the longest dimension. (B) The internal water distribution assembly is o-ring 

sealed with central spillway slot. Inside the assembly is a secondary diffuser tube (not visible) for 

evenly distributing the water along the spillway. (C) Flow meter. (D) Tank water sampling spigot. 

(E) 1/3 HP centrifugal pump. (F) Flow shunt control valve. (G) Timing relay control box. (H) Tank 

drain and purge valves. (I) Solenoid valve. Reprinted from Stokes, M. D.; Deane, G. B.; Prather, 

K.; Bertram, T. H.; Ruppel, M. J.; Ryder, O. S.; Brady, J. M.; Zhao, D. A Marine Aerosol Reference 

Tank System as a Breaking Wave Analogue for the Production of Foam and Sea-Spray Aerosols. 

Atmos. Meas. Tech. 2013, 6 (4), 1085–1094. 
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Figure 1.7: Schematic of the atomizer assembly block. Adapted from TSI, Inc. 
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Figure 1.8: Block diagram of the Raman spectrometer used in the studies described herein. The 

system is equipped with a 532 nm laser and 10x, 50x, and 100X objective lenses. An environmental 

cell (Linkam) allows for temperature and RH control of samples. Furthermore, samples can be 

exposed to reactive gases either on-line or in an off-line mixing chamber (not shown). 
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Chapter 2  Investigating the Impact of Ocean 

Biology on the Chemical Composition and Climate-

Relevant Properties of SSA Using Single Particle 

Raman Spectroscopy 

2.1 Synopsis 

The impacts of sea spray aerosol (SSA) on climate are critically linked to the size and 

chemical composition of the individual particles that make up the overall SSA population. While 

the organic fraction of SSA has been characterized from a bulk perspective, a lack of knowledge 

of remains regarding the chemical composition of single particle SSA, how SSA composition 

changes with ocean biological activity, and how those changes impact SSA climate relevant 

properties, such as their ability to serve as ice nucleating (IN) particles. To address these 

uncertainties, CAICE conducted the Investigation into Marine PArticle Chemistry and Transfer 

Science (IMPACTS) research intensive during the summer of 2014. The intensive took place at the 

Scripps Institution of Oceanography and made use of an indoor ocean-atmosphere facility that 

consisted of a wave flume filled with 3,400 gallons of natural seawater which was spiked with 

nutrients to generate a phytoplankton bloom. This setup allowed for accurate representation of 

ocean biological and chemical complexity, as well as the generation of authentic SSA isolated from 

anthropogenic and terrestrial sources.  

During the month-long IMPACTS study which spanned two successive phytoplankton 

blooms, SSA and seawater properties were analyzed using a suite of off-line and on-line 

instruments. This chapter describes the role of single particle Raman microspectroscopy in the 

analysis of SSA during the IMPACTS research intensive. First, I describe efforts to deconvolute 

the composition of freshly emitted SSA by characterizing the classes of organic compounds and 

specific molecules within individual SSA particles. Raman analysis showed that the diversity of 
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molecules within the organic fraction varied between sub and supermicron sized particles, with 

contributions from fatty acids, free saccharides/amino sugars, polysaccharides, and siliceous 

material. Using these results, we were able to describe how changes in molecular species prevalent 

in SSA are connected to changes in seawater biological activity. Throughout the research intensive, 

significant fluctuations in the distribution of particle types occurred, which were explained with the 

rise and fall of phytoplankton and heterotrophic bacteria populations within the seawater.  

Finally, I present results of single particle Raman analysis of residual ice nucleating 

particles (INP) collected during the IMPACTS experiment and a prior mesocosm experiment using 

a Marine Aerosol Reference Tank (MART). Raman spectra of INP showed that two unique marine 

INP populations exist, composed of dissolved organic carbon INPs comprised of IN-active 

molecules and particulate organic carbon INPs existing as intact cells or fragments of IN-active 

microbes. Overall, this chapter provides an important ocean-climate connection by linking water-

side chemical transformation, as driven by ocean biology, to SSA particle composition and climate 

relevant properties. 

2.2 Introduction 

Sea spray aerosol (SSA) is a major contributor to the total global aerosol mass budget.1,2,3 

As discussed in Chapter 1, primary SSA is formed at the air-sea interface upon the bursting of air 

bubbles that are entrained in the water column through the breaking of waves.4 As with all aerosols, 

SSA particles impact climate by directly scattering or absorbing radiation, and indirectly by altering 

the microphysics of clouds through their ability to serve as CCN and IN. To better determine their 

climate relevant properties, an improved understanding of SSA chemical and physical 

characteristics and their controls is needed. Furthermore, to determine the extent to which 

anthropogenic aerosols perturb the global aerosol budget, a better understanding of the 

contributions from natural sources is required. 
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SSA consists of a mixture of inorganic salts, particulate biological components, and 

organic matter.1–3,5 Previous studies have given limited information regarding the organic 

component of SSA. For example, studies have shown that the organic matter present in submicron 

SSA particles is dominated by water soluble organic matter, while supermicron SSA organic matter 

is water soluble.5–11 Broad particle classifications have also been given, showing that oxygen rich 

organic fractions of particles contain signatures of saccharides,9 carboxylic acids,10 and alkanes.12 

However, improved understanding of the complex molecular composition of SSA is still needed, 

specifically at the single-particle level. While past studies have analyzed the chemical properties of 

SSA using bulk methods, it has been shown that individual particles within the total SSA ensemble 

differ internally.4,13,14 For this reason, single particle measurements of SSA are necessary to attain 

a clearer understanding of the total aerosol population and its impact on climate. 

As the ocean’s biological activity is known to alter the chemical composition of SSA, 

attempts have been made to use simple biological tracers (e.g., chl-a) to predict SSA composition 

and organic fraction. To date, these attempts have been met with limited success. In some cases, a 

weak correlation has been found between organic fraction of SSA and chl-a concentrations for 

monthly and seasonal time scales,15,11 while other studies have found no differences in SSA 

composition with changing chl-a concentration.12,16 These conflicting results suggest a gap in the 

understanding of how ocean biology controls SSA composition. Despite its shortcomings, the chl-

a tracer method is still used in several large-scale climate models.17,18,6 To improve the accuracy of 

such models, it is crucial to better understand the link between the molecular composition of SSA 

and the ocean’s biological activity. 

As may be expected, the poor understanding of SSA chemical composition has led to 

deficiencies in the prediction of their climate relevant properties. For example, there is only limited 

knowledge regarding which SSA behave as ice nucleation particles (INP). INP are quite rare (1 in 
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105 aerosol particles), and yet are critical to several cloud processes (e.g., precipitation, lifetime, 

optical properties) as they are required for heterogeneous ice nucleation in clouds through 

immersion freezing of supercooled droplets. While number concentrations of INP associated with 

SSA are typically low relative to terrestrial sources such as mineral dust,19 the presence of INPs in 

remote marine regions is nonetheless important due to the lack of alternative INP sources.20 

Furthermore, lab and field studies have suggested that IN capability of SSA is enhanced during 

periods of high ocean biological activity.21,22  

Few studies have attempted to identify the types of SSA particles that contribute to 

heterogeneous ice nucleation and the mechanisms that control their emission rates from the surface 

ocean. As such, the chemical identity of the INP remains largely unknown. This lack of 

understanding of marine INP identity has led to their poor representation in global climate models 

in remote regions.23,24 For this reason, investigations into the types of SSA that behave as efficient 

INP are needed to aid future efforts to improve numerical models. 

To address these and other gaps in SSA knowledge, the Investigation into Marine PArticle 

Chemistry and Transfer Science (IMPACTS) research intensive was conducted during the summer 

of 2014. The intensive made use of an isolated ocean-atmosphere facility, located at Scripps 

Institution of Oceanography, which consisted of a wave flume filled with 3,400 gallons of natural 

seawater that was spiked with nutrients. SSA were tracked throughout the bloom and analyzed with 

a suite of off-line and on-line instruments. This chapter will focus on the results obtained using 

single particle Raman spectroscopy to analyze the chemical composition of generated SSA. In 

Section 2.3, I describe the IMPACTs experiment and the associated experimental methods 

employed for SSA analysis. Section 2.4 presents the results obtained from Raman spectroscopy to 

measure the vibrational spectra of individual SSA particles generated via wave breaking throughout 

the blooms lifetimes. By comparing the spectra of SSA with the spectra of simple model systems, 
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we were able to go beyond functional group analysis to gain insights into the major classes of 

organic molecules that constitute SSA. Having accomplished this, we were next able to determine 

the ways in which ocean biology influenced the types of molecular species found in SSA. Finally, 

we were also able to link these changes to changes in climate relevant properties (i.e., IN 

capability). 

2.3 Methods 

2.3.1 IMPACTS Experiment and Generation of an Indoor Phytoplankton Bloom 

The Investigation into Marine PArticle Chemistry and Transfer Science (IMPACTS) 

research intensive took place from July 3 through August 6, 2014 at the Scripps Institute of 

Oceanography in La Jolla, CA.25 The goal of the intensive was to better understand the link between 

ocean biological activity and the chemical composition and climate relevant properties of sea spray 

aerosols. To this end, a mesocosm experiment was performed using an indoor ocean-atmosphere 

facility which enabled the replication of ocean seawater conditions representative of typical oceanic 

phytoplankton blooms and the generation of authentic SSA.  

The 40-m long channel was filled with 3,400 gallons of filtered (50 μm mesh) natural 

seawater obtained from Scripps Pier (La Jolla, CA). To replicate ocean biological activity, the 

seawater was spiked with f/2 algae growth medium (Proline, Aquatic Eco-Systems, Apopka, FL) 

in addition to solutions of sodium metasilicate and 9 μM of sodium phosphate (on 7/25/14). A 

hydraulic paddle was used to generate breaking waves with bubble distributions similar to those 

found in the ocean. The aerosols formed upon bubble bursting were sampled at a manifold using 

both on-line and off-line instruments. A schematic of the ocean-atmosphere facility and the 

instruments used is shown in Figure 2.1 and in-depth details of the facility can be found in the 

literature.4,25 
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2.3.1.1 Bulk seawater measurements and monitoring of biological activity during IMPACTS 

A number of metrics were monitored throughout the intensive to determine the biological 

activity of the seawater, the details of which are explained elsewhere.25 Briefly, bulk chl-a 

concentrations were measured fluorometrically using a Wetlabs ECO BBFL2 sensor and a Turner 

AquaFluor handheld unit. Heterotrophic bacteria and viruses were counted via epifluorescence 

microscopy with SYBR Green-I nucleic acid gel stain (Life Technologies, S-7563). Enzyme 

activities of lipase, protease, alkaline phosphatase and chitinase were also monitored. 

2.3.2 Collection of SSA for Off-Line Analysis 

SSA formed upon the breaking of waves within the wave flume were analyzed using a suite 

of off-line and on-line instruments. Here I focus on results from the use of off-line techniques to 

monitor the chemical composition of SSA particles, specifically Raman spectroscopy. For off-line 

spectroscopic analysis, individual SSA particles were collected directly from the wave flume at RH 

~68-76% onto quartz coverslips (Ted Pella Inc., part no 26016) using the fourth and sixth stages of 

a Micro-Orifice Uniform Deposition Impactor (MOUDI, MSP Corp. Model 110) operating at a 

flow rate of 30 lpm. Stage four of the MOUDI collected particles with aerodynamic diameters 

between 1.8-3.2 μm, while stage 6 collected particles with diameters between 0.56-1 μm. After 

collection, samples were sealed with PTFE tape. and then stored at room temperature until analysis. 

2.3.3 Generation of Aerosol Standards from Aqueous Solution  

Model system aerosol particles were generated for comparison with authentic SSA 

generated in the wave flume by atomizing (TSI Inc., Model 3076) aqueous solutions (see below) 

or suspensions of a standard that was prepared in Optima-grade water (Fisher Scientific). Upon 

exiting the atomizer, aerosols were passed through 2 diffusion dryers (TSI Inc., Model 3062) at a 

flow rate of 1.5 lpm. The resulting RH of the stream was reduced to <5%. A quartz disc was placed 
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in the path of the aerosol flow after the diffusion dryers for 2-30 min to impact particles for 

subsequent Raman analysis. 

2.3.4 Chemicals and standards used in the spectroscopic analysis of individual SSA 

Particles  

Sodium chloride (≥99%) was purchased from Fisher Scientific. Lipopolysaccharides (LPS) 

of Escherichia coli (E. coli) 0111:B4, galactose (Pharmacopeia Reference Standard), arabinose 

(≥99%), rhamnose (99%), fucose (≥99%), arabitol (≥98%), mannitol (≥98%), sucrose (≥99%), 

dodecanoic acid (≥98%), tetradecanoic acid (≥99%), hexadecanoic acid (≥99%), octadecanoic acid 

(≥99.5%), pentanoic acid (≥99%), hexanoic acid (≥99.5%), heptanoic acid (≥97%), octanoic acid 

(≥98%), nonanoic acid (≥97%), decanoic acid (≥98%) and 1-docosanol (98%) were purchased from 

Sigma-Aldrich. Glucose (99%), N-acetylneuraminic (sialic) acid (97%), glucosamine (98%), 

1hexadecanol (98%) were purchased from Alfa Aesar. 1,2-dipalmitoylsn-glycero-3-

phosphocholine (DPPC) and 1,2dihexadecanoyl-sn-glycero-3-phosphate (sodium salt) (DPPA) 

were purchased from Avanti Polar Lipids. All chemicals were used without further purification. 

Polydimethylsiloxane solution was purchased from Rain-X (ITW Global Brands, Houston, TX, 

USA). PRO-REEF©Sea Salt was purchased from Tropic Marin (Wartenberg, Germany). 

2.3.5 Raman Spectra Collection  

Raman spectroscopy of both individual lab-generated aerosol model systems and wave 

flume authentic SSA particles was performed using a LabRam HR Evolution Raman spectrometer 

(Horiba) that was equipped with an Olympus BX41 optical microscope with 100X magnification 

lens. Raman spectra were collected by taking the average of two 5-10 s exposures in the range of 

100-4000 cm-1 and were generated using a 532 nm laser. 

2.3.6 Compound Identification in SSA  

For quantitative comparison of the spectra from SSA with model systems, χ2 errors between 

two spectra were calculated. The χ2 error is defined as the square of the difference between the 
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spectrum of the SSA and the spectrum of the standard at a particular wavenumber, summed over a 

chosen range of wavenumbers, and divided by the number of data points: 

𝜒2 =
∑ (𝑆𝑆𝐴−𝑆𝑡𝑎𝑛𝑑𝑎𝑟𝑑)2
𝜐2
𝜐1

𝑁
  (Eq2.1) 

The spectral region between 100 and 550 cm-1 was excluded in the calculation to avoid 

discrepancies associated with quartz substrate peak at 400 cm-1. 

2.3.7 Analysis of Chemical Composition of IN Particles 

To determine which particles served most effectively as INP, a Continuous Flow Diffusion 

Chamber (CFDC) was used to measure number concentrations of INPs associated with SSA from 

the MART and IMPACTs blooms.19 Briefly, dry particles entered an ice thermal diffusion chamber 

that was set to expose the aerosol to supersaturation RH, driving droplet activation and ice 

nucleation via condensation and immersion freezing. Number concentrations of activated ice 

crystals were then counted using an optical particle counter, where ice crystals were determined 

based on their larger sizes (>4 μm geometric diameter) relative to liquid cloud droplets. Resulting 

ice crystals were then collected for off-line analysis using a single jet impactor (2.9 μm, 50% 

aerodynamic cutoff diameter) placed at the base of the CFDC. 

To allow for direct measurement of the composition of molecular species found in SSA 

that nucleated ice following condensation of droplets and immersion freezing at -30 °C 

(aerodynamic particle diameter, D<1.5 μm), ice crystal residuals (i.e., evaporated ice crystals) 

collected during the IMPACTS experiment and an additional MART mesocosm experiment from 

6-27 January 2014 were analyzed using Raman spectroscopy. Raman analysis was conducted on 

ICRs with diameter ~1 μm collected during days 20 and 21 of the January MART experiment and 

days 26 and 28 of the IMPACTS experiment. These days were chosen as they followed a period of 

elevated number concentrations of INPs active between -25 and -15 °C.26 
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2.4 Results 

2.4.1 Identifying the Molecular Diversity of SSA 

As explained above, SSA particles generated during the IMPACTS mesocosm experiment 

were analyzed using Raman microspectroscopy and compared with the spectra of more than 25 

model systems to identify their molecular composition. Analysis revealed that SSA particles 

collected from the wave flume could be divided into two broad categories. The first category did 

not exhibit any Raman spectral signature associated with organic molecules and was thereby 

assigned as being composed of mainly sea salt (SS) (below 500 cm-1, all spectral signals were 

attributed to the quartz substrate). The second category exhibited Raman signatures associated with 

C-H vibrations, indicating a mixture of organic material with sea salt.  

Within this second category, five main particle types were identified as shown in Figure 

2.2. The types include (1) long-chain saturated fatty acids (C12-C18), (2) short-chain saturated fatty 

acids (C5-C10), (3) saccharides (including oligosaccharides and polysaccharides), (4) mono-and 

disaccharides, which we refer to as free saccharides and amino sugars that contain hydroxyl groups 

that are substituted with amine, amide, carboxylate, sulfate and other functional groups, and (5) 

siliceous material that originates from biosilica structures such as exoskeletons or frustules. 

Additionally, a small fraction (1-27% of submicron and 7-23% of supermicron) of particles were 

either highly fluorescent or pyrolyzed during analysis and therefore were unable to be categorized. 

An in-depth analysis of the spectra of each particle type is now presented in comparison to 

the spectra of relevant model systems. Figures 2.3-2.8 show the comparison of all model systems 

to each type of SSA spectrum observed. As explained above, sodium chloride has no first order 

vibrational transitions in the 100-4000 cm-1 range. The spectrum classified as chloride salts (Figure 

2.2A) is therefore assigned based on the lack of peaks in this region. For particles categorized as 

short chain fatty acids in Figure 2.2B, there are multiple overlapping peaks in the C-H stretching 
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region, leading to a broad characteristic feature between 2850 and 2950 cm-1. These peaks are 

assigned the CH2 symmetric stretching (2853 cm-1), CH2 asymmetric stretching (2904 cm-1), and 

CH3 symmetric stretching (2927 cm-1). In addition, the spectra also show a broad peak at 1068 cm-

1 due to C-C stretching, as well as additional peaks at 1303 cm-1 and 1444 cm-1 due to CH2 twisting 

and bending modes, respectively.27,28–31 Comparison of this particle type’s spectrum with those of 

authentic standards of short chain fatty acids is shown in Figure 2.3A. Spectra of pentanoic (C5), 

hexanoic (C6), heptanoic (C7), octanoic (C8), nonanoic (C9) and decanoic (C10) acids also feature 

broad peaks in the CH stretching region. The SSA spectrum in Figure 2.2B has the best overlap 

with spectra of nonanoic acid (C9), as indicated by the lowest χ2 error. This result is consistent with 

the observation of nonanoic acid (C9) during analysis of SSA by high resolution mass 

spectrometry.32 

SSA categorized as long chain fatty acids (Figure 2.2C) have prominent peaks in the C-H 

stretching region at 2846 cm-1 and 2880 cm-1, corresponding to the symmetric and asymmetric 

stretches of the CH2 group, respectively. The fingerprint region from 1050-1500 cm-1 also shows 

lower intensity peaks. These modes are associated with the vibration of CH2 groups (i.e., C-C 

stretching at 1062 cm-1 and 1129 cm-1), CH2 twisting (1295 cm-1) and CH2 bending (1439 cm-1 and 

1461 cm-1).27–31,33 This spectrum was compared with the spectra of authentic standards of saturated 

fatty acids with even-numbered carbon chain lengths between 12 and 18, fatty alcohols with carbon 

chain lengths between 16 and 22, and with two different species of phospholipids: 1,2-dipalmitoyl-

sn-glycero-3-phosphate (DPPA) and 1,2-dipalmitoyl-sn-glycero-3-phosphocholine (DPPC)(Figure 

2.4A). The spectra of standard acids, alcohols, and phospholipids are very similar. Comparison 

using χ2 errors (Figure 2.4B) shows a good match between spectra of SSA and the various fatty 

acid standards. High resolution mass spectrometry of SSA further supported the presence of long-

chain fatty acids.32 These results are in agreement with previous studies that found SSA over the 

Pacific Ocean to contain long chain organics.34  
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The SSA spectrum categorized as free monosaccharides (Figure 2.2D) features four peaks 

in the CH stretching region (2915, 2936, 2985, 2998 cm-1), a large peak at 3408 in the OH, 

stretching region, a peak from the stretching vibration of the C-O bond at 1097 cm-1, bending 

deformations of a COH group at 867 cm-1, vibration of CH2 and CH2OH groups (1310, 1363, 1428, 

1452, 1475 cm-1) as well as the vibration of an amide group (amide I band) at 1640 cm-1.35–38 The 

peak at 3275 cm-1 may also be due to the overtone of the amide I band. The spectrum from Figure 

2.2D has been compared with the spectrum of the aged LPS (aged by storing quartz discs that 

contained aqueous LPS aerosols for 1 month at 20◦C and 17-20% RH) as well as spectra obtained 

from the analysis of free saccharides representative of marine biology (Figure 2.5A).9,10,39–42 Most 

of the model systems and aged LPS have similar peaks in the C-H stretching region (2800-3000 

cm-1). However, the relative intensities vary between the free monosaccharide standards and the 

SSA spectra, resulting in negative χ2 values. The best fit is observed between the spectra of SSA 

and that of aged LPS, despite differences in relative intensities of the ring (1000-1100 cm-1) and 

CH (2900-3000 cm-1) stretching vibrations. 

Comparisons between the other free saccharide standards show similar discrepancies. 

Additionally, the OH stretch vibration in SSA is higher and broader than in the free saccharide 

standards. This could be due to water within the SSA particles that gives an overlap of OH 

stretching vibration of water and structural OH vibration of the molecule. Peaks at 1009 cm-1 and 

1037 cm-1 in SSA that are not present in the spectra of model saccharides, resulting in positive χ2 

values in that region, are associated with sulfates (indicated in Figure 2.5B), with 1009 cm-1 

corresponding to SO4
2- and 1037 cm-1 to HSO4

- symmetric stretches, respectively.43,44 The hydroxyl 

groups of saccharides can be substituted with sulfate groups. Better overlap of the SSA shown in 

Figure 2.2D can be achieved by mixing representative free saccharides. A mixture (denoted in 

Figures 2.5A,B as “Mix of Saccharides”) consisting of 40% fructose, 40% sucrose, 15% arabitol 

and 10% glucose (mixed computationally) gives the lowest χ2 error and better overlaps with spectra 
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of SSA shown in Figure 2.2D. A recent study of SSA collected over the Antarctic identified a 

similar spectrum as belonging to the simple amino acid magnesium alanine.45 Based on our analysis 

and taking into account results from recent literature, we posit the SSA shown in Figure 1D can be 

associated with aged LPS or with a mixture of free saccharides/amino sugars. 

The SSA spectrum categorized as siliceous material (Figure 2.2E) has a peak at 791 cm-1 

corresponding to a Si-C asymmetric stretching mode. Additional peaks at 862, 1260, and 1408 cm-

1 correspond to rocking as well as symmetric and asymmetric bending of CH3 groups, 

respectively.46 This spectrum has been compared to the spectrum of a diatom collected from a 

marine biofilm (siliceous material), as well as the spectrum of a hydrophobic coating containing 

polydimethylsiloxane (PDMS) as a main component (Figure 2.6A). All three spectra (of SSA, 

diatom siliceous material and PDMS) exhibit two large peaks at 2906 and 2967 cm-1. The relative 

intensities for these two Raman modes are slightly different between the spectra, resulting in a 

positive χ2 error at 2906 cm-1 (Fig. 2.6B). The peaks in the 550-1500 cm-1 region overlap well, 

leading to a subtraction spectrum close to that of quartz (quartz signature is present due to a low 

signal of a diatom). Diatoms are known to have rigid cell walls (frustules) composed of amorphous 

silica (SiO2) and various polysaccharides which is released upon cell lysis.47,48 

The SSA spectrum categorized as polysaccharides (Figure 2.2F) features skeletal C-C, C-

O and stretching C-C-O bands at 991 and 1044 cm-1, CH2 bending vibration that typically appears 

at 1459 cm-1 in lipids, a peak at 1642 cm-1 that can be either C=O stretching in carbohydrates or 

C=C stretching vibration of unsaturated fatty acid chains and a broad peak at 2929 cm-1 identified 

as the C–H stretching modes of -CH-, methylene (-CH2-) and terminal methyl (CH3) groups of 

fatty acid chains.49,50 This spectrum obtained from SSA was compared with the spectrum of 

commercially available standards representative of cellular polysaccharides: lipopolysaccharide 

(LPS) from E. coli, laminarin, inulin, sodium alginate and peptidoglycan(Figure 2.7A). For a 
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quantitative comparison of the spectra from SSA with the spectra obtained from the standards of 

cellular polysaccharides, χ2 errors between two spectra were determined for the 550–4000 cm-1 

spectral range (see Figure 2.7B). 

As can be seen in the χ2 errors shown in Figure 2.7B, the spectra of E. coli LPS features 

similarly shaped broad peak in C-H stretching region that is only slightly shifted from that of the 

SSA spectrum, resulting in a slight deviation in the subtraction spectrum around the baseline. Low 

χ2 error (~0.01 for spectra normalized at 1) indicates a good match between the spectra of SSA and 

LPS of E. coli. Figure 2.7B also shows a good fit between the spectra of SSA and sodium alginate. 

It is well known that diatoms exude adhesive polymers similar to sodium alginate in order to adhere 

to surfaces that are polysaccharides cross-linked via O-glycosidic sugar-protein linkages into large 

proteoglycan assemblages.51 Therefore, it can be proposed that diatoms exude adhesive 

polysaccharide polymers (extracellular polymeric substances, EPS) to adhere to the walls of the 

wave channel, and are then transferred to the water and then eventually to the aerosol phase. In the 

mesocosm experiment described in this paper, the walls of the wave channel are the most important 

surfaces. In the open ocean, micelles, gels and colloids formed at high concentrations can provide 

adsorption surfaces for other dissolved organic matter.52 Due to the similarities between the spectra 

of the cellular polysaccharide standards, it is difficult to explicitly indicate the specific 

polysaccharide species present in the SSA. However, dissimilarities exist between the spectra of 

known polysaccharides and those of a mixture of free saccharides (Figure 2.5A). 

2.4.2 Connection Between Biological Activity and SSA Composition 

Having identified the molecular composition of SSA produced during the IMPACTS 

experiment, the next goal was to analyze time and size-dependent changes to SSA composition and 

connect them to the biological activity of the seawater. Throughout the 29-day experiment, two 

successive, yet distinct, phytoplankton blooms occurred in the wave channel, as evidenced by chl-
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a, bacteria, and ectoenzyme activities (Figure 2.8C).25 The molecular diversity of SSA particles 

was found to change in response to the biological activity; specifically, in response to the 

phytoplankton (autotrophs) and heterotrophic bacteria. Figure 2.8 shows the changes with time in 

the distribution of major organic classes as determined by single-particle Raman analysis of SSA 

collected from the wave flume as well as concentrations of chl-a, heterotrophic bacteria, and online 

measurements of the size-resolved bulk chemical composition by AMS. 

Prior to the first bloom, only 32% of submicron particles contained long-chain fatty acid 

Raman signatures. Smaller fractions of other particle types included signatures from 

polysaccharides (14%), siliceous material (13%), and a mixture of free saccharides and short chain 

fatty acids (17%). During the first bloom (i.e., chl-a maximum, ~Day 13), the fraction of submicron 

particles featuring long-chain fatty acid Raman signatures increased significantly (up to 75%). 

While Raman analysis showed that the relative fraction of these aliphatic-rich particles enhanced 

during both of the two blooms (67% during bloom two), AMS indicated a rapid decrease in the 

relative mass fraction of the aliphatic-rich species as defined by mass spectra dominated by 

hydrocarbon peaks from 0.64 to 0.22 over a 1 day period at the end of the first bloom.25 The unique 

trends between individual and bulk SSA chemical signatures points towards the fact that 

normalized organic mass fraction of bulk SSA are not reflected in the external mixing state of 

individual SSA. This result could also suggest that the SSA particle-size range responsible for the 

decrease in aliphatic-rich components in bulk submicron SSA (i.e., particles with aerodynamic 

diameters between 0.06 and 1.5 μm at RH of 80%) could differ from those evaluated using Raman 

spectroscopy (between 0.56 and 1.0 μm at 80% RH). Raman analysis of SSA during the second 

bloom revealed a trend similar to the first bloom, in that submicron particles featuring long-chain 

fatty acids increased significantly and then rapidly decreased as chl-a dropped. However, for bulk 

submicron SSA analyzed with AMS, the aliphatic rich signal did not change significantly (0.14 and 

0.16).25 
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Supermicron SSA were found to have differences between the first and second blooms. 

During the first bloom, the distribution between classes of oxygen-rich species changed only 

slightly, with only a small fraction of aliphatic rich compounds and larger fractions of free 

saccharides/amino sugars and polysaccharides. The second bloom however, featured supermicron 

SSA particles dominated largely by polysaccharides but with smaller fractions of other oxygen-

rich particle types such as free saccharides/amino sugars and siliceous material.  

Free fatty acids have been observed to be a major fraction of the organic compounds 

present in the ocean, and are produced by the heterotrophic breakdown of lipid-containing cellular 

components of microorganisms such as phospholipids, glycolipids, and triacylglycerides.53–57 

Relative to other classes of molecules identified in this work, long chain fatty acids exhibited 

significantly increased surface activity, leading to their enrichment in the sea-surface microlayer, 

which likely allowed for their efficient transfer into film drops during the bubble-bursting process. 

This physicochemical behavior explains the consistently significant fraction of submicron SSA 

particles that feature long-chain fatty acid Raman signatures.  

Similarly, short chain fatty acids with even carbon numbers (C8, C10) have also been 

observed to occur from biological sources.55 Nonanoic acid has been suggested to occur mainly 

due to the oxidation of C18 unsaturated fatty acids.58  

𝐶𝐻3(𝐶𝐻2)7𝐶𝐻 = 𝐶𝐻(𝐶𝐻2)7𝐶𝑂𝑂𝐻
   ℎ𝜐, 𝑂2    
→      𝐶8𝐻17𝐶𝑂𝑂𝐻 + 𝑂𝐻𝐶𝐶7𝐻14𝐶𝑂𝑂𝐻  (R2.1) 

The siliceous material observed in SSA particles is suggested here to result from the presence of 

diatoms, which are known to be one of the largest groups of silicifying organisms. Diatoms take 

up silica and bioprocess it into useful biosilica structures such as exoskeletons or frustules.48 Upon 

cell lysis, the frustule releases siliceous material into the water column, which is either transferred 
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into SSA, further transformed through heterotrophic processing, or sinks to the ocean floor as 

diatomaceous material. 

Saccharides have been previously observed in the SML and marine aerosols, and are 

thought to exist in polymeric or oligomeric form10,39–41 as cellular polysaccharides (e.g., laminarin, 

chrysolaminarin, chitin, lipopolysaccharides LPS, alginic acid, dextrose) or extracellular polymeric 

substances (EPS).7,59,40,47,60 While cellular polysaccharides have a more defined structure, the 

structure of EPS is seen as either a polysaccharide or a glycoconjugate (viscous or gelatinous 

mixture of saccharides) and is therefore difficult to identify explicity.47,61 The enrichment of such 

species in supermicron particles is due to their enhanced water-solubility, leading to their transfer 

into SSA via jet drop formation. 

Figure 2.9 shows a comprehensive and dynamic pathway linking ocean biology and SSA 

particle composition and explains the differences in SSA composition between the two blooms. 

Upon the death of phytoplankton, particulate forms of lipids, polysaccharides, and siliceous 

material are released into the bulk seawater. Enzyme digestions from autotrophs release fatty acids 

from higher order lipids, while generating smaller fragments of cellular poly- and oligosaccharides 

and amino sugars. Together with the surface-active properties of the various molecules, these 

factors explain the findings from Raman and AMS analysis during the first bloom, in which 

submicron aerosol are dominated by surf-active, aliphatic rich organic species, while supermicron 

SSA is dominated by more oxidized, water-soluble saccharides and amino sugars representative of 

phytoplankton. 

The changes in aerosol composition during the second bloom can be explained by the 

increase in heterotrophic bacteria, as seen in Figure 2.8C. First, the increase in bacteria helps to 

explain the increase in polysaccharides in supermicron SSA, as gram-negative bacteria are known 

to contain cell wall lipopolysaccharides. The release of bacterial enzymes that are capable of 
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digesting phytoplankton and bacterial components into smaller oligosaccharide fragments was 

likely also a contributing factor in the increase of saccharides in supermicron SSA.62–66 While 

Raman analysis revealed long-chain fatty acid contributions remained elevated, the relative 

aliphatic-rich mass fraction as determined by AMS remained low. The lack of FA enrichment 

during the second bloom seen by AMS is explained by the increase in bacterial enzymes that are 

also capable of hydrolyzing aliphatic, surface-active fatty acids into more water-soluble 

components, leading to a decrease in their efficiency of transfer to the submicron SSA by film 

drops. Indeed, there was an increase in lipase, a bacterial enzyme, during the second bloom. As 

described above, the discrepancy between Raman and AMS detection of aliphatic-rich species 

during the second bloom highlights the possibility that normalized organic mass fraction of bulk 

SSA are not reflected in the external mixing state of individual SSA.  

2.4.3 Connection to Climate: IN Properties of SSA 

The goal of this experiment was to see how ocean biological activity changes SSA 

chemical composition, and how that subsequently leads to changes in the climate relevant 

properties of SSA. To this end, we monitored the number and composition of INPs associated with 

SSA formed in the wave flume during the IMPACTS experiment and during a separate mesocosm 

experiment using a MART. The number concentration of activated ice crystals was determined by 

sending SSA to a CFDC.26 To identify the molecular species found within SSA particles 

responsible for ice nucleation, ice crystal residuals (ICRs) collected on a single jet impactor at the 

base of the CFDC were analyzed using Raman spectroscopy. 

ICRs of emitted IN that originated from the wave flume were collected on Day 26 of the 

IMPACTS experiment, which was the conclusion of a peak in INPs observed at temperatures 

between -25 and -15 °C from days 17-23 (Figure 2.10). ICRs of IN emitted during the separate 

mesocosm experiment using a MART were collected on Days 20 and 21 following a period of 
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elevated INP number concentrations between -25 and -15 °C on Days 15-18 (Figure 2.11). Raman 

analysis of the IMPACTS ICRs revealed over 40% of ICRs (N=165) contained siliceous material, 

indicative of diatomaceous cellular material (Figure 2.10A). Additional ICRs were collected from 

a MART that ran coincidentally during the IMPACTS study and contained fresh seawater and no 

additional nutrients. The siliceous material in the fresh-water MART ICRs were similar to those 

from the IMPACTS wave flume. Additionally, polysaccharides, as well as long and short chain 

fatty acids were observed. Analysis of INEs with diameters >.2 μm collected from bulk seawater 

from the wave flume revealed that 80% were from frustules, further indicating that IN active 

microbial material (e.g., diatoms) are an important source of INPs. Raman analysis of the separate 

MART mesocosm ICRs showed that over 90% (N = 50) of the ICR spectral signatures contained 

long chain fatty acids (Figure 2.10B). This contrasted with the composition of the total submicron 

aerosol particle population on Day 18 which was dominated by polysaccharides and long and short 

chain fatty acids (Figure 2.10B), further highlighting the rarity of such INP. 

In summary, the results obtained with Raman spectroscopy in conjunction with results from 

other methods including scanning electron microscopy energy dispersive x-ray (SEM-EDX), and 

aerosol time-of-flight mass spectrometry (ATOFMS),26 showed that marine INPs consist of two 

distinct populations: 1) dissolved organic carbon INPs composed of composed of IN-active 

molecules such as long-chain fatty acids and 2) particulate organic carbon INPs attributed to intact 

cells or fragments from microbes. These results aid in furthering our knowledge of the chemical 

identities of marine INPs as well as the mechanisms controlling their transfer from bulk water to 

SML to aerosol. 

2.5 Conclusions 

This chapter describes the contribution of Raman spectroscopy of single-particle SSA 

collected during the 2014 IMPACTS experiment to three manuscripts that were conducted to 
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determine the molecular species found within SSA, unravel the complex ways in which ocean 

biology alters the SSA chemical composition, and investigate how these changes are manifest in 

the climate relevant properties of SSA, such as their ability to serve as INP.  

Analysis found that SSA particles in the submicron are mainly long chain fatty acids, from 

phytoplankton. Supermicron consisted of more oxygenated species, including free 

saccharides/amino sugars and polysaccharides. Analysis of the changing abundances of molecular 

species with time and particle size revealed the link between ocean biological activity and the 

organic fraction of SSA. Specifically, we presented a comprehensive way of explaining how 

phytoplankton and bacteria in the seawater interact to produce the observed species. Finally, the 

understanding of the mechanisms for the production of IN material and the subsequent release of 

INPs from the ocean as well as their chemical composition was improved. With this improved 

understanding of SSA, the door is opened to focus more directly on specific aging mechanisms of 

SSA containing relevant molecular species. This is the focus of the following chapters. 
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2.7 Figures 

Figure 2.1: Experimental setup during the IMPACTS research intensive. Image adapted from 

Collins, D. B. B.; Zhao, D. F. F.; Ruppel, M. J. J.; Laskina, O.; Grandquist, J. R. R.; Modini, R. L. 

L.; Stokes, M. D. D.; Russell, L. M.; Bertram, T. H.; Grassian, V. H.; Deane, G. B.; Prather, K. A. 

Direct Aerosol Chemical Composition Measurements to Evaluate the Physicochemical Differences 

between Controlled Sea Spray Aerosol. Atmos. Meas. Tech. 2014, 7 (11), 3667–3683. 
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Figure 2.2: Six types of Raman signatures observed for 560-1000 nm and 1.8-3.2 μm sized SSA 

particles collected on a quartz substrate during the month-long IMPACTS mesocosm experiment. 

Organic components include B) short chain fatty acids, C) long chain fatty acids, D) free 

saccharides/amino sugars, E) siliceous material, and F) polysaccharides. Each spectrum was 

collected from a single particle within the SSA ensemble, averaging two separate exposures at 5-

10 s each and recorded in the region 100-4000 cm-1. The spectral region below 500 cm-1 (shaded) 

contains significant contributions from background spectral features that are attributes to either 

NaCl or quartz substrates and were not considered when determining the identity of the class of 

organic molecules. 
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Figure 2.3: A) Raman spectra obtained for standards of short-chain fatty acids. Spectra obtained 

from a single SSA particle collected during the mesocosm that is proposed to contain a significant 

fraction of short-chain fatty acids is shown for reference. B) χ2 plots showing the statistical 

relationship between each standard spectra of short-chain saturated fatty acids to that of a 

representative SSA particle collected during the mesocosm. 
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Figure 2.4: A) Raman spectra obtained for standards of long-chain saturated and unsaturated fatty 

acids, linear alkyl alcohols as well as phospholpids containing hexadecanoic acid ester chains (1,2-

dipalmitoyl-sn-glycero-3-phosphatidic acid, DDPA; 1,2-dipalmitoyl-sn-glycero-3-

phosphocholine, DPPC). Spectra obtained from a single SSA particle collected during the 

mesocosm that is proposed to contain a significant fraction of long-chain saturated fatty acids is 

shown for reference. B) χ2 plots showing the statistical relationship between each standard spectra 

of long-chain saturated fatty acids and alcohols and phospholipids to that of the single SSA particle 

collected during the mesocosm. 
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Figure 2.5: A) Raman spectra obtained for standards of free saccharides and amino sugars. Spectra 

obtained from a single SSA particle collected during the mesocosm that is proposed to contain a 

significant fraction of saccharides is shown for reference. The mixture of saccharides (denoted as 

“Mix of Saccharides”) consisted of 40% fucose, 40% sucrose, 15% arabitol and 5% glucose (mixed 

computationally). B) χ2 plots showing the statistical relationship between each standard spectra of 

free saccharides to that of the single SSA particle collected during the mesocosm (shown in Figure 

S6 and Figure 1d). The mixture of saccharides (denoted as “Mix of Saccharides”) consisted of 40% 

fructose, 40% sucrose, 15% arabitol and 10% glucose (mixed computationally). Signatures labelled 

with “*” are due to sulfate signatures present in the SSA spectra. 

  



 60 

Figure 2.6: A) Comparison of Raman spectra obtained from the analysis of biofilm collected from 

the mesocosm and that for a single particle from SSA collected during the mesocosm with Raman 

spectra resembling that of siliceous material (Figure 2.2e). B) χ2 plot showing the statistical 

relationship between the standard spectra of the biofilm and that of the single SSA particle collected 

during the mesocosm. 
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Figure 2.7: A) Comparison of Raman spectra obtained from the analysis of a standard of 

lipopolysaccharide (LPS; from Escherichia coli bacteria) and a single particle from SSA collected 

during the mesocosm with Raman spectra resembling that of polysaccharides (Figure 2.2F). B) χ2 

plot showing the statistical relationship between the standard spectra of LPS and sodium alginate 

to that of the single SSA particle collected during the mesocosm. 
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Figure 2.8: Changes in the composition of individual (a) submicron (0.56–1.00 µm) and (b) 

supermicron (1.8–3.2 µm) particles within SSA collected on different days throughout the 

mesocosm. Each class of organic and inorganic compounds are shown as a percentage of particles 

within the SSA ensemble that exhibit Raman signatures for that particular class. The remaining 

fraction of particles were highly fluorescent or pyrolyzed during Raman analysis. The average 

hygroscopicity (±one standard deviation) of individual submicron (0.5–1.0 µm) and supermicron 

(>1.0 µm) SSA particles collected from the wave flume as determined by offline AFM analysis are 

also shown in both (a) and (b). The measurements of chlorophyll-a and heterotrophic bacteria 

concentrations in the seawater of the wave flume are shown in (c) along with aliphatic-rich and 

oxygen-rich factor mass fractions as determined through the online measurement of the size-

resolved bulk chemical composition of SSA by AMS. 
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Figure 2.9: Degradation pathways of diatoms and bacteria leading to organic species that are 

transported from seawater to SSA particles as either film or jet drops. Boxes with a dashed outline 

were not directly observed in this work, but are shown here as a precursor to classes of compounds 

that were observed. 
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Figure 2.10: Timeline of A) ice nucleating particle (INP) number concentrations and B) 

chlorophyll-a concentrations. The yellow highlighted region indicates the day when ICR were 

collected for Raman analysis.  
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Figure 2.11: Timeline of A) ice nucleating particle (INP) number concentrations and B) 

chlorophyll-a concentrations. The yellow highlighted regions indicates the days when ICR were 

collected for Raman analysis. 
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Figure 2.12: Relative contributions of particle types for ice crystal residuals (ICR) on specific days 

of A) IMPACTS experiment B) MART experiment. C) Shows the corresponding spectra for each 

particle type. 
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Chapter 3  Heterogeneous Chemistry of 

Lipopolysaccharides with Gas-Phase Nitric Acid: 

Reactive Sites and Reaction Pathways 

3.1 Synopsis 

Recent studies have shown that sea spray aerosol has a size-dependent, complex 

composition consisting of biomolecules and biologically-derived organic compounds as well as 

salts. This additional chemical complexity most likely influences the heterogeneous reactivity of 

SSA, as these other components will have different reactive sites and reaction pathways. In this 

study, we focus on the reactivity of a class of particles derived from some of the biological 

components of sea spray aerosol, including lipopolysaccharides (LPS), that undergo heterogeneous 

chemistry within the reactive sites of the biological molecule. Examples of these reactions and the 

relevant reactive sites are proposed as follows: R-COONa(s) + HNO3(g) → NaNO3 + R-COOH and 

R-HPO4Na(s) + HNO3(g) → NaNO3 + R-H2PO4. These reactions may not only be a heterogeneous 

pathway for sea spray aerosol, but for a variety of other types of atmospheric aerosol as well. 

3.2 Introduction 

The heterogeneous chemistry of sea spray aerosol (SSA) particles with nitrogen-oxides has 

been studied extensively in both laboratory and field studies.1–3 These reactions play an important 

role in atmospheric chemistry by controlling the loss of nitrogen-oxide species from the gas phase 

into the aerosol phase, in addition to causing important changes to SSA physicochemical 

properties.4,5 For example, a current paradigm for the formation of particulate nitrate in the marine 

boundary layer involves the well-known reaction of nitric acid gas with sodium chloride in sea 

spray aerosol, as shown in Reaction 3.1: 

HNO3 (g) + NaCl (aq) → NaNO3 (aq) + HCl (g,aq)  (R3.1) 
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However, this reaction represents the reactivity of only one of the components of sea spray 

aerosol. As shown in Chapter 2, SSA particles are quite chemically diverse with different types of 

particles containing a vast array of other constituents besides salts; including biological particles 

such as whole bacteria, as well as various biomolecules like lipopolysaccharides, lipids, and 

carbohydrates.4,6–12 With this in mind, we set out to investigate different reaction pathways that may 

occur in the heterogeneous reactivity of some of these different components of SSA, as well as 

other types of aerosols present in the troposphere, with gas phase nitric acid, an important trace 

acidic atmospheric gas.  

As discussed below, micro-Raman spectroscopy of individual particles was used to identify 

different particle types within SSA and the different reaction chemistry associated with them.13 We 

show the importance of heterogeneous chemistry of gas-phase nitric acid with biologically derived 

components of SSA. In particular, we show that some bacterial degradation products, which 

includes lipopolysaccharides (LPS), the major component of the outer membrane of Gram-negative 

bacteria, can get into the atmosphere and undergo heterogeneous chemistry with nitric acid to form 

nitrate salts in a new heterogeneous reaction pathway that involves reactive sites on the biological 

molecule. Examples of these types of reactions are shown in Reactions 3.2 and 3.3: 

HNO3(g) + R-COONa(a) → NaNO3 + R-COOH  (R3.2) 

HNO3(g) + R-HPO4Na(a) → NaNO3 + R-H2PO4  (R3.3) 

The protonation of LPS is shown above for the sodium cation, but other cations including divalent 

calcium and magnesium can be involved as well. We surmise that this chemistry involving 

atmospheric inorganic acidic gases with deprotonated carboxylate and phosphate groups within 

biological molecules may be relevant not only for SSA, but for a variety of atmospheric particle 

types including biomass burning particles and other bioaerosols that contain amino acids, proteins, 

and nucleic acids. 
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3.2.  Experimental Methods 

3.2.1 Sources and Purity of Compounds.  

Commercially available compounds were used as model systems in this study and included 

NaCl (99.8%, Fischer Scientific), LPS from E. coli (L4130, extracted from Escherichia coli 

0111:B4, purified by trichloroacetic acid extraction), palmitic acid (≥99.0%, Sigma-Aldrich), 

magnesium nitrate (99%, Sigma-Aldrich), potassium nitrate (≥99.0%, Sigma-Aldrich), sodium 

nitrate (≥99.0%, Sigma-Aldrich), calcium nitrate (≥99.0%, Sigma-Aldrich), DPPA (sodium salt, 

Sigma-Aldrich), Lipid A (ammonium salt, Avanti Lipids), and Kdo2-Lipid A (sodium salt, Cayman 

Chemical).  

3.2.2 Model Systems Sample Preparation 

Single component model system aerosol particles were generated by atomizing (TSI Inc., 

model 3076) aqueous solutions (Optima water, Fischer Scientific) of the compounds listed above. 

Aerosol particles were then sent through two diffusion dryers (TSI Inc., model 3062) at a flow rate 

of 1.5 lpm to reduce humidity (RH) to ca. 5%. Quartz substrates (Ted Pella Inc., part no. 16001-1) 

were then used to collect the aerosol particles by mounting the quartz substrate on an impactor 

installed in front of a differential mobility analyzer (DMA) for 1 to 25 min. 

3.2.3 Reaction of Sea Spray Aerosol and Model Systems with Nitric Acid Vapor 

Authentic SSA particles generated during the 2014 Investigation into Marine Particle 

Chemistry and Transfer Science (IMPACTS) mesocosm experiments14 were reacted on-the-fly 

with ~1 ppm of HNO3 using a 5L flow tube reactor at a relative humidity of ~60% and temperature 

30-35˚C. Model system LPS particles were also reacted on-the-fly by atomizing (Collison) an 

aqueous solution of 50 mg of commercial LPS in 200 mL of ultrapure water. Resulting particles 

were generated at a relative humidity of >90% (Vaisala, HMP110). An aerosol flow tube (1.5 m 

length, 4.8 cm i.d.) equipped with a movable injector (reactive trace gas entry position range of 0 
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to 0.88 m from the end) was used for the heterogeneous reaction of model system LPS particles 

with HNO3 gas. The inside of the flow tube was coated with inert halocarbon wax (Halocarbon 

Production, Halocarbon Wax 600) to minimize wall-loss of the reactive gases. The injector position 

was set at its maximum extension, allowing for a reaction residence time inside the flow tube of 

~1.8 min. Dry nitrogen gas (N2) was used to deliver HNO3 gas at a concentration of ~10 ppb into 

the flow tube, with an HNO3 permeation tube (KIN-TEC, HRT-010.00 -2022/60) as the source of 

the HNO3 gas. LPS particles entered the flow cell and mixed with the reactive gas at a relative 

humidity of 55±3%. Particles exiting the flow tube were then dried using two diffusion driers prior 

to entering an aerosol time of flight mass spectrometer (ATOFMS). 

For offline reactions of substrate deposited model system and authentic SSA particles,15 

the substrate deposited particles were loaded into a reaction chamber that allowed introduction of 

HNO3 acid and water vapor for RH studies. Samples were exposed to ~1 ppm of HNO3 at 20% RH 

for 10 minutes. 

3.2.4 Micro-Raman Spectroscopy of Authentic Sea Spray Aerosols and Model System 

Particles 

Substrate deposited model system aerosol particles were analyzed before and after 

exposure to HNO3 using a LabRam HR Evolution Raman spectrometer (Horiba) equipped with an 

Olympus BX41 optical microscope. Spectra were obtained using the 100× microscope objective 

with a working distance of 7.6 mm and laser wavelength of 532 nm.  Similar settings were used for 

the authentic sea spray aerosol (SSA) particles collected from the ocean-atmosphere facility at the 

Scripps Institute of Oceanography. Unless otherwise noted, spectra were collected at ca. 20% RH 

at 298 K. 

3.2.5 Verification of Model System LPS Reactivity Using ATOFMS and XPS 

Verification of the reactivity of pure model system LPS particles was accomplished using 

aerosol time-of-flight mass spectrometry (ATOFMS). Detailed information on the ATOFMS 



 77 

instrumentation can be found elsewhere.16 Model system LPS particles were reacted on-the-fly as 

described above and sent through the ATOFMS.  

In addition, the reaction of model system LPS with HNO3 was investigated with an X-Ray 

photoelectron spectroscopy (XPS) system. Detailed information on the instrument can be found 

elsewhere.17 For this study, lyophilized powder samples of LPS were pressed onto indium foil and 

mounted onto a copper stub. The X-ray gun was operated with a 10 mA emission current at an 

accelerating voltage of 15 kV. Low energy electrons were used to compensate for charging of the 

sample. Survey scans were first collected followed by high resolution scans in regions of interest 

including the C1s, Ca2p, Mg2p, N1s, Na1s, O1s, P2p, and S2p binding energy regions. The 

absolute energy scale was calibrated to the C1s peak binding energy of 285 eV.  

3.2.6 Determination of Relative Reactivities for LPS and NaCl with HNO3 

To investigate the relative rates of reaction for LPS and NaCl with HNO3, pure LPS 

particles and pure NaCl particles of diameter ~2 µm were simultaneously exposed to ~20 mT of 

HNO3 at ~15% RH for a total of ten minutes. Raman spectra of particles were collected after total 

exposure times of 1, 3, 6, and 10 minutes. The extent of reaction was then determined by summing 

the total counts in the nitrate ν1 stretching region (1040-1070 cm-1).  

3.3 Results and Discussion 

3.3.1 Reaction of Authentic SSA Particles 

Authentic particles of SSA were generated under real-world conditions using natural 

seawater in a unique ocean-atmosphere facility that has been described in detail previously.14 

Before collection by impaction onto substrates, particles were exposed to HNO3 in an in-situ flow 

tube at 1 ppm and a relative humidity (RH) of ~60%. Spectral analysis of these reacted particles 

and comparison with the spectra from model systems (vide infra) indicates that these particles can 

be assigned to particles that contain mainly sodium chloride, which is highly reactive, 
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lipopolysaccharides, which is also reactive, and protonated long chain carboxylic acids (e.g., 

palmitic acid), which are not reactive (see Figure 3.8 in Section 3.7.6 Supporting Information 

Figures for spectra of all three particle types). An optical microscope image of the substrate-

deposited particles and a Raman spectrum focused on a particle identified as containing 

lipopolysaccharide shows that there is a Raman peak near ca. 1068 cm-1 associated with this particle 

(Figure 3.1). The peak occurs upon exposure to nitric acid and is assigned to the symmetric stretch 

(ν1) of the nitrate ion, indicating the particle has reacted. 

3.3.2 Reaction of LPS Particles 

To better understand the reactivity of LPS, a commercial source of LPS was purchased 

from Sigma-Aldrich and then reacted with gas-phase nitric acid in a method similar to the SSA 

particles shown above. Different experiments and techniques were employed to verify this 

heterogeneous chemistry with LPS.  

Using micro-Raman spectroscopy, spectra of the LPS model system particles were 

collected before and after exposure to nitric acid vapor (10 mTorr) at ~20% RH (Figure 3.2A). LPS 

particle spectra following exposure to nitric acid showed an intense nitrate peak nearly identical to 

the reacted sea spray aerosol particles originating from the more complex sea spray (Figure 3.9 in 

Section 3.7.6 Supporting Information Figures shows a direct comparison of the reactivity of model 

system aerosols with the authentic sea spray particles). Further demonstration of the reactivity of 

LPS with gas-phase HNO3 was accomplished by investigating LPS powder reactivity with X-Ray 

photoelectron spectroscopy (XPS) and LPS aerosol reactivity using aerosol time-of-flight mass 

spectrometry (ATOFMS) as shown in Figures 3.2B and 3.2C, respectively.  

Figure 3.2B shows the N1s region for the unreacted LPS has two peaks at 400.1 and 402.7 

eV corresponding to amide groups from peptide linkages and protonated nitrogen respectively, in 

agreement with previous analysis of bacterial cell walls using XPS.18 Upon exposure of LPS 
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powder to HNO3, a third peak in the N1s region became evident with a binding energy of 406.6 

eV, indicating the presence of nitrate ions. Figure 3.2C shows the average ATOFMS spectra of 

over 4,000 unreacted and reacted LPS particles. Peaks at 62 and 46 m/z, corresponding to NO3
- and 

NO2
-, respectively, were observed in the reacted LPS spectra. In all three of these very different 

experiments, a nitrate peak was present in the relevant wavenumber, binding energy, and mass to 

charge ratio regions following exposure of LPS to nitric acid vapor. Taken together, these results 

show that LPS itself can undergo reaction with gas-phase nitric acid to form a nitrate salt. 

3.3.3 Investigation of LPS Reactive Sites 

Considering relevant reactive sites within LPS, we turn to its structure, which can be 

divided into three main components: 1) Lipid A 2) core oligosaccharide, which is comprised of an 

inner and outer core, and 3) O-antigen. Previous studies have shown that the binding of mono and 

divalent cations at the inner core and Lipid A portions is crucial to the structural integrity of the 

bacterial outer cell wall membrane.  

Figure 3.3 shows a detailed view of the Lipid A and inner core oligosaccharide regions of 

LPS, with phosphate and carboxylate regions highlighted in red and blue, respectively. As shown, 

phosphate is present in the Lipid A region, while both phosphate and carboxylate groups are found 

in the inner core oligosaccharide portion. We hypothesize that the presence of these basic sites 

results in the observed LPS reactivity, as described in reactions (2) and (3). 

To further elucidate the reactivity of LPS, different components of LPS were prepared and exposed 

to nitric acid vapor. In particular, particles were generated from three separate standards of Lipid 

A, Kdo2-Lipid A, and a solution of LPS that was hydrolyzed to remove the Lipid A component, 

thus leaving only the core oligosaccharide and O-antigen regions.19,20 Chemical structures for these 

components serving as different model systems are shown in Figure 3.10 (Section 3.7.6 Supporting 

Information Figures). 



 80 

Figure 3.4 shows the resulting spectra from these components before and after reaction 

with nitric acid vapor at 20% RH. The formation of nitrate, as indicated by the ingrowth of the ν1 

nitrate peak, verifies both Lipid A and the core oligosaccharide components are reactive sites within 

LPS. Interestingly, the resulting spectrum for each sample produced a ν1 nitrate peak at slightly 

different frequency and intensity. For reacted particles in general, the exact position of the ν1 peak 

varied from particle to particle between values of 1045 and 1068 cm-1. This is due to the fact that 

the exact frequency of this band depends on the amount of water associated with the LPS particle 

as well as the cation present.13,21,22 As these reactions all took place at the same relative humidity 

(~20%), the frequency difference is most likely a result of the different cations present. The 

influence of the local environment, water content, and cation present on the frequency of this band 

is shown in Figures 3.11 and 3.12 (Section 3.7.6 Supporting Information Figures), respectively. 

The differences in intensity following the same exposure to nitric acid in these different 

experiments suggest either different rates of reaction for the different reactive sites within these 

molecules, and/or differences in relative site concentration. These differences may be related to the 

gas-phase basicity of these groups, an issue that future studies will further explore. 

3.3.4 Extension of Reaction Mechanism to other Aerosol Types 

To attain a better understanding of functional group reactivity within sea spray and other 

aerosol types involving deprotonated carboxylate and phosphate groups, four additional model 

systems were investigated as shown in Figure 3.5. The left side of the figure shows spectra for 

atomized and substrate deposited A) DPPA (1,2-dihexadecanoyl-sn-glycero-3-phosphate sodium) 

and sodium carboxylate salts, sodium palmitate, sodium nonanoate, and sodium butyrate, B-D, 

before exposure to gas-phase nitric acid, while the right side shows the particle spectra upon 

exposure to HNO3 at 20% RH.  
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DPPA has only one phosphate group available for reaction and Figure 3.5A verifies the 

potential of this phosphate as a reactive group. Figure 3.5 B-C also shows that carboxylate salts 

become readily protonated (as highlighted in Figure 3.5D) along with the formation of sodium 

nitrate upon exposure to nitric acid vapor (full spectra from 500 to 4000 cm-1 are shown in Figure 

3.13 of Section 3.7.5). These carboxylate salts represent deprotonated carboxylic acids that are 

prevalent in the atmosphere.23  

3.3.5 Acid/Base Properties of LPS 

Gas-phase thermochemical parameters represent the pure Bronsted basicity properties 

since no solvent molecules are involved.24 For this reason, detailed knowledge on the acid/base 

characteristics of sites in gas-phase molecules is useful for predicting sites of protonation, relative 

reactivities, and likely structural conformations. For example, the reactions proposed in Reactions 

3.2 and 3.3 involving LPS reactive sites and HNO3 can be thought of as simple proton transfer 

reactions according to the following generic equation:  

A1H + A2
- → A1

- + A2H  (R3.4) 

The thermodynamic driving force for this reaction can then be examined using the gas phase acidity 

(GA) of the species involved:25  

AH → A- + H+  (R3.5) 

GA(AH) = ΔacidG°  (R3.6) 

ΔrxnG° = GA(A1H) – GA(A2H)  (R3.7) 

where ΔacidG° is the Gibbs free energy of the deprotonation reaction of an acid, and ΔrxnG° is the 

Gibbs free energy of the overall proton transfer reaction shown in Reaction 3.5. 
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To date, no studies have been conducted to assess the gas phase acidity/basicity of LPS 

molecules. Given the structural complexity and large molecular weight (1.6 x 108 Da) of LPS,26 

several structural conformations likely exist, making it challenging to assay the exact value of its 

gas phase acid/base properties. However, biomolecules with similar structure and reactive groups 

(e.g., mono/oligosaccharides and phospholipids) to LPS can be used as estimates in place of 

experimental data. Unfortunately, the choices were limited due to the small number of studies 

conducted on the gas phase basicity of oligosaccharides and phospholipids relative to those for 

amino acids, peptides, and nucleobases.27 Table 3.1 (Section 3.7.7) gives the gas phase acidity 

values and molecular structure for the biomolecules we chose to act as proxies for the reactive sites 

of LPS. 

As shown in Figure 3.3, Kdo2 sugars in the inner core region contain COOH functional 

groups. To test the reactivity of COOH sites on LPS, we used gentisic acid, glucuronic acid, 

sucrose, sialyllactose, and ethanone as model estimates. Table 3.1 shows that for COOH groups on 

gentisic acid, glucuronic acid, and sucrose, the reaction with nitric acid is spontaneous, with ΔrxnG° 

ranging from -0.7 to -43.3 kJ/mol. Conversely, ΔrxnG° for nitric acid with sialyllactose and ethanone 

are 66.7 and 5.7 kJ/mol, respectively.  

While a study on the gas phase acidity/basicity of phospholipids has been carried out 

previously, the lack of reference acids meant only relative values could be determined.28 For this 

reason, we used the values for isolated phosphoric acid and its conjugate bases. As seen in Table 

S1, the phosphates become weaker acids as their charge becomes more negative (i.e., they become 

stronger bases), with ΔrxnG° values of -21.3, -553.3, and -1072.3 kJ/mol for H3PO4, H2PO4
-, and 

HPO4
2-, respectively. Given these values, along with the parallel argument found in peptides which 

states that gas-phase basicity increases with increasing chain length,29 the reaction of nitric acid 

with phosphate groups found on LPS is likely spontaneous.  
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Unlike the gas phase, the acid/base behavior of LPS molecules in aqueous solution has 

been studied more extensively.30,31 A recent study conducted acid-base titrations on LPS strains to 

calculate the expected pKa of the various reactive groups of the LPS molecule. The reported pKa 

value of 5 for carboxyl groups and 6-8 for the phosphoryl groups32 agrees with the results from our 

preliminary gas-phase calculations above, indicating that both groups could potentially take part in 

the reaction. Given the fact that aerosols containing LPS likely occur somewhere between the 

completely water-free gas phase and the aqueous phase, research spotlight should be focused to 

further the understanding of the thermodynamic properties of LPS in both phases. Furthermore, 

given the increasingly known importance of LPS in different research areas, studies should be 

conducted to ascertain its changes in structural conformation, water uptake properties under varying 

environmental conditions, and whether the LPS remains intact when transported to the atmosphere. 

3.3.6 Relative Product Formation and Rates NaCl Compared to LPS 

To contextualize our newly proposed pathway for the formation of particulate nitrate in 

relation to the conventional NaCl method, we simultaneously exposed NaCl and pure LPS particles 

to HNO3 for ten minutes and monitored the extent of reactions as a function of exposure time. 

Figure 3.6 shows the Raman spectra for A) NaCl and B) LPS particles as a function of increasing 

HNO3 exposure time.  

The nitrate peak areas (1050-1070 cm-1) showed linear growth as a function of time and 

therefore the relative slopes can provide information about relative rates of nitrate formation for 

NaCl compared to LPS particles. This comparison shows that the rate of reaction for LPS is three 

to four times slower than that of NaCl particles, indicating this newly proposed mechanism, albeit 

slower than the NaCl reaction, may still serve as a relevant pathway for the formation of particulate 

nitrate in the atmosphere. Previous studies have indicated that SSA particles of decreasing size 

contain increasing amounts of organic matter, with particles below 200 nm in diameter existing as 
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external mixtures of organic species completely devoid of NaCl.9 The traditional reaction pathway 

of nitric acid with NaCl is likely irrelevant for these particles in that crucial submicron size range. 

As such, this new reaction pathway involving organic SSA with HNO3 is significant in that it 

demonstrates the reactivity of a class of SSA that was previously overlooked, and could be used to 

better correlate particulate nitrate and sea salt observations with chemical model predictions. 

Furthermore, recent studies have provided evidence that weak acids can react with NaCl 

and NaNO3 to produce gaseous HCl and HNO3.33 While this reaction is the reverse of the reaction 

shown here, there is most likely an equilibrium between them. This suggests that additional studies 

focused on the reaction kinetics of both mechanisms are needed to assess the exact nature of this 

equilibrium. However, given the relatively short period of time required for our proposed reaction 

to occur (~10 minutes), in comparison to the reverse pathway (~15-24 hours), it is safe to assume 

that this mechanism is still relevant for nascent SSA.  

3.4  Conclusions 

Here we have shown a previously unrecognized pathway for the reaction of biologically 

derived components of sea spray aerosol consisting of LPS molecules. This newly identified 

chemistry involving basic groups present due to biological components of SSA in the particulate 

phase and its reactivity with acidic gases is summarized in Figure 3.7. This type of chemistry has 

not been shown before for any type of aerosol to date, and may serve as another mechanism for 

nitrate salt formation in the atmosphere that hitherto has been unrecognized. Furthermore, these 

reactions may be important for other atmospheric aerosols besides SSA (e.g., biomass burning 

aerosols).  

Future studies should use micro-Raman spectroscopic mapping and atomic force 

microscopy34 to address the connection between particle morphology, hydration state, and 

reactivity. In addition to studying the climate relevant effects, kinetics of these reactions as a 



 85 

function of relative humidity are also needed. Studies of the reaction of homologous series of 

sodium carboxylate salts, as well as reactions with divalent carboxylate salts, will also be carried 

out to further understand the heterogeneous proton transfer type chemistry described herein.  

Finally, the reactivity of these biological components of SSA with other trace gases will 

potentially unravel additional new and important chemical pathways in ocean-derived bioaerosols 

and other atmospheric aerosols as well.35 This represents a paradigm shift from earlier studies that 

focused only on the salt component of SSA and ignored the biological components that are 

commonly present.  
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3.6  Figures 

Figure 3.1: Optical image of SSA particles collected on a substrate following exposure to HNO3. 

Besides particles identified as reacted salt particles, another class was identified as a nitric acid 

reacted lipopolysaccharide (LPS) particle from micro-Raman spectroscopy. Efforts to understand 

reactive sites within LPS for heterogeneous reactivity involve model system studies (See text for 

further details). 
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Figure 3.2: Experimental data for liposaccharide exposed to gas phase nitric acid in three different 

experiments. A) micro-Raman spectroscopy of substrate deposited LPS aerosol particles from 

aqueous solution, B) XPS data of the N1s binding energy region for LPS powder, and C) ATOFMS 

average spectra of atomized aqueous solutions of LPS. 
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Figure 3.3: Basic components of LPS that could react with gas phase nitric acid. The phosphate 

and carboxylate sites are highlighted red and blue, respectively, and are found in the Lipid A and 

inner core oligosaccharide regions. The inner core consists of Kdo2 and three heptose sugars. 

Abbreviations: Kdo: 3-deoxy-D-manno-oct-2-ulosonic acid; Hep: L-glycero-D-manno-heptose; 

GlcN: glucosamine. 
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Figure 3.4: Raman spectra of different isolated portions of LPS before (blue) and after (red) 

exposure to HNO3. The yellow highlighted peak represents the ν1 stretch for the nitrate ion. After 

HNO3 exposure, A) Lipid A, B) core oligosaccharide and O-antigen, and C) Kdo2-Lipid A each 

feature the presence of the ν1 nitrate anion peak, indicating they all contribute to the reactivity of 

LPS. The existence of two nitrate peaks in the reacted Core, O-Antigen particle suggests the 

presence of different cations. 
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Figure 3.5: Raman spectra of individual particles composed of A) DPPA, B) sodium palmitate, C) 

sodium nonanoate, and D) sodium butyrate before (left) and after (right) exposure to HNO3. The 

yellow highlighted peak represents the v1 stretch for the nitrate ion, indicating the phosphate group 

and carboxylate groups of DPPA and sodium carboxylate salts are reactive. 
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Figure 3.6: A) NaCl and B) LPS particle Raman spectra of the v1 nitrate stretching region as a 

function of HNO3 exposure time. The nitrate peak increased with time for both particle types. 
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Figure 3.7: Nitric acid can react with different components of SSA as summarized above. (1) is 

the well-known chloride displacement reaction. Other reactive sites within the bioaerosols, in 

particular that of LPS, include carboxylate (2) and phosphate (3) groups. 
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3.7 Supporting Information  

3.7.1 Micro-Raman Spectroscopy of Authentic SSA and Model System Particles 

Figure 3.8 shows an optical image along with spectra of the three particle types identified 

(i.e., lipopolysaccharides, sea salt, and long chain carboxylic acid). A direct comparison of the 

micro-Raman spectroscopy signatures of the online HNO3 reacted authentic SSA particles with the 

offline reacted model system particles is shown in Figure 3.8. 

3.7.2 Molecular Structure and Reactivity of LPS and its Constituents 

Figure 3.9 shows the structure of LPS as well as the structures of the Lipid A, Kdo2-Lipid 

A, and DPPA standards that were used in this study. Additionally, particles containing only the 

saccharide portion of LPS (i.e., inner core, outer core, and O-antigen; denoted as the unreacted and 

reacted core, O-antigen in Figure 3.4 of the main text) were prepared and exposed to nitric acid. 

The particles were prepared by hydrolyzing LPS to cleave the Lipid A from the parent molecule.20  

3.7.3 Micro-Raman Spectroscopy of Nitrate Salts 

Nitrate salts form in the reaction of carboxylate and phosphate groups with gas-phase nitric 

acid. The exact frequencies of the vibrational mode of the nitrate anion will depend on the counter 

cation (NaNO3, KNO3, Mg(NO3)2 and Ca(NO3)2) and relative humidity (20% versus 76% RH) as 

shown in Figures 3.11 and Figure 3.12, respectively. As seen, the exact positions of the peaks 

depend on the type of cation present13,21,22 and relative humidity.36  

3.7.4 Reactivity of Carboxylate and Phosphate Groups 

The full Raman spectra for reacted carboxylate model systems and DPPA are shown in Figure 3.13. 

These spectra complement Figure 3.5 in the main text which only shows the spectra from 500 to 

2000 cm-1. 
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3.7.5 Gas Phase Acid/Base Characteristics of Selected Proxy Molecules  

For thermodynamic analysis of the proton transfer reaction between HNO3 and LPS, 

molecules similar in structure to the reactive regions of LPS were chosen to act as proxies. Table 

3.1 gives a list of the molecules chosen, along with their structures, gas-phase acidity (GPA) and 

the calculated ΔrxnG° for reaction with nitric acid. 
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3.7.6 Supporting Information Figures 

Figure 3.8: Optical image of SSA particles collected on a substrate following exposure to HNO3. 

Raman spectra are shown for three of these particles. The yellow highlighted peak represents the 

symmetric stretch for the nitrate ion. Based on these spectra and model systems, different reactivity 

are seen for LPS (red), sea salt (blue) compared to the long chain carboxylic acids (green) which is 

non-reactive. (Note the band at 1065 cm-1 is due to the C-O stretch of the carboxylic acid group.) 
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Figure 3.9: Raman spectra of the three HNO3 reacted model systems (blue) compared to reacted 

real sea spray aerosol (red). The model systems are aerosolized samples of A) NaCl, B) LPS, and 

C) palmitic acid.  Note that the band at 1065 cm-1 in the palmitic acid model and real SSA sample 

is due to the C-O stretch of the protonated carboxylic acid group. This peak does not change, as 

palmitic acid does not react upon exposure to HNO3. 

  



 97 

Figure 3.10: Chemical structure of model systems used A) lipopolysaccharide, B) Kdo2-Lipid A, 

C) Lipid A, and D) DPPA. 
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Figure 3.11: Raman spectra of atomized A) sodium nitrate, B) potassium nitrate, C) magnesium 

nitrate, and D) calcium nitrate from aqueous solutions. The frequency of specific vibrational modes 

depends on the cation present. In particular, the ν1 mode shifts between 1053 and 1066 cm-1. For 

both Mg(NO3)2 and Ca(NO3)2, water bands remain present due to the formation of stable 

amorphous hydrates that form for these divalent cation nitrate salts.37,38  
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Figure 3.12: Raman spectra of a sodium nitrate particle at 20% and 76% relative humidity. The 

frequency of the ν1(NO3
-) vibrational mode changes from 1068 at 20% RH to 1052 cm-1 at 76% 

RH. The shift is due to interactions between the nitrate anion and water molecules.36  
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Figure 3.13: Full Raman spectra collected following reaction of HNO3 with DPPA and three 

carboxylate model systems.  
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3.7.7 Supporting Information Tables 

Table 3.1: Thermodynamic Properties and Molecular Structures of Chosen LPS Proxy 

Biomolecules. 

Molecule GPA kJ/mol Structure 
aCalculated ΔrxnG° 

(kJ/mol) 

Gentisic acid 132939 

 

-0.7 

Ethanone 132439 

 

5.7 

D-glucuronic acid 133140 
 

-1.3 

Sucrose 137340 
 

-43.3 

3-sialyllactose 126540  66.7 

H3PO4 135141 
 

-21.3 

H2PO4
- 188341 

 

-553.3 

HPO4
2- 240241 

 

-1072.3 
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Chapter 4  The Old and the New: Aging of Sea 

Spray Aerosols and Formation of Secondary Marine 

Aerosol Through OH Oxidation Reactions  

4.1 Synopsis 

Marine aerosols (MA) are classified into two broad categories: primary sea spray aerosols 

(SSA) produced upon the breaking of waves, and secondary marine aerosol (SMA) produced upon 

the oxidation of gas phase species. Regarding SSA, heterogeneous oxidation reactions initiated by 

gas-phase hydroxyl radicals (OH) have been shown in some cases to cause a decrease in the amount 

of particulate carbon present in aerosol particles through fragmentation reactions that produce 

volatile product species, which are subsequently lost to the gas phase. The importance of these 

reactions on sea spray aerosol (SSA) is largely unknown. As SSA has a complex chemical 

composition consisting of a mixture of salts and organic compounds that changes as a function of 

ocean biology, it is likely that OH-initiated oxidation reactions of SSA will be different from that 

of aerosols from terrestrial sources because of differences in their molecular compositions. OH is 

also believed to be an important reactive gas in the formation of SMA through its oxidation of 

volatile organic compounds (VOCs) released by oceanic phytoplankton. In this study, we have 

investigated the effect of OH oxidation reactions on the formation and chemical composition of 

marine-derived aerosols using a Marine Aerosol Reference Tank (MART) filled with water from a 

lab-grown phytoplankton bloom to produce SSA particles and volatile organic compounds (VOCs) 

representative of those found over the ocean. We then used on-line and off-line methods to compare 

unreacted nascent marine aerosols to the marine aerosols that resulted from MART headspace and 

SSA being sent through a Potential Aerosol Mass (PAM) reactor and exposed to OH radicals. 

Several single particle methods of analysis were used, including micro–Raman spectroscopy and 

atomic force microscopy (AFM) coupled to photothermal infrared spectroscopy (PTIR) to 
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investigate composition and size of substrate deposited particles, and in situ particle mass 

measurements using an aerosol mass spectrometry (AMS) to understand marine aerosol chemistry. 

Raman spectra of resulting SSA showed that heterogeneous OH oxidation reactions significantly 

lower the amount of organic matter found in supermicron SSA particles, which are dominated, in 

part, by nitrogen containing species (e.g., amino sugars/amino acids) during periods of high 

biological productivity. Furthermore, AFM and AMS analyses showed the formation of secondary 

marine aerosols (SMA) in the submicron size regime due to oxidation of biologically produced 

VOCs. These results provide important insights into how the combined effects of ocean biological 

activity and OH oxidation reactions determine the overall chemical composition of marine aerosols 

(SMA and SSA) across multiple size regimes and formation mechanisms. 

4.2 Introduction 

Atmospheric aerosols are an important part of the Earth’s system, influencing 

biogeochemical cycles, air quality, human health, and climate.1 Aerosols formed in marine regions 

(hereafter termed marine aerosols) include primary sea spray aerosol (SSA) particles generated 

upon the breaking of waves, as well as secondary marine aerosols (SMA) formed upon the 

oxidation of VOCs (e.g., alkenes, dimethyl sulphide, isoprene, monoterpenes) released from the 

surface ocean during periods of biological activity.2 As roughly two thirds of the Earth’s surface 

are covered by oceans, marine aerosols are an important contributor to the total global aerosol 

inventory.2,3 

With respect to climate impacts, aerosols are known to alter the amount of radiation that 

reaches the Earth’s surface both directly by scattering and absorbing processes, as well as indirectly 

by serving as cloud condensation nuclei (CCN) upon which water vapor condenses to form cloud 

droplets. A critical factor in determining the behavior of aerosols as CCN is their physicochemical 

properties, which are a function of their source and formation mechanisms. Furthermore, the 
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properties of aerosols can change drastically as a result of atmospheric aging processes such as 

heterogeneous photochemical and homogenous oxidation reactions.4 As such, a better 

understanding of these processes is needed to reduce the uncertainties associated with aerosols and 

their impacts on climate. 

It has long been known that OH radicals react with gas-phase volatile organic compounds 

(VOCs) over terrestrial regions to produce secondary organic aerosol (SOA).5,6 However, less 

known is regarding the impact of OH radical initiated reactions of VOCs emitted during periods of 

high oceanic biological activity in marine regions, and the resulting secondary marine aerosols that 

are formed. Perhaps the most well known VOC involved in secondary aerosol formation in marine 

regions is methanesulfonic acid (MSA), which is formed upon the atmospheric oxidation of 

dimethylsuphide (DMS). However, other formation processes involving different VOCs such as 

biogenically formed isoprene and alkyl amines have also begun to receive more attention.7 Despite 

this, the formation of secondary marine aerosols in marine regions remains largely unexplained.7 

Furthermore, only recently has attention been given to the impact of OH reactions on 

condensed phase organic aerosols consisting mainly of simple hydrocarbons.8 It is currently 

understood that the OH-initiated oxidation of hydrocarbons begins with hydrogen abstraction, 

followed by the formation of reactive oxygenated species (ROS). From there, functionalization 

reactions can lead to the formation of oxygenated low volatility species with a concomitant increase 

in particle mass, density, and hygroscopicity. Alternatively, fragmentation reactions via C-C bond 

scission can lead to the formation of higher volatility species and subsequent reduction in particle 

mass due to volatilization. However, attempts to determine the importance of each pathway have 

produced varying results. Some studies have found the functionalization reactions are the dominant 

pathway9,10 while others indicate the fragmentation pathway to be of greater importance.11,12,9,13,14,15 
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As such, the extent to which fragmentation reactions dominate varies, is difficult to predict, and is 

most likely dependent on chemical speciation and specific molecular species involved.  

To date, studies examining the heterogeneous OH-oxidation of aerosols have focused 

largely on systems that are representative of terrestrial aerosols (e.g., secondary organic aerosols, 

particulate organic aerosols, and biomass burning aerosols).8 As previous studies have shown that 

the chemical composition of SSA is unique from terrestrial aerosols and changes based on ocean 

biological activity,16,17 SSA particles are expected to exhibit different reactivities than their 

terrestrial counterparts. As such, there is a need for experiments that investigate the effects of OH-

oxidation on authentic SSA particles that accounts for their dynamic and complex chemical 

composition.  

In this study, we investigated the combined impact of heterogeneous OH-oxidation 

reactions on authentic SSA and of homogeneous OH-oxidation reactions on VOCs generated 

during a phytoplankton bloom on the overall chemical composition of marine aerosols. Our 

findings suggest that the fragmentation reactions by OH-oxidation are highly efficient for 

supermicron SSA particles composed of amino sugars/amino acids, which ultimately leads to losses 

in their particulate organic carbon mass. In addition, oxidation of VOCs was found to lead to 

formation of SMA, the extent of which depends on ocean biology. These results help to explain 

how the OH-oxidation of biologically produced VOCs and SSA control the physicochemical 

properties of the overall marine aerosol budget. 

4.3 Methods 

4.3.1 Mesocosm Experiment 

To replicate the chemical complexity of the ocean, an algae bloom was grown outdoors in 

a 2,400 L tank filled with Pacific Ocean water collected from Scripps Pier (32.86 N, -117.25 W). 

Phytoplankton growth was stimulated by spiking the system with an f/100 nutrient mixture 
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(Proline, Aquatic Eco-Systems, Apopka, FL), which was diluted from the typical f/2 used in algae 

growth studies to generate a more realistic bloom cycle. Details of the bloom can be found in Mayer 

et al. (to be submitted). The bloom was tracked by monitoring chlorophyll-a (chl-a) concentration, 

dissolved organic carbon (DOC), and bacteria counts. Chl-a concentration was determined using a 

Turner AquaFluor handheld unit, while bacteria concentrations were determined by collecting 

samples onto 0.02 μm filters and then staining them with SYBR green dye for analysis with an 

epifluorescence microscope (Keyence BZ-X700). 

When chl-a levels began to rise, authentic SSA was generated by transferring 120 L of the 

water to a Marine Aerosol Reference Tank (MART) during each day of the experiment. Detailed 

information on the MART can be found in elsewhere.18 Briefly, the system uses a plunging 

waterfall to generate bubbles with a size distribution that accurately mimics that of breaking waves 

in the ocean. Upon the bursting of surface bubbles, primary SSA were produced and then either 

sent directly for on-line and off-line analysis (nascent SSA) or were sent along with the MART 

headspace through a PAM for exposure to OH radicals (PAM-derived MA) (see next section) 

before being analyzed. 

4.3.2 Oxidation of SSA and VOCs via OH Exposure 

To simulate the aging of aerosols and formation of SMA through oxidation of VOCs by 

OH radicals, SSA and headspace from the MART were passed through a Potential Aerosol Mass 

oxidative flow reactor (PAM-OFR). The PAM uses UV lamps with wavelengths of λ=185 nm and 

254 nm (OFR185 mode) to produce OH radicals. OH exposure was calibrated by introducing SO2 

(30 ppb) into the PAM at the same air flow rate and relative humidity used during the sampling 

experiments. SO2 concentration was calculated after being passed through the PAM, and was used 

to calculate the OH exposure based on SO2-OH-oxidation kinetics. The residence time of air flow 

in the PAM-OFR was 160 seconds. The OH exposure was set to be ~(4.31.3)x1011 molecules x 
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sec/cm3, which is equivalent to ~3.30.5 days of aging under a typical atmospheric condition where 

OH concentrations are on the order of ~1.5x106 molecules/cm3. 

4.3.3 Off-line sampling of Nascent SSA and Marine Aerosols Exposed to OH Radicals 

(PAM-Derived MA) 

For off-line analysis, individual nascent SSA particles exiting directly from the MART and 

PAM-derived MA (i.e., secondary marine aerosols formed through OH oxidation of VOCs and 

OH-aged SSA) were impacted onto separate quartz and silicon wafers using stages 4 and 7 of a 

micro-orifice uniform deposition impactor (MOUDI, MSP Corp. Model 110), operating at a flow 

rate of 10 lpm for 30 minutes. Stage four of the MOUDI collected particles with an aerodynamic 

diameter between 1.8 to 3.2 μm, while stage seven sampled particles between 0.32 to 0.56 μm. 

Samples were transferred to containers and sealed with PTFE tape inside a nitrogen purged glove 

box and then stored at room temperature until analysis. 

4.3.4 Micro-Raman Spectroscopy of Supermicron Nascent SSA and PAM-Derived MA 

Raman spectra of individual supermicron aerosol particles were collected using a LabRam 

HR Evolution Confocal Raman Spectrometer (Horiba). The spectrometer was equipped with an 

Olympus BX41 optical microscope with 100X magnification lens. Spectra were collected between 

100-4000 cm-1 with a 532 nm laser. Two exposures of 10 second exposure time were averaged to 

obtain the resulting spectra. Each particle was then classified by comparing its spectrum to a 

spectral database of over 100 model systems, as done in previous studies.17 If the Raman signal 

from organics in a given aerosol particle was too low, the particle was classified as sea salt (SS). 

4.3.5 Atomic Force Microscopy-Photo-Thermal Infrared Spectroscopy of Submicron 

Nascent SSA and PAM-Derived MA 

Off-line analysis via atomic force microscopy-photo-thermal infrared spectroscopy (AFM-

PTIR) of submicron marine aerosol particles impacted on silicon wafers was conducted using a 

commercial nanoIR2 microscopy system (Bruker, Santa Barbara, CA, USA). AFM imaging of the 
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particles was conducted at 298 K and a relative humidity (RH) of ~30% at ambient pressure. Images 

were scanned at a rate of 0.5 Hz using a gold-coated silicon nitride probe (tip radius <30 nm) with 

1-7 N m-1 spring constant and 75 ± 15 kHz resonant frequencies in tapping mode. Particle counts 

and their spherical volume equivalent diameter were then acquired from 20x20 μm2 images (N = 

9) of the particle-coated substrate. Photo-thermal infrared spectra were collected across the spectral 

range (2500-3600 cm-1) with a spectral resolution of 4 cm-1 and by averaging 1024 laser pulses per 

wavenumber. Chemical maps were collected at a scan rate of 0.1 Hz, averaging 8 times per pixel.  

4.3.6 Online sampling of Submicron Nascent SSA and PAM-Derived MA 

Aerosol mass was determined using a high-resolution time-of-flight aerosol mass 

spectrometer (HR-Tof-AMS), which characterizes non-refractory aerosol components. Briefly, 

dried aerosol entered the AMS through an aerodynamic focusing lens, forming a narrow particle 

beam which was then collected by a hot vaporizer. Non-refractory materials were then vaporized 

and ionized by electron impact. Finally, a high-resolution time-of-flight mass spectrometer was 

used to detect the generated ions. A capture vaporizer was used in the AMS and its temperature 

was set to 650ºC to vaporize non-refractory aerosol mass. AMS signals were calibrated by known 

mass concentration of NH4NO3 particles, which were produced from an atomizer. The mass size 

distribution was determined using AMS particle time of flight (PToF) mode, which separated 

aerosol particles based on their vacuum aerodynamic size. The detailed description of this process 

can be found elsewhere.19 

4.4 Results and Discussion 

4.4.1 Biological Activity of Seawater 

Figure 4.1 shows the changing bloom conditions over time as tracked by chl-a, DOC, and 

bacteria concentration. At the start of the experiment, chl-a was at elevated levels as the bloom had 

already begun before transfer of the water to the MART. Chl-a then reached a maximum on a 
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specific date 9/2 (all experiments done in 2016) as biological activity was at a maximum, and then 

dropped again as the bloom died on 9/5. DOC largely correlated with chl-a concentrations, while 

bacteria counts lagged chl-a slightly, peaking two days after the chl-a maximum on 9/4.  

4.4.2 Formation of Secondary Marine Aerosols (SMA)  

Figure 4.2 shows the AMS determined mass size distributions of organic signals and their 

respective curve fits for nascent SSA and PAM-derived MA (OH-exposed SSA and MART 

headspace). PAM-derived MA mass shows a significant mode that peaks at around 200 nanometers, 

which we attribute to the formation of SMA. Figure 4.3 shows the curve fits of AMS-derived mass 

size distributions of organic signals for PAM-derived MA as a function of bloom age. The SMA 

mode at ca. 200 nm was significant at the beginning of the bloom and decreased with bloom age 

towards the end of the experiment. This trend suggests that the SMA formation was associated with 

phytoplankton concentration in seawater. Indeed, it is well known that VOCs such as dimethyl 

sulfide (DMS) can form sulfate or methanesulfonic acid (MSA) secondary aerosols. 

Figure 4.4 shows particle counts of substrate-impacted particles as well as amplitude 

images (20 μm x 20 μm) of substrate deposited PAM-derived MA taken by AFM on two different 

days during the bloom (9/01 and 9/05). Particle counts reveal a larger number of particles in the 

smallest size ranges for PAM-derived MA particles at the beginning of the bloom (9/01) vs the end 

(9/05), in agreement with the data shown by AMS. This further indicates that SMA formation was 

linked to the biological activity of the seawater.  

Spectral analysis by AFM-PTIR of two submicron PAM-derived MA particles is shown in 

Figure 4.5. Figure 4.5A shows the AFM amplitude of a particle with a volume equivalent diameter 

of 250 nm, which according to AMS data is within the size range dominated by SMA. PTIR spectra 

taken at the particle core and shell (Fig. 4.5B) further confirm the presence of organics, with peaks 

at 2940 and 2972 cm-1 attributed to C–H stretching modes of organic species. Comparison of a 3D 
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height map of a different particle with volume equivalent diameter of 70 nm (4.5C) and its 

corresponding chemical map at 2930 cm-1 in Figure 4.5D reveals the particle shell is composed 

largely of organics. Together, these results confirm the presence of organics in particles at both 

upper and lower ends of the size range determined by AMS to be attributed largely to SMA. 

4.4.3 Fragmentation Reactions and Loss of Organic Matter in PAM-Derived MA 

In addition to the formation of SMA, Raman spectroscopy of supermicron-sized PAM-

derived MA particles (wet diameter = 1.8 to 3.2 μm) showed evidence of fragmentation reactions 

due to heterogeneous OH reactions with SSA, resulting in significant losses of particulate organic 

matter. Figure 4.6 shows the relative fractions of particles that were classified as organic, 

burnt/fluorescing, or sea salt (SS) according to Raman spectroscopy across all days for supermicron 

nascent SSA and PAM-derived MA. The particle classification method is carried out as in previous 

studies.17 As previously noted, particles were classified as sea salt if the organic signature was low. 

It is important to point out that this does not mean the particle was purely sea salt, but that the 

contribution of organics in the particle was too low for detection with Raman. Particles classified 

as burnt/fluorescing have highly fluorescent spectra and are likely due to the presence of humic-

like substances as well as organic components, including biological materials.20 Nascent SSA 

summed across all days contained 23% more organic particles than PAM-derived MA (83% vs 

60%, respectively), and 26% fewer sea salt particles (10 vs 36%, respectively). The remaining 3% 

difference between nascent SSA and PAM-derived MA is due to a decrease in burnt/fluorescing 

particles from 7% to 4% between nascent SSA and PAM-derived MA, respectively. 

To further explain the changes seen in supermicron particles, we examined the Raman 

spectra of the most common particle type in supermicron nascent SSA and PAM-derived MA 

particles across all days. This particle type has previously been identified as either free 

saccharides/amino sugars or as an alpha-amino acid such as magnesium alanine.17,21 Figure 4.10 in 
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the Supporting Information Figures Section 4.8.1 compares a representative spectrum of this 

particle type with spectra of model system sialic acid and the amino acid alanine. Further discussion 

of this particle type and its assignment can be found in the literature.17 Figure 4.7 shows the 

integrated area of the CH stretching region (2700 to 3100 cm-1) for all nascent SSA and PAM-

derived MA particles belonging to this particle type across all days. The clear drop in integrated 

area from nascent SSA to PAM-derived MA suggests that the amount of organic matter present in 

these particles was reduced due to OH exposure as volatile product species were lost to the gas 

phase. Previous studies have found that fragmentation reactions dominate in particles with 

O/C>0.4.15 Considering alanine has an O/C ratio of 0.66, and sialic acid, a model system for amino 

sugars, has an O/C ratio of 0.82, it is reasonable that this particle type would be highly susceptible 

to fragmentation reactions due to exposure to OH radicals.  

4.4.4 Proposed Reaction Mechanism  

A simple reaction mechanism for OH oxidation of aerosols consisting of simple 

hydrocarbon species has previously been proposed.8 The first two steps of this mechanism consist 

of hydrogen abstraction and subsequent formation of an alkyl radical, which then reacts with O2 to 

form an alkylperoxy radical (RO2). Next, either an RO alkoxy radical is formed through self-

reaction, or one of several other pathways involving reaction with HO2, NOx occurs. Upon 

formation of RO alkoxy radicals, lower-volatility oxygenated species are then either generated via 

isomerization reaction with O2 and chain propagation, or lower molecular weight, higher volatility 

species are formed via decomposition through C-C scission.  

For the chemically distinct SSA observed in our study, we propose a similar mechanism 

by OH radicals for an SSA particle containing amino acids such as alanine (Figure 4.8). This 

mechanism is based on previous studies of OH-initiated reactions of simple alpha-amino acids.22,23 

Possible products formed include CO2, ammonia (NH3), ammonium (NH4
+), as well as 
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formaldehyde (HCHO) and other radical species. Interestingly, the formation of HCHO could help 

to explain discrepancies seen in previous studies between HCHO observations and models.24 

Spectroscopic evidence for this reaction mechanism is shown in the difference spectrum 

(PAM-derived MA – Nascent SSA) of the average of normalized Raman spectra of the most 

common particle type across all days (Figure 4.9). The effect of the loss of organics due to 

fragmentation and subsequent volatilization is seen in the negative peaks from 2800 to 3000 cm-1 

which are due to symmetric and asymmetric CH stretches. Furthermore, positive peaks indicate a 

greater relative contribution from ammonia, ammonia salt complexes, and NH2 containing species 

as other volatile product species are lost. Positive peaks located in the regions 1035 to 1070, 1550 

to 1650, and 3000 to 3400 cm-1 are due to symmetric deformation, degenerate deformation, and 

antisymmetric and symmetric stretching of NH3, respectively. These regions are highlighted in 

Figure 4.9, with the specific location of the peaks within each region based on the surrounding 

environment.25,26 Finally, evidence for the formation of ammonium can be seen in the shift of the 

SO4
2- symmetric stretching peak in the Figure 4.9. As ammonium ions are formed, it is expected 

that ammonium sulfate will be formed at the expense of other species (e.g., sodium sulfate, calcium 

sulfate, magnesium sulfate). The positive going peak at lower wavenumber 977 cm-1 is due to SO4
2- 

symmetric stretching of ammonium sulfate, while negative peaks at 992 and 1016 cm-1 are due to 

lower contributions of sodium sulfate and calcium sulfate, respectively, as the relative number of 

cation species is shifted.27,28,29 

It should be noted that the efficiency of the reaction mechanism presented in Figure 4.8 

will depend on the pH of the aerosol particle. If the aerosol is acidic, the nitrogen will remain 

protonated and the initial attack of the OH radical will occur on the carbon chain. Under more basic 

conditions, the nitrogen becomes de-protonated and competition will exist between the nitrogen 

and the alpha carbon for the initial step.30 Above pH 6, the mechanism shown will be expected to 
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dominate, and CO2 yield will increase. At lower pH, this reaction may not be as important, and thus 

this mechanism may be most important during the early stages of aerosol lifetime as aged aerosol 

may have different reactivities. Further studies of these reactions at different aerosol pH are needed.  

4.5 Conclusions 

In this chapter, we presented results from a study examining the impact of OH oxidation 

reactions on the composition of authentic, lab generated marine aerosol. We found that 

fragmentation reactions of supermicron particles composed of amino acids/amino sugars led to 

decreases in carbon content and subsequent increases in relative contribution of nitrogen containing 

species (e.g., ammonia and ammonium). AFM-PTIR analysis and AMS-derived mass analysis of 

submicron particles showed the formation of SMA due to oxidation of VOCs released during bloom 

activity. Taken together, these results help to explain the complex interplay between the ocean’s 

biological activity and of certain atmospheric aging processes in determining the chemical 

composition of marine aerosol across different size-regimes. These findings will help climate 

modelers create better algorithms for identifying marine aerosol speciation and CNN/IN activity.  
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4.7 Figures 

Figure 4.1: Dissolved organic carbon (DOC), heterotrophic bacteria counts, and chlorophyll-a 

(Chl) throughout the bloom. 
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Figure 4.2: AMS-derived mass size distributions and corresponding curve fits for nascent and 

PAM-derived marine aerosol. Results show that PAM-derived marine aerosol have a greater 

contribution of particles in the size range from ~50 to 500 nm, indicating the formation of SMA. 
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Figure 4.3: Curve fits of the AMS-derived mass size distributions of organic signals for PAM-

derived marine aerosol on different days of the experiment. 
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Figure 4.4: Particle counts (top) and amplitude images (bottom) as carried out by AFM for PAM-

derived marine aerosol on 9/01 and 9/05. 
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Figure 4.5: A) AFM amplitude image of a particle with a volume equivalent diameter of 250 nm. 

B) PTIR spectra taken at the particle core (black) and on the shell (blue). C) 3D height image of a 

particle with a volume equivalent diameter of 70 nm. D) Chemical map of the particle in panel C 

taken at 2930 cm-1. 
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Figure 4.6: Relative fractions of particles that were identified as organic, burnt/fluorescing, or sea 

salt across all days for particles ranging from 1.8-3.2 μm, classified using Raman spectroscopy. 

Particles were classified according to a method previously described in literature. Particles that had 

such a small organic signature that no reasonable identification could be made were classified as 

salt particles. 
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Figure 4.7: Violin plot of the integrated area from 2700 to 3100 cm-1 for of all particles classified 

as the most common particle type in nascent SSA and PAM-derived MA. The width of each plot 

represents the number of particles with a given integrated area intensity. 
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Figure 4.8: Proposed reaction mechanism for loss of organic mass from marine aerosols containing 

simple amino sugars and amino acids such as alanine upon exposure to OH radicals. Gaseous 

products are highlighted in red while condensed phase products are in blue. This mechanism is 

based on previous studies of OH initiated reactions of simple alpha-amino acids.22,23 
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Figure 4.9: Difference spectrum (PAM versus non-PAM marine aerosol) of the average of the 

normalized spectra of the most abundant particle type for supermicron SSA across all days 

analyzed. Inspection reveals that the SO4
2- peak due to calcium sulfate decreases at 1015 cm-1, while 

the increase in ammonium sulfate and decrease in sodium sulfate leads to a shift in the SO4
2- stretch 

from 985 to 980 cm-1. 
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4.8 Supporting Information 

4.8.1 Supporting Information Figures 

Figure 4.10: Comparison of spectra of the most common particle type in supermcron particles 

across all days (red) with alanine (blue) and sialic acid (green). 
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Chapter 5  Shedding Light on Photosensitized 

Reactions within Marine-Relevant Organic Thin Films 

5.1 Synopsis 

Photochemical processes drive much of the daytime gas phase chemistry in the atmosphere. 

Within condensed phases such as aerosol particles and thin films enriched in organics, much less 

is understood about these processes. This chapter describes a series of experiments aimed at better 

understanding the photosensitized reactions that can occur within marine-relevant systems. In 

particular, we investigated photosensitized reactions between a fatty acid model system and 

different photosensitizers in thin organic films representative of molecular species found in the sea 

surface microlayer (SML) and sea spray aerosols (SSA). Photosensitized reactions of thin films 

containing nonanoic acid and three different photosensitizers, including 4-benzoyl benzoic acid 

(BBA), humic acid (HA), and marine-derived dissolved organic matter (m-DOM), were probed 

using a suite of analytical techniques, including vibrational spectroscopy, excitation emission 

matrix spectroscopy (EEMS), and ultra-high-resolution mass spectrometry. Considerable 

differences were found in the photosensitizing capability for each of these systems. We also present 

an analysis of the molecular differences between the different photosensitizers to explain their 

unique characteristics and light absorbing properties. This study begins to shed light on the 

relevance of such reactions in the marine environment. 

5.2 Introduction 

Air-water interfaces are ubiquitous throughout the Earth system, existing in lakes, ocean, 

rivers, and at the surface of aerosols. An important property of the air-water interface is its ability 

to concentrate chemical species relative to the underlying bulk water, thereby exposing them to 

conditions ripe for chemical and physical processing. One such species found in elevated 
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concentrations at air-water interfaces is dissolved organic matter (DOM), which is operationally 

defined as the elemental organic matter content of natural waters that passes through 0.45 or 0.22 

μm filters.1  

In general, the portion of DOM that interacts with light ranging from ~300-800 nm is 

known as chromophoric dissolved organic matter (CDOM).2 Upon excitation through absorption 

of radiation, CDOM can proceed through a variety of photochemical pathways. Following 

excitation into the first-excited singlet state, intersystem crossing to an excited triplet state is a 

particularly important photochemical pathway for CDOM.3 As a result of its relatively long 

lifetime, photoexcited triplet state CDOM is known to efficiently degrade and react with organic 

compounds and contaminants in the aqueous phase. Such reactions occur either directly through 

H-abstraction and charge transfer reactions, or indirectly through the formation of other 

photochemically produced reactive intermediate species (PPRI) (e.g., HO, H2O2, peroxy radicals, 

singlet oxygen) which then react with organic substrates.4,5 Such reactions in the bulk phase have 

been extensively studied and are known to form various saturated alcohols, aldehydes, and 

ketones.6 

Recently, studies using simple CDOM mimics and model systems (e.g., benzoyl benzoic 

acid (BBA), commercial humic acid) and single component organic substrates (e.g., nonanoic acid, 

octanol) placed at the air-water interface have highlighted the role of a previously unknown class 

of photosensitized reactions in the formation of unsaturated and functionalized volatile organic 

compounds (VOCs) and condensed phase products, including hexene, hexenal, heptadiene, and 

octenal, among others.7,8,9,10 Such reactions are thought to serve as a source of secondary organic 

aerosol (SOA) precursors and are unique to the air water interface due to its concentrating ability 

which allows for efficient interaction between formed radical species. 
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As two thirds of the Earth is covered in oceans, photosensitized reactions may be of great 

importance either at the sea surface microlayer (SML) or at the surface of sea spray aerosols (SSA), 

which are known to be enriched with DOM. Indeed, the total pool of DOM in marine environments 

(termed m-DOM) accounts for one of the largest carbon reservoirs on Earth (662 Pg).11 Since a 

portion of this large m-DOM pool consists of light absorbing chromophoric components, termed 

m-CDOM, there is an abundance of molecules available to serve as photosensitizers in such 

regions. However, experiments investigating potential photosensitized reactions within marine 

environments have to date used simple photosensitizer model systems (e.g. BBA), leaving the 

question of how effective m-DOM, and its associated fraction of m-CDOM, behaves as a 

photosensitizer unanswered.  

 Currently, the main chromophores in m-CDOM remain poorly defined in comparison to 

their terrestrial counterparts.2 In addition to lignin phenols from terrestrial runoff, m-CDOM is 

thought to acquire its photoactive properties from aromatic amino acids and a large class of poorly 

defined marine humic substances produced by the microbial and photochemical processing of 

phytoplankton exudates.12,13 Because of its unique formation mechanism and molecular structure 

(vide infra), m-CDOM is therefore expected to have different photochemical properties than the 

terrestrially derived humic acid and simple model systems used in previous studies investigating 

photosensitized reactions.6 For this reason, more complex and authentic photosensitizing systems 

need to be analyzed to determine the relevance of these photosensitizers at the organic-rich air-

water interfaces of the SML and SSA.  

This chapter presents the results from studies comparing the ability of three different 

photosensitizing systems to initiate photosensitized reactions with nonanoic acid at the organic-

rich air-water interface: 1) the simple model system molecule 4-benzoylbenzoic acid (BBA); 2) 

commercially purchased terrestrial humic acid (HA) and; 3) authentic m-DOM, which includes m-



 135 

CDOM, grown from a phytoplankton lab culture. The goal of this study was to better understand 

the role of m-CDOM in this new class of photosensitizing reactions in hopes of better determining 

the relevancy of these reactions in the marine environment. 

5.3 Experimental Methods 

5.3.1 Chemicals and Production of m-DOM 

Nonanoic acid (NA), a fatty acid commonly found in the SML and SSA, was used as the 

organic substrate. Three different systems of increasing complexity were used as photosensitizers: 

a well-known photosensitizer molecule 4-benzoylbenzoic acid (BBA) (Sigma Aldrich), humic acid 

(Sigma Aldrich), and authentic m-CDOM as discussed below.  

To produce authentic m-DOM, which contains m-CDOM, three liters of seawater were 

taken from Scripps Institution of Oceanography pier and placed into a large Erlenmeyer flask. The 

seawater was spiked with Guillard’s f/2 medium to induce a phytoplankton bloom. A fluorescent 

tube (Full Spectrum Solutions, model 205457; T8 format, color temperature 5700 K, 2950 lumens) 

above the flask was used to promote the growth of phytoplankton. The progress of the 

phytoplankton bloom was occasionally monitored by measuring in vivo chlorophyll fluorescence 

using a handheld fluorimeter (Turner Designs, Aquafluor).  

After approximately 3-4 weeks, the m-DOM material was extracted based on a styrene 

divinyl benzene polymer (PPL) solid phase extraction (SPE) procedure described previously.14 

Briefly, the acidified cultured seawater (pH 2) was filtered first with 0.7 um Whatman glass filter 

(GF/F) followed by a 0.2 μm GTTP filter to remove organisms. The SPE filters were pre-rinsed 

once with methanol, three times with dilute acid, three times with Milli-Q water, and three times 

with methanol. Filtered seawater was then passed through the SPE cartridges, followed by further 

rinsing with dilute acid three times (0.01 M HCl), Milli-Q water three times, and then dried under 
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N2. m-DOM was then extracted from the SPE cartridge by rinsing three times with methanol. The 

m-DOM methanol solution was then rotovapped and the dried sample was stored in a freezer. 

5.3.2 TOC Analysis  

To aid in comparison of humic acid and m-DOM, aliquots of each sample in Milli-Q water 

were sent to Nelson Labs for total organic carbon (TOC) analysis. A solution of 3.5 mg/mL of HA 

in methanol was prepared and sonicated for 10 minutes. 500 μl of the HA/methanol solution was 

then extracted, evaporated, and then reconstituted in 40mL of Milli-Q water. For TOC analysis of 

m-DOM, 5 mL of methanol was mixed with the dry m-DOM sample, sonicated for 10 minutes, and 

then 500 l was extracted and evaporated and reconstituted with 40 mL of Milli-Q water. Both 

solutions were further sonicated for 10 minutes after addition of H2O and sent to Nelson Labs for 

TOC analysis. 

5.3.3 Analysis of Photosensitized Reactions with Nonanoic Acid  

5.3.3.1 Attenuated Total Reflectance-Fourier Transform Infrared Spectroscopy (ATR-FTIR) 

Attenuated total reflectance-Fourier transform infrared (ATR-FTIR) spectroscopy was 

used to monitor the condensed phase of irradiated and non-irradiated NA in the presence of various 

photosensitizer systems. To mimic the organic-rich interface of the SML and SSA particles, 400 l 

of NA was placed on top of a thin film of photosensitizer that was formed on the surface of an 

AMTIR crystal. The thin photosensitizer films were made by first creating a solution of the 

photosensitizer species in ethanol: 15.9 M for BBA, 3500 mg/L for humic acid or (136.8 mg C/L 

based on TOC analysis), and reconstituting the m-DOM in 5 mL ethanol for a concentration of 640 

mg C/L. 450 μl of the photosensitizer/ethanol solution was then placed onto the AMTIR crystal, 

and dry air was passed over it for ~60 minutes to ensure solvent evaporation. Evaporation was 

assumed complete when subsequent ATR-FTIR scans revealed no further spectral changes or 

contributions from ethanol.  
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After evaporation of ethanol and formation of the photosensitizer thin film, 400 μl of 

nonanoic acid was placed on top of the thin photosensitizer film. To reduce evaporative losses, the 

AMTIR crystal was then covered using a trough plate fitted with a UV port window to allow light 

onto the sample. After 10 minutes of equilibration time, the solar simulator was either turned on 

for irradiation experiments or remained off for non-irradiation experiments. Spectra were then 

collected every 10 minutes for the next 60 minutes. The spectral resolution of the ATR-FTIR was 

set to 8, with 128 scans averaged per scan across a range of 800-4000 cm-1.  

5.3.3.2 Ultra High Resolution Mass Spectrometry of Reaction Products. 

For further analysis of light and dark reactions, the solution from the AMTIR crystal was 

extracted and stored at -20 °C before analysis via ultra-performance liquid chromatography tandem 

heated electrospray-linear ion trap Orbitrap high resolution mass spectrometer (UPLC-HESI-LIT-

Orbitrap, ThermoFisher) as adopted from the literature.10 In brief, samples were analyzed by a 

reverse phase (Hypersil GOLD™ aQ, ThermoFisher) UPLC-HESI-LIT-Orbitrap. Peaks were 

detected in both positive and negative mode at a capillary voltage set to 2.8 kV at 325°C and 

separated using a water and acetonitrile solvent gradient. The heated electrospray ionization (HESI) 

source was operated at 50°C. The HESI-LIT-Orbitrap was calibrated the day of sample analysis for 

each experiment. Samples run in positive mode were derivatized with PFBHA for aldehyde and 

ketone detection prior to analysis in a similar manner as Tinel and coworkers.10 Samples run in 

negative mode were not derivatized. All extracts were prepared by diluting 25 μl of the sample to 

1 mL with a 1:1 acetonitrile:water mixture. Aliquots were then analyzed after a 24 hour-period. 

5.3.4 Analysis of Molecular Composition of Photosensitizers 

5.3.4.1 Ultra High Resolution Mass Spectrometry 

To determine the chromophores found within, and hence better understand the 

photochemical properties of, complex photosensitizers (HA and m-DOM), ultra-high resolution 
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mass spectrometry was again utilized. Extracts of each photosensitizer were introduced into a 

heated electrospray ionization linear ion trap Orbitrap (HESI-LIT-Orbitrap) mass spectrometer via 

direct injection at a flow rate of 5 μL min-1. Chromatographic separation was not used in this case 

due to the difficulty in separating components in DOM, which is known to contain tens of thousands 

of unique molecular species.  

Utilizing the ability of HESI-LIT-Orbitrap to separate complex mixtures, thousands of 

molecular signatures were detected. Molecular formula assignments were performed using the 

Xcalibur software (Thermofisher) with the following element ranges: 12C, 0-30; 1H, 0-50; 16O, 0-

30; 14N, 0-5; 32S, 0-2; 23Na, 0-1 (sodium adduct for positive mode species only). Compositions 

including phosphorus (P) were excluded in this analysis due to the uncertainty of their presence in 

our samples.15,16 Formulas with a relative double bond greater than 15 and/or with an O/C ratio less 

than zero or greater than 2.5 were rejected. Additionally, peaks were chosen with a mass error of 

less than 5 ppm and with a relative intensity greater than 0.05% of the largest detected peak. The 

majority of ions in both photosensitizers (HA and m-DOM) were found in positive mode and the 

previously stated parameters set for composition analysis resulted in ~40-66% of ions being 

successfully characterized for both modes. 

Assigned formulas were next categorized by compound class based upon elemental 

stoichiometries as done previously.17 Modified aromaticity index (AImod) was calculated according 

to Equation 4.1: 

AImod = (1 + C-0.5O-S-0.5H)/C-0.5O-S-N-P)  (Eq. 4.1) 

Where P = 0 for our identified compounds. Compound classes were then identified as follows: 

AImod 0.5 to 0.67 = aromatic, AImod > 0.67 = condensed aromatic, highly unsaturated = AImod < 0.5, 

H/C < 1.5; aliphatics = HC 1.5 to 2.0, O/C<0.9, N = O; peptide = H/C 1.5 to 2.0, O/C < 0.9, N>0. 
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As noted in previous work, compounds identified as peptides have molecular formulas of peptides, 

but the actual structure may differ.17 

5.3.4.2 Fluorescence excitation-emission matrices (EEMs) 

Fluorescence excitation-emission matrices (EEMS) of HA and m-DOM were obtained 

using a spectrofluorometer (Horiba Scientific, Aqualog with extended range). Dry samples were 

resuspended in 5 ml of ultrapure water. A small aliquot (1.5 ml) was then used to obtain EEMs. 

Excitation wavelengths ranged from 235-450 nm. Emission ranged from 250-800 nm. A 

background spectrum acquired with ultrapure water was then subtracted from all EEMs. EEMs 

were corrected for inner-filter effects based on absorbance spectra measured simultaneously. 

Finally, Rayleigh scattering (1st and 2nd order) was removed. 

5.4 Results 

5.4.1 Analysis of Photosensitized Reactions of Three Different Photosensitizers with NA 

Analysis of products formed during irradiated and non-irradiated NA with three different 

photosensitizers was conducted using ATR-FTIR spectroscopy and UPLC-HESI-LIT-Orbitrap 

MS. As mentioned, a thin film of the photosensitizer was first formed on an AMTIR ATR-FTIR 

crystal. Individual spectra of thin films of each of the three photosensitizers is shown in Figure 5.5 

(5.9.1 Supporting Information Figures). After creation of the photosensitizer thin film, NA was 

placed on top. The full signal spectrum of each photosensitizer with NA system was largely 

dominated by NA as shown in Figure 5.6 (5.9.1 Supporting Information Figures). 

After preparation of the NA and photosensitizer thin film, the system was then either kept 

in the dark for one hour or irradiated with a solar simulator, with spectra collected every ten 

minutes. Figure 5.1A-C shows ATR-FTIR difference spectra (final-initial) of irradiated and non-

irradiated NA in the presence of each of the three photosensitizers as a function of time over one 

hour. Increasingly bright colored lines correspond to increasing irradiation time, while gray lines 
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show the difference spectra for dark samples (i.e., no irradiation). After irradiation and analysis by 

ATR-FTIR, samples were extracted, derivatized, and analyzed using UPLC-HESI-LIT-Orbitrap 

MS for identification of specific molecular species. Table 5.1 shows signal strength and ratio 

(irradiated/non-irradiated) of counts of select products found upon analysis in positive and negative 

mode, respectively. It should be noted that the analysis of mixtures via HRMS ESI mass 

spectrometry is not entirely quantitative due to differences in ionization efficiencies of the samples. 

To comparatively assess the photochemical production of identified species between experiments, 

four thresholds relative to the signal of the HRMS’s total ion count (TIC) spectra were calculated 

and used to create four categories to describe the relative intensities of each product. The categories 

were assigned in a manner similar to previous studies,18 and are calculated as follows. First, “below 

threshold” was determined as ten times greater than the average noise for that system. The 

following three categories (termed “weak,” “medium” and “strong”) were then each identified as 

being an order of magnitude higher than the previous threshold. For example, for the system of NA 

in the presence of BBA, the noise average was 102 counts, giving a “below threshold” value of 103 

counts. “Weak” signals then had intensities greater than 104 counts, “medium” signals had 

intensities greater than 105 counts, and strong signals had intensities greater than 106 counts. 

Light:Dark ratios counts were also calculated, indicating the extent to which irradiation produced 

observed products. Graphs showing ion counts for each system as well as water blanks in irradiated 

and non-irradiated conditions are shown in Figure 5.7 of Section 5.9.1 Supporting Information. An 

in-depth discussion of the findings for each system is now given. 

5.4.1.1 BBA and Nonanoic Acid 

Fig. 5.1A shows the difference spectra in the fingerprint region from 1300-1500 cm-1 and 

the region from 3200-3500 cm-1
 for the system consisting of NA and BBA photosensitizer. 

Considering the expected products based upon previous results in the literature, we attribute the 

broad negative-going peak centered at ~1310 cm-1 to C-O stretching of nonanoic acid.19,20,21 The 
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broad positive region with a maximum at 1399 cm-1 is due to a combination of C-H bending and 

O-H in-plane bending from the formation of aldehydes and oxygenated species, respectively.21 The 

negative peak centered at 1430 cm-1 is due to the loss of O-H in-plane bending modes of nonanoic 

acid.20,21 It should be noted this peak also overlaps with a peak in the BBA spectrum. While BBA 

is not expected to undergo direct photolysis, it is possible that the formation of combination 

products of BBA with various radicals may be responsible for some of the changes in the spectra 

at this wavenumber.  

The two positive peaks at 1633 and 1663 cm-1 are assigned as stretching of C=C alkenes 

and C=O stretching of unsaturated aldehydes, respectively.22 The large negative peak at 1701 cm-1 

is due to the loss of C=O groups as nonanoic acid is consumed. The band of positive-going peaks 

from 1711-1800 cm-1 are likely C=O stretches due to the formation of multiple aliphatic 

ketone/aldehyde species.21 It is possible these peaks are also caused by changes in the hydrogen-

bonding state of the nonanoic acid. Loss of carboxylic acid dimers due to hydrogen bond disruption 

has been shown to cause the C=O peak to increase in wavenumber.20 It is possible that even with 

an IR filter in place, irradiation of the sample by the solar simulator may cause changes in hydrogen 

bonding state. Nonetheless, in light of the other changes to the spectra, we are confident that the 

changes are not exclusively a result of changes in the hydrogen bonding state. Finally, further 

evidence for the formation of oxygenated species is seen in the broad positive band caused by O-

H stretching, with peaks at 3333 and 3381 cm-1. 

The results from MS analysis of this system (Table 5.1) generally agree with the results 

from the ATR-FTIR spectra. Looking at the signal strength for irradiated systems in conjunction 

with the light:dark ratio gives an indication as to which products were most abundant and whether 

they were formed through thermal dark reactions or light induced reactions. The combination 

product NA+BBA had a strong signal and was largely produced as a result of irradiation. Saturated 
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and unsaturated fatty acids (e.g., octenoic, nonenoic, heptanoic) acids only had weak to medium 

signal but were highly enriched relative to the non-irradiated experiments. Finally, oxygenated 

C8/C9 acids as well as saturated and unsaturated C8 ketones/aldehydes exhibited strong signals in 

both irradiated and non-irradiated, but their production was clearly increased upon irradiation, with 

production ratios ranging from 3.26 for octenal and 1.79 for octanal to 42.8 for oxo-nonanoic acid. 

Overall, these results are in agreement with previous studies of this photosensitizer with NA that 

found small production of carboxylic acids, and strong production of saturated/unsaturated 

oxygenated species. 10 

5.4.1.2 Humic Acid and Nonanoic Acid 

Figure 5.1B shows the irradiated and non-irradiated ATR-FTIR difference spectra for the 

system consisting of NA and the photosensitizer humic acid over 1 hour. Similar to the system of 

NA in the presence of BBA, Fig. 5.1B shows that irradiated NA with HA has positive-going peaks 

found at 1401 cm-1 which we again assign to aldehydic C-H deformation and in plane O-H bending 

of alcohol functional groups.21 The negative-going peak at 1429 cm-1 and 1470 cm-1 are again 

attributed to the O-H in plane bending associated with nonanoic acid.21,22 Fig. 5.1B shows a 

negative peak at 1696 cm-1 presumably due to loss of C=O stretching groups associated with 

nonanoic acid, and a positive band centered at 1752 cm-1 due to C=O stretching of various formed 

aldehydes and ketones. In contrast to the NA with BBA system, the NA with HA system has much 

smaller changes in the C=C and C=O region from 1630-1660 cm-1, indicating it less efficiently 

produces unsaturated species. Finally, Figure 5.1B shows a broad positive band from 3100-3500 

cm-1 due to the formation of OH groups. 

Table 5.1 shows the strength of signal and ratio of counts (irradiated:non-irradiated) for 

select products from MS analysis of the system consisting of NA in the presence of HA. 

Unsurprisingly, the BBA+NA combination product ion is absent. Carboxylic acids are only slightly 
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enriched in the irradiated systems (1.07 Light:Dark for octanoic acid, 1.09 for heptanoic acid). 

Interestingly, the main ketone/aldehyde enriched in irradiated samples is octanal (9828.14), with 

lower values for nonanedial (1.26) and hexenal (1.24) and no enrichment for octenal (0.99). This 

perhaps indicates a specific pathway is favored for this system. Finally, the production of 

oxygenated acids is favored only slightly in irradiated systems, with oxononanoic acid at 1.11 and 

hydroxy-nonanoic acid at 1.07. Overall, HA appears to be a less efficient photosensitizing system 

than BBA. 

5.4.1.3 m-DOM and Nonanoic Acid.  

ATR-FTIR difference spectra of m-DOM and NA in Figure 5.1C show that m-DOM is a 

poor photosensitizer, as indicated by the presence of only slightly negative-going peaks, possibly 

due to evaporation of high volatility species from m-DOM. Figure 5.1C has no positive going peaks 

and instead features only a broad decrease at 1650 cm-1. Given the complicated chemical nature of 

m-DOM, this peak could be due to any number of functional groups and their combinations, 

including C=C, C=O, N=C, and N-H. The peak that is unaffected at 1713 cm-1 is likely due to the 

presence of nonanoic acid which does not appear to be reacting. The negative-going peak at 1731 

cm-1 indicates the loss of C=O species in the m-DOM. Further, the large losses centered at 3337 

cm-1 in Fig. 5.1C indicate loss of O-H species. The peaks lost in Fig. 5.1C seem to indicate m-DOM 

could be undergoing direct photolysis and subsequent evaporation of low-volatility products. 

Ion counts in Table 5.1 show little to no enhancement in irradiated m-DOM and NA relative 

to non-irradiated samples for most products. Indeed, many systems feature an enrichment ratio of 

~1 or less than 1, including octenal and octanal, which were highly enriched in systems containing 

either BBA or HA. The overall findings therefore are that BBA is an efficient photosensitizer, 

producing oxygenated species and unsaturated ketones/aldehydes, humic acid to a lesser extent, 
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while m-CDOM appears to be exhibited no photosensitizing capability with the nonanoic acid 

substrate. 

5.4.2 Comparison of m-DOM and Humic Acid Molecular Composition and 

Chromophores 

To better understand the differences between humic acid and m-DOM as they compare to 

BBA, we conducted a series of experiments to better understand their molecular structure and 

associated chromophores.  

5.4.2.1 EEMS. 

Figure 5.2 A,B shows the EEMS spectra of humic acid and m-DOM, respectively. The 

EEMS spectrum of HA shown in Figure 5.2A has a main peak centered at λex/λem= 250/500 nm that 

stretches into higher excitation wavelengths up to 450/500 nm. Comparison with literature13 reveals 

this is due contributions from terrestrial fulvic and humic acids. Furthermore, the excitation at 

longer wavelengths is indicative of highly aromatic species. The EEMS spectrum for m-DOM 

shown in Figure 5.2B, has a peak at λex/λem= 250-280/350 nm and a band that stretches to higher 

excitation wavelengths from 300-400/450 nm. Comparison with literature reveals the m-DOM 

sample contains proteins and marine humic substances with a lower degree of aromaticity relative 

to terrestrial humic acids. 

5.4.2.2 ATR-FTIR Spectroscopy 

 Figure 5.3 A,B shows the ATR-FTIR spectra of HA and m-DOM, respectively. Due to the 

complex nature of these systems, the resulting spectra are broad, with each peak likely a composite 

of multiple vibrating functional groups. For this reason, a broad description of each region is given, 

with possible assignments for peaks in each region shown in Table 5.2. 

Fig. 5.3A shows the ATR-FTIR spectrum of commercial HA with assignments based upon 

relevant literature.21–26 The broad peak in region 1 ranging from 3400-2500 cm-1 is due to O-H and 
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N-H stretching. The shape of the peak and the fact that it extents to 2500 cm-1 is evidence that this 

peak is associated mainly with the presence of carboxylic acids. The strong peaks of region II at 

2920 cm-1 and 2850 cm-1 are indicative of large contributions from aliphatic CH2 and CH3 

stretching, respectively. The peak in region III at 1709 cm-1 is due to C=O vibrations of carboxylic 

acids, aldehydes, and ketones. Region IV has a peak at 1593 cm-1 that can be attributed to a number 

of species and combinations thereof, including aromatic and olefinic C=C and C-C vibrations, C=N 

aliphatic imines, and C=O stretching of quinones. The low wavenumber seen for HA (i.e. <1630 

cm-1), however, suggests the presence of aromatic moieties. The cluster of peaks surrounding 1408 

cm-1 in region V also indicate aromaticity, as they can be attributed to ring breathing modes, as well 

as deformation of aliphatic C-H, O-H stretching of phenols and alcohols. The broad doublet of 

Region VI around 1227 cm-1 is possibly due to O-H stretching of phenols and alcohols, as well as 

C-O stretching and O-H deformation of carboxylic acids. Region VII has a cluster of peaks around 

1032 cm-1 from C-O stretching of polysaccharide-like structures and in plane C-H bending of 

benzene ring as well as peaks at ~915 cm-1 due to aromatic out-of-plane C-H bends.  

Generally speaking, the same analysis for humic acid can be applied to m-DOM (Figure 

5.3B). However, the relative contributions and presence or absence of key peaks reveal molecular 

differences compared to humic acid. First, there is a larger contribution at 3279 cm-1 in region I 

compared to the HA spectrum, indicating a greater contribution of O-H and N-H groups. 

Furthermore, the aliphatic C-H stretching peaks in region II are smaller relative to peaks in Region 

III indicating a greater degree of oxygenation. The peak at 1707 cm-1 is broader, representative of 

a greater variety of species containing the carbonyl group. Unlike HA, there is no isolated peak at 

1629 cm-1. Instead, the peak at 1709 is broadened with a shoulder extending into Region IV. This 

shift, in addition to the larger peak in region I, points towards the presence of nitrogen-containing 

groups, such as amides and amines. Furthermore, the blue-shifting of the peak (>1630 cm-1) could 

be due to a greater contribution of olefinic C=C rather than aromatic species. Taken together, these 
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results indicate that the m-DOM sample is more oxidized, non-aromatic, and has an abundance of 

nitrogen-containing functional groups, while HA contains an abundance of aromatic species with 

high degrees of carboxylic acid functional groups. These results are in general agreement with the 

EEMS analysis. 

5.4.2.3 M.S Analysis. 

Figure 5.4 shows the contribution of molecular species in humic acid and m-DOM based 

on analysis upon direct injection of each sample into HESI-LIT-Orbitrap M/S. Immediately 

apparent is the fact that the m-DOM sample is much more chemically complex than the HA sample. 

A total of 3,496 species were identified for m-DOM, compared to just 684 for humic acid. The O/C 

ratio of m-DOM is 0.301 compared to .2795 for HA. Figure 5.5 also shows that m-DOM has more 

nitrogen containing species than HA (59.73% vs 38.89%, respectively), and is less aromatic (12% 

vs 38%). Interestingly, both m-DOM and HA have high percentages of highly unsaturated species 

(36% and 41%). Previous studies have identified the main contributors to the “highly unsaturated” 

category as either carboxylic rich alicyclic molecules (CRAM) formed from autochthonous 

microbial sources or as aromatic lignin from terrestrial sources.17 Given that the m-DOM was 

produced in a laboratory without input from terrestrial sources, it is more likely the highly 

unsaturated species are due to CRAM molecules, while the highly unsaturated species in HA is 

from lignin. This would again explain the differences in the impact of m-DOM as a photosensitizer, 

as CRAM is less photo-active than lignin, which is highly aromatic. Overall, the results from M/S 

analysis agree with the ATR-FTIR and EEMS spectra of these two complex systems, which show 

that m-DOM is more oxygenated, less aromatic, and has more nitrogen-containing species. 

5.5 Conclusions 

In this study, we compared the ability of three different potential photosensitizers with 

increasing chemical complexity (i.e., BBA, HA, m-DOM) to initiate photosensitized reactions with 
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the fatty acid nonanoic acid in an organic rich environment. ATR-FTIR and M/S results revealed 

that BBA is an efficient photosensitizer, leading to the production of several unsaturated and 

functionalized products, including saturated and unsaturated C8 aldehydes/ketones, combination 

products (BBA+NA), and hydroxy-nonanoic acid. HA was found to be a less efficient 

photosensitizer than BBA, yet still produced unsaturated and functionalized products. Irradiation 

of NA in the presence of m-DOM led to no enrichment of products, indicating the m-DOM and 

associated chromophores produced by marine microbes appear to be less efficient photosensitizers 

within a rich organic layer.  

Analysis of HA and m-DOM by EEMS, ATR-FTIR, and HESI-LIT-Orbitrap M/S reveal 

that HA was photoactive due to its presence of aromatic species, while m-DOM was less 

photoactive due to its high abundance of CRAM, which is less aromatic. The lower 

photosensitizing capability m-DOM is in agreement with a recent study which found less than 10% 

of DOC in a phytoplankton dominated lake was photo-labile.27 Interestingly, despite its poor 

photosensitizing capability, the m-DOM still appeared to undergo photochemistry itself, an avenue 

that should be investigated in in future studies.  

It should be noted that while this study points towards the low photosensitizing capability 

of microbially produced DOM, it does not preclude the importance of such reactions in the open 

ocean or SSA surfaces altogether, as other sources of CDOM in these regions exist. For example, 

previous work has shown that highly chromophoric dissolved polycyclic aromatics are formed 

thermogenically in the deep ocean.28 Furthermore, terrestrial input of photo-active lignin-type 

molecules can also add to the number of chromophores found at the air-water interface of the ocean 

in coastal regions.29 Future studies should investigate the photosensitizing ability of freshly up-

welled deepwater DOM and coastal region DOM.  
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The findings in this study are important in that they lend further knowledge of the 

variability of DOM from various sources (here, marine derived DOM) to serve as a photosensitizer. 

Furthermore, these results point towards the need for studies using complex, authentic model 

systems in such experiments.  
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5.7 Figures 

Figure 5.1: Select regions of ATR-FTIR difference spectra (final-initial) of 60-minute non-

irradiated (gray lines) and irradiated (colored lines) NA in the presence of A) BBA; B) HA and C) 

m-DOM. Spectra were collected every 10 minutes. Lines become increasingly light with increased 

time. 
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Figure 5.2: Excitation-emission matrices of A) humic acid and B) m-DOM. 
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Figure 5.3: ATR-FTIR spectra of A) humic acid and B) m-DOM extracted from a lab-grown 

phytoplankton culture. Peak assignments are listed in Table 4.1. 
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Figure 5.4: Relative abundance of each molecular class in humic acid and m-DOM as determined 

by HESI-LIT-Orbitrap MS analysis calculated according to Section 4.3.4. 
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5.8 Tables 

Table 5.1 Signal strength and enrichment ratios for select products as detected by MS analysis for 

samples of various photosensitizers in the presence of NA. 

 

Molecular 
Formula 

Assigned 
Structurea 

Irradiated 
BBA 

BBA 
Light:Dark 

Irradited 
HA 

HA 
Light:Dark 

Irradiated 
m-DOM 

m-DOM 
Light:Dark 

Combination Products 

C23H28O5 NA+BBAc strong >200000 
below 

threshold 
NA 

below 
threshold 

NA 

 C18H34O4 2NA-2Hc medium >100 
below 

threshold 
NA medium 0.92 

Carboxylic Acids 

C8H16O2 Octanoic acid medium >200000 medium 1.07 strong 1.02 

C8H14O2 Octenoic acid weak >10000 
below 

threshold 
NA 

below 
threshold 

NA 

C9H16O2 Nonenoic acid weak >10000 
below 

threshold 
NA 

below 
threshold 

NA 

C7H14O2 Heptanoic acid weak 1.5 medium 1.09 medium 1.02 

Oxygenated Acids 

C9H16O3 Oxo-NA strong 42.81 strong 1.11 strong 0.93 

C9H16O4 Hydroxy-oxo-NA medium 22.27 strong 1.01 strong 0.99 

C9H18O3 Hydroxy-NA medium 5.77 strong 1.07 strong 1.12 

C6H10O4 
Hydroxy-oxo-
octanoic acid 

medium 1.73 strong 1.02 medium 1.02 

Aldehydes/Ketones 

C7H12O2 Heptanedial weak 11.53 
below 

threshold 
NA 

below 
threshold 

NA 

C6H10O2 Hexanedial weak 7.75 
below 

threshold 
NA 

below 
threshold 

NA 

C8H14O Octenal strong 3.26 medium 0.99 strong 1 

C9H16O Nonenal weak 2.14 
below 

threshold 
NA weak 0.96 

C8H16O Octanal strong 1.79 medium 9828.14 strong 1.04 

C9H16O2 Nonanedial medium 1.21 medium 1.26 strong 0.99 

C9H18O Nonanal weak 1.2 weak 0.48 strong 0.71 

C6H10O Hexenal medium 1.19 weak 1.24 medium 0.97 

C7H14O Heptanal weak 1.17 
below 

threshold 
NA medium 1.04 

C6H12O Hexanal medium 1.1 
below 

threshold 
NA 

below 
threshold 

NA 

C5H8O Pentenal 
below 

threshold 
NA medium 1.26 

below 
threshold 

NA 
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Table 5.2: Peak assignments of ATR-FTIR spectra of humic acid and m-DOM.  
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Table 5.3: Molecular characteristics of humic acid and m-DOM as determined by HESI-LIT-

Orbitrap MS analysis. 

 

  
 m-DOM Humic Acid 

  All Formulas 3496 684 

Average AI 0.1361 0.1927 

  Average H/C 1.567 1.5587 

  Average O/C 0.301 0.2795 
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5.9 Supporting Information  

5.9.1 Supporting Information Figures 

Figure 5.5: ATR-FTIR spectra of thin films of each of the photosensitizer model systems studies 

in this experiment. An in-depth analysis of the humic acid and m-DOM spectra is given in Section 

4.4.2. 
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Figure 5.6: ATR-FTIR spectra of nonanoic acid and each of the systems containing a thin film of 

photosensitizer with nonanoic acid. Peak assignments for nonanoic acid are shown in Table 5.4. 
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Figure 5.7: Signal detected (counts) for select products upon analysis by HESI-LIT-Orbitrap MS 

analysis in positive (left) and negative (right) mode of irradiated (light colored), non-irradiated 

(dark colors), and water blanks (grey) of A) NA in the presence of BBA, B) NA in the presence of 

humic acid, and C) NA in the presence of m-DOM.  
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5.9.2 Supporting Information Tables 

Table 5.4: Peak assignments of nonanoic acid.30  
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Chapter 6  Design and Validation of an LED 

Incoherent Broadband Cavity Enhanced Absorption 

Spectrometer (LED-IBCEAS) for the Detection of 

Nitrogen Oxides 

6.1 Synopsis 

 Nitrous acid is an important trace gas due to its role in the formation of reactive hydroxyl 

(OH) radicals as well as its deleterious health impacts. Known pathways for the formation of 

HONO include direct emissions, homogenous gas-phase reactions, heterogeneous reactions, 

surface photolysis, and biological processes. Despite decades of research, the observed 

concentrations of HONO, especially during the daytime, have yet to be explained. Recent research 

has indicated that photosensitized reactions involving various organic species such as humic acid 

with NO2 may be an important source of HONO. Furthermore, studies have shown that direct 

photolysis of particulate nitrate or adsorbed HNO3 on aerosol particles could also explain the 

observed concentrations of HONO over marine regions. To conduct laboratory experiments aimed 

at investigating the various sources of daytime HONO, we designed and constructed an LED 

incoherent broadband cavity enhanced absorption spectrometer (LED-IBCEAS) that allows for 

detection of gas-phase nitrogen oxides including HONO and NO2 through differential optical 

absorption spectroscopy (DOAS). This chapter summarizes the theory behind LED-IBCEAS, 

describes the design and construction of a new instrument, and shows preliminary results from a 

validation experiment of the instrument in which a DOAS fit of NO2 in the gas phase was 

performed. 
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6.2 Introduction 

6.2.1 Sources of Atmospheric Nitrous Acid 

Nitrous acid (HONO) is an important trace gas due to its harmful health effects1–3 and its 

considerable role in the formation of hydroxyl (OH) radicals in both indoor and outdoor 

environments, as shown in Reaction 6.1:4–6 

𝐻𝑂𝑁𝑂 + ℎ𝜈
            
→   𝑁𝑂 + 𝑂𝐻  (R6.1) 

There are currently five known pathways for the formation of HONO in the atmosphere: direct 

emission, homogeneous gas-phase reactions, heterogeneous reactions, surface photolysis, and 

biological processes.7 However, despite being the focus of much research since the 1970s, 

atmospheric scientists have yet to fully explain the observed concentrations of HONO, particularly 

during the daytime.7,8 Depending on the environment, studies have indicated that an unknown 

source of HONO still exists that accounts for anywhere between 2 and 600 ppb/hr.7 Such a sizable 

gap points to the need for studies that will further investigate alternative pathways for HONO 

formation and the concomitant renoxification of the atmosphere.  

Heterogeneous reactions and surface photolysis are currently considered the most 

important sources of HONO, accounting for up to 86% of predicted HONO.9 Recently, this 

pathway has been extended to photosensitized heterogeneous reactions that take place on organic 

aerosol surfaces. For example, recent studies have proposed the following HONO formation 

mechanism involving photosensitized reduction of NO2 on humic acid (HA):10 

𝐻𝐴 + ℎ𝜈
            
→   𝐴𝑟𝑒𝑑 + 𝑋  (R6.2) 

𝐴𝑟𝑒𝑑 + 𝑋
            
→   𝐴′   (R6.3) 

𝐴𝑟𝑒𝑑 +𝑁𝑂2(𝑔)
            
→   𝐴" + 𝐻𝑂𝑁𝑂(𝑔)  (R6.4) 

In the proposed mechanism, humic acid is first activated (R6.2), and then either deactivates with 

an oxidant (X) via R6.3 or reduces gaseous NO2 to form HONO (R6.4). The exact nature of the 
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organic chemicals that participate in the HONO formation remain poorly defined and 

uncharacterized. 

 In addition to photosensitized reactions, direct photolysis pathways for HONO formation 

involving inorganic species have also been proposed.11–13 For example, the following mechanism 

involving photolysis of adsorbed HNO3 or particulate nitrate has been identified as an important 

daytime HONO and NOx source in rural environments: 

𝐻𝑁𝑂3(𝑎𝑑𝑠) + ℎ𝜈
            
→   [𝐻𝑁𝑂3](𝑎𝑑𝑠)  (R6.5) 

[𝐻𝑁𝑂3](𝑎𝑑𝑠)
            
→   𝐻𝑁𝑂3(𝑎𝑑𝑠) + 𝑂(𝑎𝑑𝑠)

3𝑃   (R6.7) 

[𝐻𝑁𝑂3](𝑎𝑑𝑠)
            
→   𝑁𝑂2(𝑎𝑑𝑠) + 𝑂𝐻(𝑎𝑑𝑠)  (R6.8) 

2𝑁𝑂2(𝑔) + 𝐻2𝑂(𝑎𝑑𝑠)
            
→   𝐻𝑂𝑁𝑂(𝑔) +𝐻𝑁𝑂3(𝑎𝑑𝑠)  (R6.9) 

These two pathways for HONO formation (i.e., photosensitized reactions of NO2 with 

various organic photosensitizers, photolysis of adsorbed HNO3/NO3
-) require further 

characterization at aerosol surfaces to enhance agreement between modeled and observed HONO 

concentrations, particularly in marine regions.14 Specifically, studies investigating the impact of 

surface water content, chemical composition of organic photosensitizers, aerosol aging, emission 

of VOCs from aerosol surfaces, pH, and varying irradiation regimes (i.e., UVA vs UVB) on 

relevant HONO formation mechanisms are needed.  

6.2.2 Methods for HONO Detection 

Adding to the difficulty in discovering HONO formation pathways is the fact that HONO 

is inherently difficult to measure due to the lack of HONO reference systems caused by its unstable 

nature and high solubility. Currently, HONO is detected using either spectroscopic or wet chemical 

techniques. Wet chemical techniques work by collecting gaseous HONO through a device (e.g., 

wet effluent denuder, rotated denuder, bubbler) that are wetted with suitable solutions. The 

solutions are then either directly analyzed for HONO or the HONO is converted into a more stable 

species for subsequent analysis. Detection methods include ion chromatography (IC), fluorescence, 
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chemiluminescence, high performance liquid chromatography (HPLC), and spectrophotometry, 

among others. Wet chemical methods are simple and relatively inexpensive and are known to 

provide high sensitivity (i.e., minimum detection limit of ~pptv). However, the drawback to these 

methods is that their time resolution is on the order of minutes to hours. Furthermore, they suffer 

from unquantified chemical interferences and sampling artifacts due to the high potential for 

heterogeneous formation of HONO on the aqueous surfaces.15,16 

6.2.3 Long Path Absorption Based Spectroscopic methods 

Optical spectroscopic techniques are favorable as they do require chemical extraction, are 

non-intrusive, require no additional sample preparation such as trapping, separations, chemical 

conversion, pre-concentration, and they have minimal sampling artifacts.17 Spectroscopic 

techniques detect HONO either indirectly and directly. Indirect spectroscopic detection of HONO 

includes the use of photofragmentation laser-induced fluorescence, chemical ionization mass 

spectrometry, and thermal dissociation chemiluminescence. Direct spectroscopic detection of gas 

phase HONO is based upon the Beer-Lambert law and makes use of long path-lengths to establish 

the required absorbance signal. Direct spectroscopic methods can take several forms, including 

differential optical absorption spectroscopy (DOAS), tunable laser absorptions spectroscopy 

(TLAS), cavity ringdown spectroscopy (CRDS), Fourier transform infrared spectroscopy (FTIR), 

and cavity enhanced absorption spectroscopy (CEAS).  

We chose to develop an LED incoherent broadband cavity enhanced absorption 

spectrometer (LED-IBCEAS) for detection of trace gas HONO to conduct experiments aimed at 

the uncertainties described in the previous section. The following section gives an in-depth 

description of the theoretical principle of LED-IBCEAS. Section 6.4 gives a description of the 

design and construction of our system as well as results from the validation of the system by 

performing a DOAS fit for NO2. 
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6.3 Theory of LED-IBCEAS 

As discussed in Section 6.2.3, direct spectroscopic detection of gas-phase HONO based 

upon the Beer-Lambert law requires long path lengths to establish absorbance signals. To conduct 

experiments using this method without the use of instruments that are kilometers in length, cavity-

based techniques make use of a passive optical resonator equipped with mirrors to achieve the 

required path lengths across a small sample volume. To design an effective LED-IBCEAS, the 

relevant theoretical considerations must be known, thereby allowing for informed decisions 

regarding parts and design. I begin with a brief description of the theoretical considerations of LED-

IBCEAS, beginning with Beer’s Law. Next, a description of the DOAS technique is presented. 

Finally, LED-IBCEAS is described, which is a variant on the DOAS technique. 

6.3.1 Absorption Spectroscopy and Beer’s Law 

As light passes through a medium, some of its energy is absorbed by the various molecular 

species, resulting in the reconfiguration of their outer electron shells and formation of electronically 

excited states. UV-Vis Absorption spectroscopy is based upon this interaction, allowing target 

molecules to be identified based on their characteristic interactions with light at specific 

wavelengths. The Beer-Lambert law equation allows for determination of the concentration of a 

given species based on the change in intensity of light as it passes through the sample according to 

Equation 6.1: 

𝐼(𝜆) = 𝐼𝑜(𝜆) ∙ exp(−𝜎(𝜆) ∙ 𝑐 ∙ 𝐿) = 𝐼𝑜(𝜆) ∙ exp (−𝛼(𝜆) ∙ 𝐿)  (Eq6.1) 

where Io is the initial intensity of light emitted by a source of radiation, I is the intensity of radiation 

after passing through a medium of thickness L, σ is the absorption cross section of the absorbing 

species, and c is the concentration. The right-hand side of Equation 6.1 is described in terms of the 

absorption coefficient (α), which is defined as: 

𝛼(𝜆) = 𝜎(𝜆) ∙ 𝑐 (Eq6.2) 
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Taking the natural log of the ratio of Io/I gives optical depth (D). If the absorption cross section and 

path length are known, the concentration of the species can be determined: 

𝐷 = 𝑙𝑛 (
𝐼𝑜(𝜆)

𝐼(𝜆)
) = 𝛼(𝜆) ∙ 𝐿 = 𝜎(𝜆) ∙ 𝑐 ∙ 𝐿  (Eq6.3) 

6.3.2 Differential Optical Absorption Spectroscopy (DOAS) 

 Differential optical absorption spectroscopy, first introduced in 1979 by Perner and Platt,18 

uses Beer’s law over long path lengths and broad spectral bandwidth to simultaneously detect 

multiple trace gas species in the atmosphere. The DOAS algorithm can be described by first 

expanding the extinction coefficient to account for all the possible ways in which light is lost as it 

passes through the atmosphere in addition to absorption: 

𝛼(𝜆) = 𝛼𝐴𝑏𝑠(𝜆) + 𝛼𝑀𝑖𝑒(𝜆) + 𝛼𝑅𝑎𝑦(𝜆)  (Eq6.4) 

where αAbs is absorption, αMie is scattering by aerosols, and αRay is scattering by gas molecules. This 

expanded extinction coefficient is then plugged into Eq6.1, yielding: 

𝐼(𝜆) = 𝐼𝑜(𝜆) ∙ 𝑒𝑥𝑝(−𝐿 ∙ [∑ (𝜎𝑗(𝜆) ∙ 𝑐𝑗) + 𝛼𝑀𝑖𝑒 + 𝛼𝑅𝑎𝑦𝑗 ])  (Eq6.5) 

In Eq6.4, the absorption coefficient, αAbs, is defined in terms of cross section, σ(), and 

concentration, c, and includes contributions from the j absorbing species that are present. 

Since the Earth’s atmosphere cannot be removed, and attempts to do so are generally 

frowned upon, determination of radiation intensity in the absence of the various absorbing species 

(Io) in the atmosphere poses a challenge. However, this difficulty is overcome by separating the 

rapidly varying differential absorption structures from the slowly varying broadband absorption or 

extinction processes. This process is the hallmark of differential optical absorption spectroscopy, 

and leads to the following equation: 

𝐼(𝜆) = 𝐼𝑜(𝜆)𝑒𝑥𝑝(−𝐿 ∙ [∑ (𝜎𝑗
′(𝜆) ∙ 𝑐𝑗) + ∑ (𝜎𝑗

𝐵(𝜆) ∙ 𝑐𝑗) + 𝛼𝑀𝑖𝑒 + 𝛼𝑅𝑎𝑦𝑗𝑗 ]) = 𝐼𝑜(𝜆)𝑒𝑥𝑝(−𝐿 ∙

[∑ (𝜎𝑗
′(𝜆) ∙ 𝑐𝑗) + 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑗 ])  (Eq6.6) 
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In Eq6.6, the absorption cross section has now been separated into broadband and differential 

portions, with the broadband structures being accounted for by a polynomial in the right-hand side 

of the equation. Rearranging Eq6.6 and taking the natural log gives the optical density: 

𝐷 = ln (
𝐼𝑜(𝜆)

𝐼(𝜆)
) = 𝐿 ∙ (∑ (𝜎𝑗

′(𝜆)𝑗 ∙ 𝑐𝑗) + 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙) = 𝐷
′ + 𝐷𝐵  (Eq6.7) 

Where the optical density is now recognized to consist of a differential component (D’) and a 

broadband component (DB): 

𝐷′ = (∑ 𝜎𝑗
′(𝜆) ∙ 𝑐𝑗 ∙ 𝐿 − 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑗 )   (Eq6.8) 

𝐷𝐵 = 𝐿 ∙ (∑ (𝜎𝑗
𝐵(𝜆) ∙ 𝑐𝑗) + 𝛼𝑀𝑖𝑒 + 𝛼𝑅𝑎𝑦𝑗 )  (Eq6.9) 

The absorber concentration can then be calculated by first subtracting the polynomial from the 

optical density and then fitting the calculated differential absorption cross section to the measured 

differential optical depth using a non-linear minimization method.  

6.3.3 LED-IBCEAS 

Controlled experiments in laboratory settings cannot use the DOAS algorithm due to size 

constraints. Cavity enhanced absorption spectroscopy overcomes this difficulty by making use of 

an optical cavity to artificially increase the light’s path-length. In CEAS experiments, light is 

coupled into a cavity that has highly reflective mirrors at each end. The light then circulates inside 

the cavity from mirror to mirror, creating a much longer path length and allowing the light to 

interact with the sample enough to create an absorption spectrum. The absorption/extinction 

coefficient can then be calculated using the following equation:19  

𝛼(𝜆) = (
𝐼𝑜(𝜆)

𝐼(𝜆)
− 1) ∙ (

1−𝑅(𝜆)

𝐿
) = ∑ 𝜎𝑖

′(𝜆) ∙ 𝑁𝑖 + 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑖   (Eq6.10) 

Here, Io is the light intensity upon exiting the cavity filled with non-absorbing species (e.g., 

nitrogen) I is the light intensity exiting the cavity filled with an absorbing sample, L is the cavity 

length, and R is the mirror reflectivity which changes as a function of wavelength. Mirror 
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reflectivity can be calculated by introduction of known concentrations of gases with different 

Rayleigh scattering coefficients (here, nitrogen and helium) and the use of the following equation:20  

𝑅(𝜆) = 1 − 𝐿
(
𝐼𝑁2(𝜆)

𝐼𝐻𝑒(𝜆)
∙𝛼𝑅𝑎𝑦
𝑁2 (𝜆))−(𝛼𝑅𝑎𝑦

𝐻𝑒 (𝜆))

1−(
𝐼𝑁2(𝜆)

𝐼𝐻𝑒(𝜆)
)

  (Eq6.11) 

Once the absorption coefficient has been calculated, the DOAS fitting procedure can be employed 

as described in Section 6.3.2 to attain gas concentrations. 

6.4 Design and Validation of LED-IBCEAS 

6.4.1 Design and Hardware 

For detection of gas phase nitrogen oxides (NO2 and HONO), we designed and constructed 

an LED-IBCEAS. A block diagram of the instrument is shown in Figure 6.1. The light source 

consists of a high-power UV LED (Nichia, NVSU333A, 3.640 Watt, peak wavelength  = 365 nm) 

mounted onto a copper printed circuit board (Cree XHP-70 MCPB). The light source was then 

mounted to a heatsink block which consists of a copper plate attached to a heatsink (ARCTIC, 

Alpine 11 plus) with a Peltier cooler sandwiched between the two for temperature control. The 

Peltier cooler and LED are separately powered using two power supplies (Mouser, TDK-Lambda 

Z36-12-U). A custom-built circuit board was constructed to allow for constant current output to the 

LED. To monitor the temperature of the system, thermocouple probes were placed at the LED and 

the heatsink. Readout of the temperature probes and control of the power supplies is accomplished 

using a custom built Labview program that communicates with the hardware through a MyRIO 

(Figure 6.2).  

The LED and heatsink block is held in place using a custom-built mount consisting of an 

aluminum base tooling plate that can be swiveled in x and y directions (Figure 6.3). The mount has 

a cavity that holds a lens tube containing an aspheric condenser lens (Thorlabs, ACL25416U-A, 

diameter = 1 inch, NA = 0.79). Collimated light is then directed into an optical cavity (CRD optics, 

length = 1 m, diameter = 2.54 cm) with high reflectivity mirrors at each end (CRD Optics, Model 
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Number 901-0010-0370, 99.99% reflectivity at 370 nm, ROC = 1 meter, diameter = 2.54 cm). 

Mirrors are held in place using purgeable mirror mounts (CRD Optics, 902-8010) that connect to 

the cavity through conflat flanges. Adjustment of each mirror is accomplished using three 

alignment screws that press against a brass backing ring fit onto the back surface of the mirror. 

Mirrors are given a constant purge flow of N2 to prevent deposition of contaminants.  

Collimated light exiting the cavity is collected and focused using a plano-convex fused 

silica lens (Thorlabs, LA4380-UV, diameter = 1 inch, AR coated 245-400 nm, f/3.93, focal length 

= 100 mm). Out of band light is removed using a bandpass filter (Semrock, FF01-370/36-25, 25 

mm) and the remaining light is fed into a round to keyed linear fiber optic cable (Ocean optics, 

PL100-2-UV-VIS) connected to a fiber adapter (Thorlabs, SM1SMA SMA). The focusing lens, 

bandpass filter, and fiber adapter are all held in-line using a lens tube (Thorlabs, SM1M20 SM1) 

with an adjustable length to allow the maximum amount of light into the fiber optic cable. 

Light exiting the fiber optic cable is then fed into the slit inlet (25 μm) of a fiber-coupled 

spectrometer (Ocean Optics, QEPRO). The spectrometer optical bench consists of a Symmetrical 

Crossed Czerny Turner monochromator with a 101 mm focal length (f/# = f/4). Light is dispersed 

using an H3 grating (600 mm-1 groove density) and detected using a back-thinned, thermo electric 

cooled CCD detector (Hammamatsu, S7031-1006S). The resulting spectral range of the system is 

300-680 nm with a spectral resolution of ~0.96 nm. The QEPro is controlled using the Ocean Optics 

software.  

For assistance with LED alignment, a laser diode module (CPS405 Thorlabs, λ = 402.6, 

4.4mW, 30 mA) was purchased. The laser diode is powered using a LDS5 5-volt linear regulated 

power supply (Thorlabs) and is held in place using an SM2A6 adapter with external SM2 threads 

and internal SM1 threads (Thorlabs) and an AD11F SM1 threaded adapter placed into slotted lens 

tube equipped with an SM2D25 lever-actuated iris diaphragm (Thorlabs).  
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6.4.2 Validation of Instrument 

As mentioned previously, the absorption coefficient of an absorbing species in CEAS can 

be calculated according to: 

𝛼(𝜆) = (
𝐼𝑜(𝜆)

𝐼(𝜆)
− 1) ∙ (

1−𝑅(𝜆)

𝐿
) = ∑ 𝜎𝑖

′(𝜆) ∙ 𝑁𝑖 + 𝑝𝑜𝑙𝑦𝑛𝑜𝑚𝑖𝑎𝑙𝑖   (Eq6.12) 

In this section we present the validation of our LED-IBCEAS system by performing a DOAS fit of 

NO2 and comparing the results with literature. Figure 6.4 shows the flow diagram of the steps of a 

DOAS fit using LED-IBCEAS.  

6.4.1.1 Calculation of Mirror Reflectivity 

As shown by Equation 6.12, mirror reflectivity is necessary to calculate accurate absorption 

coefficients. The mirror reflectivity equation is given as follows: 

𝑅(𝜆) = 1 − 𝐿
(
𝐼𝑁2(𝜆)

𝐼𝐻𝑒(𝜆)
∙𝛼𝑅𝑎𝑦
𝑁2 (𝜆))−(𝛼𝑅𝑎𝑦

𝐻𝑒 (𝜆))

1−(
𝐼𝑁2(𝜆)

𝐼𝐻𝑒(𝜆)
)

  (Eq6.13) 

To determine the Rayleigh scattering coefficient for He and N2, first the Raleigh scattering cross 

section (αRay) for each gas was determined using Equation 6.14:21  

𝜎𝑅𝑎𝑦(𝜆) =
24𝜋3

𝑁2𝜆4
(
𝑛𝜆
2−1

𝑛𝜆
2+2
)
2

𝐹𝑘(𝜆)   (Eq6.14) 

Here, N is the number density of the gas (N = 2.546899x1019 molecules cm-3), n is the index of 

refraction and Fk is the King correction factor. The index of refraction of each gas was calculated 

according to:20 

(𝑛 − 1)𝑥108 = 𝐴 +
𝐵

𝐶−𝜈2
   (Eq6.15) 

where ν is the wavenumber in cm-1 and A and B are taken from the literature and are AHe = 2283, 

AN2 = 5677.465, BHe = 1.8102 x 1013 cm-1, BN2 = 318.81874 x 1012 cm-1, CHe = 1.5342 x 1010 cm-1, 

and CN2 = 14.4 x 109 cm-1.20 Fk is the king correction factor and is equal to 1 for He and calculated 

for N2 using Equation 6.16:21 

𝐹𝑘(𝜈) = 1.034 + 3.17𝑥10
−12 ∙ (𝜈)2  (Eq6.16) 
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It should be noted that the constants used for this calculation assume a temperature of 288.15 K 

and 1 atm of pressure as done in previous studies.20,22 To determine the error in calculated mirror 

reflectivity due to this assumption, pressure and temperature inside the cavity should be monitored 

in future experiments. 

Using the Rayleigh scattering cross sections, the Rayleigh scattering coefficient (αRay) for 

each gas was calculated according to: 

𝛼𝑅𝑎𝑦 = 𝑁 ∙ 𝜎𝑅𝑎𝑦  (Eq6.17) 

The resulting Rayleigh scattering coefficients for helium and nitrogen are given in Figure 6.5A and 

Figure 6.5B, respectively. The LED light intensity transmitted when the cavity was filled with He 

and N2 (Figure 6.6) was used then to calculate the mirror reflectivity (Figure 6.7).  

6.4.1.2 Calculation and DOAS Fitting of the CEAS Absorption Coefficient for NO2 

The system was validated by performing a DOAS fit on CEAS spectra obtained from filling 

the cavity with 8 ppm of NO2. The high resolution reference spectrum of the absorption cross 

section for NO2 was taken from the literature23 and convoluted to the resolution of our spectrometer. 

Figure 6.8A,B shows the NO2 absorption cross section in our specific region of interest before and 

after convolution. The full spectrum is shown in Figure 6.11 (Supporting Information Figures 

Section 6.8.1). The absorption cross section spectrum of NO2 has an asymmetric bellshape with a 

maximum at about 400 nm and is separated into two broad regions: a region below 250 nm due to 

D-X electronic transitions and a region between 300 and 790 nm due to B-X and A-X electronic 

transitions.24,25 Superimposed onto the broad spectrum are densely packed, fine-structure peaks, 

many of which lack definite spectroscopic assignment.25,26 The high density of peaks are due to the 

existence of strong vibronic interactions between the electronic ground state (2A1) and the three 

excited doublet states (2B1, 2B2, 2A2),27,28 leading to the existence of thousands of reproducible peaks 

near the dissociation limit at 400nm.29 The strongest vibronic interaction occurs as a result of the 

conical intersection between the potential energy surfaces of the two lowest electronic states (2A1 
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and 2B2) .25,26,30,31 Additional peaks are also present due to rovibronic interactions.28 It is this unique 

fine structure that allows NO2 to be detected using DOAS methods. 

Next, the N2 and NO2 intensity spectra were obtained and are shown in Figure 6.9. The 

absorption coefficient was then calculated from intensity data using the CEAS equation: 

𝛼(𝜆) = (
𝐼𝑜(𝜆)

𝐼(𝜆)
− 1) ∙ (

1−𝑅(𝜆)

𝐿
)  (Eq6.18) 

The differential structure of the absorption coefficient and the convoluted NO2 absorption cross 

section were obtained by employing a low pass filter to the spectra and then subtracting the resulting 

broadband spectra from the original. DOASIS software32 was then used to fit the observed 

differential absorption spectrum with a nonlinear least squares method and a polynomial of the 6th 

order. Figure 6.10 shows a comparison of our fit of the calculated absorption coefficient with a fit 

from the literature of a sample containing both NO2 and HONO.33 Absorption features are in 

general agreement in terms of relative peak positions. The calculated concentration is 2.23 x 107 ± 

1.03x107 molecules cm-3, which falls within the range of the expected 1.97 x 1014 molecules cm-3 

based on the concentration of the NO2 reference gas (8 ppm). 

6.5 Conclusions and Future Work 

In this chapter we reviewed the current state of HONO chemistry in the atmosphere and 

the need for more experiments to determine unknown sources. We then discussed various methods 

to detect HONO, leading to the decision to use CEAS. After a description the theory, we presented 

the design and construction of an LED-IBCEAS system. Validation of the system was done by 

performing a DOAS fit of the calculated absorption spectrum of a gas sample consisting of 8 ppm 

NO2. Comparison with the literature yielded good agreement.  

Future work will involve improvement of the signal to noise ratio, removal of etalon 

structures from the LED light, and observation of HONO. Correct temperature and pressure 

measurements will also allow for the determination of error in mirror reflectivity, which will allow 
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for improved concentration calculations. Furthermore, experiments will be conducted to determine 

the missing sources of HONO. 
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6.7 Figures 

Figure 6.1: Block diagram of the LED incoherent broadband cavity enhanced absorption 

spectrometer constructed for detection of gas-phase nitrogen oxides. 

  



 177 

Figure 6.2: Schematic of the circuit board, power supplies, and MyRIO control. The computer 

interacts with the MyRIO through Labview to control the power supply of the LED and Peltier 

cooler and to give temperature readout of the thermocouples. 
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Figure 6.3: Image of the custom-built mount consisting of an aluminum base tooling plate that can 

be swiveled in x and y directions. The mount has a cavity filled with lens tube and a lens for 

collimation of LED light not the optical cavity. 
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Figure 6.4: Flow chart for determination of differential absorption coefficients and absorber 

concentrations using the LED-IBCEAS-DOAS method.  
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Figure 6.5: Calculated Rayleigh extinction coefficient for A) helium and B) nitrogen. 
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Figure 6.6: LED transmitted intensity through the cavity filled with helium and with nitrogen. 
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Figure 6.7: Calculated mirror reflectivity as a function of wavelength. 
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Figure 6.8: A) Literature NO2 absorption cross section before and B) after convolution to the 

resolution of our spectrometer. Data in A) reprinted from Burrows, J. P.; Dehn, A.; Deters, B.; 

Himmelmann, S.; Richter, A.; Voigt, S.; Orphal, J.  Atmospheric Remote-Sensing Reference Data 

from GOME: Part 1.Temperature-Dependent Absorption Cross-Sections of NO2 in the 231-794 

nm Range,. J. Quant. Spectrosc. Radiat. Transf. 1998, 60 (6), 1025–1031. 
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Figure 6.9: LED transmitted intensity through the optical cavity filled with nitrogen or NO2. 
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Figure 6.10: (Top) Resulting fit of the measured absorption coefficient for NO2 compared with the 

results from the literature of a mixture of NO2 with HONO (bottom). Bottom figure reprinted from 

Scharko, N. K.; Berke, A. E.; Raff, J. D. Release of Nitrous Acid and Nitrogen Dioxide from Nitrate 

Photolysis in Acidic Aqueous Solutions. Environ. Sci. Technol. 2014, 48 (20), 11991–12001. 
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6.8 Supporting Information 

6.8.1 Supporting Information Figures 

Figure 6.11: High resolution absorption cross section of NO2 from literature. Data from Burrows, 

J. P.; Dehn, A.; Deters, B.; Himmelmann, S.; Richter, A.; Voigt, S.; Orphal, J. Atmospheric 

Remote-Sensing Reference Data from GOME: Part 1. Temperature-Dependent Absorption Cross-

Sections of NO2 in the 231-794 nm Range,. J. Quant. Spectrosc. Radiat. Transf. 1998, 60 (6), 

1025–1031.  
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Chapter 7  Conclusions and Future Work 

7.1 Synopsis 

The overall goal of this dissertation was to determine how fundamental chemical processes 

alter sea spray aerosol properties in hopes of better understanding their impact on the Earth’s 

climate. To this end, the dissertation first described experiments aimed at improving the 

understanding of how SSA chemical complexity is controlled by ocean biological activity, and how 

these chemical changes manifest in the climate relevant properties of SSA. With the improved 

knowledge of the molecules present in SSA, we next conducted experiments to determine how 

these species altered various heterogeneous and photochemical aging reactions that take place at 

the surface of SSA. Finally, we described the construction and validation of a cavity enhanced 

absorption spectrometer that will allow for detection of trace gases resulting from the various 

photochemical reactions that occur at the surfaces of aerosols. The following sections describe the 

main conclusions from each study and introduce ongoing investigations and future studies. 

7.2 Chapter 2 Summary 

Chapter two of this thesis presented results of studies conducted to improve the 

understanding of the ways in which ocean biological activity alters the chemical composition of 

SSA, and how those translate to changes in the climate relevant properties of SSA. The 2016 

IMPACTS research intensive was a month-long collaborative effort involving several research 

institutions that made use of an indoor ocean-atmosphere facility to generate and monitor SSA. 

Over the course of two phytoplankton blooms, SSA chemical complexity and IN properties were 

monitored using a range of analytical methods. Single particle Raman spectroscopy of authentic 

SSA produced from a wave flume was compared with lab generated model systems to identify the 

specific molecules found within SSA.  
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Having identified the molecules in SSA, we then linked temporal and size resolved changes 

in SSA chemical complexity to the changing biological conditions in the water. The enrichment of 

long chain fatty acids in submicron SSA was determined to be a result of enhanced activity of 

autotrophic phytoplankton during the first bloom. As bacteria counts increased during the second 

bloom, the amount of labile, aliphatic-rich species was observed to decrease. We attributed this to 

the enzymatic activity of the bacteria that processed the labile, long-chain fatty acids. Furthermore, 

an enhancement of various saccharides was observed in supermicron SSA during the second bloom, 

likely due to the various secretions of bacteria. Such results illuminated the complex interaction 

between autotrophic and heterotrophic microbes in the ocean and the resulting impacts such 

microbial processes have on the chemical complexity of SSA. 

Finally, a range of analytical methods were used to address how changes to chemical 

speciation of SSA altered their climate relevant properties—specifically IN activity. CFDC analysis 

of SSA found that IN counts increased during periods of high biological activity. Single particle 

Raman analysis of ICRs immediately following the peak in IN revealed that particles consisting of 

bacteria fragments and DOM were the main IN active components of SSA. This allowed us to link 

changes in SSA resulted in changes to ice nucleating capability of SSA.  

7.3 Chapter 3 Summary 

Chapter three presented results from a study aimed at attaining a better understanding of 

how the presence of organics altered some of the well-known heterogeneous reactions of trace 

gases with SSA. Off-line and on-line analysis of SSA particles reacted on-the-fly with HNO3 during 

the IMPACTS experiment revealed that in addition to highly reactive SSA consisting of NaCl and 

unreactive SSA consisting of fatty acids, a third type of SSA derived from some of the biological 

components of gram-negative bacteria exhibited its own reactivity. Using model systems and 

employing chemical principles, we proposed a new pathway for the heterogeneous reaction of 

HNO3 with SSA involving the basic groups of biological components of SSA such as 
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lipopolysaccharides. These previously unrecognized reactions may serve as another mechanism for 

nitrate salt formation and may not only be a heterogeneous pathway for sea spray aerosol, but for 

a variety of other types of atmospheric aerosol as well. 

7.4 Chapter 4 Summary 

Chapter four focused on photosensitized reactions between photosensitizer molecules and 

organic substrates at the organic-rich air-water interface found in marine-relevant regions. Previous 

studies using simple model system molecules meant to mimic the photoactive component of SSA, 

termed chromophoric dissolved organic matter (CDOM), showed the potential for a previously 

unknown class of photosensitized reactions with single component organic substrates leading to 

the formation of unsaturated and functionalize VOCs and condensed phase products.1–3 However, 

as such experiments used simple photosensitizer model systems, the question of how effective 

marine-derived DOM was as a photosensitizer remained unanswered.  

For this reason, we used a suite of analytical approaches to investigate the capability of 

three different photosensitizers with increasing chemical complexity to initiate photosensitized 

reactions with the fatty acid nonanoic acid in organic-rich environments. Analysis by ATR-FTIR 

and MS revealed that 4-BBA is an efficient photosensitizer, leading to the production of unsaturated 

and functionalized products, including C8/aldehydes/ketones, oxygenated products, and 

combination products (BBA and NA). However, irradiation of more environmentally relevant 

model systems revealed differences in the photosensitizing capability of the molecules. 

Terrestrially derived HA was found to be a less efficient photosensitizer than BBA, yet still 

produced unsaturated and functionalized products. Finally, irradiation of marine derived DOM in 

the presence of NA revealed no enrichment of products, indicating the m-DOM produced by marine 

microbes is a less efficient photosensitizer within an organic rich layer. 

Using EEMS, ATR-FTIR, and HESI-LIT-ORBITRAP MS, we investigated the chemical 

composition and associated chromophores within the complex model systems HA and m-DOM to 
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explain their differences in reactivity. Despite being more chemically complex than HA, m-DOM 

was less reactive due to its lower degree of aromaticity and high abundance of CRAM. 

7.5 Chapter 5 Summary 

Chapter 5 focused on the impact of both photochemical heterogeneous and homogeneous 

reactions. Specifically, we investigated the formation of new secondary marine aerosol by 

oxidation of VOCs with OH as well at the heterogeneous aging reaction of primary SSA by OH. 

While numerous studies have examined the formation of SMA by various oxidation reactions, 

much uncertainty remains regarding the various SMA precursor gases and pathways of particle 

formation. Furthermore, studies on the heterogeneous aging reactions of OH with aerosols have 

focused specifically on terrestrially derived aerosol particles rather than SSA particles, which have 

unique chemical composition from their terrestrial counterparts. 

For this reason, we investigated the OH oxidation reactions on the formation and chemical 

composition of marine-derived aerosols using a Marine Aerosol Reference Tank (MART) filled 

with water from a lab-grown phytoplankton bloom to produce SSA particles and volatile organic 

compounds (VOCs) representative of those found over the ocean. We then used on-line and off-

line methods to compare unreacted nascent marine aerosols to the marine aerosols that resulted 

from headspace and SSA being sent through a Potential Aerosol Mass (PAM) reactor and exposed 

to OH radicals. Several single particle methods of analysis were used, including micro–Raman 

spectroscopy and atomic force microscopy (AFM) coupled to photothermal infrared spectroscopy 

(PTIR) to investigate composition and size of substrate deposited particles, and in situ particle mass 

measurements using an aerosol mass spectrometry (AMS) to understand marine aerosol chemistry.   

We found that fragmentation reactions of supermicron particles composed of amino 

acids/amino sugars led to decreases in carbon content and subsequent increases in relative 

contribution of nitrogen containing species (e.g., ammonia and ammonium). AFM-IR analysis and 

AMS-derived mass analysis of submicron particles showed the formation of SMA due to oxidation 
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of VOCs released during bloom activity. Taken together, these results help to explain the complex 

interplay between the ocean’s biological activity and of certain atmospheric aging processes in 

determining the chemical composition of marine aerosol across different size-regimes. These 

findings will help climate modelers create better algorithms for identifying marine aerosol 

speciation and CNN/IN activity. 

7.6 Chapter 6 Summary 

 Chapter six focused on the construction of a cavity enhanced absorption spectrometer in 

order to detect various trace gases that result from the aging reactions of aerosols, including nitrous 

acid (HONO). Specifically, we designed and constructed an LED-incoherent broadband cavity 

enhanced absorption spectrometer (LED-IBCEAS) and validated it through detection of NO2 using 

the DOAS fitting algorithm. Comparison with literature yielded good results. 

7.7 Future Studies  

Many questions remain regarding the connection between aerosols and climate exist4,5 as 

well as the connection between the ocean and the atmosphere.6 For example, work remains to be 

done to continue accurately representing the SSA generation process. Indeed, new studies are 

already underway at CAICE using a newly constructed ocean-atmosphere facility. This facility is 

expected to allow for conditions that are more representative of the ocean, including more realistic 

phytoplankton blooms as well as wind generation and solar irradiation simulation.  

While the work in this thesis helped to determine the connection between ocean biology 

and SSA chemical complexity, much work remains to be done. For example, studies looking at 

other marine-relevant enzymes need to be investigated to determine their impact on resulting SSA 

chemical species. Future studies should also better constrain the various biogenic volatile organic 

compounds emitted during periods of high biological activity, and determine which of these VOCs 

are important secondary organic aerosol precursors. Finally, in addition to phytoplankton and 

bacteria, viruses are an important part of the microbial loop and should be examined.  
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Many questions remain regarding the aging of SSA by heterogeneous and photochemical 

reactions. Future studies are needed to determine the reactivity of these particles as a function of 

different atmospheric conditions, including water vapor content and temperature. Studies are 

currently underway to investigate how these types of reactions will alter the water uptake properties 

and IN capability of SSA particles. Ongoing work has already investigated the impact of cations 

on the reactivity of LPS. For instance, studies have shown that higher order structures formed from 

the calcium-induced aggregation of LPS can effect the reactivity of LPS.  Finally, studies should 

examine the heterogeneous reactivity of the other biological and organic components of SSA.  

The chromophoric properties of marine derived dissolved organic matter remains poorly 

constrained. Studies are needed to better determine the chromophores within marine DOM as well 

as their changing properties as a function of solar irradiation and biological processing. Work is 

now being conducted in the lab to investigate the role of water in altering the photosensitizing 

capability of m-CDOM molecules. Other organic substrates should be studied, including 

polysaccharides and LPS molecules. Finally, transient spectroscopy and chemical modeling is 

needed to explain the various pathways and excited states of chromophoric species in DOM. 

The goal of Chapter 6 was to develop an LED-IBCEAS instrument and show that it works 

for NO2. Further efforts will be used to study processes in the marine boundary layer that converts 

NO2 to HONO which will require calibration of HONO. Improvements to the design will also allow 

for better detection limits. Upon optimization of the CEAS, studies can then be conducted to 

determine the ability of SSA to serve as a source of nitrous acid either through photosensitized 

reactions of m-CDOM or HULIS or through the direct photolysis of particulate nitrate.  

In conclusion, the results and future work discussed throughout this thesis provide better 

understanding of the controls of the chemical complexity of SSA and the associated changes to 

their climate relevant properties. Furthermore, these studies have improved our understanding of 

the reactions that change them. The overarching goal of this and other similar studies is to predict 
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the impact of SSA on climate in order to improve regional and global climate models. Such 

improvements will allow us to better determine how natural as well as anthropogenically-driven 

shifts in the environment are changing the Earth system.  
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