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ABSTRACT OF THE DISSERTATION

Essays on Macroeconomic Implications of Technological Change

by

Shihan Shen

Doctor of Philosophy in Economics

University of California, Los Angeles, 2023

Professor Lee Ohanian, Co-Chair

Professor Pierre-Olivier Weill, Co-Chair

This dissertation contributes toward our understanding of how technological changes in

recent decades affect firm behaviors and various aspect of the aggregate economy, including

changes in market concentration, productivity, labor share and credit allocation.

In Chapter 1, “Customer Acquisition, Rising Concentration and US Productivity

Dynamics”, I document that the cost of marketing and advertising has declined

enormously in recent decades due to the advance of digital technologies. This chapter then

studies the macroeconomic consequences of lower marketing cost, and finds that it is a

critical driving force of several striking macroeconomic trends, including rising market

concentration and productivity growth slowdown since the 1990s. I develop an endogenous

growth model with product market search frictions. Firms invest in innovation and

marketing to build customer base, which is a long-term asset. Then I exogenously feed in

the observed large drop of marketing cost into the quantitative model and find that it

accounts for 83% of the rise in market concentration, measured by the largest firm’s market

share. Cheaper marketing generates a positive level effect and a negative growth effect on

productivity. These two effects together explain around 1/3 of the decline in productivity

growth rate and successfully capture its hump-shaped pattern over time. Finally, I conduct
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a welfare analysis and find that firms tend to over-invest in marketing compared to the

socially optimal allocation, which implies that welfare can be improved by a marketing tax.

In Chapter 2, “Revisiting Capital-Skill Complementarity, Inequality, and Labor Share”,

jointly written with Lee Ohanian and Musa Orak, we analyze the quantitative contribution

of capital-skill complementarity in accounting for rising wage inequality, as in Krusell et al.

(2000). We study how well the KORV framework accounts for more recent data, including

the large changes in labor’s share of income that occurred after the KORV estimation period

ended. We also study how using information and communications technology (ICT) capital

as the complementary capital stock affects the model’s implications for inequality and overall

model fit. We find significant evidence for continued capital-skill complementarity across all

model permutations we analyze. Despite nearly 30 years of additional data, we find very

little change to the original KORV estimated substitution elasticity estimates when the total

stock of capital equipment is used as the complementary capital stock. We find much more

capital-skill complementarity when ICT capital is used. The KORV framework continues to

closely account for rising wage inequality through 2019, though it misses the three-percentage

point decline in labor’s share of income that has occurred since 2000.

In Chapter 3, “Private Information, Adverse Selection and Small Business Financing”, I

develop a competitive search model with asymmetric information and search frictions in

bank-borrower relationship. The development of data-driven technologies increases the

enforceability of lenders when the borrowers fail to meet the standard repayment

requirement. In a credit market where borrowers can easily escape debt obligations, banks

tend to use market tightness for screening and post too few contracts for safe borrowers to

deter imitation from riskier borrowers. When lender enforceability rises, however, the

required repayment becomes a better screening device. To stand out from the risky ones,

the safe borrowers accept the contract in which they are over-charged and over-offered the

loans.
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Chapter 1

Customer Acquisition, Rising Concentration and US

Productivity Dynamics

1.1 Introduction

With the advance of digital technologies in the past few decades, the cost of marketing and

advertising has declined enormously due to a dramatic change in the composition of

advertising delivery. The resulting rise of marketing/advertising intensity reshapes the way

firms build customer base and further affects firm dynamics. This paper studies the macro

consequences of lower marketing cost and finds that it well explains two recent

macroeconomic trends: rising market concentration, measured by market share of the

largest firms, and slowdown in aggregate productivity growth. To my knowledge, this

paper is the first study to connect macroeconomic trends to the evolution of marketing

landscape and customer base accumulation.

To do this, I develop an endogenous growth model with product market search frictions,

where firms choose how much to innovate and how much to advertise. The informational

frictions between firms and buyers render customer relationships long-term in nature, and

turn the customer base into a form of capital for firms. Then I conduct an experiment in

which I exogenously feed in the observed large drop of marketing cost into the quantitative

model to study how this may have contributed to changes in the aggregate economy.

1



I find that the decline of marketing cost is a critical driving force of the recent rise in

aggregate market concentration. From 2016 to 2019, the average market share of the largest

firm within 3-digit SIC industries has increased from 24% to almost 30%. Quantitative

analysis shows that cheaper marketing can account for 83% of this change. There are always

concerns among economists and policymakers that the considerable rise in concentration may

depress long-run economic performance by squeezing out competitors1. After all, during the

same period of rising concentration, the TFP growth rate dropped from around 1.5% to

0.6%, despite a temporary boom in the late 1990s. My paper contributes to this debate by

studying how lower marketing cost, as a key mechanism of increasing concentration, affects

long-run productivity growth and economic welfare.

I show that on the transitional dynamics, the declining marketing cost generates a

positive “level effect” on productivity due to higher output quantity brought about by more

efficient matching, and a negative “growth effect” driven by lower innovation intensity due to

a shift towards marketing investment. The combination of these two effects explains around

1/3 of the decline in productivity growth and successfully captures the “first-rise-then-fall”

pattern in the TFP growth rate over time. In a welfare analysis, I find that as marketing

becomes cheaper, the level effect dominates the growth effect and results in an increase of

total welfare. However, compared to the socially optimal allocation, firms tend to over-invest

in marketing because one firm’s marketing generates a negative externality on other firm’s

customer acquisition.

This paper highlights an essential part of firm operations: building and maintaining

customer base. In fact, the rise of many large firms’ market share is coincided with their

huge and fast-growing customer base. Almost all the superstar firms emerged in the past 20
1 Policymakers are concerned about the negative effects of superstar firms on competition. For instance, the

Executive Order on Promoting Competition in the American Economy in 2020 addresses concerns on the
potential unfair competition between big firms and small businesses. (For more details, check link). The
recent bill of “American Innovation and Choice Online Act” (S. 2992) considers limiting the “big tech”
companies (e.g., Facebook, Google, Amazon) from using their website to promote their own products over
similar products by other companies (For details, check link).
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https://www.whitehouse.gov/briefing-room/presidential-actions/2021/07/09/executive-order-on-promoting-competition-in-the-american-economy/
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years, such as Amazon, Uber, etc., own a large number of users or subscribers2. Conventional

wisdom focuses on the contribution of innovation to attract customers. Specifically, firms

invest in R&D to develop better product quality, which increases their relative market size

by diverting demand away from firms selling low-quality goods. However, in addition to

R&D, firms also invest substantially in marketing, advertising and the like, to propagate

their products and build customer base.

Between 1996 and 2019, firms spend as much as 8% of GDP on marketing related

activities, with advertising alone taking up around 2.2%. This is comparable to the share

of R&D expenditures over GDP (2.4% to 3%) in the same period. The heavy spending on

marketing and advertising provide evidence of frictions in product markets, which require

firms to spend resources on customer acquisition. The importance of marketing is also

elaborated in the industrial organization and marketing literature. Argente et al. (2021a)

shows that firms build market share by adding new customers through advertising rather

than manipulating markups. Thomas (2001) also points out that many firms are taking a

customer-oriented approach as compared to a product-oriented approach in the new economy

where more and more firms sell services and customer relationship becomes critical.

The landscape of marketing has changed dramatically in recent years: the development

of digital technologies greatly reshapes the delivery of advertising. From late 1990s, online

marketing gradually becomes prevalent and accounts for almost half of total advertising in

today’s world. This raises marketing efficiency and thus reduces the cost of advertising.

Using the composition of U.S. advertising spending and the price index of information and

communications technologies (ICT) investment, I find that the average advertising price

index has plummeted by more than 40% from 1996 to 2019. Meanwhile, aggregate firm

marketing expenditures have increased enormously. After taking into account the decline
2 For instance, from 2014 to 2021, Amazon’s sales share in the U.S. had doubled from 28.1% to 56.7%, and

in the meantime, their Prime member user base expanded by four times, from 40 million to 157.4 million.
Take Uber as another example. Founded in 2009, Uber grew from a small startup into a giant that owns
71% of sales in the ride-sharing market in 2022. Their customer base today has reached 118 million, which
is almost 1/3 of total U.S. population.
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of price index, real advertising spending of U.S. firms has risen by 5 times over the past 20

years. Interestingly, the gap of marketing expenditures between large and small firms (by

sales) has widened, with the large firms increasing their marketing investment and small firms

downsizing it. This implies that the technological change in marketing might potentially

explain the enlarging gap in customer base and market share across firm size.

To capture the effect of marketing cost on customer base accumulation, firm dynamics

and further on the aggregate economy, I develop an endogenous growth model where a

continuum of firms sell goods to customers in a market hampered by informational

frictions. My model features two key aspects: (i) firms innovate to raise quality through

R&D investment, and (ii) firms invest in marketing and advertising to become more visible

to customers who search for new products to buy. Search frictions in the product market

renders the customer base a valuable long-term asset to firms. Those in the customer base

of a firm will buy again at the firm if their lifetime utility of continuing the customer

relationship outweighs that of searching.

Marketing investment increases product exposure to buyers and enables the firm to

match with more customers in the search process. Upon meeting, a customer discovers the

quality, price, as well as her preference on the good, and decides whether to buy based on

the revealed information. Holding other factors constant, the better the product quality, the

more likely a customer makes the purchase.

Marketing and R&D investments are complementary, because by performing R&D, a

firm improves product quality, which increases a customer’s probability of purchase and thus

raises the return to advertising. In general, firms with a larger customer base invest more in

both R&D and marketing. Due to the scale effect of innovation, the cost of innovation does

not scale up with firm customer base, but profits do because non-rivalrous technologies/ideas

can be replicated at close-to-zero marginal cost (Haskel and Westlake (2017), De Ridder

(2019)). Hence, large firms tend to invest more in innovation than their smaller counterparts

to take advantage of their large customer base. By complementarity, large firms also invest
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more intensively in marketing.

Then I use the model to analyze impact of declining marketing cost on firm dynamics.

As marketing becomes less costly, every firm has incentives to invest more in marketing.

With the increasing presence of advertisement, it becomes easier for customers to learn

the existence or characteristics of a product, which generates more firm-customer matches

for all firms. However, as large firms invest more in R&D and are more likely to provide

better quality, they are able to convert a larger proportion of matched customers into actual

buyers relative to their smaller counterparts. Therefore, although marketing becomes equally

cheaper for all firms, large firms disproportionately obtain more new buyers in the search

process, which enlarges the difference in customer base across firm size. As customer base

directly affects firm decisions on R&D and marketing investment, the gap between large and

small firms is further amplified in a positive feedback loop, and eventually leads to a surge

of market concentration and the rise of superstar firms.

Despite reallocating economic activities towards a smaller set of firms, rising

concentration caused by lower marketing cost is not necessarily harmful to the aggregate

productivity. In fact, cheaper marketing generates mixed effects on productivity growth by

differently affecting production and innovation incentives for large and small firms. As

marketing becomes cheaper, the aggregate level of marketing increases, which alleviates

search frictions and facilitates more matches and consumption. The resulting rise in

aggregate output quantity has a positive effect on productivity growth.

Nevertheless, due to enlarging difference in customer base, large firms increase their

marketing investment by disproportionately more than the smaller ones, which implies that

small firms now have a lower share of advertisement and are thus less likely to be encountered

by customers than before. Despite a rise in aggregate marketing, the capacity of consumption

is limited by the total measure of customers (population), creating a congestion effect among

firms. Consequently, the customer base of small firms might even shrink due to fewer matches

with new customers, which further reduces their long-term incentives to innovate and/or
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advertise.

On the other hand, large firms expand their customer base by obtaining more new

customers during the search process. However, in an economy with high aggregate level of

marketing, the option value of search is also larger because customers are now more likely

to get matched. Therefore, in order to retain their existing customers, firms now have to

offer more competitive prices, which reduces profits earned on their current customer base.

In this sense, declining marketing cost reduces firms’ market power to charge high prices or

markups, and thus lowers the expected return of innovation investment. This constitutes a

force towards lower productivity. These offsetting factors exert an ambiguous overall effect

on aggregate productivity growth and this is why the quantitative analysis is of paramount

importance.

I calibrate the model on the balanced growth path by matching various moments for

the U.S. economy in the late 1990s (1996-1999), using data on all U.S. listed firms from

Compustat as well as aggregate moments. With this initial calibration I describe firms’

innovation and marketing strategies to develop intuition about the model. I then calibrate

the reduction in marketing cost to fully capture the five-fold increase in aggregate real

marketing investment observed in the data.

Using the calibrated model, I conduct an experiment where I exogenously feed in the

observed drop of marketing cost to infer how this may have changed the economy from

late 1990s to today. First, I quantify the aggregate impact of marketing shock on business

concentration and productivity growth on the balanced growth path. I find that my model

can explain 83% of the rise in the largest firm’s market share within 3-digit SIC industries,

and around 1/3 of the decline in aggregate productivity growth. To understand the role

of changing customer base in rising concentration, I conduct a counterfactual exercise to

decompose the effect on concentration into changes in quantity and changes in prices. It

shows that the market concentration is mainly driven by the enlarging gap in customer base

across firm size rather than large firms charging higher markups, supporting the findings in
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Baqaee and Farhi (2020) and De Loecker et al. (2020).

Second, I demonstrate the dynamics of transition from the low to high marketing

equilibrium. Over the transition path, market leader’s sales share increases rapidly at the

beginning and then gradually grows to its new steady state. The aggregate productivity

growth experienced an initial surge of 37 basis point for 5 years and then it declines by 68

basis point over time to reach the new balanced growth path. This is consistent with the

“first-rise-then-fall" pattern in data. A decomposition analysis indicates that the temporary

boom at the beginning is driven by the increase in output quantity due to more matches in

the product market. This level effect gradually fades out as the economy converges to the

new steady state. Additionally, marketing also affects firm R&D incentives and, therefore,

has an indirect effect on growth (the “growth effect”). With an increasing customer base,

large firms tend to increase their R&D investment, although the lower prices on existing

customers generate opposite incentives. Small firms decrease their R&D investment due to

both deteriorate marketing share and lower prices. In the calibrated model, the average

innovation growth rate decreases from 1.51% in the first period to 1.19% in the new steady

state, implying that the negative effect of small firms and declining price dominates the rise

of customer base in large firms.

Last but not the least, I study the consequences of lower marketing cost on welfare.

Following the classic literature Nelson (1974), Butters (1977), Grossman and Shapiro

(1984) and Milgrom and Roberts (1986), informative advertising weakens the negative

effect of information frictions, and is usually associated with welfare improving. Indeed, I

find that as marketing becomes cheaper, the level effect dominates the growth effect, and

the overall welfare increases. However, advertising is also a taste shifter that firms use to

steal customers from each other and maintain their own market shares ( Dixit and Norman

(1978), Becker and Murphy (1993), Benhabib and Bisin (2002), Benhabib and Bisin (2011)

and Molinari and Turino (2009)). In this case, the combative marketing expenditures

might result in a waste of resources. Therefore, I derive the social planner’s problem and
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find that compared to the socially optimal allocation, firms in the decentralized economy

over-invest in marketing as they ignore the negative impact of their advertisement in other

firms’ customer acquisition. Finally, I discuss the policy implications and find that there

exists an optimal level of tax on marketing that maximizes social welfare.

Related Literature. This paper is closely related to a new literature that embeds

customer acquisition and marketing into a macroeconomic framework. Relevant work

including Fishman and Rob (2003), Gourio and Rudanko (2014) and Paciello et al. (2019)

explore the impact of long-term customer relationship in a product market with search

frictions. My paper builds on their idea of customer capital but focuses on its implication

for market concentration and productivity growth. Another two closely related papers are

Cavenaile and Roldan-Blanco (2021) and Cavenaile et al. (2021). These two papers also

develop an endogenous growth model to analyze the implications of advertising for firm

dynamics and economic growth through its interaction with R&D. The key difference

between their papers and mine is the role of advertising. In their papers, advertising

benefits firms by either influencing consumer tastes, while my paper emphasizes the role of

advertising to mitigate informational frictions in a search environment. Although we all

talk about the effects on productivity, I propose a mechanism of positive feedback loop of

customer base accumulation to explain increasing market concentration. The long-term

customer relationship is the key to explain the sharp rise in large firm’s market share.

Rachel (2021) claims that the rise of leisure goods provided by advertising has a

negative effect on welfare because less labor are allocated to R&D. This is consistent with

the “growth effect” in my model. However, advertising in my paper has an additional

information-based role as opposed to purely shifting customer tastes, and the resulting

“level effect” explains the different welfare effect in the two papers. Greenwood et al.

(2021) distinguishes traditional and digital advertising and argues that digital advertising

increases welfare significantly and is disproportionately financed by better-off consumers.
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Perla (2019) develops a model in which consumers learn about firms through a network of

connections that endogenously evolves over the life cycle. Other relevant papers include

papers that use pricing to accumulate a customer base (e.g. Drozd and Nosal (2012) Foster

et al. (2016), Roldan-Blanco and Gilbukh (2021)), and papers that study marketing and

advertising activities in international economics (Fitzgerald et al. (2017)).

This paper also contributes a novel mechanism to the large and growing literature

linking trends in concentration, productivity growth, and business dynamism using models

of endogenous growth. The existing literature highlights the importance of technological

change and intangible assets to explain macroeconomic trends. For example, De Ridder

(2019) shows that the rise of intangible inputs such as software can jointly explain the

slowdown of productivity growth and rising market power. Olmstead-Rumsey (2019)

explains these trends using the declining innovativeness of smaller firms, and Aghion et al.

(2019) emphasizes the importance of less technology spillover. In addition, there are also

non-technological explanations including demographic changes (Hopenhayn et al. (2018) ,

Jones (2020), Peters and Walsh (2021), Karahan et al. (2019), Eggertsson et al. (2019),

Bornstein et al. (2018)) or declining real interest rates (Kroen et al. (2021), Chatterjee and

Eyigungor (2020)). Specifically, Bornstein et al. (2018) argues that population aging affects

consumer inertia and the evolution of customer base. Rather than emphasizing the product

competition, my paper provides a novel idea of the importance of marketing and customer

base accumulation to firms. I show that marketing and advertising also plays a key role in

firms’ pursuit of profits, and potentially affects competition, which further explains the

enlarging gap among large and small firms and the potential threat to productivity growth.

More broadly, this paper relates to the literature that provides micro-foundations to

how advertising works. The two-sided market is first proposed by Caillaud and Jullien

(2003) and Rochet and Tirole (2003). These papers are built upon the idea that

advertising platform serves a two-sided market between firms and consumers. The platform

is a monopoly that maximizes its profit by choosing the number of ads it sells. In my
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paper, I model advertising as a type of investment for firms to build customer base, and do

not explicitly study the relationship between ad agencies and firms. Another related strand

of literature explores the role of intangibles for firm and industry dynamics (Arkolakis

(2016), Dinlersoz and Yorukoglu (2012), Perla (2017) and Bhandari et al. (2021)). I

contribute to this literature by highlighting the importance of marketing investment and

exploring its interaction with firm R&D investment. My paper models firm innovation with

an endogenous growth model, which inherits the classical quality-ladder framework of

Klette and Kortum (2004) and Lentz and Mortensen (2008).

Outline. The paper proceeds as follows. Section 1.2 shows the motivating facts in

marketing landscape and firm investment. Section 1.3 presents the endogenous growth model

with customer acquisition and Section 1.4 discusses the mechanism. I structurally estimate

the model in Section 1.5, and discuss results in Section 1.6. Section 1.7 concludes.

1.2 Empirical Motivation

In this section, I first display recent macroeconomic trends of increasing concentration and

slowdown in productivity growth in the past twenty years. Then I describe the stylized facts

on marketing landscape during the same period, including the composition of advertising

spending, the evolution of marketing cost and trends in firm marketing investment.

1.2.1 Market Concentration and Productivity Growth

Figure 1.1 plots the evolution of average market share of industry leader for all U.S. public

companies (left panel), and the total factor productivity growth rate (right panel). Using

Compustat data, I calculate the largest firm’s sales share for all 3-digit Standard Industrial

Classification (SIC) industries, and take the average weighted by industry sales as market

concentration. Over the past 25 years, average market concentration has risen from around
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24% in the l996 to 29.2% in 2019. Annual total factor productivity (TFP) growth is taken

from the updated series of TFP in Fernald (2014). Based on their accounting method, the

average TFP was about 1.5% in the late 1990s, slightly increased to 1.6% in the late 1990s,

and has declined all the way to 0.6% in the following 20 years.

Figure 1.1: Macroeconomics Trends of TFP and Concentration
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Notes: This figure presents the evolution of concentration and TFP growth rate from 1996 to 2019. The
calculation of average market share of the largest firm (by sale) in 3-digit SIC industries uses firm level
data from Compustat, weighted by industry sales. Total factor productivity (TFP) estimates are taken
from FRBSF Working Paper 2012-19. The plots are smoothed using an HP filter with an annual smoothing
parameter of 20 and 200, respectively.

1.2.2 Customer Base

1.2.2.1 Sales and Customers

A phenomenon that coincides with increasing concentration is the rise of superstar firms

with exceptionally high revenues and market value. According to Fortune 5003, the ten

largest companies by revenue in 2022 are Walmart, Amazon, Apple, CVS Health,

UnitedHealth Group, Exxon Mobil, Bershire hathaway, Alphabet, McKesson Corporation

and AmerisourceBergen. As many papers have pointed out (Olmstead-Rumsey (2019),
3 Fortune 500 is an annual list compiled and published by Fortune magazine that ranks 500 of the largest

United States corporations by total revenue for their respective fiscal years. The list includes publicly held
companies, along with privately held companies for which revenues are publicly available.
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Aghion et al. (2019)), successful innovation plays a key role in the rapid growth of these

superstar firms, but on top of that, another common feature of these superstar firms is that

they all have an enormous and fast-growing customer base regardless of the industries.

Take the technology sector as an example. There are various types of tech companies with

complex networks, but the biggest ones (Walmart, Amazon Apple, Alphabet and

Microsoft) all have a huge number of customers, users or subscribers. Figure 1.2 shows the

number of iPhone users and Amazon Prime subscribers over the past decade.

Figure 1.2: Number of Customers for Superstar Firms (Apple and Amazon)
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Notes: Data source: annual reports of Apple and Amazon.

The relationship between customer base and sales is also documented by the work of

Afrouzi et al. (2020), where they show that differences in the sizes of firms’ customer bases

account for three-quarters of the variation in firms’ sales use Nielsen Homescan product

data and Compustat firm data. Using a different data set on Visa card transactions, Einav

et al. (2021) show that about 80% of sales variation can be traced to the number of

customers. Bernard et al. (2022) document the importance of customers for Belgian

inter-firm transactions.

1.2.2.2 Building Customer Base

Given the importance of customers in boosting revenues, firms invest a lot in building

customer base. In reality, firm come up with a critical statistic “customer lifetime value”
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(CLV) as a metric that measures how much a business can plan to earn from the average

customer over the course of the relationship. A customer not only generates revenue in one

period, but also brings cash flows in the long run thanks to consumer inertia.

In canonical quality-ladder models where firms engage in Bertrand competition, the firm

with the highest productivity (equivalently, lowest production cost) is the only producer in a

product line, which implies that it obtains all the customers for that variety. In other words,

firms invest in innovation to build customer base in such frameworks. However, the meeting

between firms and customers is a highly frictional process, and firms invest substantially in

marketing and advertising to attract the attention of customers. Since 1990s, the share of US

R&D expenditures over GDP fluctuated between 2.27% and 2.82%4, while at the same time

firms spent on average around 2.2% of GDP on advertising each year5, which is comparable

to the expenditures on R&D.

1.2.3 Changes in Marketing Landscape

Although the share of expenditures on advertising do not display a significant rise over

time, the advance of digital technologies has greatly reshaped the delivery of advertising,

and thus affects firms’ accumulation of customer base. Digital marketing, also known as

online advertising, evolves quickly because of Internet technologies, with the online channels

now accounting for almost half of total advertising, and strong growth in social media,

search engines, mobile apps and e-commerce. Figure 1.3 shows the composition of various

marketing/advertising platforms. Internet advertising, which was almost absent in the late

1990s, grows quickly in recent years and becomes a major marketing platform that accounts

for more than 40% of total US advertising today. Advertising on print-based media and

radio declines rapidly, while the share of TV advertising remains relatively stable over time.

Even traditional media is deeply influenced by the development of internet and
4 Source: OECD data, available at http://data.oecd.org/rd/gross-domestic-spending-on-r-d.htm
5 Source: Coen Structured Advertising Expenditure Dataset, extracted from the McCann Erikson advertising

agency (available at http://www.purplemotes.net/2008/09/14/us-advertising-expenditure-data/).
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Figure 1.3: Composition of US Advertising Spending
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Notes: This figure depicts the percentage of US advertising spending on various platforms, including
Internet, TV, Radio, Magazine and Newspaper. The data is obtained from Zenith and McCann.

communications technologies (ICT) capital, with the digital technologies reshaping the

display of advertising and consequently affecting the cost of marketing for businesses. For

example, in recent years, there has been a shift from traditional to connected TV (CTV).

With CTV advertising, ad buys are not based on air times or channels as in traditional TV

advertising. Instead, CTV ads are delivered one at a time based on the specific viewer

watching a program. This saves the cost of ad buyers because they no longer have to guess

which shows their target audiences are watching. Instead, they can build a target audience

based on demographic and behavioral signals, then serve ads to specific viewers.

Goldfarb (2014) points out that the fundamental difference between traditional and

digital advertising is a substantial reduction in the cost of targeting for digital channels.

With online advertising, advertisers can target the keywords customers use in search

engines, demographic characteristics, and a consumer’s past online behavior at relatively

low cost. On the macro level, this technological change leads to a large decline of the cost
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of marketing/advertising over time. The left panel of Figure 1.5 displays the price index of

information processing equipment (black curve) taken from NIPA Table 5.3.4. The price

index has dropped by 2/3 from 318.5 in late 1990s to 80.4 in 2019. The red curve is the

price index of Internet advertising, a main platform of advertising as aforementioned. The

statistic is provided by BEA and starts from 2010. In the past 10 years, the price of

Internet advertising has declined by 40%. Although the price of Internet advertising is not

available for years before 2009, the downward trends between the two price indices are

quite similar, with the price of ICT investment declining even slightly faster.

In order to obtain an average price index of advertising, but in the mean time not over-

estimate the decline, I assume 1/3 of the TV advertising uses Internet technologies, and none

of the other traditional platforms uses ICT. Next, I use the price index of ICT investment as

the proxy for Internet advertising over the past 20 years. Then taking the share of different

advertising platforms shown in Figure 1.3 as the weight, I calculate the average marketing

price index, and plot it in the right panel of Figure 1.5 (black curve). It plummeted by 40%

from 1996 to 2019.

Figure 1.4: Price Indexes of Marketing Input
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Notes: This figure depicts the price indexes of advertising/marketing. The black curve on the left shows
the price index of information processing equipment taken from the website of National Institute of Pension
Administrators (NIPA). The red curve on the right shows the estimated price index of Internet advertising
sales, calculated as is described in the main text.
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1.2.4 Firm Marketing Investment

With the shift of the landscape of marketing, firm marketing investments also demonstrate

dramatic changes. Similarly to Chiavari (2022), I use two approaches to compute firm-level

expenditures devoted to the acquiring customers using Compustat data. The first measure

is XAD, which reports the firm-level expenditure in advertisements. This is the only

available item in Compustat that measures only (and somehow cleanly) the expenditures of

interest; however, this measure suffers from two drawbacks: (i) it reports the cost of

advertising media (radio, television, newspapers, and periodicals) and promotional

expenses but excludes selling and marketing expenses, and (ii) approximately half of the

observations are missing. As an alternative measure to the above, I use Selling General and

Administrative (XSGA). This item in Compustat has been the focus of many recent

studies such as Gourio and Rudanko (2014), Ptok, Jindal and Reinartz (2018), Afrouzi

et al. (2020), and Morlacco and Zeke (2021). However, despite the acknowledged ability of

Selling General and Administrative to capture firm-level selling expenditures, it is well

known that this item reports many expenditures that are not directly related to the firm’s

selling efforts, such as bad debt expenses, expenditures in pensions and retirement, rents,

and expenditures in research and development. Therefore, I follow the method in Cavenaile

and Roldan-Blanco (2021) to construct an adjusted measure of marketing ait:

ait = XSGAit −XRENTit −XPRit −RECDit −XRDit (1.1)

During the same period, the aggregate investment of marketing has increased (Figure 1.5).

The total nominal spending of advertising of Compustat firms increased by 3 times. And

taking into account the decline of advertising price, the real expenditures increased by 5

times. Digital technologies lowers the cost of advertising and induces firms to invest more

in marketing and selling activities.

Although aggregate amount of marketing investment has risen, large firms increase their
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Figure 1.5: Evolution of Firm Advertising Investment
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Notes: This figure depicts the evolution of firm advertising investment. Left: Aggregate firm advertising
expenditure. Black: nominal spending. Red: real spending by dividing the nominal spending with the
average price index of advertising. Data source: Compustat variable “XAD”. Right: Weighted average
difference of advertising share between large and small firms within industries. Use industry sales as weights.

investment by more than the small ones. The right panel of Figure 1.5 shows the average

share of marketing investment of the top-half and bottom-half firms in Compustat, weighted

by their industry sales. This ratio increases from 68% in 1996 to 80% in 2020.

1.2.5 Relationship between Marketing and R&D

The coincidence between the increase of firm real marketing expenditures and the rapid

growth of concentration suggests that changes in marketing may be relevant to the trends

of market concentration. In this subsection, I investigate the relationship between

marketing and R&D investment. As Figure 1.6 shows, big firms invest more in both R&D

and marketing.

Relatedly, I show that R&D and marketing complements each other in driving the

growth of sales (see Table 1.1).
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Figure 1.6: Correlation between R&D and Marketing Investment
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Notes: This figure depicts the correlation between R&D and marketing investment. Firm size refers to
sales. The measure of R&D is taken from Compustat variable “XRD”.

Table 1.1: Relationship between Sales, Marketing and R&D

Sale
(1) (2) (3) (4)

R&D 0.511∗∗∗ 0.432∗∗∗ 0.439∗∗∗ 0.415∗∗∗

(0.00463) (0.00461) (0.00460) (0.00457)
marketing 0.229∗∗∗ 0.236∗∗∗ 0.233∗∗∗ 0.216∗∗∗

(0.00340) (0.00322) (0.00322) (0.00318)
R&D × marketing 0.0256∗∗∗ 0.0204∗∗∗ 0.0203∗∗∗ 0.0209∗∗∗

(0.0000713) (0.0000677) (0.0000676) (0.0000666)
Observations 24858 24858 24858 24858
R2 0.723 0.762 0.762 0.763
Controls ✓ ✓ ✓ ✓
Year FE ✓ ✓ ✓
SIC FE ✓ ✓
Firm FE ✓

Notes: This table presents the relationship between sales, marketing and R&D investment from 1996 to
2019. Control variables include quarterly return on assets, log of tangibility ratio, log of Tobin’s q (all
lagged by one quarter). Coefficients are reported with t-statistics in parentheses. ***, **, and * indicate
significance at 1%, 5% and 10% levels. Standard errors are clustered at the firm level.
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1.3 Model

In this section, I investigate the effect of declining marketing cost, or equivalently, increasing

marketing efficiency, on firm dynamics and the macroeconomy. To do this, I develop an

endogenous growth model in which the product market is frictional, and customers are a

long-term asset to firms.

1.3.1 Model Setup and Timeline

Firms. Time is discrete and lasts forever. There is a measure-one continuum of firms

that are risk-neutral and discount the future at rate β. Firms are heterogeneous along

two dimensions, their customer base m, which is defined as the mass of customers who

bought from that firm in the previous period, and their product quality q, which reflects

the accumulated effect of R&D. The timeline of firms is shown in the figure below. At the

beginning of period t, firms invest in R&D and marketing, which are denoted by x(m, q) and

a(m, q), respectively. Next, the outcome of R&D is realized, with a probability x(m, q) of

achieving a successful innovation. Based on quality of products, firms decide on the optimal

prices that they will charge to the existing buyers, who bought from the firm last period,

p1, and the price to the new buyers, p2. Next, customers make decisions on where to buy

goods, and firms lose and gain customers. After customers are settled, firms produce using

labor with a linear technology y = l. Finally, firms sell 1 unit of good to each buyer, and

the period ends.

Assume a firm has a constant probability τ of exiting the market each period. Once a

firm exits the market it loses all of its customers and has a value of zero. An exiting firm is

replaced by a new entrant that starts with a customer base m0 = 0.

Customers. The economy is populated by a continuum of mass N consumers, who are risk-

neutral and discount the future at rate β. The customers are ex-ante homogeneous, but they
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Figure 1.7: Model Timeline - Firm

t t+ 1
Invest in R&D x(m, q)
and marketing a(m, q)

Consumers engage
in search

Set p1 to existing buyers
Set p2 to new buyers

Production
yq = l

Sell 1 unit of
good to a buyer

Notes: This timeline shows a firm’s decision and activities at period t. Time is discrete. At the beginning,
firms invest in R&D and marketing. Next, consumers incur a search cost for a chance to meet a firm.
Firms charge prices p1 to the returning buyers and p2 to the new buyers. After customers are settled, firms
produce using labor with a linear technology. Finally, firms sell 1 unit of good to each buyer, and the
period ends.

are heterogeneous in their preferences over products , which they draw from a distribution G

each period. At the beginning of a period, some of the customers (called matched buyers) are

in the customer base of the firm they bought from last period, while others are unmatched

buyers, who can only meet a firm through searching. The flow of customers in each period

is illustrated as follows:

Figure 1.8: Model Timeline - Customers

unmatched buyers

matched buyers
observe q, p1

(
mjt

) (
mj,t+1

)

(mkt)
(
mk,t+1

)

leave due to
shock u1 = 0

u1 = ū

pay search
cost s

pay s

draw u2 ∼ G()
observe q, p2;

new customers buy

observe q, p2
draw u2

no meet/no buy

buy

Notes: This timeline shows a customer’s activities within period t. The matched customers know the
current firm’s goods without searching. All customers have a chance to meet a firm. Upon meeting a new
firm, the customer observes the good’s characteristics, quality and price, and decide whether to buy or not.

Both the unmatched and matched consumers pay a search cost s for a chance to meet
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a firm in the search process. Since the matched customers consumed at the firm last period,

they know the product characteristics, and thus their per-quality utility u1 on the product

is a constant, ū or 0.6 After innovation has taken place, the customer observes perfectly the

firm’s product quality q and price p1, and decide whether to consume at the newly matched

firm or continue their relationship with the current firm.

After paying the search cost, some of the consumers successfully get matched with a firm,

where they observe the quality q and price p2. They also draw their per-quality utility u2

from a known distribution G, where E(u2) = ū. It is reasonable to assume u1 is less disperse

than u2 because experienced customers know the product well and have smaller variance on

utility than customers who first bump into it. Based on the information discovered upon

meeting, the customer decides whether to buy the good or not. Those who buy will become

part of the customer base of the newly matched firm. A customer can meet at most one firm

in a period, and thus those who do not meet a firm, or who meet a firm but decide not to

buy will remain unmatched and search again in the next period.

1.3.2 Investment in Innovation

Firms improve the quality of their current product by investing in R&D. In each period,

firms innovate upon a baseline product quality q, which is the average product quality

of all firms from last period q̄t−1 =
∫
qj,t−1dj. This assumption is based on the idea of

“learning and forgetting” (See Benkard (2000)). Firms that used to take lead in previous

innovations do not necessarily ace in the new generations of technology development. On the

other hand, laggard firms may also benefit from the spillover of knowledge. Therefore, it is

reasonable to assume firms innovate based on the average level of technology in the economy.

Moreover, if we assume firms innovate based on their own quality qj, the large firms even

have more advantage compared to their smaller counterparts, because the large firms are

usually the most productive ones. The main conclusions about the impact of concentration
6 The details will be discussed in the “Customer Problem” subsection later.
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and productivity growth in my model will still hold, and become even stronger due to this

additional benefit of being large.

Upon successful innovation, a firm increases product quality from q to q(1 + λ), where

λ is the quality increment in each round of innovation. When investing, firms choose the

probability of R&D success x ∈ (0, 1). To achieve innovation rate of x, firms employ

R(x) = ϕ
xηx

1 − x
q (1.2)

researchers, where ϕ > 0 and ηx > 0. So, the total R&D investment cost is convex in the

rate of innovation x. In this economy, labor is the numeraire, and therefore the detrended

wage w is normalized to 1.

The decision to model R&D as a process of own-product quality improvement is

consistent with the findings of Garcia-Macia et al. (2019) that growth mainly occurs

through quality improvements rather than new varieties. The specification of cost function

reflects the scale effect of R&D. This is built upon the innovation literature that argues

ideas are non-rivalrous (Bloom et al. (2020), Jones (1995)) and that intangible inputs

(R&D) can be duplicated at close to zero marginal costs (Haskel and Westlake (2017),

Hsieh and Rossi-Hansberg (2019)).

1.3.3 Product Market and Investment in Marketing

Another essential part of firm operations involves building and maintaining customer base,

because it usually costs less to keep existing customers than it does to acquire new ones.

Firms that care about customer loyalty has a key measure to track: customer lifetime value

(CLV). CLV is the value of a customer to a company, not just on a purchase-by-purchase

basis but over the entire customer relationship.

To capture this long-term value of customer relationship, I introduce search frictions

into the product market of my model, in which it takes time for an unmatched customer to
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find a firm. Therefore firms also invest substantially in marketing7, which helps to increase

product exposure to potential buyers. An unmatched customer does not know the existence

of a product until they see an advertisement, meet a salesperson, or run into the product

in a store of the firm. As a result, marketing investment allows firms to enhance demand

at the extensive margin. The advertisement describes the product’s characteristics, quality

and price, which are important factors for customers to decide whether to buy or not after

seeing the ads, and in this way marketing also influences demand at the intensive margin.

Marketing investment also uses labor. Assume decreasing returns in advertising: to

post a units of advertisement requires

I(a) = ψaηaq (1.3)

of labor, where ψ > 0, and ηa > 1 to have cost convexity. a refers to the quantity of ads

received and viewed by consumers. Multiplying the number of ads will not bring in the

same amount of views. As consumers have limited attention, reaching additional consumers

is more difficult than attracting the first set of consumers. As a result, the number of

successful ads that receive potential customers’ attention has diminishing returns, which is

equivalent to a convex cost structure.

Figure 1.9 depicts the matching process between unmatched customers and firms. Firms

are indexed by j. Let A =
∫
ajdj denote the aggregate amount of advertising from all firms,

and B the measure of potential buyers (unmatched), then the measure of total match H is

given by

H(B,A) = ξBγA1−γ, (1.4)

7 The marketing investment in this paper refers to the broadly defined investment to promote product exposure,
including expenditures on purchasing product space, expanding distributional channels, hiring sales people,
and posting advertisement. Many of these promotional activities can be done online or advanced by Internet
technologies, and therefore experiences a cost reduction.
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where ξ > 0 and γ ∈ (0, 1). It is convenient to define the average queue length θ = B/A.

This allows writing the probability a customer succeeds in matching as a decreasing function

of the queue length H(1, 1/θ). The more aggregate ads are there, the more likely that an

unmatched customer is exposed to an ad and become aware of a product she did not know

before.

Figure 1.9: Illustration of the Formation of Firm-Customer Relationship.

At the firm level, let hj be the measure of customers that firm j is matched with, and

κj the share of newly matched customers visiting the firm (∑κj = 1). Apparently, the more

ads a firm posts, the more likely that customers see its ads and miss other firms’ ads. Thus,

it is reasonable to assume κj = aj/A, then

hj = κjH = ξBγ

Aγ
· aj. (1.5)

In this specification, hj is increasing in (i) the aggregate amount of ads A, which increases

the total measure of matched customers; and (ii) the individual amount of ads posted by

the firm relative to other firms.
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1.3.4 Customer Problem

1.3.4.1 Matched Customers

In the benchmark model, I assume the matched customers do not do “on-the-job” search

to gain some tractability. Assume in each period, a fraction δ of the customer base leaves

the matched firm for random reasons, such as moving to a different city. For the rest of

matched customers, searching another firm is an outside option of continuing the customer

relationship. Assume a fraction (1 − α1) of customers care about quality improvement, and

will leave the firm if it cannot upgrade the product because of R&D failure (Think about the

“techies” who look for fancy technologies especially when they purchasing e-products). These

people have u1 = 0 if R&D fails. The rest α1 share of customers are “loyal” ones who would

consider continuing their customer relationship even if the firm fails to make innovations.

After innovation is realized, the “techies” in R&D success and the loyal customers have per-

quality uility u1 = ū, and will compare the outside option (expected value of search) Us

and the value of continuing the customer relationship at the firm U0. The latter depends on

product quality q, the price charged by the current firm p1, and the utility u1.

Due to frictions in the product market, customer relationships become long-term in

nature. Unless there is random separation (with probability δ) or R&D failure, the

relationship lasts as long as U0 ≥ Us. Since product appeal u1 is the same for all the

existing customers, they either all stay (U0 ≥ Us) or all leave (U0 < Us). To maximize

profits on existing customers, firms will charge p1 to make them just indifferent between

staying and searching, U0 = Us, extracting their entire surplus of the match. A customer’s

value of staying with the firm U0 is given by

U0 = ūqj − p1 + βU ′
0, where qj =


q̄(1 + λ), if R&D succeeds

q̄, if R&D fails
(1.6)
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and the price is p1 = ūqj − U0 + βU ′
0.

1.3.4.2 Unmatched Customers

Unmatched customers pay a search cost s for the chance of meeting a firm. Upon matching

with the firm, she observes the quality q and price p2. Similarly to the previous subsection,

I assume a fraction (1 − α2) of customers care about quality improvement, and will have

u2 = 0 if the firm fails in their R&D effort. The newly matched customers draw a per-quality

utility u2 from a distribution G(·). Firms know the distribution G, but they do not know

each customer’s utility u2, and thus make a take-it-or-leave-it offer p2 to all the customers.

If an unmatched customer meets a firm of size-mj after searching, her utility of

consuming the product will be u2qj. She will buy the good only if u2qj ≥ p2(mj). Thus, a

customer’s value function of meeting with a size-m firm is

Us(mj, qj) =
∫

p2(m,q)
qj

[
u2qj − p2(mj, qj)

]
dG(u2) + βU ′

0 (1.7)

Thus, the expected value of searching is given by

Us = −s+
∫
j

[
h(mj, qj)

B
Us(mj, qj)

]
dF

(
mj, qj

)
+
(

1 − H

B

)
βU ′

0 (1.8)

Indifference condition requires U0 = Us.

1.3.5 Firm Problem

1.3.5.1 Value Function

Each period, firms make decisions on the R&D investment x, marketing investment a, prices

to existing customers upon R&D success prd1 and failure pnrd1 , and prices to new customers
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p2, to maximize their value function, which reads

V (m, q) = max
p

(n)rd
i ,a,x

x
{(
prd1 − qrd

)
yrde +

(
prd2 − qrd

)
yrdn + β(1 − τ)V

(
m′rd, qrd

)}

+ (1 − x)
{(
pnrd1 − q

)
ynrde +

(
pnrd2 − q

)
ynrdn + β(1 − τ)V

(
m′nrd, q

)}
− ψaηaq − ϕ

xηx

1 − x
q (1.9)

s.t. y(n)rd
e = (1 − α)

[
1 − δ

(
m, q(n)rd

)]
m

y(n)rd
n =

∫ [
1 −G

(
u∗

2

(
m, q(n)rd; m̃, q̃

))]
dF (m̃, q̃) ξB

γ

Aγ
a

m′(n)rd = y(n)rd
e + y(n)rd

n

g = q̄′

q̄
= λ

∫
x(m, q)dF (m, q)

1.3.5.2 Entry and Exit

Entrepreneurs randomly draw an entry cost κ ∼ U [0, Ē], and start with customer base m = 0

and average quality q̄

V (0, q̄;κ) = max
p

(n)rd
2 ,a,x

x
{(
prd2 − q̄rd

)
yrdn + β(1 − τ)V (m′rd, q̄rd)

}

+ (1 − x)
{(
pnrd2 − q̄

)
ynrdn + β(1 − τ)V (m′nrd, q̄)

}
− ψaηa q̄ − ϕ

xηx

1 − x
q̄ − κq̄ (1.10)

Exiting firms are replaced with entering firms (0, q̄). The exiting rate of incumbents is

τ , which is equal to the measure of entrants to ensure the existence of a balanced growth

path.
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1.3.6 Equilibrium

To close the model, the total measure of consumers who search is equal to the total population

N :

∫ [
x(m, q)m+ (1 − x(m, q))α1m

]
(1 − δ)dF (m, q) +B = N (1.11)

Firms take the aggregate advertising level A and TFP growth rate g as given, and in

equilibrium A is equal to the sum of advertising intensity of each firm, and g is the average

of R&D intensity multiplied by λ:

∫
a(m, q)dF (m, q) = A (1.12)

λ
∫
x(m, q)dF (m, q) = g (1.13)

Definition 1. A balanced growth path equilibrium is for every t, the allocations

{x(m, q), a(m, q)}, the prices {prdi (m, q), pnrdi (m, q)}, firm distribution F (m, q), the

aggregates {A,B}, and the growth rate g such that

(i) The decision rules of incumbents and entrants solve (1.9) and (1.10);

(ii) Customers choose where to buy to maximize lifetime utility;

(iii) Firm distribution F (m, q) is stationary;

(iv) The individual choices add up to the aggregate A, g,N .

1.4 Model Mechanism

This section analyzes the main mechanisms of the model. I show in Section 1.3 that firms

with more customers invest more in both R&D and marketing. Based on these findings, I
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discuss in this section how and why the large and small firms react differently to a higher

marketing efficiency, and further explain how the distinct responses lead to rising market

concentration and lower productivity growth rate.

1.4.1 Optimal choices

Detrend the value function by dividing baseline quality q on both sides. Denote Ṽ (m) =
V (m;q)

q
, p̃i = pi

q
, w̃ = w

q
, and β̃ = β(1 − τ)(1 + g).

Firms set prices on new customers p2 according to

1 −G

(
p̃2

1 + λ

)
=
[
p̃2 − w̃ + β̃(1 − δ)Ṽ ′(m′rd)

]
G′
(

p̃2

1 + λ

)
1

1 + λ
(1.14)

1 −G (p̃2) =
[
p̃2 − w̃ + β̃(1 − δ)Ṽ ′(m′nrd)

]
G′ (p̃2) (1.15)

Increasing price p̃2 increases the per unit profit by the same amount, and thus the

marginal benefit is equal to the measure of new customers (recall that each customer buys

at most one unit of good). The marginal cost is that it reduces the measure of new customers

willing to consume, which has both a direct effect of lowering profits in the current period,

and also a long-term effect through the slower accumulation of customer base.

Proposition 1. Firms charge more when they succeed in R&D than when they fail. prd1 >

pnrd1

Proof: Appendix 1.8. Proposition 1 is intuitive because R&D success brings higher product

quality, and increases customer’s utility of consuming the good. Therefore, customers are

willing to pay more for higher quality.

The firm’s optimal innovation rate is the solution to the first order condition of the
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value function with respect to x,

ϕηxx
ηx−1w̃ =

{
(p̃rd1 − w̃) − (p̃nrd1 − w̃)α1

}
(1 − δ)m

+

(p̃2 − w̃)
1 −G

(
p̃2

1 + λ

)− (p̃2 − w̃)
[
1 −G (p̃2)

]
α2

 ξBγ

Aγ
a

+ β̃Ṽ (m′rd) − β̃Ṽ (m′nrd) (1.16)

The marginal benefit of innovation is composed of three parts. The first line of equation

(1.16) is the increment in the profits on existing customers due to higher R&D intensity.

When R&D is successful, firms charge higher unit price (p̃rd1 vs. p̃nrd1 ) and also sell to more

customers (m vs. α1m). The second line is the increment in profits on new customers. The

last term is the difference in the future value of a firm between R&D success and failure.

Better product quality is critical to expanding the customer base, for it not only prevents

more customers from leaving but also turns more visiting customers into actual buyers, and

therefore is likely to generates a higher customer base m′rd > m′nrd.

As for the choice of advertising, the first order condition with respect to advertising

intensity a reads

ψηaa
ηa−1 =x

[
p̃2 − w̃ + β̃(1 − δ)Ṽ ′(m′rd)

] 1 −G

(
p̃2

1 + λ

) ξBγ

Aγ

+ (1 − x)
[
(p̃2 − w̃) + β̃(1 − δ)Ṽ ′(m′nrd)

]
α2
[
1 −G (p̃2)

] ξBγ

Aγ
(1.17)

One additional unit of advertising helps acquire a mass of
[
1 −G

(
p̃2

1+λ

)]
ξBγ

Aγ customers upon

R&D success and α2
[
1 −G (p̃2)

] ξBγ

Aγ customers upon R&D failure. The new customers bring

more profits in the current period and increase long-term value by enlarging the customer

base.

Denote the right hand side of the value function as H(m,x, a).

Proposition 2. (Supermodularity) Firms with a large customer base m invest in
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more innovation x and more marketing a.

Proof: Appendix 1.8. Supermodularity is easily checked numerically and appears to hold

in all the calibrations. Intuitively, the profit on existing customers is proportional to the

customer base. A successful R&D allows the firm to charge a higher price and retain more

existing customers than in the case of R&D failure. Therefore, the marginal benefit of

innovation is increasing in the customer base m. However, due to the scale effect of R&D,

the innovation outcome can be applied to all goods at close to zero marginal cost. Therefore,

a larger firm chooses higher innovation investment to take advantage of their large customer

base.

As for marketing investment, the marginal benefit of marketing is to obtain ξBγ

Aγ measure

of new customers. Each of them generates a current profit for the firm, and increases the

lifetime value of a larger customer base m′. The convexity of function V leads to larger

marginal benefit of marketing for large firms. Moreover, large firm’s higher likelihood of high

quality also enables the firm to charge higher prices and convert more matched customers

to really buying the good, than in the case of R&D failure. In this sense, innovation and

marketing is complementary. This explains why large firms also invest more in marketing a.

1.4.2 Impact on Market Concentration

The process of customer base building falls into a positive feedback loop as follows:

Figure 1.10: Positive Feedback Loop of Customer Base Building

large customer base ⇒ high R&D ⇒ high ADV
⇓ h = ξBγ

Aγ a

more matchesmore eventual purchases ⇐y = [1 −G(u∗
2)]dF · h

⇑ m′ = (1 − δ)m+ y

Firms with a large customer base m invest more in both R&D x and marketing a. and

more marketing allows large firms to acquire a larger share of customers during the search

process. This advantage of large firms is further amplified by their higher R&D, because
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better quality can convert more matches into purchases. The new customers add to the

customer base next period, and the loop starts again from a larger customer base next

period. This explains why there is distinction between large and small firm’s customer base.

Then consider the effect of a shock on the cost of marketing, reflected by a reduction

in ψ, which means firms now are able to produce the same amount of ads as before at a

lower cost. On a balanced growth path, all firms equate their marginal cost of marketing

MCa = ψηaa
ηa−1q and the marginal value of marketing,

MVa =x
[
prd2 − qrd + β(1 − τ)Vm(m′rd, qrd)

] ∫ [
1 −G (u∗

2)
]
dF

ξBγ

Aγ

+ (1 − x)
[
pnrd2 − q + β(1 − τ)Vm(m′nrd, q)

] ∫ [
1 −G (u∗

2)
]
dF

ξBγ

Aγ
(1.18)

which is larger for firms with more customers because of their higher innovation intensity.

When ψ declines, there is a sudden drop in MCa but the marginal value MVa does not change

immediately because it is not directly affected by ψ. At this point, all firms have incentives

to raise their marketing intensity a to match MCa with MVa. Assume ψ declines from ψ1 to

ψ2, and firm j increases its marketing intensity from a1j to a2j. Then ψ1ηaa
ηa−1
1j = MVa,j =

ψ2ηaa
ηa−1
2j , which implies a2j

a1j
= (ψ1

ψ2
)

1
ηa−1 . So, every firm increases its marketing intensity

by the same proportion. This increases the aggregate advertising intensity A =
∫
ajdj, and

therefore enables more customers to get matched with firms in the search. However, the

relative share of customers that each firm meets with remains the same as before (a1j/A1 =

a2j/A2), because all firms increase their marketing intensity by the same proportion.

Although each firm obtains the same measure of more matched customers during search

and matching, large firms turn more visiting customers into eventual buyers with their

advantage in R&D. Their higher likelihood of R&D success attracts more techies to stay

with them upon meeting, and the higher product quality also appeals to a wider range of

customers. As a result, the variation of innovation across firm size generates different pass-

through rate from potential buyers to actual new customers, and thus widens the gap in
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customer base between large and small firms.

As was discussed in Section 1.3, the innovation investment is positively related to firm

size. Although all firms have incentives to increase R&D investment, the enlarging

difference in customer base m will result in a larger gap between large and small firms in

terms of innovation intensity x as well as prices p2. According to equation (1.18), all of

these factors are important determinants of the marginal value of marketing MVa, and thus

exert an indirect effect on marketing intensity a. With a larger customer base, higher

innovation intensity and higher prices, large firms elevate their MVa by more than their

smaller counterparts, and this further amplifies the difference in marketing intensity

between large and small firms. This unequal indirect effect on marketing reallocates more

customers to large firms during the search, and creates a positive feedback loop on the gap

in customer base, R&D and prices through equation (1.17). The spiral is further amplified

through the long-term customer relationship, and eventually gives rise to superstar firms

that take up a substantial market share.

1.4.3 Impact on Productivity Growth

The impact on aggregate productivity growth rate is more complicated because there are

offsetting effects on firm innovation decisions. In response to a rise in marketing efficiency

(lower ψ), each firm increases its marketing intensity which brings the firm more new

customers in the search. With a larger customer base, all firms have incentives to increase

their innovation intensity x. Nevertheless, due to the enlarging gap of marketing intensity

across firm size as aforementioned, relatively more new customers are exposed to large

firms’ advertisement than in the higher-ψ economy. In other words, the largest firm’s share

of new customers in the match is higher while that of the smallest firm is lower than

before. Moreover, there is a limited capacity of consumption because of the decreasing

return of advertising in the matching technology Y = ξBγA1−γ. Each customer purchases

at most one unit of product in a period. Even if every unmatched customer gets matched
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during the search, the total purchase would be N units. Under this circumstance, the

uneven increase in marketing creates congestion in the product market, where the smallest

firms might end up matching with fewer new customers than before. A smaller customer

base discourages firms from innovation, and the resulting lower product quality further

reduces the incentives of advertising and slows down the accumulation of customer base,

which puts the small firms at a long-term disadvantage compared to the large ones. The

lower R&D incentives by small firms negatively affects the productivity growth rate.

The analysis above indicates opposite forces on productivity growth: large firms increase

their innovation intensity while small firms tend to invest less in R&D. In addition, there

is also a third effect on innovation decisions through the labor market. Higher marketing

efficiency facilitates matching during product search and generate more purchases. The

boosted labor demand for production increases wages and also shifts more labor from R&D

to production, both of which depress firm R&D investment. Due to these offsetting factors,

the overall impact on productivity growth is ambiguous. In the calibrated model, the latter

forces dominate and firms on average choose a lower rate of innovation.

1.4.4 Empirical Validations

The model predictions of enlarging gap in marketing and innovations are consistent with the

observed trends in firm investment data. The left panel of Figure 1.11 shows the average

share of the marketing investment of the top-half and bottom-half firms in Compustat,

weighted by their industry sales. This ratio increases from 68% in 1996 to 80% in 2020.

The right panel shows the difference between large and small firms’ R&D expenditures

is also widened in the past 20 years, validating the predictions that large firms

disproportionately increase their innovation and marketing investment compared to smaller

ones.
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Figure 1.11: Marketing and Innovation Investment of Small and Large Firms
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Notes: This figure demonstrates the evolution of marketing and innovation investment of small and big firms
from 1996 to 2019.

1.5 Quantification

In this section, I calibrate the model on the balanced growth path by matching various

moments for the U.S. economy in the late 1990s (1996-1999), using data on all U.S. non-

financial listed firms from Compustat as well as aggregate moments. Using this initial

calibration I describe firms’ pricing and innovation strategies to develop intuition about the

model. I then calibrate the rise in marketing efficiency (the reduction in ψ) to fully capture

the change in aggregate real marketing investment in the data.

Using the calibrated model, I conduct three exercises to infer changes to the economy

between late 1990s and today. The first analysis displays how firm investments in R&D and

marketing change in respond to the rise in marketing efficiency. Specifically, I show a sharp

contrast between large and small firms. Second, I quantify the aggregate effects of advertising

shock on innovation, economic growth and market concentration on the balanced growth

path. Finally, I demonstrate the dynamics of transition from the low to high marketing

equilibrium.
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1.5.1 Calibration

The model is calibrated at an annual frequency. There are three parameters calibrated

externally. I calibrate the curvature of R&D (ηx) to 2 following the literature of Acemoglu

et al. (2018) and Akcigit and Kerr (2018). I calibrate the cost elasticity of advertising (ηa) to

2. This is a key parameter because it determines the concavity of the return to advertising.

If marketing activities concentrate among fewer firms, the fact that ηa > 1 implies that the

average effect of these investments on growth is lower. I will do a robustness check of using

other values of ηa in the Appendix. The discount rate β is set to 0.95.

The statistics for firm entry rate and residents moving rate can be found directly. They

are 9.6% and 11.2% respectively. The remaining seven parameters are estimated using

indirect inference by matching moments from the U.S. Compustat data. I use the Genetic

Algorithm to choose combinations of parameters within broad bounds on their possible

values. Using the equilibrium values for innovation and entry rates, the firm-size distribution,

rates of creative destruction and aggregate quantities such as the efficiency wedge, wages

and output, I simulate the economy for 20,000 firms until the distribution of has converged,

and simulate data for five more years to collect moments on the simulated sample. The

Genetic Algorithm then updates the combinations of parameters based on a comparison of

the theoretical and data moments along the following objective function:

min
7∑

k=1

|modelk − datak|(
|modelk| + |datak|

)
0.5Ωk (1.19)

where the weights Ω = 2 for TFP growth rate and leader market share, and Ω = 1 for the

rest of targeted moments.

Table 1.2 display the targeted moments in model and data. The generalized model does

not yield an analytical solution, and thus we cannot express the targeted moments in this

form. Table 1.3 presents an overview of the calibrated parameters. In fact, each targeted

moments is jointly affected by multiple parameters.
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Table 1.2: Model Fit for Targeted Moments

Targeted Moments Model Value Data Value
TFP growth rate 1.52% 1.51%
Leader market share (3-digit SIC) 24.04% 24.04%
Avg. R&D/Advertising 4.03 3.85
Avg. R&D/Sales 4.79% 4.28%
Avg. customer turnover rate 14.6% 10%-20%
Avg. profit share 5.24% 5.31%
Labor share of income 0.69 0.67

Notes: This table displays the model fit for targeted moments from calibration of seven parameters for the
late 1990s.

Table 1.3: Overview of Estimated Parameters

Parameter Description Method Value
β Discount factor External 0.95
ηa Cost elasticity of advertising External 2
ηx Cost elasticity of R&D External 2
ū Product appeal TFP growth rate 2.5
ξ Matching function coefficient Leader market share 0.95
ψ Cost of advertising Avg. R&D/Advertising 4.98
ϕ Cost of R&D Avg. R&D/Sales 2.0
α Customer loyalty Customer turnover rate 0.4
N Total population Labor share of income 0.499
γ Matching function elasticity Avg. profit share 0.5
δ customer depreciation rate Share of residents moving 0.008
τ Firm exit rate BDS firm entry rate 0.096

Next, the parameters γ and ξ of the matching function are determined based on

evidence on the share of time spent in buying, selling and production activities at the

aggregate level. Our target for time spent in selling relative to production is 7.15%, and

our target for time spent in buying relative to selling 25%. (Note that time devoted to

production well exceeds that devoted to buying and selling.) To arrive at these targets, we

use data on the share of the labour force in sales-related occupations from the

Occupational Employment Statistics (OES) survey, and the amount of time consumers

spend shopping from the American Time Use Survey (ATUS). According to the OES

survey, 11% of U.S. workers are employed in sales-related occupations. Examples of such

occupations include sales representatives, advertising agents, retail salespersons, cashiers,
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and real estate brokers. Because workers in other occupations are likely to spend a share of

their time in selling activities also, we attribute 10% of their time to selling as well.

Examples of other occupations with a significant selling component are advertising and

promotions managers, marketing and sales managers, as well as waiters. Overall, this

implies that 20% of working time is spent in selling activities. Finally, in reality not all of

this time is spent on new customers. To take this into account, we attribute a third of

selling time to new customer acquisition. With 6.67% of market labour devoted to selling,

time spent on selling relative to production amounts to 7.15%. Turning to resources spent

on buying, time-use data document that Americans spend on average 0.4 hours per day

shopping. If we again attribute a third of this time to the new-customer margin, our target

for buying time becomes 0.56% of total time. With a third of total time spent on market

labour (production and sales), buying relative to selling becomes 25%.

Then I calibrate the decline in marketing cost ψ from 1996 to 2019 to fully capture the

increase in real aggregate marketing expenditures.

As aforementioned in Section 1.2, digital technologies lowers the cost of advertising and

induces firms to invest more in marketing and selling activities. From 1996 to 2019, the

total nominal spending of advertising of Compustat firms increased by 3 times. And taking

into account the decline of advertising price, the real expenditures increased by 5 times, as

is shown in Figure 1.12. This requires efficiency parameter of advertising ψ to decrease from

4.98 to 0.0218 in the quantitative model.

1.5.2 Results: on the Balanced Growth Path

The effect of increasing marketing efficiency as reflected by the reduction of ψ is summarized

in Table 1.4. It presents the variables of interest in differences from the original balanced

growth path. The change in real expenditures on advertising is targeted. I compute the
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Figure 1.12: Firm Aggregate Advertising Investment
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Notes: This figure depicts the evolution of firm aggregate advertising investment. Black: nominal spending.
Red: real spending by dividing the nominal spending with the average price index of advertising. Data
source: Compustat variable “XAD”.

changes in data that are explained by a change in ψ as follows:

Mj (θ1990s, ψlow) −Mj

(
θ1990s, ψhigh

)
(1.20)

where Mj is moment j in the model BGP with the other parameters θ held fixed at their

estimated 1990s values.

Table 1.4: Balanced Growth Path Change due to Plummet of Marketing Cost

Targeted ∆ Data ∆ Model
Expenditures on advertising Yes 5.08 5.08
Productivity growth rate No -0.98 pp -0.31 pp
Leader market share No 5.15 pp 4.25 pp

The comparison between the new and old balances growth path shows that the change in

marketing cost predicts a 0.37 percentage-point drop in productivity growth, and an increase
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of 4.25pp for the top 1% of firms’ market share8. As a result, the model can explain around

1/3 of the decline in productivity growth and about 83% of rise in aggregate concentration.

It therefore seems that technological change in marketing are not responsible for most of

the slowdown of growth in the US. This is reasonable because the technological progress in

marketing increases production and consumption, which boosts firms’ incentives to make

innovations.

1.5.3 Results: Composition Effect in Rising Concentration

1.5.3.1 Distribution of Customer Base

Each period, the customer base is accumulated by adding new customers to the original

customer base, adjusted for random separations. Lower ψ saves advertising cost for all

firms, but more so for large firms because of their higher innovation investment and the

complementarity between product quality and measure of new matches. Therefore, more

new customers are reallocated to the large firms. This is graphically shown in the red

components of the bar plot in Figure 1.13, where as ψ drops, both the top 10% and bottom

90% of firms have an increasing number of new buyers, but the former has a much higher

fraction than the smaller ones.

The blue components in Figure 1.13 display the measure of existing customers in

customer base formation. A lower ψ has two opposite effects on top firms’ existing

customers. On one hand, easier matches due to higher marketing intensity increases the

option value of searching and thus attract more matched customers to leave the previously

matched firms. This reduces large firms’ measure of existing customers. On the other

hand, as ψ drops, large firms have an increasing number of new customers each period and

are more likely to reach a larger customer base. The left panel of Figure 1.13 indicates that

in the calibrated model, the former dominates the latter and the size of existing customers
8 There is around 100 firms within each SIC-3 industry, so the largest firm is approximately the top 1% of

firms.
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Figure 1.13: Changes in Customer Base of Large and Small Firms
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shrinks a little bit. This makes sense because the initial tech shock happens to advertising

which directly shifts customers from staying to searching. In spite of this, the massive

increase in new customers outweigh the minor drop in existing ones, so the total customer

base of large firms are getting bigger with the enhanced marketing efficiency. As for the

small firms, the two effects are in the same direction: more customers choose to search

rather than continue the customer relationship, and fewer new customers bump into their

advertisement, both of which lead to shrinking customer base.

Figure 1.14 demonstrate the distributions of firms’ sales revenue for the top 10% of firms

on initial (left panel) and new balanced growth paths (right panel)9. The efficiency change

in marketing gives rise to a fatter-tailed distribution. The economy now is populated with

more superstar firms with larger number of customers and higher revenues.

In addition to the customer base, changes in prices can affect firms’ market share as well.

However, a lot of studies show that the rising market share of large firms is not driven by a

larger gap in prices or markups between large and small firms. Rather, it is the composition

effect (reallocation of resources towards large productive firms) that explains most of the

rising superstar firms. For example, Baqaee and Farhi (2020) and De Loecker et al. (2020)
9 It is not easy to compare the two BGP by viewing the entire distribution because the distribution is highly

fat-tailed and the main difference is on the right tail. The entire distribution can be seen in Appendix A.
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Figure 1.14: Sales Distribution for Initial and New Steady States

find that average markups have been increasing primarily due to a between-firm composition

effect, whereby firms with high markups have been getting larger, and not to a within-firm

increase in markups.

Figure 1.15: Decomposition of Concentration
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Notes: This figure presents the changes in market concentration when marketing cost ψ declines. The
black curve depicts the model solution. The red curve is obtained by fixing firms’ price choices at the
initial level but letting firms accumulate customer base as the model implies. The yellow curve is obtained
by fixing firms’ customer base at the initial level but letting firms choose the price levels.
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To understand whether the enlarging gap between large and small firms’ customer base

is a main driver of rising concentration, I conduct a counterfactual exercise to decompose

the effect on rising leader market share into customer base (m) and prices (p1, p2). I study

the effect for seven different values of marketing cost ψ. ψ = 1 corresponds to the initial

balanced growth path where ψ = 4.98; and ψ = 7 corresponds to the new balanced growth

path with ψ = 0.0218. Figure 1.15 shows the decomposition. The red dashed curve is

obtained by fixing the prices charged to the same level as on the ψ = 1 balanced growth

path, while allow firm customer base to change as on the new balanced growth paths. As

ψ declines, the enlarging gap in customer base raises the market share of large firms. On

the new balanced growth path, it explains 2.96 percentage-point rise in top 1% firms’ sales

share, which accounts for 70% of the total rise predicted by the model (the black curve).

Next, fix the customer base as the ψ = 1 BGP and change prices, and the results are shown

by the almost flat yellow dashed curve, which only explains a rise of 0.3 percentage-point out

of the total 4.25 percentage-point. This suggests that the market concentration is mainly

driven by the enlarging gap in customer base between large and small firms.

1.5.4 Results: Productivity Growth

Next, I study the quantitative effect of lower marketing cost on productivity growth rate. As

was discussed in Section 1.4, the increase in marketing activities facilitates more matches,

which raises the aggregate output quantity and has a positive effect on productivity growth.

This is the “level effect”. On the other hand, firm investment decisions on R&D have also

been modified. Small firms invest less in innovations because of a lower price and smaller

customer base. Large firms now obtain more customers in total. However, as marketing

becomes cheaper, demand from new customers become more “elastic” because they can

more easily find another firm in the economy, firms have to lower prices to retain more

customers. Hence, there is ambiguous effect on their innovation. The changes in the rate of

quality improvement is the “growth effect”.
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Figure 1.16: Level Effect and Growth Effect in Productivity Growth
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In Figure 1.16, the red curve accounts for a “level effect” of marketing: as marketing

becomes cheaper (ψ decreases), firms expand demand contemporaneously, which increases

the perceived utility derived from aggregate consumption. Compared to the low-marketing

equilibrium, output in the new economy increases by 6.79%. Additionally, marketing

critically shapes firm R&D incentives and, therefore, has an indirect effect on growth (the

“growth effect”). Although it is theoretically ambiguous whether the large firms will

increase or decrease innovation, the calibrated model demonstrates a declining average

innovation growth rate from 1.51% to 1.19%, implying the the negative effect of small firms

and price drop dominates the rise of customer base in large firms.

1.5.5 Results: Transition Dynamics

The analysis thus far has studied the effect of a lower marketing cost along the balanced

growth path. This section shows that short-term dynamics are substantially different. To

quantify the transition path, I numerically solve for the path of top 1% firms’ market share
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and productivity growth10. To understand the transition dynamics from the low-marketing

to high-marketing equilibrium, I consider a permanent decrease in the cost parameter ψ

as documented in the previous section. I assume the transition takes 120 years, with the

marketing efficiency 1/ψ rising at a steady pace.

Over the transition path, the market leader share (left panel of Figure 1.17) increases

rapidly at the beginning and gradually grows to the new balanced growth path. As for

aggregate productivity growth (right panel of Figure 1.17), there is an initial surge in the

growth rate for 5 years, and then it gradually declines to a growth rate lower than the

initial value as it reaches the new balanced growth path. This “first-rise-then-fall" pattern is

consistent with the trend in the right panel of Figure 1.1, which shows the TFP growth rate

experienced a temporary boom during the late 1990s and then declined all the way down to

today.

Figure 1.17: Transition Dynamics for Marketing and R&D
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Notes: This figure depicts the model-implied transition paths of weighted average concentration and TFP
growth rates from 1996 to 2019.

To understand the mechanism behind the hump shape immediately after the marketing

shock, I decompose the change in productivity growth into the level effect and the growth

effect. In the right panel of Figure 1.17, the yellow dashed curve is obtained by keeping fixed

the average quality growth rate g to its initial level on the high-ψ balanced growth path,
10 The computational algorithm is described in Appendix B.
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and allowing the output quality to change as it is on the transition path. The productivity

growth increases by 37 basis point in the first few years right after marketing becomes

cheaper. Then the positive effect on growth gradually fades out as the economy converges

to the new balanced growth path. Next, I keep the output quantity fixed and let R&D

investment change on the transition path and find that the average innovation growth rate

monotonically declines from 1.51% to 1.19%. The long-run TFP growth on the new balanced

growth path is the same as the innovation growth rate as the output will eventually become

stable over time. This implies that the increase in overall TFP growth at the beginning is

all driven by the increase in output quantity due to more matches in the product market.

Figure 1.18: Transition Dynamics for Marketing and R&D
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Notes: This figure depicts the model-implied transition paths of marketing and innovation investment from
1996 to 2019.

Figure 1.18 demonstrates the transition dynamics of marketing and R&D expenditures

for large and small firms, respectively. The left panel indicates that large firms increase their

marketing expenditures by much more than small firms, which is consistent with the trends

in data. The right panel shows that large firms increase innovation investment in the first

20 years or so, because of their large customer base, but the will gradually downsize their

R&D investment as they have to offer lower prices to retain customers. As for small firms,

there is always an adverse effect, leading to less innovation efforts.
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1.6 Welfare Analysis

1.6.1 Welfare Effect of Marketing

In Section 1.5, I pointed out that there are two offsetting effect of marketing: (i) overcomes

search frictions and allow more customers to buy products they like; (ii) discourages firms

from innovation and thus harm the growth in the calibrated model. In this section, I study

the consequences of lower marketing cost on welfare. There has been a long-lasting debate

in economics about the welfare implications of advertising.

In this paper, following the classic literature of Nelson (1974), Butters (1977), Grossman

and Shapiro (1984) and Milgrom and Roberts (1986), I focus on the informative role of

marketing/advertising, where advertisement helps remove information frictions by providing

relevant information about product characteristics and quality, or simply about the existence

of the product. Informative advertising weakens the negative effect of information frictions

and is usually associated with welfare improving.

On the other hand, advertising is also a taste shifter that firms use to steal customers

from each other and maintain their own market shares (See e.g. Dixit and Norman (1978),

Becker and Murphy (1993), Benhabib and Bisin (2002), Benhabib and Bisin (2011) and

Molinari and Turino (2009)). In this case, marketing expenditures are a pure combative tool

for a limited number of customers and thus might result in a waste of resources. Moreover,

in my model, the decline of marketing cost also affects firm’s R&D decisions, which further

create another side effect from the perspective of productivity growth rate. Given both the

pros and cons, it is important to quantify the welfare implications of the declining cost of

marketing.

In this economy, labor is the numeraire and customers have a quasi-linear utility

function. The welfare effect of the decline of marketing cost is given by the change in the
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discounted sum of consumption utility. The total welfare in the economy can be written as

E
∞∑
t=0

[β(1 − τ)(1 + g)]t
∫ xjt

ū(1 + λ)mjt +
∫
u∗

2j
rd
u2(1 + λ)dG(u2)

ξBγ
t

Aγt
ajt


+(1 − xjt)

α1ūmjt + α2

∫
u∗

2j
nrd
u2dG(u2)

ξBγ
t

Aγt
ajt

 dj − sBt (1.21)

where u∗
2j stands for the threshold of utility above which the matched customers will buy.

As ψ decreases, the trade-off is between a decline of long-run growth rate g and a rise in the

output driven by more matched new customers a.

Figure 1.19 shows that the level effect dominates the growth effect, and the overall

welfare increases as marketing cost drops. This is reasonable considering that the shock is

a technological progress that overcomes information frictions in the market. Despite the

negative side effects on growth and business stealing, the first-order effect of facilitating

matches dominates and raises total welfare.

Figure 1.19: Change in Welfare with the Decline in ψ
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1.6.2 Constrained Efficiency

Despite the increase in welfare, trade-off between the level effect and the growth effect is

still present. Is the heavy spending in advertising socially efficient? Does the decentralized

equilibrium optimally allocate resources between innovation and marketing? To answer these

questions, I derive the social planner’s problem.

The goal of the social planner is to maximize lifetime utility of all customers subject to

the search frictions and technological constraints of the economy. The planner generally does

not set prices to customers, but to maintain the market structure where existing and new

customers co-exist, I assume there are imaginary prices that make the existing customers

indifferent between searching and continuing the relationship. This implies that there is

still a threshold on product utility u∗(n)rd
2 for the new buyers11. With this restriction in the

market, the social planner chooses the optimal marketing a(m), innovation x(m) and the

thresholds u∗(n)rd
2 to solve the following maximization problem:

max
ajt,xjt,u∗

2j
(n)rd

E
∞∑
t=0

[β(1 − τ)(1 + g)]t
∫ xjt

ū(1 + λ)(1 − δ)mjt +
∫
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2j
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ξBγ
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α1ū(1 − δ)mjt + α2

∫
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nrd
u2dG(u2)

ξBγ
t

Aγt
ajt

 dj − sBt (1.22)

s.t.
∫
at(mjt)dj = At (1.23)
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∫
mjtdj = N (1.24)∫ {

ϕxηx
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mrd
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mnrd
j,t+1 = (1 − δ)α1mjt + α2y

nrd
jt , y

nrd
jt =

[
1 −G

(
u∗

2
nrd
)] ξBγ

t

Aγt
ajt (1.27)

11 Absent this assumption, the planner would always want the matched customers to buy because their u2 ≥ 0
and there is not price p2.
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Proposition 3. The constrained efficient allocation specifies lower marketing investment

and higher innovation investment compared to the decentralized equilibrium: aspj < aj, xspj >

xj.

Proof: Appendix 1.8. Intuitively, marketing creates a negative “congestion externality",

where one firm’s marketing reduces all other firms’ chance of meeting customers ξBγ

(A−j+aj)γ ,

and therefore in the decentralized economy firms over-invest in advertising.

1.6.3 Policy Implications

The results so far raise some questions in terms of policy implications, especially regarding

advertising. In this section, I study whether a tax on marketing or a subsidy on firm R&D

activities could be welfare-improving. In particular, I focus on linear taxes and subsidies.

The revenues from taxes are rebated back to the consumers, and subsidies are financed

through lump-sum taxes.

With the quasi-linear utility function, the welfare function with marketing tax is

E
∞∑
t=0

[β(1 − τ)(1 + g)]t
∫ xjt

ū(1 + λ)mjt +
∫
u∗

2j
rd
u2(1 + λ)dG(u2)

ξBγ
t

Aγt
ajt


+(1 − xjt)

α1ūmjt + α2

∫
u∗

2j
nrd
u2dG(u2)

ξBγ
t

Aγt
ajt

 dj + Tt − sBt (1.28)

where the proceeds of marketing tax is rebated to consumers. Assume the linear tax rate on

marketing is ε, then

Tt = ε
∫
ψaηa

j dj (1.29)

There are several forces associated with taxation of advertising that go in opposite

directions regarding welfare. I find that there exists an optimal level of tax on marketing

that maximizes welfare equal to 24% (see Figure 1.20). This tax is associated to a 0.24%

increase in growth and a 0.54% reduction in quantity of output, and an overall increase in
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Figure 1.20: Effect of Marketing Tax on Welfare
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Notes: This figure depicts the effect of a marketing tax on welfare.

welfare of 3.8%.
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1.7 Conclusion

This paper documents a large decline in the cost of marketing and advertising due to the

development of digital technologies and the rise of online marketing platforms. The average

price index of advertising has plummeted by 40% in the past 20 years. In response to this

technological change, firms invest more in marketing and advertising, with the large firms

increasing their investment by much more than their smaller counterparts.

To understand the macroeconomic consequences of lower marketing cost, I develop an

endogenous growth model in which the product market is frictional, and customers are a

valuable long-term asset to firms. Firms invest in marketing and advertising to increase

the visibility of their products to customers, and invest in R&D to increase product quality.

Large firms invest more in both R&D and advertising due to the complementarity between

these two types of investments.

As marketing becomes cheaper, it is less costly for all firms to make advertisement and

match with new customers. However, since large firms invest more in R&D and generate

better product quality, they convert a higher proportion of customers to buyers, and gain a

higher return of advertising investment. Therefore, more new customers are reallocated to

the large firms. This widens the gap in customer base between large and small firms, which

further affects future R&D and marketing investment, giving rise to increasing concentration

and the rise of superstar firms.

Rising concentration caused by cheaper marketing does not necessarily do harm to

aggregate productivity. Instead, it generates a positive level effect due to more efficient

matching in the product market, and a negative growth effect mainly due to lower

innovation incentives of small firms. These offsetting factors make effects on productivity

growth ambiguous.

The quantitative analysis implies that the declining marketing cost is a critical driving

force of rising marketing concentration: it explains 83% of the rise in the largest firm’s market
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share within 3-digit SIC industries. Moreover, consistent with other classical studies, rising

market concentration is mainly driven by the enlarging gap in customer base across firm size

rather than large firms charging higher markups.

Nevertheless, lower marketing cost generates mixed effects on productivity growth. On

average, it only accounts for 1/3 of the decline in TFP growth rate. The initial surge of

productivity growth at the beginning of transition path is also consistent with the temporary

boom in TFP growth rate observed in data. This contributes to the heated discussion

of whether rising concentration depresses long-run economic performance by squeezing out

competitors. The findings in my paper suggest that increasing concentration caused by lower

marketing cost is not responsible for the majority of productivity growth slowdown. It could

be driven by other competing factors, such as the fact that ideas are getting harder to find

or an increasing effort for firms to protect their intellectual properties. Further work should

investigate these potential mechanism that account for the productivity growth slowdown.
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1.8 Appendix: Mathematical Proofs

Each period, firms make decisions on the R&D investment x, marketing investment a, as

well as the prices upon R&D success prdi (i = 1 for existing customers, i = 2 for new), and

prices upon R&D failure pnrdi , to maximize their value function, which reads

V (m; q) = max
prd

i ,pnrd
i ,a,x

x
{
(prd1 − w)m+ (prd2 − w)yrd + β(1 − τ)V (m′rd; (1 + g)q)

}
+ (1 − x)

{
(pnrd1 − w)α1m+ (pnrd2 − w)α2y

nrd + β(1 − τ)V (m′nrd; (1 + g)q)
}

− ψaηaw − ϕ
xηx

1 − x
w (1.30)

s.t. prd1 = ū(1 + λ) − U0 + βU ′
0 (1.31)

pnrd1 = ū− U0 + βU ′
0 (1.32)

yrd =

1 −G

 prd2
(1 + λ)q


 ξBγ

Aγ
a (1.33)

m′rd = (1 − δ)m+ yrd (1.34)

ynrd =

1 −G

pnrd2
q


 ξBγ

Aγ
a (1.35)

m′nrd = (1 − δ)α1m+ α2y
nrd (1.36)

There are two types of customers. Existing customer’s value of continuing relationship

with the firm

U0 = ūqj − p1 + βU ′
0 (1.37)

The value function of an unmatched customer to meet with a size-m firm is

Us(mj) =
∫

p2(m)
qj

[
u2qj − p2(mj)

]
dG(u2) + βU ′

0 (1.38)
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Thus, the expected value of searching is given by

Us = −s+
∑
j

[
h(mj)
B

Us(mj)
]

+
(

1 − Y

B

)
βU ′

0 (1.39)

Indifference condition requires U0 = Us.

1.8.1 Proof of Proposition 1

Firms charge prd1 (when they succeed in R&D) and pnrd1 (when they fail in R&D) to the

existing customers:

prd1 = ū(1 + λ) − Û0 (1.40)

pnrd1 = ū− Û0 (1.41)

Apparently, prd1 > pnrd1 because λ > 0.

1.8.2 Proof of Proposition 2

Assume the value function V (m) is convex.

The value function can be written as form:

V (m) = max
x,a

R(m,x, a) + β̃EV (g(m,x, a)) (1.42)

where R(m,x, a) is the profit function once prices are maximized out:

R(m,x, a) =x
[(
prd1 − w

)
(1 − δ)m+ (p2 − w) yrd

]
+ (1 − x)

[(
pnrd1 − w

)
α1 (1 − δ)m+ (p2 − w)α2y

nrd
]

− ψaηaw − ϕ
xηx

1 − x
w (1.43)
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and the FOC of p2 reads

x

1 −G

(
p2

1 + λ

)+ (1 − x)α2
[
1 −G (p2)

]
=x

[
p2 − w + β̃V ′

(
m′rd

)] 1
2ū(1 + λ) + (1 − x)

[
α2(p2 − w) + β̃V ′

(
m′nrd

)] 1
2ū (1.44)

m′ = g(m,x, a) is the law of motion for customer base.

m′rd = grd(m,x, a) = (1 − δ)m+ yrd w.p. x (1.45)

m′nrd = gnrd(m,x, a) = α1 (1 − δ)m+ α2y
nrd w.p. (1 − x) (1.46)

1.8.2.1 Proof of the supermodularity

In this section, I prove the supermodularity of R+ β̃EV (g). Note that here we do not require

supermodularity of R or g. In fact, R may not be supermodular.

Denote

H(m,x, a) = R(m,x, a) + β̃
[
xV (grd(m,x, a)) + (1 − x)V (gnrd(m,x, a))

]
(1.47)

1. ∂2H
∂m∂a

∂H

∂m
= ∂R

∂m
+ β̃

xV ′(m′rd)∂g
rd

∂m
+ (1 − x)V ′(m′nrd)∂g

nrd

∂m

 (1.48)

Second derivative

∂2H

∂m∂a
= ∂2R

∂m∂a
+ β̃x

V ′′(m′rd)∂g
rd

∂m

∂grd

∂a
+ V ′(m′rd) ∂

2grd

∂m∂a


+ β̃(1 − x)

V ′′(m′nrd)∂g
nrd

∂m

∂gnrd

∂a
+ V ′(m′nrd)∂

2gnrd

∂m∂a

 (1.49)
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where

∂2R

∂m∂a
=x∂p2

∂m


1 −G

(
p2

1 + λ

)− (p2 − w) 1
2ū(1 + λ)

 ξBγ

Aγ

+ (1 − x)α2
∂p2

∂m

{[
1 −G (p2)

]
− (p2 − w) 1

2ū

}
ξBγ

Aγ
(1.50)

=

x

1 −G

(
p2

1 + λ

)− p2 − w

2ū(1 + λ)

+ (1 − x)α2

[[
1 −G (p2)

]
− p2 − w

2ū

] ξBγ

Aγ
∂p2

∂m

(1.51)

From equation (1.44), we have

x


1 −G

(
p2

1 + λ

)− p2 − w

2ū(1 + λ)

+ (1 − x)α2

[[
1 −G (p2)

]
− p2 − w

2ū

]

=xβ̃V ′
(
m′rd

) 1
2ū(1 + λ) + (1 − x)β̃V ′

(
m′nrd

) 1
2ū (1.52)

So,

∂2R

∂m∂a
=β̃

[
xV ′

(
m′rd

) 1
2ū(1 + λ) + (1 − x)V ′

(
m′nrd

) 1
2ū

]
ξBγ

Aγ
∂p2

∂m
(1.53)

Next, we also have

∂2grd

∂m∂a
= − 1

2ū
1

1 + λ

∂p2

∂m

ξBγ

Aγ
(1.54)

∂2gnrd

∂m∂a
= − 1

2ū
∂p2

∂m

ξBγ

Aγ
(1.55)
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Part of the second derivatives can be replaced with

β̃xV ′(m′rd) ∂
2grd

∂m∂a
+ β̃(1 − x)V ′(m′nrd)∂

2gnrd

∂m∂a
(1.56)

= − β̃xV ′(m′rd) 1
2ū(1 + λ)

∂p2

∂m

ξBγ

Aγ
− β̃(1 − x)V ′(m′nrd) 1

2ū
∂p2

∂m

ξBγ

Aγ
(1.57)

= − β̃

[
xV ′

(
m′rd

) 1
2ū(1 + λ) + (1 − x)V ′

(
m′nrd

) 1
2ū

]
ξBγ

Aγ
∂p2

∂m
(1.58)

which exactly offset ∂2R
∂m∂a

.

Therefore, the second derivative is left with

∂2H

∂m∂a
=β̃xV ′′(m′rd)∂g

rd

∂m

∂grd

∂a
+ β̃(1 − x)V ′′(m′nrd)∂g

nrd

∂m

∂gnrd

∂a
(1.59)

By convexity of V , V ′′() > 0. Notice that

∂grd

∂a
=
1 −G

(
p2

1 + λ

) ξBγ

Aγ
> 0 (1.60)

∂gnrd

∂a
= α2

[
1 −G (p2)

] ξBγ

Aγ
> 0 (1.61)

As for ∂g(n)rd

∂m
,

∂grd

∂m
= 1 − δ − 1

2ū(1 + λ)
∂p2

∂m

ξBγ

Aγ
a (1.62)

∂gnrd

∂m
= α1(1 − δ) − α2

1
2ū
∂p2

∂m

ξBγ

Aγ
a (1.63)

A sufficient condition for these two terms to be positive is | ∂p2
∂m

| is quite small. This holds

when the distribution G is narrow (in general, we do not require G to be uniform).

The economic intuition for this is that the price elasticity of demand is quite small (new

customers are relatively price inelastic). Here we don’t want the effect of price to overturn

the effect of a or x. In other words, we do not want to see that if firms lower their prices, they

can attract a lot of customers even if they invest in very little a (or x). Empirical evidence
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from Argente et al. (2021) have shown empirical evidence for this: firms build market share

mainly through advertising rather than manipulating prices.

If the condition on price (in)elasticity holds, we have (1.59) to be positive.

2. ∂2H
∂x∂a

∂H

∂x
= ∂R

∂x
+ β̃

{
V (grd) − V (gnrd)

}
(1.64)

Second derivative

∂2H

∂x∂a
= ∂2R

∂x∂a
+ β̃

V ′(grd)∂g
rd

∂a
− V ′(gnrd)∂g

nrd

∂a

 (1.65)

where

∂2R

∂x∂a
=

(p2 − w)
1 −G

(
p2

1 + λ

)− (p2 − w)α2
[
1 −G (p2)

] ξBγ

Aγ
(1.66)

which is obviously positive because α2 < 1 and λ > 0.

Also, since firms are charging the same p2 regardless of innovation outcome, they always

hire more new customers in R&D success compared to R&D failure, due to higher quality:

1 −G
(
p2

1+λ

)
> 1 −G (p2). Therefore,

∂grd

∂a
=
1 −G

(
p2

1 + λ

) ξBγ

Aγ
> α2

[
1 −G (p2)

] ξBγ

Aγ
= ∂gnrd

∂a
(1.67)

Similarly,

grd =(1 − δ)m+
1 −G

(
p2

1 + λ

) ξBγ

Aγ
a > α1(1 − δ)m+ α2

[
1 −G (p2)

] ξBγ

Aγ
a = gnrd

(1.68)

By convexity of V , we have V ′(grd) > V ′(gnrd). So, the second term of (1.65) is also

positive. We have shown (1.65) is positive.
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3. ∂2H
∂x∂m

∂2H

∂x∂m
= ∂2R

∂x∂m
+ β̃

V ′(grd)∂g
rd

∂m
− V ′(gnrd)∂g

nrd

∂m

 (1.69)

where

∂2R

∂x∂m
=
[(
prd1 − w

)
−
(
pnrd1 − w

)
α1

]
(1 − δ) (1.70)

+


1 −G

(
p2

1 + λ

)− (p2 − w) 1
2ū(1 + λ)

 ∂p2

∂m

ξBγ

Aγ
a (1.71)

− α2

{[
1 −G (p2)

]
− (p2 − w) 1

2ū

}
∂p2

∂m

ξBγ

Aγ
a (1.72)

The second term of (1.69) can be written as

β̃

V ′
(
grd
) [

1 − δ − 1
2ū(1 + λ)

∂p2

∂m

ξBγ

Aγ
a

]
− V ′

(
gnrd

) [
1 − δ − 1

2ū(1 + λ)
∂p2

∂m

ξBγ

Aγ
a

]
(1.73)

Combining the above two equations yields

∂2H

∂x∂m
=
[(
prd1 − w

)
−
(
pnrd1 − w

)
α1 + β̃

(
V ′
(
grd
)

− V ′
(
gnrd

))]
(1 − δ)

+


1 −G

(
p2

1 + λ

)− p2 − w

2ū(1 + λ) −
β̃V ′

(
grd
)

2ū(1 + λ)

 ∂p2

∂m

ξBγ

Aγ
a

− α2

[1 −G (p2)
]

− p2 − w

2ū −
β̃V ′

(
gnrd

)
2ū

 ∂p2

∂m

ξBγ

Aγ
a (1.74)

When | ∂p2
∂m

| is small, the second and third line of (1.74) is small, and the sign of ∂2H
∂m∂x

is

dominated by the first line. We have shown that grd > gnrd, combined with convexity of V ,

we have V ′(grd) − V ′(gnrd) > 0. Apparently, the first line is positive.
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1.8.2.2 Proof of convexity

In this section, I prove the convexity V (m) = H(m,x, a).

According to the envelope condition,

dV

dm
=∂H
∂m

(1.75)

and

d2V

dm2 =∂
2H

∂m2 + ∂2H

∂m∂a

da

dm
+ ∂2H

∂m∂x

dx

dm
(1.76)

We have shown the supermodularity of H, so ∂2H
∂m∂a

> 0, so ∂2H
∂m∂x

> 0, da
dm

> 0, dx
dm

> 0.

To show convexity of V , it remains to be shown that ∂2H
∂m2 > 0.

∂2H

∂m2 =(1 − δ)2β̃
[
xV ′′

(
m′rd

)
+ (1 − x)α2V

′′
(
m′nrd

)]

− (1 − δ)β̃ξa 1
2ū

xV ′′
(
m′rd

)
1 + λ

+ (1 − x)α2V
′′
(
m′nrd

) ∂p2

∂m

− 2ξa 1
2ū

(
x

1 + λ
+ (1 − x)α2

)
·
(
∂p2

∂m

)2

+ ξa

x
1 − 2p2 − w

2ū(1 + λ) −
β̃V ′

(
m′rd

)
2ū(1 + λ)

+ α2(1 − x)

1 − 2p2 − w

2ū −
β̃V ′

(
m′nrd

)
2ū


 ∂2p2

∂m2

(1.77)

When | ∂p2
∂m

| and | ∂2p2
∂m2 | are small (price inelasticity), the second to fourth lines of (1.74) are

very small, and the sign of ∂2H
∂m2 is dominated by the first term, which is obviously positive.

Thus, we have shown that ∂2H
∂m2 > 0.
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1.9 Appendix: Computational Algorithm

Computational approach to solving the stationary equilibrium.

(i) Guess the values of g,B,A, U0. (Y = ξBγA1−γ)

(ii) Guess the functional form of value function V (m) for the case of R&D success and

failure, respectively.

(iii) Calculate firm’s optimal choices of prd2 (m), pnrd2 (m) for R&D success and failure, using

equations (1.14) and (1.15), and firm’s innovation decision x(m) and advertising

decision a(m).

(iv) Plug the results from Step 4 into equations (1.9) and update the guesses of value

functions V (m) until they converge.

(v) Perform firm simulation to obtain firm size distribution F (m).

(vi) Plug the results in Step 4 and 5 and the simulated F (m) into the closing model

conditions, and update the guesses of g,B,A, U0 until the model converges.

To calculate comparative statics, there is one more outer loop on the value of ψ.

To calculate transition path, there is one more outer loop of guessing the value functions

V (m) over the transition path.
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1.10 Appendix: Comparison across Firm Size

1.10.1 Advertising

As was analyzed in Section 1.4, there is both a direct effect and indirect effect on firm’s

advertising investment. Although all firms have incentives to raise marketing intensity at

first, the uneven pass-through rate amplifies the gap between large and small firms in

customer base, innovation and marketing. Small firms thus get a smaller fraction of

customers in the matches. Due to the limited consumption capacity, the measure of

customers exposed to small firms could even shrink as ψ decreases.

Figure 1.21: Changes in the Share of Matched Customers for Large and Small Firms

Figure 1.21 shows in the calibrated model, how the share of matched customers change

with ψ for the top 1% of firms and the bottom 5% of firms. At the initial level of marketing

efficiency (ψ = 4.98), the largest firms attract 12.5% of the searching customers. Then as

efficiency rises (ψ decreases), the share surges to 16.5%. On the other hand, the already

tiny fraction of visitors for small firms has deteriorated from 1.1E-11 to 9E-12. This means

the small firms are having less exposure to the searching customers via advertising when

marketing efficiency increases, because their advertisement become shaded in the outburst

of marketing by larger competitors.
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1.10.2 Innovation

There is also a sharp contrast between large and small firms in terms of the impact of a lower

ψ on firm R&D investment. As equation 1.16 indicates, the marginal benefit of innovation

can be divided into three parts: profits on existing customers, profits on new customers and

the increase in future value.

Figure 1.22: Changes in Marginal Benefit of Innovation for Large and Small Firms

With higher marketing efficiency, searching becomes more attractive and fewer

customers choose to be loyal to their original firm. This reduces firms’ incentives of

extracting surplus from loyal customers by improving product quality. On the other hand,

the increasing number of new customers matched through searching boost firm innovation

incentives. Regardless of the firm size, an additional unit of innovation brings less profit on

existing customers and more on new customers. The third important component in

innovation is the difference in future value between a successful and failed innovation. As I

have discussed in Section 1.4, the advantage of more advertising from large firms is weaved

into the period-by-period accumulation of customer capital. To take advantage of the

richer future profits, large firms have incentives to make more innovations. In contrast, the

shrink of customer base for small firms makes them less willing to invest in innovations.
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Chapter 2

Revisiting Capital-Skill Complementarity, Inequality,

and Labor Share

with Lee Ohanian and Musa Orak

2.1 Introduction

Krusell et al. (2000) (KORV, henceforth) found that empirically plausible differences in

substitution elasticities between skilled labor and capital equipment, and unskilled labor

and capital equipment, coupled with rapid growth in the stock of quality-adjusted capital

equipment, can largely account for changes in the U.S. skill premium from 1963 to 1992.

Krusell et al. (2000) thus provided a theory of skill-biased technological change, showed how

to measure that change, and quantified its importance in understanding wage inequality.

KORV’s production technology and substitution elasticity estimates continue to be used

by other researchers studying inequality and related labor market topics, and the conclusions

of Krusell et al. (2000) regarding the importance of capital-skill complementarity continue

to be cited in the literature. However, there have been a number of important changes since

1992 that may affect the estimated elasticities of KORV and the quantitative importance of

capital-skill complementarity in accounting for wage inequality.

One key change is that information, communications, and other advanced technologies

that in part motivated the conceptual basis for the KORV production function, have
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advanced enormously since 1992.1 To put some of these changes in perspective, we note

that in 1992, the last year of the KORV estimation period, Lotus 1-2-3 was one of the most

popular and sophisticated business software programs, and smart phones, online commerce,

cloud computing, 3-D printing, and the portable document formatting technology (PDF),

among many other technologies used today had not yet arrived.

Another important change is that labor’s share of income, which is a moment

condition in the Krusell et al. (2000) estimation, and which was quite stable in their

1963-1992 estimation period, has declined significantly since 1992.

Yet another change is that depreciation rates have increased and have become more

volatile since 1992. Depreciation not only affects the accumulation of capital stocks, but also

affects one of the moment conditions in the Krusell et al. (2000) estimation, which in turn

may affect the estimated elasticities.

This paper studies the KORV framework in light of these changes. To our knowledge,

this paper provides the most comprehensive assessment of this framework’s empirical

performance, with a focus on it’s ability to account for the skill premium and labor’s share

of income.

We update the KORV dataset through 2019, estimate the model parameters, and

analyze the model fit and its implications for the skill premium.

To address changes in depreciation rates since 1992, we conduct the analysis with both

time-varying and constant depreciation rates. To address the decline in the labor share, we

use labor income measured using gross output and using output net of depreciation, as well

as using income from the non-farm business sector. To address the remarkable technological

advances in some forms of capital equipment, we specify the complementary capital stock to

skilled labor as Information-Communications-Technology (ICT) capital, as well as use the

KORV baseline specification of total equipment capital.
1 The growth rate of the relative price of equipment capital, a proxy for the inverse of equipment-specific

technological progress, has averaged negative 6.4 percent per year after 1992, compared to negative 4.2
percent observed during 1963–1992.
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As in Krusell et al. (2000), the model’s skill premium is not part of the model’s

estimation, but rather is an outcome of the estimated parameters and data. We find that

the Krusell et al. (2000) estimated elasticities change little since 1992, are robust to

changes in depreciation measurement, measurement of labor share, and the type of capital

that is most complementary to skilled labor. We find that KORV framework continues to

account for much of the U.S. skill premium through 2019.

However, the model’s fit for the labor share deteriorates when more recent data are

applied in the analysis. This arises because capital-skill complementarity, combined with

even faster capital-biased technological change measured in recent data, tends to increase

the model’s labor share by driving up the productivity of skilled labor.

We therefore frame the three modifications to Krusell et al. (2000) that we study - ICT

capital as the complementary capital stock, different measures of labor’s share of income, and

changes in capital depreciation rates - as potential avenues for understanding the model’s

labor share deviation. We also use generalized method of moments (GMM) as an alternative

estimation method to KORV’s full-information likelihood-based method to assess whether

KORV’s estimator is affecting the model’s ability to account for the labor share.

We find that changing the concept of capital-skill complementarity from equipment

capital, as in Krusell et al. (2000), to ICT capital captures much of the skill premium over

the entire period and modestly improves the model’s fit of the labor share, accounting for

about half of the drop in labor’s share between the early 1960s and 2019. However, the

model does not capture the much more recent declines in labor’s share that occurred in the

last 15 years.

The rest of the paper proceeds as follows. Section 2.2 summarizes related literature.

Section 2.3 summarizes the data and its construction. Section 2.4 presents the theoretical

model, and Section 2.5 presents the quantitative analysis. Section 2.6 presents a summary

and conclusion.
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2.2 Related Literature

Our paper contributes to several strands of literature with Krusell et al. (2000), whose

elasticity estimates have been used widely, being the most obvious one. Polgreen and Silos

(2008) analyzed the KORV study using data through 2004, and found that capital-skill

complementarity is robust to alternative approaches to constructing the real stock of

capital equipment. An earlier version of this research (Ohanian and Orak (2016b)), which

has evolved into this paper, re-estimated the KORV framework and studied its fit through

2013, finding continued evidence of capital-skill complementarity. It also noted the

deviation of KORV framework in accounting for the labor share after 1992. Building off of

our 2016 analysis, this paper focuses on how the KORV framework can confront the

post-1992 decline in labor’s share, using alternative definitions of output, depreciation,

labor’s share, estimation techniques, and the conceptual measure of the complementarty

capital stock.

Maliar et al. (2020) and Maliar et al. (2022) re-estimated the KORV model and studied

its fit with data through 2017, also confirming capital-skill complementarity. They used

their estimates to predict the future evolution of wage inequality. They forecast that the

skill premium will continue to grow up to 2037, albeit at a slower rate. However, their paper

does not focus on the decline in labor’s share within the KORV framework. Additionally,

their estimation generates model rates of return to capital investment that are much too high,

ranging between 30 to 50 percent over the full period (see Maliar et al. (2022), Figure 4).

These returns are much higher than observed returns to capital investment over this period

(see, for example Marx et al. (2019) and Òscar Jordà et al. (2019)), and are also much

higher than the average model-generated returns in Krusell et al. (2000) (around 4 percent)

and in this paper (ranging between 8 to 12 percent in the baseline estimation).2 The size of
2 Marx et al. (2019) report that return on U.S. productive capital has increased from 6 percent in 1980s to

around 10 percent in late 1990s, before falling back to around 8 percent by 2010. Òscar Jordà et al. (2019)
find the post-1980 real return on U.S. risky assets to be near 7 percent.
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investment returns has important implications for the skill premium because such excessively

high returns would be expected empirically to lead to much more investment, which in turn

would significantly widen the skill premium through capital-skill complementarity.

One factor that is contributing to substantially higher returns in their paper is that they

estimate a higher value for the parameter governing the income share of structures capital

in the model, nearly 0.2, compared to our estimate of 0.11, which is similar to the estimate

in Krusell et al. (2000), and to the income share of structures capital in Greenwood et al.

(1997). However, this difference alone cannot account for the very high returns their model

generates, and we are unaware of other differences in their analysis that would deliver such

high returns.

The paper also relates to the literature on factor income shares. Labor’s share of gross

income in the United States has been declining in recent years (see, for instance,

Karabarbounis and Neiman (2014b) and Armenter (2015)). Karabarbounis and Neiman

(2014b) study changes in the labor share across a panel dataset including 56 countries, and

analyze this dataset using a model in which rapid productivity growth in capital goods,

which in turn decreases the relative price of capital goods, incentivizes producers to

substitute away from labor input into capital input within a production technology in

which labor and capital are more substitutable than Cobb-Douglas. This substitution away

from labor to capital decreases labor’s share of income. Quantitatively they find that the

observed long-run decline in investment goods prices accounts for about half of the change

in labor share, even after allowing for other mechanisms, including changes in monopoly

rents and changes in the skill composition of workers. Other factors studied within this

literature include, trade and offshoring (Elsby et al. (2013)), foreign direct investment in

inflows and mechanization (Guerriero (2012)), structural change and heterogeneity

(Alvarez-Cuadrado et al. (2015)), a global productivity slowdown (Grossman et al. (2018)),

and increasing concentration within industries (Dorn et al. (2017)). This paper connects

the declining labor share to technological change, including Orak (2017), who links the
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decline in labor’s share to technological change and the resulting shift in the occupational

composition of the workforce; vom Lehn (2018), who explains the decline with replacement

of workers engaged in routine (repetitive) occupations (job polarization); Eden and Gaggl

(2018), who attribute half of the decline to the rise in the income share of ICT capital,

using a framework distinguishing between ICT and non-ICT capital; and Eden and Gaggl

(2019), who show that more than one quarter of the global decline in the labor share can be

explained by a change in capital composition that works through automation. Analyzing

the KORV framework after 1992 allows the model to confront these observations and

analyze their quantitative importance in estimating the production function parameters.

There are also several studies suggesting that the decline in labor’s share is less

significant once some factors, such as a significant rise in housing capital (Rognlie (2015));

capitalization of intellectual property products (Koh et al. (2015)); a substantial rise in

equity-based compensation (Eisfeldt et al. (2022)); and depreciation and taxes (Bridgman

(2018)), are netted out.3 Sherk (2016) argues that the decline in labor’s share reflects how

increased depreciation of capital and the income of the self-employed are accounted for.

Given these issues regarding gross and net income, we construct a measure of net labor

share to use in the analysis, which is indeed more stable than the gross labor share.4

2.3 Data

We construct capital stocks and labor inputs between 1963 and 2019 along the lines of

Krusell et al. (2000). We collected equipment (including intellectual property products) and

structures investment series from the National Income and Product Accounts (NIPA) and
3 Note that Karabarbounis and Neiman (2014a) also analyze the labor share of gross income and of income

net of depreciation, but they conclude that there is a declining trend in both labor share series on a global
scale. However, Bridgman (2018) and our study focus solely on U.S. data.

4 KORV’s measure of the gross labor share already excluded self-employment.
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used the perpetual inventory method to construct capital stocks following the formula below:

Final inventory = Beginning inventory ∗ (1 −Depreciation rate) + investment.

We obtain structures investment from NIPA Table 5.2.5, then use the implicit GDP price

deflator to generate real investment levels for each year.5 The quarterly data are transformed

into an annual series via simple averaging.

As Krusell et al. (2000) point out, many economists (see, for example, Gordon (1990))

argue that, despite the BEA’s best efforts, NIPA substantially understates the increases in

quality of durable goods over time, including capital equipment, which in turn overstates

the rate of price inflation among these goods. We follow Krusell et al. (2000) and use the

deflator of the equipment investment series provided by DiCecio (2009), which are

constructed following the procedure pioneered by Gordon (1990) and Cummins and

Violante (2002).6,7

When constructing the capital stock series, we use time-varying depreciation rates,

which we calculate from the NIPA tables by dividing the current cost capital consumption

series by current cost capital stock series. This choice is motivated by the fact that the

depreciation rates of equipment capital have risen significantly since the original KORV

study (see Figure 2.3), particularly during the technological boom period of late 1990s and

early 2000s. Thus, time-varying depreciation rates may give a more accurate measure of the

actual capital stock in any particular year than using an average rate. Alternatively, we use

constant depreciation rates as in KORV, but calculate the average values using the most

recent data.
5 U.S. Bureau of Economic Analysis, Gross Domestic Product: Implicit Price Deflator [GDPDEF], retrieved

from FRED, Federal Reserve Bank of St. Louis; https://fred.stlouisfed.org/series/GDPDEF.
6 DiCecio, Riccardo, Equipment Deflator [EDEF], retrieved from FRED, Federal Reserve Bank of St. Louis;

https://fred.stlouisfed.org/series/EDEF.
7 Figure 2.11 in the Appendix 2.9 compares the NIPA equipment price series with that of DiCecio (2009).
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2.3.1 Labor Inputs and Wage Rates

As in Krusell et al. (2000), we specify skilled and unskilled labor based on educational

attainment. The data are drawn mainly from the Current Population Survey (CPS) March

Supplement, now called the Annual Social and Economic (ASEC) Supplement, integrated by

IPUMS (Flood et al. (2015)) for the years 1963 through 2019. We use all of the person-level

data, excluding those who are younger than 16 or older than 70, unpaid family workers, and

those working in the military (together with other institutionalized population) to maintain

comparability with earlier studies, including Katz and Murphy (1992) and Krusell et al.

(2000). Although we drop the self-employed from our wage sample, we include them when

constructing labor input series. We also drop the observations of those who report working

less than 40 weeks or 35 hours a week or both from the wage sample as it is standard in the

related literature. Finally, we exclude individuals with allocated income, those with hourly

wages below half of the minimum federal wage rate, and those whose weekly pay was less

than $62 in 1980 dollars to remove outliers and misreporting. A detailed description of the

construction of labor input and hourly wages is in the Appendix 2.7.1.

2.3.2 Labor Share

We construct our labor share series using the BEA NIPA tables. To facilitate comparison

with Krusell et al. (2000), we begin by using their definition of labor share, which is

constructed in a manner similar to what Cooley and Prescott (1995) describe. As such, we

define labor share as the ratio of labor income (wages, salaries, and benefits) to the sum of

labor income plus capital income (depreciation, corporate profits, net interest, and rental

income of persons). This is our benchmark definition and is called the “KORV definition."

As an alternative, we also use the nonfarm business sector (NFBS) labor share, which is

the most commonly used definition in the labor share literature. The data construction is

in Appendix 2.7.2, and we also report some of the findings with this alternative definition
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in Appendix 2.9. As shown in the top left panel of Figure 2.1, although the (gross) labor

share was nearly flat in KORV’s data, it has been trending down since that time. Apart

from level differences, both the KORV and NFBS labor shares show this pattern, though

the decline is less pronounced for the NFBS labor share.

Figure 2.1: Labor Shares
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While the declining labor share has been considered one of the most striking and

puzzling features of the recent U.S. economy, some claim that the decline reflects increased

depreciation of capital (see, for example, Sherk (2016)). To analyze how netting out

depreciation affects our findings, we construct an alternative measure of labor share that

subtracts depreciation from gross income, which we then use to construct the labor share of

net income. As seen in the right panel of Figure 2.1, these net measures of labor share do

not exhibit a significant trend decline, though they are very volatile.

2.3.3 Summary of the Data

Figure 2.2 presents the evolution of the labor data from 1963 through 2019, along with a

comparison to the original KORV data. Skilled labor input (panel a) has been continuously

rising since the early 1970s, while unskilled labor input (panel b) declined by almost 25

percent over the 1963-2019 period. These patterns are largely in line with what KORV
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documented for the 1963-1992 period, though there is a level shift in skilled labor input

(reflecting data revisions) beginning in 1982 relative to KORV.8 The wage-bill ratio, which

is the ratio of the labor income of skilled labor to that of unskilled labor, has continued

to increase (panel c). More specifically, we construct the wage-bill ratio as the ratio of the

product of average wage and total hours of the skilled labor (as constructed in Appendix 2.7)

to that of the unskilled. Finally, income inequality has continued to widen since KORV’s

study, with the skill premium rising from a normalized level of about 1.2 in 1992 (the final

year of KORV) to about 1.5 in 2019 (panel d).

Figure 2.2: Comparison of the Original KORV Data with Updated Labor Data
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8 Other studies replicating KORV data, including Polgreen and Silos (2008) and Maliar et al. (2020), have
documented a similar level shift.
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Figure 2.3 presents the evolution of the capital stock data over the 1963-2019 period,with

a comparison to the original KORV data when applicable. Consider first panel a, which

shows the growth rate of the relative price of equipment capital, which in the model is

equal to the inverse of the equipment-specific technology parameter. The decline in the

relative price of equipment capital accelerated during the late 1990s and early 2000s, which

is commonly cited as the “IT Boom" period. Since 1992, the growth rate of the relative

price of equipment capital has averaged about negative 6.4 percent per year, compared with

the negative 4.2 percent observed during the period of the original Krusell et al. (2000)

study. This indicates faster technological progress in equipment after 1992, which coincides

with a rising depreciation rate (panel b) and an acceleration of the increase in the stock of

equipment capital (panel c). By 2019, the stock of equipment capital is more than eighty

times larger than its 1963 level, whereas the stock of structures is only about 4.7 times larger

in 2019 than in 1963 (panel d).
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Figure 2.3: Comparison of Original KORV Data with the Updated Capital Data
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2.4 Model

2.4.1 Model Environment

We use the same theoretical framework as Krusell et al. (2000). There are four factors of

production: structures (kst) and equipment (keq) capital; and skilled (s) and unskilled (u)

labor inputs. These inputs are combined using a nested CES aggregate production function

that allows different substitution elasticities between unskilled labor input and the composite

output of equipment capital and skilled labor input, and between equipment capital and
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skilled labor input.

There are three final goods in the economy: consumption (c), investment in structures

capital (ist), and investment in equipment capital (ieq). Consumption and structures capital

are produced using the same constant returns to scale technology, and prices of both are

normalized to one, as is standard in the literature. Of note, the growth rates of prices

of consumption and structures are almost perfectly correlated in the data, as shown in

Figure 2.12 in the Appendix 2.9.

There is equipment-specific technological change in which one unit of the final good

that is invested in equipment produces qt units of equipment capital, where qt is equipment-

specific productivity.

Perfect competition guarantees that

peq,t = 1
qt
, (2.1)

where peq,t is the relative price of equipment capital, and its inverse is used as the proxy for

equipment-specific technological progress.

Given competition and constant returns to scale, the aggregate resource constraint for

this economy is as follows:

Yt = ct + ist,t + ieq,t
qt

= AtG
(
kst,t, keq,t, hu,t, hs,t, δeq,t, δst,t; Υ

)
, (2.2)

where Y is the final good, hu, and hs are raw unskilled and skilled labor units, respectively.

A denotes neutral technological change. Finally, Υ is the set of model parameters, which is

detailed below.

2.4.2 Production Technology

Following Krusell et al. (2000), we use the CES aggregate production function below:
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G
(
kst,t, keq,t, hu,t, hs,t, δeq,t, δst,t; Υ

)
= kαst,t

(
µuσt + (1 − µ)

[
λkρeq,t + (1 − λ)sρt

]σ
ρ

) 1−α
σ

.9 (2.3)

In equation (2.3), ut and st, efficiency hours for the respective skill groups, are defined

as follows:

ut = eφu,thu,t (2.4)

st = eφs,ths,t. (2.5)

The model has the following set of parameters to be estimated:

Υ ∈ {σ, ρ, α, µ, λφu, φs}. Here, µ and λ are parameters governing the factor shares. The

parameter α is the income share of structures capital. φu and φs are the efficiencies of

unskilled and skilled labor, respectively. The parameters σ and ρ govern the elasticities of

substitution between equipment capital and the two types of labor input. Following Krusell

et al. (2000), the elasticity of substitution between equipment capital and skilled labor

input is 1
1−ρ . The elasticity of substitution between unskilled labor input and the CES

composite of equipment capital and skilled labor is 1
1−σ . Holding other factors constant,

the elasticity of substitution between unskilled labor and equipment is also 1
1−σ .10

Krusell et al. (2000) show that capital-skill complementarity requires σ > ρ

(equivalently, 1
1−σ > 1

1−ρ). This implies that equipment-specific technological progress

increases the relative demand for skilled labor input, and depresses the relative demand for

unskilled labor.
10 Note that the KORV substitution elasticity definition assumes that all other factors are held constant. There

are alternative definitions of the substitution elasticity between two factors in a production function that has
more than three or more factors, including the Allen and Moroshima elasticities. Polgreen and Silos (2008)
report that capital-skill complementarity also holds in the KORV framework for the Allen and Morishima
elasticities, though the magnitudes are different. However, these distinctions in defining the substitution
elasticity do not play a role in understanding the impact of capital deepening on wage inequality in the
model. As we note immediately below, this depends on whether the value of σ > ρ.
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2.4.3 The Model Skill Premium

Given perfect competition, the firm’s problem is

Πt = Yt − rst,tkst,t − req,tkeq,t − wu,thu,t − ws,ths,t, (2.6)

where rst,t and req,t are the rental rates of structures and equipment capital, respectively.

Similarly, wu,t and ws,t denote the wage rates of unskilled and skilled labor at time t.

The skill premium at time t is:

πt = wst

wu,t
= MPLs,t
MPLu,t

= AtGs,t

AtGu,t

,

where MPLs,t and MPLu,t are marginal products of skilled and unskilled labor inputs,

respectively.

As presented in Krusell et al. (2000), the skill premium in this model is as follows:

πt = (1 − µ)(1 − λ)
µ

λ(keq,t
st

)ρ
+ (1 − λ)


σ−ρ

ρ (
hu,t
hs,t

)1−σ (
φs,t
φu,t

)σ
. (2.7)

When equation 2.7 is log-linearized and differentiated with respect to time, one obtains:

gπt ≈
relative quantity effect︷ ︸︸ ︷

(1 − σ)(ghu,t − ghs,t) +
relative efficiency effect︷ ︸︸ ︷
σ(gφs,t − gφu,t) +

capital-skill complementarity effect︷ ︸︸ ︷
(σ − ρ)λ

(
keq,t
st

)ρ
(gkeq,t − ghs,t − gφs,t) ,

(2.8)

where gj,t denotes growth rate of variable j at time t.

As shown in equation 2.8, Krusell et al. (2000) decompose the growth in the skill

premium into three components. The first component, the relative quantity effect, shows

that when σ < 1, faster growth in skilled labor supply reduces the skill premium. The

relative efficiency effect depends on the sign of σ. When σ > 0 (σ < 0), relatively faster
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growth of skilled labor efficiency drives the skill premium higher (lower). Finally, when

there is capital-skill complementarity effect, meaning that σ − ρ > 0, faster growth in

equipment capital relative to the supply of skilled labor input increases the skill premium.

This effect would get smaller (larger) over time if ρ < 0 (ρ > 0).

2.5 Quantitative Analyses

2.5.1 Estimation Strategy

We estimate the model from 1963 through 2019 and we also estimate the model in sub-

samples so we can compare the results to those from Krusell et al. (2000), who estimated

the model from 1963 to 1992. As in Krusell et al. (2000), our baseline framework uses

equipment capital as the capital stock that is complementary with skilled labor. As an

alternative, we estimate the model using Information and Communication capital (ICT) as

the complementary capital stock. We examine the model using this alternative measure of

capital given the very rapid technological advances in this category of capital goods (e.g.

computer hardware, software, telecommunications devices, etc.).

As noted above, we use the same empirical methodology as Krusell et al. (2000). This

includes a two-stage simulated pseudo maximum likelihood estimation (SPMLE) procedure

to estimate most of the model parameters. Appendix 2.8 describes this in detail. Since

we later will find that the KORV framework will be challenged in capturing labor’s share

of income, we also estimate the parameters with generalized method of moments (GMM)

methodology, which is more widely used than SPMLE and does not require the full likelihood

of the model. Details are described in Appendix 2.8.

For the SPMLE methodology, there are two stochastic elements to close the model and

ensure that the likelihood is non-singular. This involves introducing stochastic components

into the two labor inputs. Following Krusell et al. (2000), we specify the stochastic process

80



as:

φt = φ0 + ωt, (2.9)

where φt is a 2 × 1 vector of the log of labor efficiencies for skilled and unskilled labor at

time t, φ0 is a 2 × 1 vector of constants that correspond to the average levels of efficiencies

(efficiency levels in the absence of efficiency shocks), and ωt is a 2×1 vector of labor efficiency

shocks, which are assumed to have a multivariate normal distribution with zero mean and

covariance matrix Ω =

η2
ω 0

0 η2
ω

, where η2
ω is the common variance of efficiency shocks. Note

that, for comparability, we rule out trend growth for labor efficiencies as in Krusell et al.

(2000).

The relative price of equipment capital is the second stochastic element. This price

affects the rate of return to investment in equipment capital. Krusell et al. (2000) motivated

this condition by hypothesizing a risk neutral investor, for whom arbitrage would equate

the ex-ante expected returns on the two investments. Krusell et al. (2000) called this a “No

Arbitrage" condition, and it is given as follows:

qtAt+1Geq,t+1 + (1 − δeq,t+1)E
(
qt
qt+1

)
︸ ︷︷ ︸

ex-ante expected return on equipment capital

= At+1Gst,t+1 + (1 − δst,t+1)︸ ︷︷ ︸
ex-ante expected return on structures

, (2.10)

where Geq,t+1 and Gst,t+1 are derivatives of function G
(
kst,t, keq,t, hu,t, hs,t, δeq,t, δst,t; Υ

)
with

respect to equipment and structures capital stocks at time t + 1, respectively, and δst,t and

δeq,t are the corresponding depreciation rates at time t. The first term on the left-hand

side is the marginal product of equipment investment, and the second term is undepreciated

equipment capital, adjusted by the expected change in its market price. The right-hand side

terms are analogues for capital structures.

Equation 2.10 is one of the three equations used in the estimation. Krusell et al.

(2000) developed this equation based on the idea of a risk neutral investor choosing

between investing at the margin in equipment or structures, where both types of capital
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have the same tax treatment, and (1 − δeq,t+1)E
(

qt

qt+1

)
= (1 − δeq,t+1) qt

qt+1
+ ϵt with ϵt is

assumed to be normally distributed with mean zero and variance η2
ϵ . As such, we use the

following form of equation 2.10 in the estimation:

0 = qtAt+1Geq,t+1 + (1 − δeq,t+1)E
(
qt
qt+1

)
− At+1Gst,t+1 − (1 − δst,t+1) + ϵt. (2.11)

The other two equations used in the estimation are as follows:

ws,ths,t
wu,thu,t

= wbrt(Xt, φu,t, φs,t; Υ) (2.12)

ws,ths,t + wu,thu,t
Yt

= lsharet(Xt, φu,t, φs,t; Υ), (2.13)

where the wbrt is the wage-bill ratio and lsharet is the labor share at time t, both

of which are obtained from model-implied marginal products of the skilled and unskilled

labor inputs (ws,t and wu,t, respectively). Each of these marginal products is a function of

observable factor inputs Xt =
{
kst,t, keq,t, hu,t, hs,t, δeq,t, δst,t

}
, unobservable labor efficiencies

φu,t and φs,t, and a set of parameters Υ = {σ, ρ, α, µ, λ, φu0, φs0, ηϵ, ηω}.

The system is a nonlinear state space model with three observation equations

Zt = f(Xt, φu,t, φu,t, εt; Υ), and two state equations φt = φ0 + ωt (one for skilled and one

for unskilled labor efficiency). Here, Z is a 3 × 1 vector of observables corresponding to

equations 2.11 to 2.13. The right-hand sides of the equations are the model counterparts of

the corresponding series implied by marginal products of inputs, observables, and

estimated parameters and efficiencies.11

As in Krusell et al. (2000), we calibrate some of the parameters. Depreciation rates are

obtained from the NIPA capital stock and capital consumption tables. Unlike Krusell et al.
11 The left-hand sides are: a vector of zeros for the no-arbitrage condition, the ratio of the product of average

wage and hour of the skilled labor to that of the unskilled for the wage-bill ratio, and labor shares as
constructed from the NIPA tables.
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(2000), we use time varying depreciation rates in our benchmark analysis, as these

depreciation rate means and volatilities have increased since the Krusell et al. (2000)

estimation period.

The depreciation rate of structural capital averages 0.0278, while the depreciation rate

of equipment capital averages 0.1483 over the 1963-2019 period, beginning with 0.1311 in

1963 and rising up to 0.1706 in 2019. For simplicity, we assume the future depreciation

rates in the case of time-varying depreciation are known. We will compare the results from

time-varying depreciation to those with fixed depreciation below.

To calibrate ηϵ, we estimate an ARIMA model for the growth rate of the relative price

of equipment capital: q̂t = qt−1
qt

. The estimated ARIMA model is q̂t = 2.12 − 0.001t −

0.48q̂t−1 + 0.58ϵt−1 + ϵt with an estimated standard deviation of white-noise disturbance (σϵ)

of = 0.0233. As Krusell et al. (2000) do, ηϵ is then calibrated as (1 − δ̄eq) times σϵ, where δ̄eq

is the mean of the equipment capital depreciation rate. Using this calibration method, we

set ηϵ to = 0.020.12

Furthermore, because µ, λ, φu0, and φs0 are scaling parameters, we normalize φs0 as

Krusell et al. (2000) do, setting it equal to 2.

The remaining parameters are estimated using the two-stage SPMLE method of Krusell

et al. (2000), which is discussed in more detail in Appendix 2.8. In the first stage, to allow

for the possible dependence of labor input on shocks, we follow Krusell et al. (2000) and

regress the labor inputs on the set of instruments they used: current and lagged stocks of

both types of capital, the lagged relative equipment capital price, a time trend, and the

lagged value of the index of leading business cycle indicators of the Conference Board. The

fitted (instrumented) values are then used in the SPMLE stage.

As in KORV, we choose the value of ηω that minimizes the joint sum of squared

deviations between the skill premium and its model counterpart and between the ex-post

returns on structures and equipment investments. Note that we do not view this parameter
12 When we estimate the ARIMA model for the 1963–1992 period, we obtain: q̂t = 2.85 − 0.001t+ 0.55q̂t−1 −
ϵt−1 + ϵt with σϵ = 0.0243. By the same calibration strategy, we obtain ηϵ = 0.021 for this period.
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as having specific economic interest within the scope of this analysis; rather it is introduced

to ensure a non-singular likelihood.13

The Krusell et al. (2000) estimation is complex, which in part is due to a number of

latent exogenous variables within the likelihood function. We therefore also estimate the

parameters using GMM, which does not use the full likelihood of the model.

To implement GMM, we use the same instruments as those used in the SPMLE

estimation described above. We estimated the production function parameters α, σ, µ, ρ,

and λ; and efficiency level of unskilled labor φu using the three moment conditions

consisting of the wage-bill ratio, the labor share, and the no-arbitrage condition. As with

SPMLE, we normalize φs at 2. Details of the GMM estimation are discussed in Appendix

2.8.

2.5.2 Findings

This subsection presents the estimated parameters and model fit for the full 1963-2019 period

as well as 1963-1992, the period analyzed by Krusell et al. (2000). Given recent changes in

labor share and the large literature which has studied this change, we also estimate the

model using two alternatives to Krusell et al. (2000), who use the standard measure of labor

share of gross output. The alternatives are the share of labor income net of depreciation

(as discussed in Bridgman (2018)) and nonfarm business sector (NFBS) labor income share,

based on both gross output and output net of depreciation.

Because the findings are very similar to our baseline results when we use non-farm

business sector output rather than real output of the business sector, we report parameter

estimates and model fits for this case only in the Appendix (see Tables 2.7 and 2.8 and

Figures 2.14, 2.15 and 2.16).14 Although the parameter estimates change slightly in this
13 As the working paper version of Krusell et al. (2000) (Krusell et al. (1997)) notes, if ηω is estimated jointly

with the rest of the parameters, the algorithm chooses a large value as it helps fit the difference between the
two rates of return to capital in the mid-1970s when the relative price of equipment is extremely volatile and
exhibits a very large spike in 1975. A very high value of ηω, however, worsens the fit of the skill premium.

14 When using the nonfarm business sector labor share in estimation, we drop farm, households and government
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case, capital-skill complementarity remains sizable and significant, as in the baseline case,

which uses KORV’s definition of the labor share.15 When the nonfarm business sector labor

share is used in the estimation, the model fit improves slightly for the skill premium and

for the ex-ante no-arbitrage condition, though ex-post rates are somewhat larger than their

empirical counterparts. In terms of the labor share, using the nonfarm business sector labor

share brings no improvement (see Table 2.5).

Our baseline estimation involves time-varying depreciation rates to ensure consistency

of data construction and model assumptions. However, because almost all macroeconomic

models assume constant depreciation rates, we also estimated the baseline model using

constant depreciation rates to check applicability of our results to general equilibrium

models with standard assumptions for depreciation rates. The findings, which are reported

in Appendix 2.9 (see Table 2.9 and Figure 2.17), are very similar to the baseline findings,

suggesting that time-varying depreciation rates assumption are not impacting the results.

2.5.2.1 Baseline results with KORV’s definition of gross labor share

Table 2.1 presents the estimated parameters for 1963 through 1992, which is the original

time period analyzed by KORV, and using the original KORV data.

Row I reports the estimates of KORV and row II is our replication using the original

KORV data and their SPMLE methodology. Figure 2.13, which is presented in the Appendix,

should be compared with figures 5 through 8 in Krusell et al. (2000), as it shows the model

fit with the same data and estimation methodology.

The SPMLE estimated parameters and the model’s fit are both nearly identical to

KORV, confirming that any changes in our results in the following discussion will be

data-driven. GMM estimates are presented in row III, and are also similar to the SMPLE

sectors when constructing wage and labor input data. The resulting skill premium series are highly correlated
for both cases, reflecting the fact that the excluded sectors account for a small part of business sector output.
We also subtracted farm sector investment when constructing corresponding capital inputs, which already
excluded government capital as in Krusell et al. (2000).

15 The only parameter that is considerably different from the baseline case is α, which is the income share of
structures capital. This difference is driven by the level difference between KORV and NFBS labor shares.
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estimates. GMM confirms significant capital-skill complementarity, though indicating

somewhat larger substitution elasticities between equipment capital and skilled labor and

between their composite output and unskilled labor compared with the original and

replicated KORV elasticities (rows I and II).

Table 2.1: Parameter Estimates for the 1963-1992 Period with Original KORV Data

Model Methodology σ ρ α ηω

I. KORV (2000) SPMLE 0.401 −0.495 0.117 0.043
(0.234) (0.048) (0.007) (0.003)

II. KORV Replication SPMLE 0.411 −0.505 0.108 0.043
(0.014) (0.055) (0.003) (0.005)

III. KORV Replication GMM 0.471 −0.396 0.117 −
(0.021) (0.043) (0.002) −

Notes: The values in parentheses are standard errors.

Table 2.2 presents the parameter estimates when we use our revised and updated data

in estimation for both 1963-1992 and 1963-2019 periods, for KORV’s definition of both gross

and net labor shares, and with the two estimation methodologies. In all cases, SPMLE

and GMM parameter estimates and model fits are very similar. First consider the results

for original period of KORV’s study with KORV’s definition of the gross labor share and

SPMLE estimation. In this case, ρ, the parameter governing the elasticity of substitution

between equipment capital and skilled labor input, and α, the share of structures capital in

production, are little changed from the original KORV results and from our replication with

original KORV data in Table 2.1.

Our estimate of σ, the parameter governing the elasticity of substitution between

equipment capital and unskilled labor input, is only slightly different with the revised data.

KORV’s estimated elasticity was 1.67, compared to our estimate of 1.70 using their original

data (row II of Table 2.1), and 1.77 with revised data, indicating even more substituability

between equipment and unskilled labor in the revised data. The estimated parameters

change only slightly with GMM, and the degree of capital-skill complementarity is largely

unchanged.
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Table 2.2: Parameter Estimates with Updated Data

Labor Share Period Methodology σ ρ α ηω

KORV Gross

1963-1992
SPMLE 0.438 −0.520 0.105 0.083

(0.020) (0.043) (0.002) (0.007)

GMM 0.467 −0.478 0.106 −
(0.018) (0.035) (0.002) −

1963-2019
SPMLE 0.431 −0.309 0.109 0.085

(0.013) (0.026) (0.002) (0.005)

GMM 0.461 −0.298 0.112 −
(0.007) (0.013) (0.002) −

KORV Net

1963-1992
SPMLE 0.412 −0.606 0.098 0.111

(0.024) (0.047) (0.002) (0.015)

GMM 0.428 −0.592 0.098 −
(0.022) (0.041) (0.002) −

1963-2019
SPMLE 0.422 −0.381 0.097 0.090

(0.016) (0.031) (0.002) (0.006)

GMM 0.460 −0.339 0.098 −
(0.008) (0.014) (0.002) −

Notes: The values in parentheses are standard errors.

Figure 2.4 presents the model’s fit for 1963 through 1992 using the revised data with

both SPMLE and GMM estimation and with KORV’s definition of gross labor share. Panels

a through d shows that the model predictions are broadly in line with the data for both

SPMLE and GMM. Panel d shows that the model captures the rise in the skill premium in

the late 1960s, the decline until the 1980s, except for an increase in the early 1980s, and the

large rise thereafter. Regarding the labor share, the model generates a labor share that is

too smooth (see panel b), but the model captures a sizable component of long-run changes

in labor share, predicting a decline until the early 1980s and a slight increase afterwards.

Both the data and the model have the same average labor share of 69.2 percent.

The elasticity parameters estimated by Krusell et al. (2000) have been used extensively

in the inequality literature. To evaluate the empirical fit of the model after 1992, we kept

these parameters constant from row II in Table 2.1, which are obtained using original KORV

data, but projected the model through 2019, extending the original KORV data with the

growth rates of variables since 1992. Figure 2.5 shows these results with SPMLE estimation.16

16 Because the model fits are very similar for two methodologies, we do not report the GMM fits in this figure.
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Figure 2.4: Model Fit for the 1963-1992 Period with Updated Data
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Notes: These charts are produced using the observed factor inputs and the parameters estimated using
data for 1963-1992. KORV’s definition of gross labor share is used in the estimation. While panel a runs
through 1991, the rest of the panels plot the data and the model fit for the entire 1963-1992 period.
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As seen in panels c and d, the model does remarkably well regarding the wage-bill ratio and

the skill premium until recently. Consider the skill premium, as shown in panel d. Although

the parameters are obtained with data until 1992, the model predicts the rise in the skill

premium until the early 2000s, as well as the slowdown in its growth rate until around

2014. However, the model with the original KORV parameter estimates fails to capture the

increase in the skill premium in the past few years.

Figure 2.5: Model Out-of-sample Predictions for the 1993-2019 Period

Notes: These charts are produced using the observed factor inputs and the parameters estimated with the
original KORV data until 1992 and with the SPMLE methodology. KORV’s definition of gross labor share
is used in the estimation. The blue area represents the out of sample prediction. While panel a runs
through 2018, the rest of the panels plot the data and the model fit for the entire 1963-2019 period.

The KORV framework does not capture the ongoing decline in the (gross) labor share.
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In contrast, it predicts a counterfactual rise of the labor’s share up to about 78 percent by

2019, from an average value of 69.2 percent. Similarly, the model tends to miss equating the

ex-ante expected rates of returns of structures and equipment capital after the 1990s.

To understand why the original KORV parameters predict a large rise in the labor share,

we conduct several counterfactuals, which are presented in Figure 2.6.

Figure 2.6: Gross Labor Share Counterfactuals

Notes: The chart is produced using parameters estimated using the original KORV data until 1992 with
the SPMLE methodology. The blue area represents the out-of-sample dates. The solid line is the original
KORV data up to 1992, and we then extend it afterwards. The red dashed line is produced using the
observed factor inputs. In counterfactual 1, we keep skilled and unskilled labor inputs constant at their
1992 levels. In counterfactual 2, we keep the growth rate of equipment capital during the post-1992 period
at its average rate over the 1963-1992 period. Counterfactual 3 keeps the stock of equipment capital fixed
at its 1992 level.

Consider first the green dotted line, which is generated by keeping the skilled and

unskilled labor inputs constant at their 1992 levels. The figure shows that keeping these

inputs fixed generates an even larger increase in the labor share, as keeping these inputs

fixed increases the scarcity of labor as a factor of production.
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Consider next the blue and black lines, which are generated by keeping the growth

rate of equipment capital during the post-1992 period at its average rate over the 1963-1992

period, and by keeping the stock of equipment capital fixed at its 1992 level, respectively.

These counterfactuals show that the model’s failure to track the labor share results from the

enormous rise in the stock of equipment capital.

Given the large post-1992 changes in the data, it is natural to re-estimate the model and

these key elasticities with data through 2019. Table 2.2 reports the parameters estimated

from 1963 through 2019 for our baseline case with KORV’s definition of gross labor share

for the two estimation methodology we used.

As seen in Table 2.2, the parameters σ and α do not change significantly from those

estimated by Krusell et al. (2000) and our estimates for the 1963-1992 period (see first row

of Table 2.1 and first two rows of Table 2.2, respectively). However, the estimated value of

ρ, the parameter governing the elasticity of substitution between equipment capital and the

skilled labor input shows somewhat less complementarity than in Krusell et al. (2000) when

estimated through 2019, with an estimated value of -0.309 and -0.299 with the SPMLE and

GMM methodologies, respectively, compared with -0.517 and -0.477, when estimated using

revised data from 1963 through 1992.

From a technological perspective, the finding that equipment capital and skilled labor

became somewhat less complementary since the early 1990s may reflect the notion that

equipment-specific technology is now replacing some jobs involving skilled labor. For

example, artificial intelligence and machine learning are now being used as a substitute for

skilled labor in some industries.

From a goodness-of-fit perspective, the optimization algorithm chooses a somewhat

lower complementarity between skilled labor and equipment capital to attenuate the model’s

prediction of a higher labor’s share of income, as a very high complementarity increases skilled

labor’s productivity and thus labor’s share.

Nonetheless, there is still significant capital-skill complementarity when the model is
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estimated through 2019, with an estimated elasticity between unskilled labor and equipment

of 1.77, and an estimated elasticity of 0.76 between skilled labor and capital equipment with

SPMLE methodology. The difference in these two elasticities is very similar to the differnce

reported in KORV. Table 2.3 compares our elasticity estimates with SPMLE methodology

reported in Table 2.2 with those of Krusell et al. (2000) (row I of Table 2.1).

Table 2.3: Estimated elasticities of substitution(using SPMLE methodology)

I. KORV (2000) II. Updated III. Updated
(1963-1992) (1963-1992) (1963-2019)

1
1−σ 1.67 1.77 1.76

1
1−ρ 0.67 0.66 0.76

Figure 2.7 presents the model’s fit for 1963 to 2019 with the two estimation procedures

and with KORV’s definition of gross labor share. Compared to using parameters estimated

for the original KORV period (Figure 2.5), the model estimated through 2019 gives a much

better fit of the labor share (panel b) as the counterfactual rise in the labor share is

attenuated. Although the model misses the volatility of labor’s share, particularly the fall

since the early 2000s, the average labor share in the model and data are both about 68

percent.

The model estimated over 1963-2019 also improves the fit of the no-arbitrage condition,

as ex-post rates of return move together for both types of capital (see panel a), though the

model’s predicted ex-post rates of return are a bit higher than what empirical studies suggest.

To compare, Marx et al. (2019) report that return on U.S. productive capital increased from

6 percent in 1980s to around 10 percent in late 1990s, before falling back to around 8 percent

by 2010. In contrast, our model predicts a return on capital just above 10 percent since early

2000s.

The model continues to capture the large changes in the skill premium, which include

the rise until the early 1970s, the fall until the early 1980s, and the rise thereafter, together

with a slowdown in the rise since the early 2000s up until recently. This indicates that
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Figure 2.7: Model Fit for the 1963-2019 Period

1960 1970 1980 1990 2000 2010 2020
4

8

12

16

20

P
e
rc

e
n
t

a.Ex-post rates of return on capital (%)

Structures (SPMLE)

Equipment (SPMLE)

Structures (GMM)

Equipment (GMM)

1960 1970 1980 1990 2000 2010 2020
64

65

66

67

68

69

70

71

72

P
e

rc
e

n
t

b.Gross Labor Share

Data

Model (SPMLE)

Model (GMM)

1960 1970 1980 1990 2000 2010 2020
0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

R
a
ti
o

c.The Wage-Bill Ratio (Skilled vs. Unskilled)

Data

Model (SPMLE)

Model (GMM)

1960 1970 1980 1990 2000 2010 2020
1

1.1

1.2

1.3

1.4

1.5

R
a
ti
o
 (

1
9
6
3
 D

a
ta

=
1
)

d.The Skill Premium (Skilled vs. Unskilled)

Data

Model (SPMLE)

Model (GMM)

Notes: These charts are produced using the observed factor inputs and the parameters estimated
employing data for the 1963-2019 period. KORV’s definition of gross labor share is used in the estimation.
While panel a runs through 2018, the rest of the panels plot the data and the model fit for the entire
1963-2019 period.
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the KORV framework, and the hypothesis of capital-skill complementarity more broadly,

remains quantitatively important from 1963 through 2019, a period with remarkable growth

in the relative supplies of skilled and unskilled workers and a period featuring enormous

technological change.

The results with constant depreciation rates are almost unchanged from the baseline

estimation (see Table 2.9), suggesting that our assumption on depreciation rates has no

substantive effect on our findings. This can also be clearly seen in Figure 2.17, which

shows that the resulting model fit is nearly identical when either time-varying or constant

depreciation rates are used for constructing the capital stocks and in the construction of

capital stock series and in the estimation.

2.5.2.2 Estimation with net labor share

This section discusses estimation results when the labor share is measured using income net

of depreciation. As discussed earlier, gross labor share shows around a 5 percentage points

decrease (our baseline), while net labor share does not have any obvious trend change, given

higher deprecation.

When using net labor share, we change the labor share equation as:

˜lsharet = AtGs,ths,t + AtGu,thu,t
AtGt − peq,tδeq,tkeq,t − δst,tkst,t

, (2.14)

while the wage-bill-ratio equation and the no-arbitrage condition remain unchanged.

The lower block of Table 2.2 reports the parameter estimates with KORV’s definition

of net labor share for both periods we study. Similar to our baseline parameter estimates,

capital-skill complementarity remains quantitatively important and significant with this

definition of the labor share. The parameter ρ is estimated to be slightly more

complementary with equipment for the entire period of the study when the net labor share

is targeted. With the SPMLE estimation for the 1963-2019 period, we obtain -0.381

compared to -0.309 (gross labor share) for ρ, which represents a lower elasticity of
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substitution between skilled labor and equipment capital, 0.72 compared to 0.76 estimated

with gross labor share.

Figure 2.8 presents the model fit with net labor share for the 1963–2019 period with the

two estimation methodologies we used. The model fit for the skill premium and wage-bill

ratio improves slightly, especially for the latter period relative to our baseline case with gross

labor share (see Table 2.5). More importantly, the model is consistent with the observed

lower rate of return on equipment capital over the past two decades. Without the challenge

of having to fit the persistent negative trend in gross labor’s share, the model captures the

relative stability of (net) labor’s share, with an average net labor share of 80.5 percent,

compared with 80.7 percent in data. That being said, using the net labor share as one of the

targets instead of using the gross labor share worsens the fit of the gross labor share. This

point is depicted in Figure 2.18 in Appendix 2.9, which plots the model fits for the gross

labor share when either the net labor share or the gross labor share is used in the estimation.

As seen in the figure, the model generates a counterfactual rise in the gross labor share when

the net labor share is targeted, consistent with the fact that substitution parameters are

closer to original KORV parameters in this case.

2.5.2.3 Summary of elasticity estimates across alternative labor share

definitions

The different cases studied in this paper confirmed that capital-skill complementarity remains

important. While both the unskilled and skilled estimated substitution elasticities with

equipment are somewhat higher than in KORV, the difference between the two elasticities

is very similar to that in KORV. We averaged the elasticity estimates we obtained using the

four different labor share types and two estimation methodologies for the two periods we

studied. As seen in Table 2.4, on average, our elasticity estimates are almost unchanged from

what Krusell et al. (2000) report for the 1963-1992 period: 1.67 for the elasticity between

unskilled labor and the composite of equipment and skilled labor and 0.65 for the elasticity
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Figure 2.8: Model Fit for the 1963-2019 Period (with KORV’s Definition of Net Labor Share)
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Notes: These charts are produced using the observable factor inputs and the parameters estimated
employing data for the 1963-2019 period. KORV’s definition of labor share, net of depreciation, is used in
estimation. While panel a runs through 2018, the rest of the panels plot the data and the model fit for the
entire 1963-2019 period.
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between skilled labor and equipment. When the 1963-2019 period is considered, a modestly

larger pair of elasticities–1.70 and 0.75, respectively–are estimated in order to address the

secular decline in the labor share.

Table 2.4: Averaged Elasticity Estimates

Period 1
1−σ

1
1−ρ

Krusell et al. (2000) 1963–1992 1.67 0.67
Updated estimate 1963–1992 1.67 0.65
Updated estimate 1963–2019 1.70 0.75

Notes: Updated estimates are average of eight different estimates obtained using four labor share types:
KORV’s definition of gross and net labor shares and NFBS gross and net labor shares; and two estimation
methodologies: SPMLE and GMM.

2.5.2.4 Comparison of model fits across alternative labor share definitions

To analyze the model fits for the skill premium and labor shares, we compare normalized

root mean squared model errors (NRMSEs) for both gross and net income for both the

KORV and nonfarm business income definitions. Table 2.5 reports NRMSEs for both the

the 1963-1992 and the 1963-2019 periods using the SPMLE methodology in estimation.

Table 2.5: Normalized RMSEs for the Skill Premium and the Labor Share

Skill Premium Labor Share
1963–1992 1963–2019 1963–1992 1963–2019

KORV Gross 0.033 0.051 0.015 0.028
KORV Net 0.035 0.044 0.018 0.028

NFBS Gross 0.033 0.044 0.016 0.032
NFBS Net 0.035 0.042 0.020 0.033

Notes: RMSE stands for root mean squared error. Normalized RMSE is the RMSE divided by the mean
value of the variable during the relevant period. Bold entries represent the smallest value in each column.

Regarding the skill premium, all labor share definitions perform similarly well for the

1963-2019 period, while we see a non-negligible improvement in the fit when we use KORV’s

net labor share definition as well as two types of NFBS labor shares. Regarding the labor

share, estimation with KORV’s gross labor share (our baseline) slightly outperforms all other
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versions for both periods once the RMSEs are corrected (normalized) to account for different

levels of labor share definitions.

Overall, the findings are quantitatively similar, with no specific case appearing to be

superior to the others in all aspects.

2.5.2.5 Estimation with information and communication technologies capital

This section analyzes the implications of changing the complementary capital stock from

total equipment capital to ICT capital. We use the quality-adjusted ICT price deflator of

DiCecio (2009) to construct real ICT investment, and we apply the perpetual inventory

method to construct the annual ICT capital stock. Non-ICT capital equipment is added to

the stock of capital structures.

Extending the KORV framework along this dimension allows us not only to evaluate

whether the model labor share will be closer to the data, but also focuses the analysis on a

concept of a complementary capital stock that has exhibited the fastest technological change.

Panel a of Figure 2.9 shows the very rapid drop in the relative price of ICT capital

compared to total capital equipment (including ICT capital), while panel b shows the

corresponding very rapid rise in the real stock of ICT capital compared to the stock of

total equipment. These differences reflect faster technological change in ICT capital

compared to total equipment.

We estimate the model using both SPMLE as in Krusell et al. (2000) and using GMM.

The results for the elasticity parameters, along with the results with equipment capital (our

baseline) are presented in Table 2.6.

The parameter estimates show strong capital-skill complementarity using ICT capital

as the complementary capital stock. We find an elasticity of substitution of 2.52 between

unskilled labor and the composite output of ICT capital and skilled labor and an elasticity

of substitution of 0.93 between ICT capital and skilled labor using the SPMLE methodology.

Corresponding GMM elasticity estimates are 3.01 and 0.90, respectively.
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Figure 2.9: Equipment vs ICT Capital
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Source: Authors’ calculations from the BEA’s NIPA tables and ICT and equipment capital investment
price deflators of DiCecio (2009).

Table 2.6: Comparison of Estimates of Parameters Governing Elasticities (with KORV’s
Definiton of Gross Labor Share)

Capital Methodology σ ρ

Equipment
SPMLE 0.431 −0.309

(0.013) (0.026)

GMM 0.461 −0.298
(0.007) (0.013)

ICT
SPMLE 0.603 −0.077

(0.050) (0.008)

GMM 0.669 −0.109
(0.007) (0.009)

Notes: The values in parentheses are standard errors.
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The larger unskilled labor elasticity compared to the baseline model with total

equipment suggests that ICT capital is significantly more substitutable with unskilled labor

than is the total stock of equipment.

This finding connects with the closely related literature on the skill content of jobs

introduced in Autor et al. (2003), and further developed in Autor (2015), and related studies

of automation replacing routine jobs, including Acemoglu and Restrepo (2018), Acemoglu

and Restrepo (2019), Eden and Gaggl (2018), and Eden and Gaggl (2019). In particular,

unskilled workers primarily occupy the routine jobs that are being replaced by automation,

which in turn reflects rapid innovations in ICT capital.

Based on these related literatures, it is natural to expect a higher substitution elasticity.

This analysis thus provides a quantitative estimate for how much higher this elasticity is.

The differences in the substitution elasticities between SPMLE and GMM have

implications for the overall model fit and the skill premium, which are presented in

Figure 2.10.

Using ICT capital moderately improves the fit for the model labor share relative to

using the total stock of equipment.17 Both the SPMLE and GMM estimates (see panel b of

Figure 2.10) show about a three percentage point decline in labor share over the full period

of analysis (1963-2019) using ICT capital. However, neither estimation method produces a

significant labor share decline after 1992, a period in which the actual labor share declines by

about five percentage points. This finding is consistent with the results in Eden and Gaggl

(2018), who use a different classification of labor input (routine and non-routine tasks), and

a different price deflator and investment series for the construction of the ICT capital stock

to study the welfare effects of automation (growth of ICT capital) and find also that the

increasing use of ICT has been responsible for about half of the decline in the labor income

share.18 Our findings are also similar to Eden and Gaggl (2018) in that both analyses
17 See Figure 2.19 in the Appendix for a comparison of model fits for KORV’s gross labor share when either

equipment or ICT capital is used as complementary capital.
18 Eden and Gaggl (2018) construct nominal ICT investment series based on data from the World Information

Technology and Services Alliance (WITSA) and the International Telecommunication Union (ITU)
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Figure 2.10: Model Fit for the 1963-2019 Period (with ICT Capital and KORV’s Definition
of Gross Labor Share)
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employing data for the 1963-2019 period. KORV’s definition of gross labor share and ICT capital are used
in estimation. While panel a runs through 2018, the rest of the panels plot the data and the model fit for
the entire 1963-2019 period.
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suggest that capital-biased technological change in conjunction with empirically plausible

substitution possibilities across factors do not fully account for the change in labor share.

The two estimation methods fit the no-arbitrage condition equally well, though neither

captures the large increases in the marginal product of capital equipment that occur after

2010. The GMM parameter estimates fit the skilled-unskilled wage bill ratio very closely

over the full period, while the SPMLE parameter estimates generate a wage bill ratio that

grows more slowly than the actual wage bill ratio after around 2000.

In contrast to all the other cases considered, the model skill premium differs between

the two estimation methods. Panel d of Figure 2.10 shows the model skill premium for both

estimation methods. The model skill premium estimated with GMM tracks the actual skill

premium quite closely over the entire period, including capturing the slowdown in the growth

of the skill premium between 2002 and 2016, a period in which the normalized skill premium

remains at around 40 percent above its 1963 level. The SPMLE model skill premium does

not track the data as closely, particularly the increases that occur after 2005.

The more accurate model skill premium produced using GMM reflects a larger degree

of capital skill complementarity compared to SPMLE. Both methods estimate a skilled labor

- ICT capital elasticity of around 0.9, but the estimated elasticity between unskilled labor

and the composite output of ICT capital and skilled labor is about 3 for GMM, and about

2.5 for SPMLE.

To understand the importance of these differences for the model skill premium, recall

from equation 2.8 that the difference between the parameters governing elasticities (σ and

ρ) is a key factor driving the skill premium. With GMM, the difference between σ and ρ

is about 0.78, whereas this difference with SPMLE is about 0.68, which correspond to a

difference between 1
1−σ and 1

1−ρ of 2.1 and 1.6, respectively.

databases. They treat non-ICT investment as the residual between total capital investment and this ICT
investment. Instead, we take “Information processing equipment investment” (line 10 from NIPA Table 5.3.5)
as the nominal ICT investment and use the difference between total equipment investment (line 9 from NIPA
Table 5.3.5) and “Information processing equipment investment” (line 10 from NIPA Table 5.3.5) as nominal
non-ICT equipment investment. Additionally, Eden and Gaggl (2018) use an ICT price deflator estimated
based on the BEA’s fixed asset accounts, while we used the DiCecio (2009) deflator.
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These results raise the question of why the SPMLE and GMM estimates are different in

this case, whereas they are very similar in all other cases. The primary distinction between

the two estimation methods is that GMM does not need to estimate the variances of the

latent labor efficiency process, whereas these variances are needed to prevent singularity in

the full-information SPMLE estimation method used originally in Krusell et al. (2000).

We found difficulty in achieving convergence with SPMLE without a very volatile labor

efficiency shock process, one in which the standard deviation of labor efficiencies is nearly

30 percent per year. This strikes us as being implausibly large. We conjecture that this high

volatility may be due to the fact that ICT capital grows so much more quickly than the

stock of total equipment; real ICT capital rises by a factor of nearly 2,500 since 1963, while

the total stock of equipment rises by about a factor of 83 over the same period.

Given that GMM provided reasonable results in all the other cases evaluated here, we

focus on the GMM estimates for the case of ICT capital, which yield substitution elasticities

of about 3 between unskilled labor and the composite output of ICT capital and skilled labor,

and about 0.9 between skilled labor and capital, and leave the technical issues regarding

SPMLE estimation for future research.

2.6 Conclusion

This paper analyzes the quantitative importance of capital-skill complementarity as a

determinant of U.S. wage inequality, using data through 2019, compared with Krusell et al.

(2000), which used data through 1992.

We first study the out-of-sample performance of the original Krusell et al. (2000)

framework, which predicts a rise in the skill premium after 1992, but a counterfactual rise

in labor’s share of income. We then study how alternative measures of income, labor’s

share of income, depreciation, the conceptual definition of the complementary capital

stock, and an alternative estimation method, affect the model’s ability to jointly capture
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the skill premium and labor’s share.

We find that capital-skill complementarity continues to be a quantitatively important

determinant of U.S. wage inequality, despite the five percentage point decline in labor’s

share that has occurred after the Krusell et al. (2000) estimation period ended. In all of

the estimation cases, the post-1992 decline in labor’s share results in an estimated degree

of complementarity between skilled labor and capital that is slightly lower than in Krusell

et al. (2000), as well as a modestly higher estimated elasticity between unskilled labor and

composite output of equipment and skilled labor. The reason for this is because slightly

higher elasticities, ceteris paribus, reduce the marginal productivities compared to lower

elasticities, and thus do not put as much upward pressure on the model’s labor share. The

largest departure we consider from Krusell et al. (2000) is replacing the total stock of

equipment capital with information-communications-technology capital as the capital stock

that is complementary with skilled labor. When estimated with GMM, the model captures

the skill premium closely and produces a slowly declining labor share between 1963-1992.

However, the model does not capture the drop in labor’s share that occurs after 2000.

For economic models that posit the total stock of equipment as the complementary

capital stock, we find that the KORV elasticity estimates change very little, from about

1.67 to about 1.70 for unskilled labor and equipment, and from about 0.67 to about 0.75 for

skilled labor and equipment. For models that posit ICT capital as the complementary capital

stock, we find the unskilled labor elasticity rises to about 3, which may reflect the process

of routine jobs being replaced by automation, as analyzed in Autor (2015) and Acemoglu

and Restrepo (2018). For the ICT case, the substitution elasticity between skilled labor and

capital is about 0.9.

This study finds that capital-skill complementarity remains strong in U.S. data between

1963-2019, accounting for much of the change in wage inequality between highly skilled and

less-skilled workers. However, the KORV framework does not yet capture the drop in labor’s

share that has occurred more recently. A task for future research is to focus on jointly
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accounting for the dynamics of wage inequality and the decline in labor’s share within this

framework.

2.7 Appendix: Data description

2.7.1 Construction of labor inputs and wage rates

Our labor and wage series construction follow earlier studies, including Katz and Murphy

(1992), Krusell et al. (2000), Autor et al. (2008) and Domeij and Ljungqvist (2019). We use

all of the person-level data, excluding the agents who are younger than 16 or older than 70,

unpaid family workers, those working in the military, who were not in the labor force in the

previous year, and who did not report their education level. We included the self-employed

when constructing labor inputs, even though we excluded them from our wage sample. This

gave us a better match of original KORV data, but excluding or including the self-employed

from the labor input construction did not have any significant effect on our findings. In our

wage sample, we also dropped the observations reporting working less than 40 weeks or 35

hours a week or both. Following Domeij and Ljungqvist (2019), we also dropped individuals

with allocated income, those with hourly wages below half of the minimum federal wage

rate, and those whose weekly pay was less than $62 in 1980 dollars from our wage sample.

For each person, we record their personal characteristics: age, sex, race; employment

statistics: employment status (empstat), class of worker (classwly), weeks worked last year

(wkswork1 and wkswork2), usual hours worked per week last year (uhrsworkly and

shrsworky), income—total wage and salary income (incwage)—and CPS personal

supplement weights: asecwt. Then, each person is assigned to one of 264 groups created by

age, race, sex, and skill (education). Age is divided into 11 five-year groups: 16–20, 21–25,

26–30, 31–35, 36–40, 41–45, 46–50, 51–55, 56–60, 61–65, an 66–70. Race is divided into

three: white, black, others; sex is divided into male and female, and education is divided

into four groups: below high school, high school, some college and college graduates and
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beyond.

Following Krusell et al. (2000), we did not do any correction for topcodes.

Alternatively, we also adjusted topcoded income variables using the “revised income

top-codes files" published by the Census Bureau to swap top-coded values in 1976-2010

CPS files with these revised values. This procedure replaces the top-coded values with new

values based on the Income Component Rank Proximity Swap method, which was

introduced in 2011. With this method, we had the top-coding methodology consistent and

comparable for most of the years in our sample. Because the main results remained

unchanged in this alternative case, we reported only findings without corrections for

topcodes, for the sake of comparability with Krusell et al. (2000).

For the CPS years after 1975, CPS has usual hours worked per week and weeks worked

last year. Thus, calculating the annual hours for a person is straightforward: We simply

multiply weeks worked last year by usual hours worked. Hence, for CPS years 1976 and

after, total hours are:

hoursi,t−1 = wkswork1i,t−1 × uhrsworki,t−1

where i is individual observation and t is the CPS year.

For earlier years, we need to do two adjustments. First, weeks worked are available only

as intervals, and we need to approximate a scalar value for each interval. Fortunately, both

the intervals and actual weeks are available for years after 1975. Therefore, we calculated

the average weeks worked after year 1975 for each interval and replaced the earlier years

with those values.

Second, we have to use the “hours worked last week" variable as a proxy to usual hours

worked per week last year. However, there are many agents who were not employed the week

before the survey or who were employed but not at work for some reason, despite reporting a

positive income for the previous year. Rather than dropping those observations, we replaced
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the hours they worked per week with the average of the hours worked by the people in their

group in that particular year. We also paid attention to whether the person was employed

part time or full time when doing this replacement.

Hourly wage is calculated as

wagei,t−1 =
incwageswappedi,t−1

hoursi,t−1

Later, observations with weeks worked less than 40 hours, weekly hours less than 35, hourly

wage less than half the minimum wage, and weekly pay less than $62 in 1980 dollars are

dropped to smooth out the effect of outliers and misreporting. Following this, for each groups

and year, we calculate group weights as µg,t = ∑
i∈g
µi,t, where i ∈ g is set of groups. Then,

average hours and wage measures for each group and year are calculated as follows:

hoursg,t−1 =

∑
i∈g
µi,t × hoursi,t−1

µg,t

wageg,t−1 =

∑
i∈g
µi,t × wagei,t−1

µg,t
.

To aggregate across groups into aggregate task groups, we follow Krusell et al. (2000)

and use the group wages of 1980 as the weights. We have total hours

Nt−1 =
∑
g∈G

hoursg,t−1 × µg,t × wageg,80

and the average hourly wage is

Wt−1 =

∑
g∈G

hoursg,t−1 × µg,t × wageg,80

Nt−1
.
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2.7.2 Labor share

2.7.2.1 Gross labor share

As the baseline, we followed KORV’s definition of labor share, which we constructed from

the BEA National Income and Product Accounts (NIPA) Tables 1.10 and 1.17.5. To

calculate the gross labor share, we first constructed the capital’s income share following

Cooley and Prescott (1995) as the ratio of the sum of unambiguous capital income (net

interest and miscellaneous payments (domestic industries), rental income of persons with

capital consumption adjustment, corporate profits with inventory valuation and capital

consumption adjustments (domestic industries) and depreciation (consumption of fixed

capital) to the difference between gross domestic income and proprietors’ income. We then

subtracted this ratio from 1 to obtain the gross labor share.

An alternative measure uses the nonfarm business sector labor share, defined as “total

employee compensation in the nonfarm business sector excluding self-employment income”

divided by “gross value added in the nonfarm business sector excluding self-employment

income.” It is constructed using NIPA Tables 1.3.5, 1.12, 1.13 and 6.2. To construct the

numerator, we take “compensation of employees, domestic industries (NIPA Table 6.2, line

2)” and subtract the following items from it: farm compensation (Table 6.2, line 5), federal

general government compensation (Table 6.2, line 88), state and local general government

compensation (Table 6.2, line 93), compensation of households (Table 1.13, line 43), and

compensation of institutions (Table 1.13, line 50). To obtain the denominator, we take

“gross value added in the nonfarm business sector (Table 1.3.5, line 3)” and subtract “sole

proprietors income in the nonfarm business sector (Table 1.12, line 11)” from it. The labor

share still demonstrates about a 3 percentage points decline, a little less than about 5

percentage points seen when the KORV’s measure of labor share is considered.

In short, when calculating the alternative labor share, we subtract farm and

government compensations from both the numerator and denominator from the KORV’s
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measure. Economically, the difference between KORV’s definition and the alternative

measure of labor share is the sectors: the former takes the whole economy while the latter

focuses on the nonfarm business sectors.

2.7.2.2 Net labor share

Our first measure of net labor share is comparable to the first measure of gross labor share

(the KORV version), only excluding consumption of fixed capital from the numerator and

denominator when calculating the income share of capital. The alternative net labor share

measure is the nonfarm business sector labor share net of depreciation. To build it, we only

replace the “gross value added in the nonfarm business sector (Table 1.3.5, line 3)” with “net

value added in the nonfarm business sector (Table 1.9.5, line 3).” We see a slight increase in

this measure of labor share over years after taking into account the effect of depreciation.

The surge around 2000 is largely attributed to an increase in employee compensations, and

a stable series of value added.
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2.8 Appendix: Estimation techniques

2.8.1 Simulated Pseudo-Maximum Likelihood Estimation

The estimation process entirely follows Krusell et al. (2000). The process is a simulated two-

stage pseudo-maximum likelihood estimation (SPMLE) method developed by White (1996).

Here, we are providing a brief description borrowed from KORV. Further details can be

found in the original paper, particularly in the working paper version.

In the first stage, we treat the skilled and unskilled labor input as endogenous, and

project them onto a constant and a trend; current, and lagged stocks of capital equipment

and structures; the lagged relative price of equipment; and the lagged value of the U.S.

Commerce Department’s composite index of business cycle indicators. Then in the second

stage, we use the fitted values of skilled and unskilled labor input from the regression in

stage 1 to estimate the model. We define the vector X̃t as consisting of the stocks of

equipment and structures and of the instrumented values of skilled and unskilled labor

input: X̃t =
{
kst,t, keq,t, ĥs,t, ĥu,t, δeq,t, δst,t

}
, where ĥs,t and ĥu,t stand for the fitted values for

skilled and unskilled labor.

In the second stage, we use the instruments and the instrumented values of the labor

input series in SPMLE to estimate the parameters of the model. This proceeds as follows:

Given the distributional assumptions on the error terms, for each date t observation, we

generate S realizations of the dependent variables, each indexed by i, by following two steps:

Step 1: φit = φ0 + γt+ ωit

Step 2: Zi
t = f

(
X̃t, ψ

i
t, ε

i
t;ϕ
)

.
(2.15)

In Step 1, a realization of ωt is drawn from its distribution and used to construct a year t

value for φt. In Step 2, this realization of φt, together with a draw of εt allows us to generate
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a realization of Zt. By simulating the model, we obtain the first and second moments of Zt:

mS

(
X̃t;ϕ

)
= 1

S

∑S
i=1 f

(
X̃t, ψ

i
t, ε

i
t;ϕ
)

VS
(
X̃t;ϕ

)
= 1

S−1
∑S
i=1

(
Zi
t −mS

(
X̃t;ϕ

))(
Zi
t −mS

(
X̃t;ϕ

))′
.

(2.16)

On the basis of these moments constructed for each t = 1...T , we can write the second

stage objective function as:

ℓ2
(
ZT ; X̃t, ϕ

)
= − 1

2T

T∑
t=1

{[
Zt −mS

(
X̃t;ϕ

)]′ (
VS
(
X̃t;ϕ

))−1 [
Zt −mS

(
X̃t;ϕ

)]

− log det
(
VS
(
X̃t;ϕ

))}
.

(2.17)

The SPML estimator ϕ̂ST is defined as the maximizer of equation (2.17). Following

Krusell et al. (2000), we compute the standard errors using Theorem (6.11) in White (1996).

Standard errors:

The computations of the exact asymptotic standard errors take into account the first-stage

parameter uncertainty in the instrumental variable estimation. Define the set of potentially

endogenous variables as XT and the set of instruments as W T in the first stage. Clearly,

the projection in the first stage can be regarded as a special case of maximum likelihood

estimation, and we denote the first-stage likelihood function as ℓ1
(
XT ;W T , θ

)
, where θ is

the parameters of this first-stage likelihood function. The second-stage likelihood function

is ℓ2
(
ZT ; X̃T

(
W T , θ∗

)
, ϕ
)

, where X̃T
(
W T , θ∗

)
is the linear projection of XT in the space

of W T , and the “*" parameters denote the pseudo-true values.

Let ∇θ and ∇θθ denote the first and second derivative with respect to θ. The Hessian

matrix and information matrix are as follows:

H∗ =

 ∇θθℓ
1 (θ∗, ϕ∗) ∇θϕℓ

1 (θ∗, ϕ∗)

∇ϕθℓ
2 (θ∗, ϕ∗) ∇ϕϕℓ

2 (θ∗, ϕ∗)

 =

 ∇θθℓ
1 (θ∗, ϕ∗) 0

∇ϕθℓ
2 (θ∗, ϕ∗) ∇ϕϕℓ

2 (θ∗, ϕ∗)

 (2.18)
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I∗ =

 ∇θℓ
1 (θ∗) · ∇′

θℓ
1 (θ∗) ∇θℓ

1 (θ∗) · ∇′
ϕℓ

2 (θ∗, ϕ∗)

∇ϕℓ
2 (θ∗, ϕ∗) · ∇′

θℓ
1 (θ∗) ∇ϕℓ

2 (θ∗, ϕ∗) · ∇′
ϕℓ

2 (θ∗, ϕ∗)

 (2.19)

Theorem 6.11 in White (1996) establishes that the asymptotic variance-covariance

matrix of ϕ̂T is

var
(
ϕ̂T
)

= H∗−1
22

[
I∗

22 −H∗′
21H

∗−1
11 I∗

12 − I∗
21H

∗−1
11 H∗

21 +H∗′
21H

∗−1
11 I∗

11H
∗−1
11 H∗

21

]
H∗−1

22 . To

compute the asymptotic variance of our simulation-based estimates of the parameters, we

replace in the above expressions θ∗ by θ̂T as well as ϕ∗ and ϕ̂T by ϕ̂ST .

2.8.2 Generalized Method of Moments

Denote Yt as the annual sample data used for estimation, and θ = (α, σ, µ, ρ, λ, φu) the

parameters to estimate. To apply GMM, we use the same three moment conditions as in the

SPMLE methodology: the wage-bill ratio, the labor share, and the no-arbitrage condition.

g(Yt, θ) =



ws,ths,t

wu,thu,t
− wbrt

ws,ths,t+wu,thu,t

Yt
− lsharet

qtAt+1Geq,t+1 +
(
1 − δeq,t+1

)
E
(

qt

qt+1

)
− At+1Gst,t+1 −

(
1 − δst,t+1

)

 (2.20)

The goal of estimation is to find a set of parameters (θ0) that satisfy:

m (θ0) ≡ E
[
g (Yt, θ0)

]
= 0, (2.21)

where m(θ0) is the value of the function g(Yt, θ) evaluated at θ0 and E is expected value.

Then, we replace the theoretical expected value E[·] with its sample average:

m̂(θ) ≡ 1
T

T∑
t=1

g (Yt, θ) . (2.22)
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We then minimize the norm of this expression with respect to θ. Therefore, the GMM

estimator can be written as:

θ̂ = arg min
θ∈Θ

 1
T

T∑
t=1

g (Yt, θ)
′

Ŵ

 1
T

T∑
t=1

g (Yt, θ)
 , (2.23)

where Ŵ is the weighting matrix computed based on the available data set.

In the estimation, we use STATA’s default two-state estimator with modified

Newton–Raphson algorithm. We also use “unadjusted" weight matrix that assumes the

moment equations are independent and identically distributed, and that errors are

homoskedastic. As instruments, we use current and lagged stocks of equipment and

structures, lagged relative price of equipment capital, a time trend, and the lagged value of

the U.S. Commerce Department’s composite index of business cycle indicators without a

constant.
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2.9 Appendix: Additional figures and tables

Figure 2.11: Price of Equipment Capital
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Source: Authors’ calculations from the BEA’s NIPA tables and from the investment prices series of
DiCecio (2009).

Figure 2.12: Prices of Consumption, Structures, and Equipment Capital
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Figure 2.13: Replication with Original KORV Data
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Notes: These charts are produced using the observable factor inputs and the parameters estimated
employing the original KORV data, which covers the period between 1963 and 1992. While panel a runs
through 1991, the rest of the panels plot the data and the model fit for the entire 1963–1992 period.
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Table 2.7: Comparison of Parameter Estimates for the 1963-1992 Period for Alternative
Labor Shares

Methodology Labor Share σ ρ α ηω

I. SPMLE
KORV Gross

0.438 −0.520 0.105 0.083
(0.020) (0.043) (0.002) (0.007)

II. GMM 0.467 −0.478 0.106 −
(0.018) (0.035) (0.002) −

III. SPMLE
KORV Net

0.412 −0.606 0.098 0.111
(0.024) (0.048) (0.002) (0.015)

IV. GMM 0.428 −0.592 0.098 −
(0.022) (0.041) (0.002) −

V. SPMLE
NFBS Gross

0.380 −0.494 0.155 0.088
(0.018) (0.040) (0.002) (0.012)

VI. GMM 0.390 −0.484 0.156 −
(0.016) (0.027) (0.002) −

VII. SPMLE
NFBS Net

0.346 −0.565 0.158 0.111
(0.021) (0.042) (0.002) (0.019)

VIII. GMM 0.343 −0.582 0.158 −
(0.020) (0.033) (0.002) −

Notes: The values in parentheses are standard errors.

Table 2.8: Comparison of Parameter Estimates for the 1963-2019 Period for Alternative
Labor Shares

Methodology Labor Share σ ρ α ηω

I. SPMLE
KORV Gross

0.431 −0.309 0.109 0.085
(0.013) (0.026) (0.002) (0.005)

II. GMM 0.461 −0.298 0.112 −
(0.007) (0.013) (0.002) −

III. SPMLE
KORV Net

0.422 −0.381 0.097 0.090
(0.016) (0.032) (0.002) (0.006)

IV. GMM 0.460 −0.339 0.098 −
(0.008) (0.014) (0.002) −

V. SPMLE
NFBS Gross

0.381 −0.325 0.156 0.086
(0.008) (0.019) (0.002) (0.005)

VI. GMM 0.395 −0.296 0.158 −
(0.006) (0.011) (0.002) −

VII. SPMLE
NFBS Net

0.356 −0.386 0.153 0.123
(0.010) (0.020) (0.002) (0.007)

VIII. GMM 0.376 −0.335 0.153 −
(0.006) (0.012) (0.002) −

Notes: The values in parentheses are standard errors.
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Figure 2.14: Model Fit for the 1963-1992 Period (with Nonfarm Business Sector Gross Labor
Share)
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Notes: These charts are produced using the observable factor inputs and the parameters estimated
employing data for the 1963–1992 period. Nonfarm business sector gross labor share is used in estimation.
While panel a runs through 1991, the rest of the panels plot the data and the model fit for the entire
1963–1992 period.
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Figure 2.15: Model Fit for the 1963-2019 Period (with Nonfarm Business Sector Gross Labor
Share)
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Notes: These charts are produced using the observed factor inputs and the parameters estimated
employing data for the 1963–2019 period. Nonfarm business sector gross labor is used. While panel a runs
through 2018, the rest of the panels plot the data and the model fit for the entire 1963–2019 period.
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Figure 2.16: Model Fit for the 1963-2019 Period (with Nonfarm Business Sector Net Labor
Share)
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Notes: These charts are produced using the observable factor inputs and the parameters estimated
employing data for the 1963–2019 period. Nonfarm business sector labor share net of depreciation is used
in estimation. While panel a runs through 2018, the rest of the panels plot the data and the model fit for
the entire 1963–2019 period.
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Table 2.9: Comparison of Parameter Estimates with Constant Depreciation Rates (with
KORV’s Definition of Gross Labor Share)

1963-1992 1963-2019
Time-varying Constant Time-varying Constant

σ
0.438 0.435 0.431 0.418

(0.020) (0.017) (0.013) (0.011)

ρ
−0.520 −0.534 −0.309 −0.293
(0.043) (0.048) (0.026) (0.024)

α
0.105 0.106 0.109 0.109

(0.002) (0.002) (0.002) (0.002)

ηω
0.083 0.082 0.085 0.090

(0.007) (0.026) (0.005) (0.005)

Notes: The values in parentheses are standard errors.
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Figure 2.17: Comparison of Model Fit with Time-varying and Constant Depreciation Rates
(with KORV’s Definition of Gross Labor Share)
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Notes: These charts are produced using the observable factor inputs and the parameters estimated with
the SPMLE methodology employing the original KORV data, which covers the period between 1963 and
2019. While panel a runs through 2018, the rest of the panels plot the data and the model fit for the entire
1963–2019 period.
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Figure 2.18: Model Fit for KORV’s Gross Labor Share (Using Either Net or Gross Labor
Shares as Targets)
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Notes: This chart is produced using the observable factor inputs and the parameters estimated employing
data for the 1963–2019 period. The black dotted line is implied the gross labor share when KORV’s
definition of the net labor share is used in estimation. The red dotted line is the gross labor share when
KORV’s definition of gross labor share is used in estimation.

Figure 2.19: Model Fit for KORV’s Gross Labor Share (Using Either Equipment or ICT
Capital as Complementary Capital)
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Notes: This chart is produced using the observable factor inputs and the parameters estimated employing
data for the 1963–2019 period. Blue lines are obtained when equipment capital is used as complementary
capital, while black lines are obtained when ICT capital is used as complementary capital.
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Chapter 3

Private Information, Adverse Selection and Small

Business Financing

3.1 Introduction

It has been widely acknowledged that small businesses in general are under-served, especially

in terms of finance. According to Robb and Robinson (2012), among all the debt and

equity funding sources, banks are the most common providers of external credit for small

firms, especially the new, innovative startups, and therefore a well-developed bank-lending

market is important for allocating credit and boosting economic growth. Ever since Akerlof

(1976), studies have shown that bank lending can be inefficient and cause “adverse selection”

problems due to asymmetric information. However, banks are not doing nothing with it.

In fact, to alleviate this problem, banks design differentiated lending contracts and rely

heavily on collateral to search for and screen qualified borrowers, but this effort has largely

been neglected in the literature. This paper studies the efficiency of bank’s collateral-based

screening practice in a competitive search framework with adverse selection.

To do this, I develop a competitive search model of bank-borrower relationship, where

banks post loan contracts and borrowers direct their search to the contract that they like

the most. Borrowers have projects that deliver the same expected profits but differ in terms

of the probability of success, which is private information to themselves. Due to the search
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frictions, the borrowers potentially face a trade-off between interest rate and the probability

of getting matched.

Since banks cannot distinguish borrowers with different levels of risk, they use the terms

of loan contracts for screening. I show that information frictions and search frictions may

lead to a lending strategy that hurts the borrowers with less risky investment projects1, but

the adverse selection can be different from the classical Akerlof (1976) paper. It depends on

the enforceability of banks upon project failure. Enforeability is important because banks

recover the principal and interest in a loan, and thus they care more about borrowers’

likelihood of repaying debts rather than their profitability upon success.

In a credit market where banks can hardly enforce the repayments, banks tend to

post too few contracts designed to attract the safer borrowers, with the purpose to deter

risky borrowers from imitating the safe types. Since high repayment requirement is not an

effective threat in this case, market tightness becomes the screening device. Nevertheless,

when banks have higher enforcement, which means debt obligations are hard to escape,

interest rate becomes a better screening device. To stand out from the risky ones, borrowers

with safe projects accept the contract in which they are over-charged and over-offered the

loans. I show that this can be Pareto improved by reducing safe types’ interest rates and

increasing risky types’ chances of being funded, as long as the share of risky borrowers in

the society is not very high.

In the past decades, the rapid development of digital technologies and the rise of

online fintech lenders transforms lender’s enforcement when granting loans. Bank and

fintech lending fundamentally differ in their enforcement technologies. With their

data-driven services, the fintech lenders can obtain more information on the borrower’s

future cash flows, and seize a fraction of it. Therefore, the new technologies increases the

enforeability of lenders and thus affects credit allocations and market efficiency. This is

consistent with the fact that compared to traditional banks, fintech lenders typically charge
1 Adverse selection is more likely to take place when loan default is not costly, the less risky type are not “safe"

enough or the average social productivity is quite low.
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higher interest rates but are more likely to grant loans to small businesses.

The efficiency analysis shows that although there are bank screening in the economy,

distortions may still occur under private information2 as the safer types always experience

a utility loss in order to stand out from their risky fellows. The negative externality here

is rooted in three types of frictions. First, when the legal and institutional quality of bank-

lending market is not good enough, the risky borrowers have strong incentives to imitate the

safe ones. To avoid this, the safe types accept contract terms that make them less likely to get

credits compared to the first-best case. Second, banks are subject to asymmetric information

and thus have to resort to suboptimal allocations as screening devices. Even when banks

have a high level of repayment enforceability, their lack of information can lead to distortions

like a “rat race” in which the safe borrowers overwork. Third, there are searching costs in

the bank-borrower matching process, creating misallocations on the extensive margin.

Credit misallocation in this paper is caused by asymmetric information, a big issue in

bank lending, and even more so with the recent trend of consolidation in the US banking

system, which gives rise to more large banks and fewer small banks. Usually, small banks

are better at collecting soft information and more flexible in granting small business loans,

while large banks, as Berger and Black (2011) point out, tend to lend to relatively large,

information-transparent borrowers using “hard” information. In this way, large banks are

more likely to facilitate a high-volume, economies-of-scale business model and perhaps screen

for more established firms. In general, banks have limited knowledge of the riskness and

profitability of their small business borrowers, which provides empirical motivations for this

paper.

This paper also discusses the impact of the rise of equity-financing institutions such as

venture capital and private equity. In the past decades, VC has emerged as another major

source of financing for young, in-mature firms, greatly reduces firms reliance on collateral.

This increases the funding probability of borrowers with little collateral but higher
2 Even if there are fintech lenders, borrower type is still private information before lending.
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probability of success, but market inefficiency still prevails in the form of overcharging as

long as there is information and search frictions.

3.2 Literature Review

This paper contributes to the literature on small business lending by examining how adverse

selection and search frictions affect credit allocation. As far as I know, this is the first paper to

model bank-borrower relationship allowing for adverse selection among ex ante heterogeneous

projects in a search environment. Although the search tools have been extensively used in

labor, housing and asset markets, it is rarely used in credit markets, especially the bank-

lending relationship. A lot of studies focus on how the venture capital markets influence the

financing of startups in a search setting (Inderst and Müller (2004), Michelacci and Suarez

(2004), Hellmann and Thiele (2015), Jovanovic and Szentes (2013), Winegar (2018)). My

paper, on the other hand, studies debt financing which has a very different payoff structure

from theirs: debt providers care more about risks while the capital suppliers value high

returns and have much greater tolerance for failure. Consequently, the misallocation in my

paper features over-exploiting the safe types while theirs emphasize the insufficient financing

for risky innovative startups.

Another key source of friction is adverse selection caused by asymmetric information,

which has been a classical topic in credit markets. Stiglitz and Weiss (1981) show that an

increase in interest rate needs not necessarily increase profits, because the risky firms are

willing to borrow at high interest rates as they perceive their probability of repaying the

loan to be low. Adverse selection refers to the phenomenon that less risky firms drop out

of the market. Their paper relies on an important assumption that the riskier firms have

higher expected profit, and thus are more willing to borrow when the interest rates are

high. This is similar to one of the cases in my paper where banks are very tolerant for non-

performing loans, which means firms do not get punished for failing to pay back the loans.
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Not surprisingly, the distortion generated under this situation is similar to that in Stiglitz

and Weiss (1981). However, my paper also considers the case where banks have high level

of enforceability on repayment and the risky firms cannot escape from their debt obligations

even in bad states. Distortions in this scenario, however, features overworking of the safe

types. This is similar in spirit to the rat race problem in Akerlof (1976), where the good

workers are less sick of working long hours and hence willing to be over-employed. Likewise,

in this paper, borrowers with safe projects have a higher probability to succeed and thus are

more tolerant of high repayment requirements, which explains why they are offered more

contracts and higher credit lines in this type of credit market.

My paper studies adverse selection in the bank-lending markets by embedding it into

a search environment. Two pioneer studies have combined adverse selection and search

frictions, the screening-type game proposed by Guerrieri et al. (2010), and the signaling-

type game in Delacroix and Shi (2013). My paper follows the baseline model in Guerrieri

et al. (2010) and sheds light on the role of financial intermediaries in nurturing borrowerial

firms. Their paper proposes a general framework of a screening-type game in a competitive

search environment, where uninformed principals post terms of trade, and agents who have

private information on their types choose where to direct their search, and the two parties

match bilaterally. Under three key assumptions, there always exists a separating equilibrium

where each type applies to a different contract and it is not generally efficient.

There is a large literature that embeds search into financial markets, most of which

are on equity financing(Hellmann (2002); Sørensen (2007); Lerner et al. (2011); Tian and

Wang (2011); Manso (2011)). Nanda and Rhodes-Kropf (2013) argue that investors respond

to financing risk by modifying their focus to financing less innovative firms. I find similar

results in debt markets and contribute to this line of research by emphasizing how adverse

selection and search frictions lead to the phenomenon. A closely related paper is Winegar

(2018), which also highlight these two types of frictions, but he adopts a signaling-type

game where the informed borrowers post contracts, and the paper focuses exclusively on the
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venture capital markets which is greatly impacted by the supply of capital. My paper, on

the other hand, considers bank financing.

My paper also contributes by broadening the applications of search models, which have

been shown a powerful tool in labor markets and OTC asset markets. However, it has not

been widely used in studying the relationships between lenders and firm borrowers. Two

recent studies apply the search models to investigate how the bank lending relationships

account for the sluggish credit recovery from the crisis. Boualam (2015) argues that two

types of frictions make the bank-firm relationship hard to recover once broken, the search

frictions including the bank sunk cost at origination and the costly and time-consuming

relationship building, and the frictions in long-term contract including limited enforceability

and institutional environment of credit markets. Payne (2018) also studies the disruption of

bank business credit during crisis in a directed search model, but introduces heterogeneous

investment projects and heterogeneous shocks to banks and tries to match four stylized

facts in US credit markets. My study complements this strand of literature by introducing

asymmetric information between lenders and borrowers, arguing that adverse selection in

addition to traditional search frictions also lead to misallocation, and my model is able to

discuss whether the distortion happens on the intensive or extensive margin.

The paper is organized as follows. In Section 3.3, I will lay out the model and define

equilibrium. Next, in Section 3.4, I will discuss under which circumstances will credit

misallocation arise, and I will also solve the model under asymmetric information and make

a comparison between the model equilibrium and the first-best contract terms. In Section

3.5, I show that efficiency can be improved for a specific type of distortion. I discuss the

potential effect of the rise of venture capital in Section 3.6 Finally, conclusions will be

drawn in Section 3.7.
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3.3 Model

3.3.1 Setup

Consider an economy with two types of agents: banks and borrowers. The risk-neutral

banks offer loans to borrowers who are heterogeneous in their probability of success. The

borrowers should be risk-averse, but for simplicity, I assume they are risk-neutral and

therefore maximize their profits, but this can be extended to include risk-aversion. In this

bank-borrower relationship, whether a firm will be productive or not is initially unknown

by both the bank and the borrower, but the probability of success is private information of

the latter. Some of them are more likely than others to succeed in investing in a project,

and the borrowers themselves know their likelihood of success while banks do not.borrower

Although bank loans usually run long-term, I keep things simple here and model the

contracting problem in a static setting with only one period, but the essential features would

carry over to an intertemporal model. At the beginning, borrowers seek an external finance

I for their investment, and they are required by the bank to repay R. There are two types

of borrowers in the economy: with probability pi, type-i invest successfully and generate a

revenue of ziI at the end of the period (zi > 1); with probability 1 − pi, the project fails and

generates 0, but the borrower is still subject to loan repayment R, although she may not be

able to return all of it. Denote ξ as the fraction the borrower repay upon project failure. ξ

reflects banks’ tolerance of non-performing loans, or their ability to enforce loan repayments.

A small ξ indicates that loan defaulting is not costly, so this parameter describes the quality

of the legal and institutional environment of the credit system. Assume p1 < p2, so type-1

borrower is more risky and less likely to succeed. I also assume p1z1 = p2z2, although the

key results in this paper hold under looser parameter restrictions. I set it this way because

it simplifies the calculation a lot, and at the mean time is not restrictive as it allows the

highly risky firms to earn extremely high revenues but still satisfies the condition.borrower
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The revenues above are derived without liquidating any assets, but the firm can also

obtain additional cash by liquidating assets at the expense of deteriorating the future value.

Denote the future value of the firm’s assets by A(l), where l ∈ [0, L] is the additional cash

generated by liquidating assets. A′(l) < 0 because liquidating hurts the firm value. Following

Berlin and Mester (1999), by liquidation I mean any activity that reduces the value of future

production activities to generate revenue today, and I assume that liquidating assets to

produce revenue reduces the total value of the firm, ex post, that is

d(l + A(l))
dl

= 1 + A′(l) < 0 (3.1)

I also assume that the cost function of liquidation is convex in the amount of cash generated

today: A′′(l) < 0. This assumption is based on the micro foundation that one additional

dollar a firm liquidates increasingly adds to the likelihood of the firm getting into trouble.

Any function that satisfies the conditions above gives rise to similar key results, but in order

to derive clear analytical solutions for first-best contract, I set A(l) = V − l − l2, where V

is the firm’s present value without liquidation. Since we do not care about absolute value of

the firm’s payoff, I normalize V to be 0. Given the contract term and the economic states,

borrowers choose l to maximize profits. borrower

There is a set of ex ante homogeneous banks, each of whom may or may not participate

in the market. If a bank enters, it posts a contract y at the cost of c. Upon bilateral

matching, the uninformed bank makes a decision on the loan size I and the repayment R.

Therefore, the contract that banks post is y = {I, R}. The utility of a type-i borrower who

applies to contract y and is matched is

ui(I, R) = max
lu,ld

pi
[
ziI −R + lu + A (lu)

]
+ (1 − pi)

[
−ξR + ld + A (ld)

]
(3.2)

where zi > 1 is the payoff of a successful project with unit investment, and hence pizi is the

expected value of a project. I assume pizi ≥ 1 otherwise the expected profits are negative
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and borrowers would never choose to start a business.borrower

Take the first order condition of ui with respect to lu and ld. Since 1 + A′(l) < 0, we

want lu and ld to be as small as possible, which means they should just offset the arrears if

profits are negative, and 0 if profits are positive. Given the contract y = {I, R}, an borrower

earns profit ziI − R if succeeds, and −ξR if fails. I assume zi is large enough to guarantee

ziI > R, so there is no need to liquidate once the project is successful, thus lu = 0. Also,

ld ≥ ξR, which boils down to ld = ξR. Based on the analysis, we can rewrite the firm’s

payoff (profit) function as

ui(I, R) = pi [ziI −R] + (1 − pi)A (ξR)

= piziI −
{[
pi + (1 − pi)ξ

]
R + (1 − pi)ξ2R2

}
≡ piziI − ϕi(R)

(3.3)

It is clear that ϕi(R) =
[
pi + (1 − pi)ξ

]
R + (1 − pi)ξ2R2 is a convex function of R.borrower

The payoff of a bank posting y and is matched with a type-i firm is

vi(I, R) =
[
pi + (1 − pi)ξ

]
R − I ≡ fi(R) − I (3.4)

As mentioned, the borrower only returns ξ share of the required repayment to the bank and

defaults for the rest of their debt obligation. In the Appendix, I verify that the model satisfies

the three key assumptions in Guerrieri et al. (2010): monotonicity, local non-satiation and

sorting. The last assumption, which is a modified version of the single crossing property, is

particularly important to derive the separating equilibrium. borrower

The matching process is characterized by the banks posting contracts, and the borrowers

directing their search to any one they prefer. Matching is bilateral, so at most one borrower

ever contacts a bank. Let θ(y) denote the market tightness, or bank-borrower ratio in the

submarket with contract y, and let si(y) denote the share of agents applying to y that are type

i. These two variables are determined endogenously in equilibrium. Assume the matching
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function is µ(θ) = θα, where α ∈ (0, 1). As can be seen, the matching function for borrower is

concave. Thus, a bank offering y matches with a firm with probability η(θ) = µ(θ)/θ = θα−1,

Given this, the expected payoff of a bank who posts contract y is:

µ(θ(y))
θ(y)

∑
i

si(y)vi(y) − c (3.5)

and the expected utility of a type-i borrower who applies to contract y is

µ(θ(y))ui(y) (3.6)

3.3.2 Competitive Equilibrium

A competitive search equilibrium is defined as a vector U = {U i,i ∈ {1, 2}}∈ R2
+, a measure

λ on Y with support Y P , a function θ : Y 7→ [0,∞), and a function S : Y 7→ ∆2 that satisfy

the following conditions:

(i) Banks’ Profit Maximization and Free Entry: For any y ∈ Y ,

η(θ(y))
∑
i

si(y)vi(y) ≤ c (3.7)

with equality if y ∈ Y P .

(ii) borrower’s Optimal Search: Let U i = max
{
0,maxy′∈Y P µ

(
θ (y′)

)
ui (y′)

}
, and U i = 0 if

Y P = ∅. Then for any y ∈ Y and i ∈ {1, 2},

U i ≥ µ(θ(y))ui(y) (3.8)

with equality if θ(y) < ∞ and si(y) > 0.

(iii) Market Clearing: Let πi be the fraction of borrowers who are of type i. Then

∫
Y P

si(y)
θ(y) dλ({y}) ≤ πi for i ∈ {1, 2} (3.9)
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3.4 Economic Analysis

3.4.1 First-best Contract

Under asymmetric information, for each type i = {1, 2}, we derive equilibrium allocations

by solving the following maximization problem (P-i):

U i = max
θ∈[0,∞),y∈Y

µ(θ){piziI − ϕi(R)}

s.t. µ(θ)(fi(R) − I) ≥ θc

µ(θ){pjzjI − ϕj(R)} ≤ U j for all j < i

(3.10)

Before characterizing equilibrium, I will describe the efficient allocations for both types under

full information. For type i, this is given by the solution to problem (P-i) but eliminating

the second constraint. The results are summarized in the following Proposition.borrower

Proposition 1: The first-best allocations for type-i borrowers under full information are

given by

R∗
i = (pizi − 1)

[
pi + (1 − pi)ξ

]
2ξ2(1 − pi)

.

θ∗
i =

 α

pizic

(pizi − 1)2 [pi + (1 − pi)ξ
]2

4ξ2(1 − pi)

 1
1−α

.

I∗
i = (pizi − 1)

[
pi + (1 − pi)ξ

]2
2ξ2(1 − pi)

− α

pizi

(pizi − 1)2 [pi + (1 − pi)ξ
]2

4ξ2(1 − pi)
.

(3.11)

Clearly, R∗
1 < R∗

2, θ∗
1 < θ∗

2 and I∗
1 < I∗

2 . So, type-2 borrowers have a higher probability

of getting loans, and upon being financed, they borrow more money and also make more

payments. But if we calculate and compare the gross interest rates, we find R∗
2/I

∗
2 < R∗

1/I
∗
1 .

To sum up, under symmetric information, type-2 enjoys more favorable loan terms than

type-1 thanks to their lower riskiness.

With asymmetric information, the problem for type-1 is still (P-1), and consequently the
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equilibrium loan size, repayment and market tightness are the same as first-best allocations

for type-1 borrowers: I1 = I∗
1 , R1 = R∗

1, and θ1 = θ∗
1. U1 = θ∗α

1 [p1z1I
∗
1 − ϕ1(R∗

1)].

Next, consider (P-2) where the second constraint µ(θ){p1z1I − ϕ1(R)} ≤ U1 is

additionally imposed to the full information problem. If this constraint is satisfied when

plugging in the efficiency allocations given by (3.11),

θ∗
2
α{p1z1I

∗
2 − ϕ1(R∗

2)} ≤ θ∗
1
α{p1z1I

∗
1 − ϕ1(R∗

1)} (3.12)

it indicates type-1 borrowers prefer their own first-best contract terms (I∗
1 ,R∗

1) and trading

probabilities (θ∗
1) to those of type-2 borrowers, and thus there is no distortion and each type

obtains their first-best allocations in equilibrium.borrower

In next section I will discuss under what set of parameters the inequality (3.12) is

violated and distortions arise, and upon this how loan size, repayments and market tightness

change relative to their first-best levels.

3.4.2 Equilibrium Contract under Asymmetric Information

Whether condition (3.12) holds depend on the key exogenous parameters pi, zi, ξ, α, c. If

the inequality is rarely violated, the lending market operates at social optimum most of the

time, and there is no need to worry about credit misallocation generated by asymmetric

information between lenders and borrowers. Thus, it is crucial to identify under what

circumstances will adverse selection arise. However, the relationship between the left-hand

side and right-hand side of (3.12) is not monotone in many parameters, and it is impossible

to analytically derive a neat range where distortions take place. To deal with this, I fix

some parameters and use the plots in Panel 1 of Figure 1-3 to identify the effects of other

parameters.borrower

Of course we can investigate the effect of each parameter on distortions, but to save

time and space, I fix p1 = 0.4, α = 0.7 and c = 5, and discuss how ξ, p2 and z2 (equivalently
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Figure 3.1: Equilibrium vs First Best for Type-2. ξ = 0.1.

Figure 3.2: Equilibrium vs First Best for Type-2. ξ = 0.5.
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Figure 3.3: Equilibrium vs First Best for Type-2. ξ = 0.9.

p2z2) affect the results. We can study the effects p1, α and c using the same method. First,

consider when ξ is very small, say, ξ = 0.1, which means the borrowers only need to pay

back a small proportion (10%) of their obligations in bad states. A small ξ refers to the

case where firms can default without severe punishment. The presence of distortions ((3.12)

violated) is represented by the green area of Panel 1, while the absence is the blue area.

borrower

For small values of ξ (Figure 1), distortions take place for a wide range of parameter

combinations. Given expected revenue (p2z2), the condition is violated when p2 is not very

close to 1. In other words, if type-2 is highly likely to succeed, their first-best contract is

not attractive to type-1. Intuitively, the efficiency repayment R∗
2 for extremely safe type

might be too high for type-1 to endure, so the latter have no incentives to mimic type-2 and

would stick to their own first-best allocations. However, when type-2 is not very safe, type-1

prefer type-2’s first-best contract to their own, because the benefits of large market tightness

exceeds the cost of high repayment. To screen out type-1, the bank posts a contract for

type-2 that makes them worse-off compared to the first-best level, but type-2 accepts this in

order to stand out from type-1. As we increase the average productivity of the whole society,
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p2z2 (also p1z1), distortions become less likely to happen. With a larger p2z2, the influence of

p2 is still the same as mentioned above although the range for type-2 to be “safe" enough to

deter the imitation of type-1 is larger. This implies that a less productive economy is more

likely to suffer from credit distortion. Panel 1 in Figure 2 and 3 depict the cases for ξ = 0.5

and ξ = 0.9. Still, the way that p2 and p2z2 generate distortions are similar, but less so as

ξ increases, which means a banking system with higher enforceability of loans are less likely

to observe credit misallocation.borrower

Next, I will show the relationship between type-2’s equilibrium and first-best allocations.

It turns out there are different types of distortions for different values of ξ. The results are

shown in Panel 2-4 of Figure 1-3. A grid is purple-colored if the equilibrium allocation

for type-2 (R2, θ2 or I2) is smaller than the first-best level (R∗
2, θ∗

2 or I∗
2 ) at that specific

combination of p2 and p2z2, and is yellow if the opposite is true.borrower

In Figure 1 where ξ = 0.1, for most parameter combinations type-2 borrowers receive

less funding on both the intensive margin (I2 < I∗
2 ) and extensive margin (θ2 < θ∗

2), and they

also pay back less (R2 < R∗
2) compared to first-best case3. As p2 and p2z2 increase but are

not high enough to avoid distortions, the equilibrium loan size I2 and repayments R2 exceed

I∗
2 and R∗

2, while market tightness θ2 is almost always below θ∗
2. This could be explained by

the behavior of type-1. Compared to their own first-best contract, type-1 prefers the higher

market tightness (θ∗
2 > θ∗

1) of type-2’s first-best contract but dislikes the higher repayment

(R∗
2 > R∗

1), which causes more utility loss for type-1 than type-2 due to riskiness. However,

when ξ is small, the burden of investment failure is minor, and type-2’s contract becomes

more appealing to type-1 because of the higher θ. If banks post y∗
2 = (I∗

2 , R
∗
2), they would

attract a lot of type-1, which is no good for banks because what they care about is the

borrower’s probability of success (pi) rather than their profitability (zi). In order to prevent

type-1 from mimicking type-2, banks instead post a contract y2 = (I2, R2) that generates
3 The equilibrium is solved using Matlab function “fmincon", but the algorithm and the shape of the function

make it hard to converge under a few paramter settings. This explains why there are some “noisy” blocks
where there are a few yellow inside the purple area or vice versa.
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lower market tightness (θ2 < θ∗
2). Although this is not optimal for type-2, they compromise

so as to get distinguished from type-1. When p2 and z2 are relatively small, type-2 receive less

credit on both the intensive and extensive margin. As these two parameters increase, type-2

are safer and more productive, and are therefore loaded with more loans and repayments

than optimal, in addition to still being rationed on the extensive margin, for the sake of

preventing type-1’s imitation.borrower

Similar patterns hold for ξ = 0.5 and ξ = 0.9. As ξ increases, the repayment requirement

becomes more burdensome for type-1, so the least costly way to screen becomes increasing

R2 rather than decreasing θ2. As is shown in Figure 2, when ξ = 0.5, although there is

still distortion that relies on a lower probability of getting credits (θ2), most distortions

emphasizes a larger repayment (R2). Panel 2 and 4 indicate that for most combinations of

p2 and p2z2, R2 > R∗
2 and I2 > I∗

2 , borrowers with safe projects are excessively financed due

to the fact that banks want to avoid risky borrowers but do not have sufficient information

on borrowers’ types. When ξ = 0.9, under almost all parameter settings type-2 receive more

funding on both the intensive and extensive margin. This is because given a high ξ, a higher

repayment substantially harms the risky borrowers. As for type-2, they now are willing to

undertake more repayments in order to be distinguished from type-1. And to compensate

for the high payments, they obtain more credits on both the extensive and intensive margin

(higher θ2 and I2).borrower

To sum up, banks that are subject to asymmetric information screen their borrowers by

designing different contracts. The contract terms that are used as screening devices, however,

vary with banks’ tolerance of bad loans. When banks tend to let go of the non-performing

loans, it is better to screen via the market tightness. To distinguish themselves from type-1,

type-2 borrowers are willing to accept a lower borrowing probability. As p2 increases, the

safe types are better able to endure high payments, and at the same time banks are more

eager to get rid of the risky type, so the contract for type-2 features repayments higher than

optimal while still keep market tightness below first-best.borrower
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When ξ is high, a higher repayment significantly drags down type-1’s utility, and thus

replaces market tightness to serve as the screening device, which captures the idea of rat race

in Akerlof (1976). To distinguish themselves from other risky fellows, type-2 borrowers make

do with the inordinate payments and produce excessively, as if in a rat race. Since type-2

are more likely to succeed and stand the high repayments than type-1, banks give them a

lot of money and make them “overwork". This hurts the safe type a lot. If, nonetheless,

the capital resources are allocated to the risky but innovative startups, the efficiency of the

whole society will get increased, as will be shown immediately in next section. Competitive

search is essential for the results.

3.5 Efficiency

In this section, I show that when ξ is large - the rat rate case, efficiency can be enhanced by

granting more credits to the risky types. Consider an allocation that treats the two types of

borrowers identically. All banks post the same contract y = (I, R) = (Ip, Rp) and the bank-

borrower ratio is θp, where Rp = R∗
2 is the first-best level repayment for type-2 borrowers,

θp = θ∗
2 is the first-best market tightness for type-2, and Ip ensures banks earn zero expected

profits:

cp = π1f1(Rp) + π2f2(Rp) − θpc

µ (θp) (3.13)

The share of type-i borrowers searching for this contract satisfies si (Ip, Rp) = πi and there

are enough of these contracts to be consistent with market clearing. It is straightforward

to verify that this allocation is feasible, and I claim that if there are sufficiently few type-1

borrowers - which is the case in reality as risky and innovative small firms are relatively scarce

compared to the safe ones, it is also a Pareto improvement over the equilibrium:borrower

Proposition 2: Assume condition (3.12) is not satisfied. When ξ is large, for fixed values

of the other parameters, there exists a π > 0 such that if π1 < π, the equilibrium is Pareto

dominated by the pooling allocation where all banks post (Ip, Rp) with associated market
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tightness θp.borrower

Please see Appendix for proof. In equilibrium, banks that want to attract type-2

borrowers need to screen out type-1. The cost of screening, which is reflected in the

difference between type-2’s equilibrium contract and their first-best allocations (Up
2 ≥ U2),

is independent of the share of type-1 borrowers, while the collective benefit of screening

depends on the share of type-1 borrowers. When the share of type-1 is small enough,

type-2 would prefer to cross-subsidize type-1 to avoid costly screening. In this case, the

cost of cross-subsidization is worth the increased efficiency of trade for type-2. However,

this is inconsistent with equilibrium, since any individual borrower would prefer a contract

that screens out the risky types. For example, both types would prefer their first-best

allocations compared to the pooling allocations.borrower

Why does the inefficiency arise in this environment? Like the rat race, the return for

higher probability of success exceeds the additional total revenue. The safe types attract

more capital flows, not only from the revenue generated from production, but also because

of the greater estimate of their quality by the bank. Efficiency can be improved if more

funding resources is reallocated to the risky type.

3.6 Discussion of Venture Capital

3.6.1 Model Setup

This section describes the extended model framework with two types of lenders.

3.6.1.1 Borrowers

The economy is populated with NB borrowers. At the beginning of the period, each borrower

has one project that requires an initial investment ω to install. Assume ω must be externally

financed and is the same for all borrowers. Borrowers are heterogenous across two dimensions,

the amount of physical collateral c, which is observable, and the probability of having a
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successful project α, which is private information to borrowers. Let the cumulative density

function (CDF) F (c, α) = G(c)H(α) summarize the prior distribution of collateral and

probability of success. A project generates a constant cash flow ys if it is successful and yf

if it fails4.

3.6.1.2 Lenders

Lenders are ex ante homogenous5 and endowed with capital ω. Lenders are risk-neutral and

can enter at cost k. We fist consider traditional lenders like banks, then introduce venture

capital that leverage data-driven technologies to grant funding, and see how this change

affects the allocation of credit and social welfare.

Banks. Even when a project starts, banks cannot discover the borrower types and thus

heavily rely on physical collateral to assign loans. Banks post contracts s = (e, r) ∈ S =

[0, 1] × R+, which specifies a lending probability e and an interest rate r. If the project

succeeds, the bank gets repaid (1 + r)ω; if it fails, the bank collects the collateral c.

Venture capital. Equity financing takes the form of funding given in exchange for

partial ownership and future profits. Therefore, for the equity financiers like VC, instead of

investigating the physical collateral, they obtain a fraction of the project cash flow yj, j =

s, f . Venture capital financiers post contracts s = (e, l) ∈ S = [0, 1] × [0, 1], which specifies a

lending probability e and the equity share l. Therefore, although VC cannot tell the borrower

types before giving funds, their profits are correlated with the true type’s project benefits.

3.6.2 Financial Market

Suppose agents meet pairwise. The matching process is characterized by the lenders posting

contracts and borrowers direct their search to the one they prefer after observing all posted

contracts. Matching is bilateral, so at most one borrower ever contacts one lender. Any
4 Assume the project benefits are sufficiently large so that borrowers would always want to borrow and invest:
α
[
ys − (1 + r)ω + c

]
+ (1 − α) yf > c.

5 In an extended version of the model, we consider co-existence of two types of lenders.
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contract s is associated with a submarket with tightness θ(s), and a density ϕ(c, α; s) of

type-(c, α) borrowers. Denote the probability a borrower matches is q
[
θ(s)

]
= θ(s)γ, where

0 < γ < 1 6. Therefore, the probability a financier matches with a borrower (c, α) is
q[θ(s)]ϕ(c,α;s)

θ(s) .

Conditional on meetings, the expected value of a bank granting loans to a borrower

with (c, α) is

vbankL (s; c, α) = e
[
αrω + (1 − α)(c− ω)

]
. (3.14)

When the lender is a venture capital, the value is

vvcL (s; c, α) = el
[
αys + (1 − α)yf

]
. (3.15)

The expected payoff of a borrower (c, α) borrowing from a bank posting s is given by

vbankB (s; c, α) = e
{
α
[
ys − (1 + r)ω + c

]
+ (1 − α)yf

}
+ (1 − e)c,

vvcB (s; c, α) = e(1 − l)
[
αys + (1 − α)yf

]
+ c.

(3.16)

3.6.3 Competitive Equilibrium

Definition. A competitive search equilibrium is defined by a vector of borrowers’ market

utilities U(c, α), market tightness θ(s), market composition ϕ(c, α; s), defined over S, a CDF

Z(s), and a set of posted contracts SP ∈ S that satisfy the following conditions:

(i) Financiers’ Profit Maximization and Free Entry: For any s ∈ S,

q
[
θ(s)

]
θ(s)

∫
ϕ(c, α; s)vL(s; c, α) − k ≤ 0 (3.17)

6 This implies that the number of bilateral meetings takes a Cobb-Douglas form.
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with equality if s ∈ SP .

(ii) Borrowers’ Optimal Search: For any s ∈ S and (c, α),

q
[
θ(s)

]
vB(s; c, α) +

{
1 − q

[
θ(s)

]}
c ≤ U(c, α) (3.18)

with equality if θ(s) < ∞ and ϕ(c, α; s) > 0, where

U(c, α) = max
s∈S

q
[
θ(s)

]
vB(s; c, α) +

{
1 − q

[
θ(s)

]}
c (3.19)

(iii) Market Clearing: ∫
SP
ϕ(c, α; s)θ(s)dZ(s) ≤ F (c, α) (3.20)

3.6.4 Discussion

Since venture capital does not require collateral, they are more likely to grant funding to

borrowers with low c and high α compared to the banks. However, since there is still

information friction, there is credit rationing towards the safe types to deter the risky types

from imitating.

3.7 Conclusion

In this paper, I develop a competitive search model of the bank-borrower relationship to

explain how adverse selection and search frictions lead to a lending strategy that is

detrimental to the less risky firms. I show that when banks do not enforce loan repayments

firmly, and the average productivity is not very high, the safe type borrowers get

credit-rationed on both the intensive and extensive margin. As firm productivity increases,

they become over-charged but still less likely to obtain loans compared to the first-best

level.borrower

When banks are relatively aggressive in collecting loan payments, fewer distortions
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occur, but once they are present, they take the form of overworking borrowers who are

more likely to be successful in project investment. Similar in spirit to Akerlof (1976), the

safer types have more tolerance for the high repayment requirements, which explains why

they are offered more contracts and large loan size. However, I show that this is inefficient

relative both to the first-best case and a pooling allocation where two types of borrowers

are treated identically. This sheds light on how the innovative policies can guide the capital

flows to achieve better efficiency by financing small businesses at their early age.

3.8 Appendix: Verification of Three Assumptions

The three key assumptions can be summarized as follows (Let

Bε(y) ≡
{
y′ ∈ Y |d (y, y′) < ε

}
be a ball of radius ε around y):

Assumption A1 - Monotonicity: For all y ∈ Y , v1(y) ≤ v2(y) ≤ · · · ≤ vI(y).

Assumption A2 - Local Nonsatiation: For all i ∈ I, y ∈ Y i, and ε > 0, there exists a

y′ ∈ Bε(y) such that vi (y′) > vi(y) and uj (y′) ≤ uj(y) for all j < i.

Assumption A3 - Sorting: For all i ∈ I, y ∈ Y i, and ε > 0, there exists a y′ ∈ Bε(y) such

that uj (y′) > uj(y) for all j ≥ i and uj (y′) < uj(y) for all j < i.

The payoff function for bank vi(I, R) =
[
pi + (1 − pi) ξ

]
R−I is strictly increasing in pi,

which verifies A1. For A2, for any contract y, if we increase R, vi strictly increases and uj

strictly decreases, for any i and j. To verify A3, note that ϕ′
i(R) =

[
pi + (1 − pi) ξ

]
+ 2(1 −

pi)ξ2R, and ∂ϕ′
i(R)
∂pi

= 1−ξ−2ξ2R. For any given contract y = (I, R), if 1−ξ−2ξ2R > 0, then

ϕ′
1(R) < ϕ′

2(R). Consider an incremental decrease in R to R′ = R− dR, and an incremental

decrease in I to I ′ = I − dI. For a type-i borrower, this raises her payoff by approximately

−pizidI + ϕ′
i(R)dR, which is positive if and only if dI

dR
<

ϕ′
i(R)
pizi

. Since p1z1 = p2z2, and

ϕ′
1(R) < ϕ′

2(R), An appropriate choice of dI
dR

yields an increase in utility of type-2 and

a decrease in utility of type-1, which verifies A3. Similarly, if 1 − ξ − 2ξ2R < 0, then
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ϕ′
1(R) > ϕ′

2(R). Consider an incremental increase in R to R′ = R+ dR, and an incremental

increase in I to I ′ = I + dI. For a type-i borrower, this raises her payoff by approximately

pizidI − ϕ′
i(R)dR, which is positive if and only if dI

dR
>

ϕ′
i(R)
pizi

. We can also find a proper dI
dR

that yields an increase in utility of type-2 and a decrease in utility of type-1.

3.9 Appendix

3.9.1 Proof of Proposition 1

It is easy to verify that the zero-profit constraint is binding: µ(θ)
θ

(fi(R) − I) = c. Eliminate

I and reduce the problem to

U i = max
θ,R,I

µ(θ)
[
piziI − ϕi(R)

]
= max

θ,R
µ(θ)

[
pizifi(R) − ϕi(R)

]
− pizi · θc (3.21)

At the solution, R∗
i solves pizif ′

i(R) = ϕ′
i(R) and θ∗

i solves µ′(θ)
[
pizifi(R∗

i ) − ϕi(R∗
i )
]

=

pizi · c. Solving these two first order conditions gives us the analytical solutions in (3.11).

Substituting this back into the constraint delivers I∗
i , and the objective function delivers U i.

borrower

3.9.2 Proof of Proposition 2

I first prove that if the pooling contract raises the utility of type-2 borrowers relative to the

equilibrium level, it raises the utility of type-1 as well. Since the constraint to exclude type-1

borrowers from the type-2 contract binds in equilibrium, the following equality holds:

p1z1U2 − p2z2U1 = µ (θ2)
(
p2z2ϕ1 (R2) − p1z1ϕ2 (R2)

)
(3.22)
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In the pooling contract, both types pay the same amount back to the banks and have the

same market tightness. Therefore,

p1z1U
p
2 − p2z2U

p
1 = µ (θ2)

(
p2z2ϕ1 (Rp) − p1z1ϕ2 (Rp)

)
(3.23)

Take differences, we obtain

p1z1(U2 − U
p
2) − p2z2(U1 − U

p
1) = µ (θ2)

[
p2z2(ϕ1 (R2) − ϕ1 (Rp)) − p1z1(ϕ2 (R2) − ϕ2 (Rp))

]
(3.24)

Rearranging it,

p1z1(U
p

2 − U2) = p2z2(U
p

1 − U1) − µ (θ2)
[
p2z2(ϕ1 (R2) − ϕ1 (Rp)) − p1z1(ϕ2 (R2) − ϕ2 (Rp))

]
(3.25)

From ϕ′
i(R) = [pi+(1−pi)ξ]+2(1−pi)ξ2R, we have ϕ′

1(R)−ϕ′
2(R) = (p1 −p2)(1−ξ−2ξ2R).

When ξ is close to 1, ϕ′
2(R) < ϕ′

1(R). Integrating from Rp to R2 on both sides, we have

µ (θ2)
[
p2z2(ϕ1 (R2) − ϕ1 (Rp)) − p1z1(ϕ2 (R2) − ϕ2 (Rp))

]
> 0 (3.26)

It immediately follows that if Up
2 ≥ U2, then U

p
1 > U1.borrower

Next, because condition (3.12) is not satisfied, the equilibrium expected utility of type-2

borrowers, U2, is strictly less than the first-best level, U∗
2. In addition, by construction Rp

and θp are equal to the first-best level for type-2, (R∗
2, θ

∗
2), and Ip is continuous in π1 and

converges to the first-best level I∗
2 as π1 converges to 0. It follows that Up

2 is continuous in

π1 and converges to U∗
2 > U2 as π1 converges to 0. This proves there is a π such that for all

π1 < π, Up
2 > U2.
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