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Abstract
Algorithms and Software for High-Performance Fracture Simulation on GPU
Architectures
Rone Kwei Lim

Computer simulation of fracture in materials with nonlinear mechanical response can be
computationally expensive. These simulations often require a large number of degrees of
freedom, and the nonlinearity in the problem can pose difficulties when computing solutions.
This work focuses on two material models. The first model consists of rigid bricks
interacting through nonlinear cohesive springs. Fracture in the material occurs through the
rupture of the cohesive springs. The second, more complicated, model consists of deformable
elements interacting through nonlinear cohesive springs.

In the first model, we assume the bricks are under a quasi-static loading scenario.
With this assumption, the problem can be solved using a global Monte Carlo minimization
algorithm to minimize the energy of the system. The energy in the system comes from the
deformation and rupture of the nonlinear cohesive springs. Since these simulations have a
high computational cost, we have developed a GPU-based (Graphics Processing Unit) Monte
Carlo minimization algorithm that offers a significant speedup compared to a conventional
multithreaded CPU-based algorithm.

With the second model, we have dynamic simulations with explicit time
discretization. In this case we compute the force, acceleration, velocity, and position
explicitly. The force in the system comes from both the deformation of the elements as well

as the deformation of the nonlinear cohesive springs. We have developed explicit, CPU-
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based methods and implicit-explict methods on both CPUs and GPUs. Our implicit-explict
GPU-based method achieves substantial performance improvement compared to the explicit,
CPU-based method.

We present our GPU-based implementation of AES (Advanced Encryption Standard),
which is used in the Monte Carlo minimization algorithm to generate random numbers. Our
implementation is substantially faster than CPU-based implementation of AES. It is also

faster than previous GPU implementations of AES.
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Chapter1  Introduction
Computer simulation is an important part of science and engineering. The ability to simulate
physical processes on a computer has led to greater insight and understanding in many fields,
including structural materials. The combination of computer simulations and physical
experiments can lead to a deeper understanding than is possible with either one alone.
Computer simulation of material fracture can be computationally expensive due to the
large number of elements necessary to capture microstructue features. One example of such
material is nacre and its synthetic analogues, which has a mechanical response that depends
strongly on the microstructure features. Explicit representation of these features can lead to
very large problem sizes, for which simulations can require substantial computation time. In
these materials, individual “bricks” interact with each other through a polymer that binds the
bricks. The problem size discussed in this dissertation can reach up to 300,000 bricks. Figure
1.1 shows an example simulation output. In the figure, the colors represent vertical brick

stress.



Figure 1.1. An example simulation output. The colors
represent vertical brick stress.

One way to model the problem is to use rigid elements with interfaces that can
fracture, under a quasi-static loading scenario. In this case, the problem can be solved by
using global Monte Carlo minimization algorithms to minimize the energy of the system,
which comes from the deformation and fracture of the interfaces under external loading. To
alleviate the high computational cost of these simulations, we have developed GPU-
(Graphics Processing Unit) based Monte Carlo minimization algorithms that achieve
significant speedup over conventional CPU-based algorithms. ?%**?® GPUs offer a highly
parallel computational resource that can substantially increase the performance of algorithms
that can take advantage of it. The details of the algorithms will be described later in the
dissertation.

Another, more complicated way to model the problem is to use deformable elements
with interfaces that can fracture, using an explicit time discretization. In this case, the

problem can be solved using a time-stepping method to evolve the system either explicitly or



implicitly. We have developed explicit, CPU-based methods as well as implicit-explicit
methods on both CPUs and GPUs. We describe the details of these methods later in the
dissertation.

The remainder of this dissertation is organized as follows. In Chapter 2, we discuss
GPU-based Monte Carlo minimization algorithms for rigid elements. In Chapter 3, we
present an improved GPU implementation of AES (Advanced Encryption Standard), which is
used to generate random numbers that are required for the Monte Carlo minimization
algorithms. In Chapter 4, we describe our implementation of explicit methods, and show how
an implicit-explicit time-stepping method can be very well-suited to problems with

deformable elements and to GPU computations. In Chapter 5, we conclude with a summary.



Chapter 2  High-performance simulation of fracture in idealized “brick and mortar”
composites using adaptive Monte Carlo minimization on the GPU
Simulations of fracture that explicitly account for material microstructure can be enormously
expensive, due to the fact that large numbers of degrees of freedom are necessary to capture
the effect of individual microstructure features. An excellent example of this challenge is the
simulation of fracture in nacre and its synthetic analogues, which consist of small ceramic
platelets bonded together with a very small volume fraction of polymer. The mechanical
response of these materials is strongly influenced by the dimensions and arrangements of the
platelets, and explicit representation of all features in the microstructure within the fracture
process zone leads to daunting problem sizes, as a high density of discretized elements is
required.'®""'* Further, the strong interaction between the fracture process and the brick
arrangement implies that fracture pathways are not known a priori, creating the need to allow
for arbitrary cracking pathways to evolve with loading.'>" The need to capture local material
rupture (e.g. the breaking of bonds holding platelets together) further compounds the
problem, as rupture represents a strong nonlinearity that produces sharp spatial gradients in
stiffness (i.e. a crack has zero stiffness while the surrounding material may be intact and
therefore have high stiffness). For such problems, methods that rely on gradient-based
techniques to find the roots of non-linear equilibrium equations are often prone to extreme
convergence difficulties that stem from the sharp discontinuities in stiffness.

We present an idealized model for nacreous materials that represents the platelets
comprising the microstructure as rectangular bricks, whose position and orientation are

solution variables to be determined through simulation. The bricks interact through non-



linear springs, which represent the very small volume fraction (1-5%) of polymer mortar that
hold the bricks together."***! Hence, the non-linear spring description represents the
constitutive law that describes mortar, and includes both elastic response (for small
separations between bricks), plastic response (when the separation between bricks causes
straining of the mortar beyond its elastic limit), and rupture (when the separation between
bricks is large enough to cause material failure in the mortar). Figure 2.1 provides a
schematic illustration of the material model. A companion paper more fully discusses the
physical justification and implications of the model, using the solution techniques and
algorithms described here to quantify fracture parameters controlling failure.*

Noting the fact that many fracture problems involve limited amounts of unloading,
the problem can be cast in terms of energy minimization of a non-linear elastic system: in
this case, described by the non-quadratic energy potential describing the springs, or mortar.
We treat the bricks as rigid due to their extreme stiffness relative to that of the mortar, thus
the problem is essentially that of a collection of nearest-neighbor particle interactions.*

The end result is a material idealization that simply involves finding the collection of
brick positions and rotations that minimize the energy in the non-linear springs connecting
the particles. From a purely mathematical point of view, this is a fairly general problem in
that it involves finding global energy minima of a highly nonlinear system of nearest
neighbor interactions. While the idealized material model described above serves as the
motivation, the algorithms described here are applicable to other problems of this type (such
as the large deformation of fiber networks®*). The focus of this chapter is on the strategic

marriage of the GPU architecture to this class of problems. We will show that the GPU



architecture offers powerful advantages, particularly when combined with algorithms that
exploit the nature of nearest-neighbor interactions. Results are presented quantifying
computational performance. This work appeared in**. For additional details regarding the

material aspect of the simulations, see **,

2.1 Background

2.1.1 Model
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Figure 2.1. (a) Schematic of macroscopic specimen and loading scenario (bending). There
is a pre-existing crack in the middle of the specimen. (b) An example configuration of
bricks. Many more bricks are used in the actual simulations. (c) Assignment of bricks to
threads using graph-coloring. Adjacent bricks are assigned different colors. Bricks of the
same color are processed in parallel.
The central objective of the simulations presented here is to predict failure of a macroscopic
specimen that has a large, pre-defined crack and is loaded in a combination of tension and
bending, as shown in Figure 2.1(a). The macroscopic specimen is created by defining a two-
dimensional “wall” of overlapping rectangular bricks that are connected with cohesive

springs; Figure 2.1(b) shows a close-up view of this microstructure and the dimensions that

define the bricks. The bricks are treated as rigid bodies, while the mortar (implicitly



represented by the cohesive springs connecting the bricks) is described as a nonlinear
material. A large number of bricks are used to accurately capture the complex fracture
behavior near the tip of the macroscopic crack shown in Figure 2.1(a). The simulation tool
has been coded to allow for arbitrary combinations of brick width, height, overlap, and
orientation within a specimen. (Here, example results are presented for a single
microstructural orientation relative to the specimen; more exhaustive study of the role of
brick size and orientation is presented in a separate work.*)

The specimen is loaded by applying prescribed displacements to the bricks at the top
and bottom of the specimen shown in Figure 2.1(a). Bricks without prescribed displacements
can undergo general rigid body motions (translation and rotation). As the bricks displace and
rotate, the interface opening between bricks can change. The cohesive law describes the
energy that is stored at the interfaces as the bricks change position, in terms of the relative
displacements between the adjacent bricks defining the interface. The cohesive description
contains three parameters: interface stiffness, critical separation, and work to failure. The

energy of an interface is computed as follows

Eporoce = E eds (2.1)

interface

where the integral is over the length of the interface. The energy at a given point is given by

E,=f(VA+47)+g(8,) (2.2)
where A, is the displacement in the normal direction and A is the displacement in the

tangential direction, and f and g are given by
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where k is the interface stiffness, x; is the critical separation, and k x; x. is the work to
failure. The traction generated between bricks is simply the derivative of the cohesive energy
potential with respect to relative displacements. Figure 2.2 illustrates the traction-separation
relationship as a function of brick separations, and the associated energy potential. At small
relative displacements, the tractions are linear with separation, representing the elastic phase
of mortar response: above a critical displacement, the traction remains constant, representing
the plastic yielding phase of mortar response. The rupture separation defines the point at
which the mortar begins to fail: for large relative displacements, the traction between bricks
is zero, and the energy potential assumes the value of the area under the traction-separation

curve.
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Figure 2.2. (a) Graph of traction-separation function. (b) Graph of the energy potential,
defined as the integral of the traction-separation function.

2.1.2 Basic Numerical Method

The simulation is thus an energy minimization problem, where the solution involves finding
X1,Y1,01,X2,2,02,....Xn,Yn,0n, Where x,,y,0, is the x-position, y-position, and orientation of brick
n, such that the energy E(x1,y1,01,X2,y2,05,....Xn,yn,65) is minimized. The energy function E
depends on the brick size and orientation and the properties of interfaces between bricks. For
problems involving cohesive yielding or rupture, the energy landscape is multidimensional,
highly non-linear, and may contain several solutions (local minima). For problems of this
nature, typical gradient based schemes do not perform well; instead, direct heuristic search
numerical optimization algorithms are preferred. We use the Monte-Carlo direct search
method, also known as simulated annealing, to find the minimum.'>'*'® In this case, the
temperature parameter T is a fictitious parameter that is chosen by the user, as opposed to a
physically meaningful temperature used in annealing simulations involving physical

quenching.



One advantage of simulated annealing is that it is highly parallelizable, which allows
us to leverage the computational power of GPUs. The basic parallelization concept is to
move multiple bricks simultaneously, computing the associated energy change and accepting
those that lower the energy. A small fraction of movements that increase the energy are
accepted as well, to avoid being trapped in a local minima; an exponential function is used to
describe the probability controlling the acceptance of movements that raise energy. In this
approach, one must avoid moving adjacent bricks at the same time; as will be described, we
address this problem by coloring the bricks using a graph coloring algorithm to identify sets
of non-adjacent bricks, as shown in Figure 2.1(c). Different sets of bricks, each with a given
color, are passed into separate threads of the GPU.

The basic algorithm is outlined as follows. While the solution for any given
prescribed displacement can be found in a single minimization step, in the approach taken
here, the prescribed displacements are applied incrementally. This both captures solutions at

a range of loads and promotes convergence, as described in subsequent sections:

Apply displacement m; to each driven brick dx
Repeat these steps until convergence
For each free brick b,, perform the following steps:
Compute the current energy Egiq
Generate standard uniform random numbers 1y, 1y, I
Perturb the position and orientation using ry, Iy, Is
Compute the new energy Eey

If Enew - Eold <= o

10




Accept the new position and orientation
Else
Generate a standard uniform random number r
If r <exp( (Eou - Enew) / T)
Accept the new position and orientation

Else

Reject the new position and orientation

2.2 Adaptive Numerical Methods
We have developed and implemented several enhancements to increase performance and
usability of the basic algorithm. These methods include adaptive cycle count, adaptive step
size adjustment, adaptive displacement adjustment, and a position predictor.

The adaptive cycle count allows the user to specify tolerance values. The algorithm
will run as many iterations (cycles) as necessary to reach the specified tolerance values.
Without this, the user would have to specify cycle count directly, but the number of cycles

required to converge is not known beforehand.
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Figure 2.3. (a) Adaptive cycle illustration. The old sliding window is labeled window.,
while the new sliding window at the next cycle is labeled window.. The blue circle is the
new energy value, and the red circle is the old energy value. The variance and correlation
coefficient are calculated each time the sliding window is updated. (b) Graph of position
predictor multiplier. The predictor uses linear prediction when the energy is low, and a
combination of linear and constant prediction as the energy increases.
The underlying idea is illustrated in Figure 2.3(a). We use a sliding window to monitor the
variance and correlation coefficient to determine convergence. At each cycle, the new energy
value is added to the sliding window (blue in Figure 2.3(a)), while the old value is removed
(red). Then the variance and correlation coefficient of the window are calculated and
compared to user-specified tolerance parameters. These tolerance parameters include WS
(size of the sliding window, which corresponds to the number of Monte Carlo cycles), STOL
(tolerance for variance), RTOL (tolerance for correlation coefficient), and ConvergenceRep
(the number of times the convergence criteria need to be met to advance to the next

displacement step). After the STOL and RTOL criteria have been met for ConvergenceRep

times (which is typically set to 1/4 to 1/2 of WS), the current displacement step is considered
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There are several methods to calculate the correlation coefficient and variance. One
approach is to use a two-pass algorithm that calculates the mean first and then calculates the
variance. This approach does not work well for this situation since whenever a new value is
added or an old value removed from the sliding window, the entire window has to be
reprocessed. A different approach is to use a one-pass algorithm that dynamically updates

without reprocessing the entire window. A well-known formula is the following °

— 2 2, —
SQnew - SQold+ Xoew — Xolds SQinit =0

SNnew:SNold+Xnew_Xold; SNinit:0
so. — SN e
variance= _ " WS
WS (2.5)

where X, is the new value, x,4 is the old value, WS is the window size, and SQ and SN are
intermediate variables.
However, this formula suffers from round-off errors and the computed variance can become

negative rather quickly. We use a more numerically stable one-pass formula °

Xnew_ Xold
mean,, =mean ,t———; meanim.t=0
A
SSnew =SS oldt (Xnew —mean,,, ) (Xnew - meanold) - ( Xolg — medan,,,, ) ( Xolg—medan, ) s SSinit =0
C'Snew = CSold+ (Xnew_ meannew) (@) + (Xold - meanold) (#) N CS init— 0
. _ SSnew
variance = WS
2 Csiew
R = 5
WS xvariance * (M )

12 (2.6)
where variance and R? (correlation coefficient) are the output values, and mean, SS, CS are
p

the intermediate variables.
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This formula accumulates round-off errors more slowly than the previous formula, but it can
still produce a negative variance after some time. To remedy this problem, the MPFR
package ° was used to compute the intermediate values (mean, SS, CS) at quadruple
precision, whereas normal floating-point numbers are either single or double-precision. The
MPEFER package is a widely used library for performing extended precision calculations. After
the variance and R* are computed, they are compared to the user-specified STOL and RTOL
criteria to determine convergence.

We included an adaptive step size strategy that modifies the brick step size (the
amount of perturbation to a brick's position during one step) and rotation size (the amount of

perturbation to a brick's orientation) based on acceptance probability.'”*

If the acceptance
probability is very low, then most of the attempted moves are rejected, which results in a loss
of efficiency. If the acceptance probability is very high, then this implies that the brick step

size and rotation size is small, so it would take more time to converge after an applied

displacement. The equation for adjusting both the brick step size and rotation size is given by

— s,%(0.5+a), a<0.4,a>0.6

STH-
" ls,,  04<a<0.6 @.7)

where s, is the step size at load step n, and « is the acceptance probability. The step size can
be adjusted either globally or on a per-brick basis. In global adjustment, a single step size is
used for all bricks and adjusted periodically. For the per-brick basis, each brick maintains its
own step size.

Our strategy for adaptive displacement adjustment controls the displacement size to

reach stable crack growth behavior. The displacement size is adjusted using forward control
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and backtracking. In forward control, the step size is adjusted proportionally based on a

target number of cycles for convergence. The equation for forward control is given by

n+1

C, (2.8)
where A, is the displacement step size at load step n, ¢, is the target number of cycles and ¢, is
the actual number of cycles required to converge the previous displacement step.

Besides forward control, we also use backtracking, which occurs when the number of cycles
exceeds an upper limit. In backtracking, the displacement step is reverted and the new

displacement step size is given by

2 C,
An+1: An*_*_
3 ¢, (2.9)

where c, is the upper limit for cycles.

A position predictor is used during the early stage of the simulation (prior to
widespread rupture between bricks) to accelerate convergence, since the relationship between
prescribed displacements and brick positions is approximately linear. In this case, the
converged position of the bricks in one displacement step is linearly extrapolated to obtain an
initial position for the next displacement step that results in a faster convergence. The
predictor is given by

A

e L L e
P =PIt * PP | 2.10)

where p! is the position of brick i at displacement step n, and m is the multiplier defined

below.
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As the simulation progresses, the interfaces between bricks approach the point of fracture,
where a linear predictor is no longer accurate, and a constant predictor is more appropriate.

To reduce the prediction error, the following multiplier is used

m=1—1.8|| max|min —0.5

@
—,1.0|,05
@ )

0

(2.11)
where @ is the current brick energy, and @, is the maximum elastic brick energy.

As shown in Figure 2.3(b), when the brick energy is low, the multiplier is equal to 1, so the
linear predictor is used. As the brick energy increases, the multiplier value decreases,
resulting in<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>