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“God made the bulk; surfaces were invented by the devil.” - Wolfgang Pauli.  

Solid−liquid interfaces are ubiquitous and involved in numerous natural processes and practical 
applications, such as corrosion, mineralization, self-assembly, electrochemical energy conversion 
and storage, etc. Determining the composition, structure, and chemical state of interfaces, in 
particular the structure of liquids/soft materials near solids, is crucial to obtain a 
molecular/atomic understanding of the interfacial processes needed to further improve their 
applications. Currently, this is hampered by the shortage of appropriate characterization tools. In 
this dissertation a new methodology will be introduced, which is based on the combination of 
many surface-sensitive techniques and liquid cells capped with ultra-thin membranes. Using this 
platform, the structure, and properties of the electrical double layers, as well as the nanoscale 
structure of soft materials at interfaces have been explored. The nanoscale chemical information 
at solid-liquid interfaces reveals unprecedent details and offers new knowledge of many 
interfacial properties and processes. This platform opens the way for spectroscopic study of 
solid-liquid interfaces with less radiation damage with applications in biology, plastic 
processing, and inorganic materials for electrocatalysis, batteries, etc. 
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Chapter 1 Solid-liquid interfaces, where magic happens 
 

Abstract 
 

The structure/properties of solid-liquid interfaces are introduced in this chapter. Research on 
solid-liquid interfaces has attracted increasing interest due to their abundance and complexity, 
and the ability to characterize them at the atomic/molecular scale is essential in many fields, both 
academic and industrial. This includes phenomena such as wetting, corrosion, electrochemical 
energy conversion/storage and bioengineering. The basic organization of the thesis will be 
shown at the end of this chapter. 
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1.1. Where are the solid-liquid interfaces 

Solid-liquid interfaces are abundant in both natural processes and industrial applications. 
Structure and properties of solid-liquid interfaces govern chemical and physical processes in 
numerous fields, including geology, biology, and material science, and increasingly attract 
researches in these academic disciplines (1-3). 

The interfaces between minerals and aqueous solutions (or droplets/moisture atmospheric gases) 
play an essential role on Earth’s surface, as Earth is called “the blue planet” from a global view. 
At the microscopic level, sediments form by condensation and nucleation of certain ions, such as 
calcium, magnesium, and carbonate from the aqueous solutions, which react and evolve over 
time, as shown in Fig 1.1. The corrosion and degradation of many man-made buildings and 
vessels causes big financial losses every year. The mineral-solution interfaces also affect the 
uptake, release, transport, and transformation of many environmental-concerning molecules/ions, 
such as CO2 in the atmosphere and heavy metal cations in pollutants. Subtle changes of ocean 
acidity caused by excess CO2 dissolution induce a tremendous alternation of the 
microenvironment of mineral-ocean interfaces and threaten the survival of many marine species 
(4-7).  

 
Figure 1.1 Illustration of the solid-liquid interfaces during mineralization process (a) and corrosion 
process (b). Reprinted with permission from ref (8, 9). Left: Copyright 2020, with permission from 
Creative Commons. Licensed under CC BY 4.0. Right: Copyright 2022, with permission from Creative 
Commons. Licensed under CC-BY-NC-ND. 

In living organisms, the interfaces between biologic fluids, such as cytoplasm, and lipid 
membranes, also play a critical role in various biological processes and applications. Most 
proteins, including enzymes, and membrane proteins, execute their biological functions while 
supported or intercalated in lipid phosphate membranes. The cell membrane contains enzymes 
and proteins, such as Bacteriorhodopsin (bR), that transport protons, K+ and Na+ across the 
membrane of cell or organelle, maintaining a kinetic barrier for their diffusion, which is vital for 
cellular bioenergetics. For biomedicine, the adsorption of protein molecules is the first step of 
biologic response to their contact with artificial materials, and various protein binding/self-
assembly behavior to solid surfaces has been widely utilized for bioengineering applications, 
such as biosensors and energy conversion(10-13). 
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Figure 1.2 Illustration of the lipid double layer and the incorporated G protein (a) and sensors in 
bioengineering (b). Reprinted with permission from ref (14, 15). Left: Copyright 2020, Elsevier. right: 
Copyright 2020, with permission from Creative Commons. Licensed under CC BY 4.0.  

In industrial applications, numerous materials operate in liquid or moist conditions. 
Electrochemical catalyst converts reactants at interfaces, such as water or carbon dioxide, into 
value-added chemicals under reaction voltage. For instance, carbon dioxide molecules adsorbed 
on the electrode are activated and reduced by the excess electrons on the electrode surfaces, and 
on the surface of TiO2, water is split into hydrogen and oxygen under irradiation of light, with a 
catalytic performance that depends strongly on the surface species. Driven by chemical and 
electrical potential difference, ions in electrolyte are partially or totally de-solvated, travel across 
the interfaces and intercalate into electrodes, or the vice versa, to store and convert energy (16). 
The interfaces between electrodes and electrolytes, called SEI (Solid-Electrolyte Interfaces), 
passivates the electrode from corrosion while allowing transfer of ions and electrons through 
them (17). Engineering surface hydrophobicity or hydrophilicity of materials has also been 
proven to be effective for developing self-cleaning materials and lubrication (18). 

 
Figure 1.3 Illustration of electrode-electrolyte interfaces in electrochemical catalysis (a) and ion storage 
(b). Reprinted with permission from ref (19, 20), left: Copyright 2020, John Wiley and Sons, right: 
Copyright 2020, with permission from Creative Commons. Licensed under CC BY.  

Basic properties of solid-liquid interfaces, including the concentration profile, potential profile, 
and molecular structure of both water and ions, are then critical to elucidate these chemical and 
physical processes as well as material engineering. 
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1.2. Basic properties of solid-liquid interfaces 

Most solids in contact with aqueous solution interfaces are charged. The charges come from 
specific adsorption of ions in the aqueous solution (e.g., H+ and OH-), leakage of lattice ions into 
the aqueous solution and bias induced electron transfer between external devices and electrodes, 
as well as electrodes and electrolytes. 

 
Figure 1.4 Illustration of the solid-liquid interfaces structure. Reprinted with permission from ref (21). 
Copyright 2020, Elsevier.  

The presence of water drastically alters the surface properties of solids, by changing the surface 
morphology, composition, and electronic structure. In some cases, the presence of water, ions 
and electrical potential will preferentially stabilize certain facets of the solid and cause surface 
reconstruction of the solids. Undercoordinated atoms on surfaces can become highly mobile and 
segregate to form particles under certain conditions, thus inducing morphological evolution. The 
interplay between the surface energies and chemical potential also induces composition changes 
on solid surfaces, and preferential enrichment of some certain elements of species on surfaces is 
often the balance of bulk composition, surface bonding as well as external conditions including 
electrical field, temperature, and pH. These external conditions also induce changes of electronic 
structure, and dynamical evolution of surface oxidation states is a key point to decipher chemical 
reactions at the interfaces (16). 

Meanwhile, the interfacial water also shows distinct structure and properties compared to the 
bulk water molecules. This liquid layer near the electrode is usually referred to as double layer or 
electrical double layer (22). The solvation state of ions, water orientation and hydrogen network 
at the interface can be completely different than that in the bulk. One typical example is the 
formation of an ice-like ordered bilayer water on anatase in contact with liquid water at room 
temperature, which indicates the strong interaction between them (23-27). On the contrary, it was 
proposed that no hydrogen bonds form on the surface of magnesium oxide surface, despite of the 
MgO hydrophilicity (28). 

Extensive research efforts have been spent to explore the surface properties of solid in contact 
with liquid, including the surface morphology, composition evolution and electronic structure, 
using many spectroscopic and microscopic techniques, with less attention to the structure of 
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liquid layer near the interfaces. First, the structure and properties of the liquid itself is still poorly 
understood compared to the bulk solid; Second, most of liquids have high vapor pressure at room 
temperature, which limits the application of many surface-sensitive techniques that requires 
ultra-high vacuum environment; Third, the presence of liquid phases amplifies radiation-induced 
side reactions, such as X-ray beam-induced hydrolysis, which also affect the experimental 
investigations of liquids. The flexible and mobile nature of liquids makes microscopic study 
extremely challenging, and only few researches have been done for some extreme cases, such as 
aluminum ions adsorbed on mica surface (29). Most core-level spectra, such as X-ray 
Photoelectron Spectroscopy, focuses on the composition and oxidation state of species are less 
sensitive to molecular vibrations. 

Nevertheless, liquid layers at the interface play a critical role in many interfacial reactions. For 
example, the reaction rate and multi-carbon product selectivity in CO2 electroreduction shows a 
strong dependence on the presence of alkali cations, which were proposed to affect the EDL field 
strength and the electron transfer step (30-32). Similarly, anions affect the electrochemical 
microenvironment and the reactivity of water splitting reaction, including hydrogen evolution 
and oxygen evolution reaction (33-36).  

Fundamental investigation of the liquid layer structure near solids has become increasingly 
popular, both in simulation and in experiments. In theory, the mean-field theory approach takes 
both the electrostatic attraction of charged interfaces and the counter ions as well as the diffusion 
of ions inside the liquid into consideration, and the resulting distribution along the surface 
normal is highly inhomogeneous. The details and historical development will be discussed in 
chapter3. 

Meanwhile, experimental efforts at the solid-liquid interfaces lagged for a long time. This is 
mostly due to the lack of appropriate spectroscopic tools that could operate in liquid 
environments. So far most of studies used spectroscopies, like IR or Raman to probe the 
molecular species in the bulk, but the application of IR for the surface, or core-level 
spectroscopies for liquid, have only been developed or improved very recently. The details of 
these techniques will be discussed in chapter2. 

1.3. Organization of thesis 

The cases of solid-liquid interfaces are so abundant that only a few of them will be chosen to 
study in this thesis. Because of the complexity of solid-liquid interfaces, a reductionist approach 
is adopted here, with some simple model systems, such as the interfaces between graphene and 
aqueous solution to start, and then increasing the complexity, for example, protein assembly, in 
the quest to better understand the basic chemical properties and processes happening at solid-
liquid interfaces.  

In chapter 1 the abundance and basic properties of solid-liquid interfaces has already been 
discussed. Chapter 2 starts with a brief overview of surface-sensitive spectroscopic techniques. 
Two approaches-namely probing through the liquid and probing through the solid, which enable 
the measurements for liquid phase, will be compared. The fabrication procedure of ultra-thin 
free-standing membranes used for the second approach will be presented afterward.  
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Chapter 3 focuses on the structure of the electrical double layer, with a brief review of historical 
development of the electrical double layer model at the beginning, followed by the investigation 
of the graphene-sulfate interfaces. Next, we move to the anatase-water interfaces. Chapter 3 ends 
with a short summary of the importance of combining different characterization techniques 
together for a comprehensive understanding of the electrical double layer.  

Chapter 4 focuses on the extended capability of a specific spectroscopic imaging technique, 
nano-FTIR, for soft material at interfaces. It starts with a simple case: the interfaces between 
exposed and unexposed area of a photoresist film. The assembly of S-layer protein will be shown 
in the following sections, in which the assembly dynamics, spatial profile and structural response 
to external conditions will be explored. After the discussion of protein assembly, the nanoscale 
properties of nanoparticles under electrochemical conditions will also be discussed. Chapter 4 
ends with a short prospective on the opportunities enabled by this platform. 

The dissertation finishes with conclusions and perspectives from the last chapter.  
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Chapter 2 Brief review of surface-sensitive spectroscopic 
techniques 

 

Abstract 
 

In this chapter the basic spectroscopic characterization method for solid-liquid interfaces will be 
briefly summarized. For core level spectroscopy, surface sensitivity is generally achieved thanks 
to the strong attenuation of photoelectron or secondary electrons (e.g.: XPS, EY-XANES). For 
vibration mode characterization surface sensitivity can be achieved by the near-field plasmonic 
enhancement (SERS, SNOM), or by selection rules based on symmetry and photon polarization 
(SFG, SHG). There are also some other techniques used to track interfacial processes (e.g., THz), 
but the signal to background ratio typically limits its general application. The achievement of 
surface sensitivity is the focus of this section. Many surfaces sensitive techniques usually operate 
in UHV or inert gas environment because the probe particles, electrons or X-rays are attenuated 
by the environment material. Two approaches have been developed that limit the path length 
traveled by the probe particles. In one probe goes through liquid, and in another if goes through a 
solid barrier. The fabrication of liquid cells capped with ultra-thin membranes will be shown at 
the end of this chapter together with a description of all the techniques used in this thesis. 
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2.1. How to achieve surface sensitivity 

In most realistic conditions, most of atoms in both solid and liquid are in the bulk and only a very 
small portion of them are at or near the interfaces, however these “interfacial atoms” determine 
critical properties of materials and affect many practical processes and reactions, including 
electrocatalysis and energy storage.  

Firstly, let’s consider a piece of 1×1×0.1cm platinum electrode only, if the top two layers are 
“defined” as the surface of solid, the “surface portion” (SP) of platinum is 

𝑆𝑆𝑃𝑃𝑃𝑃𝑃𝑃 =
2 × 0.3𝑛𝑛𝑛𝑛

0.1𝑐𝑐𝑛𝑛
→ 0 

This means that for this platinum electrode only a negligible portion of atoms are exposed and be 
affected by the liquid, if no reaction propagates into the bulk electrode. This platinum skin is 
responsible for many electrochemical processes and reactions. 

When there is a liquid layer/phase in contact with the platinum electrode, the water and ions at 
the electrical double layer have distinct properties compared to the bulk properties. The thickness 
of the electrical double layer (Debye length) is predicted by the Stern model: 

𝜅𝜅−1 = �(
𝜀𝜀0𝜀𝜀𝑟𝑟𝑘𝑘𝐵𝐵𝑇𝑇
∑ 𝑛𝑛𝑗𝑗0𝑞𝑞𝑗𝑗2𝑁𝑁
𝑗𝑗=1

) 

  Where the 𝜀𝜀0, 𝜀𝜀𝑟𝑟 , 𝑘𝑘𝐵𝐵, 𝑇𝑇 are the vacuum permittivity, relative permittivity of the liquid (or 
relative permittivity of interfacial liquid), Boltzmann constant and temperature, respectively. 𝑛𝑛𝑗𝑗0 
is the bulk concentration of each ion and 𝑞𝑞𝑗𝑗 is the charge each ion carries in the liquid. Although 
this expression has been challenged recently for highly concentrated electrolytes, it is still a good 
approximation for dilute solutions. For a typical biological fluid or electrolyte, the Debye length 
is in the order of 1nm. The portion of liquid molecules in the electrical double layer depends 
strongly on the liquid thickness. For a typical electrochemical experiment: 

𝑆𝑆𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸(𝐸𝐸𝐸𝐸) =
0.6𝑛𝑛𝑛𝑛
10𝑐𝑐𝑛𝑛

→ 0 

The different structure or properties of this “electrolyte skin” is typical of our interest. In many 
in-situ or operando studies, a thin water film is used to mimic bulk electrolyte; for a typical 
liquid cell used for transmission study: 

𝑆𝑆𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸(𝑙𝑙𝑙𝑙𝑞𝑞𝑙𝑙𝑙𝑙𝑙𝑙 𝑐𝑐𝑐𝑐𝑙𝑙𝑙𝑙) =
0.6𝑛𝑛𝑛𝑛
200𝑛𝑛𝑛𝑛

~10−3 

For a typical liquid film used in XPS: 

𝑆𝑆𝑃𝑃𝐸𝐸𝐸𝐸𝐸𝐸(𝑙𝑙𝑙𝑙𝑞𝑞𝑙𝑙𝑙𝑙𝑙𝑙 𝑓𝑓𝑙𝑙𝑙𝑙𝑛𝑛) =
0.6𝑛𝑛𝑛𝑛
20𝑛𝑛𝑛𝑛

~10−2 

As the thickness of the liquid decreases, a larger portion of its molecules are in the electrical 
double layer, but the limited mass transfer in the confined space starts to play a role. The balance 
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of surface proportion and mass transfer could possibly be overcome by using a closed liquid cell, 
which will be discussed in the following sections.  

 
Figure 2.1 Illustration of the solid-liquid interfaces 
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2.1.1. Attenuation 

The effective travel distance of low kinetic energy electrons (photoelectrons or secondary 
electrons, 100-102 eV) in condensed material is roughly a few nm, while the travel distance of 
electrons with high kinetic electrons (>200nm for 105 eV electrons used in TEM), and photons 
(>100nm for X-ray photons and >1µm for low energy photons, such as visible or IR) are much 
longer. Most surface-sensitive X-ray spectroscopies take advantage of the strong interactions 
between the low energy electrons with materials, with XPS and EY-XANES being the most 
popular techniques. 

X-ray Photon Electron Spectroscopy (XPS, or PES) is one of the standard methods for interfacial 
studies over the recent decades (37). It records the ejected photoelectrons originated from the 
excitation of core-level electrons by the incoming X-rays as the function of their kinetic energy. 
Atoms in different chemical environments have slightly different core levels, and this could be 
reflected in different binding/kinetic energy of the photoelectrons. Only the photoelectrons 
generated near surface experience little scattering by the surrounding atoms and escape from the 
sample, while photoelectrons originated deep in the bulk will be thermalized and few electrons 
could be detected. Therefore, XPS is surface sensitive and chemical sensitive, and relatively less 
destructive than the ion-based techniques (38-40). 

The strong interactions between the photoelectrons and the materials also enable depth profile 
for the solid-vapor or solid-liquid interfaces through variation of kinetic energy or collection 
angle. For a homogeneous sample, species at depth 𝑧𝑧 will contribute the intensity: 

𝐼𝐼 = 𝐼𝐼0𝑐𝑐
− 𝑧𝑧
𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆𝜆 

𝐼𝐼0 is the initial intensity without any attenuation, 𝜆𝜆 is the electron elastic mean free path, and 𝜃𝜃 is 
the emission angle respect to the surface normal. At normal collection, the top surface (e.g., 
0.3nm) has the contribution: 

𝐼𝐼𝑃𝑃𝜆𝜆𝑡𝑡
𝐼𝐼𝑃𝑃𝜆𝜆𝑃𝑃𝑡𝑡𝑡𝑡

=
𝐼𝐼0 × 0.3𝑛𝑛𝑛𝑛

∫ 𝐼𝐼0𝑐𝑐
−𝑧𝑧𝜆𝜆 𝑙𝑙𝑧𝑧∞

0

~
0.3𝑛𝑛𝑛𝑛
𝜆𝜆
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Figure 2.2 Illustration of XPS and XANES (EY and FY mode) process 

Typically for photoelectrons with 200eV kinetic energy, the elastic mean free path is usually 
around 0.6nm and the contribution of the top surface is 50%, while for photoelectrons with 
1200eV kinetic energy the mean free path is around 4nm, and the contribution of the top surface 
is less than 10%. However, in most cases the sample is never homogeneous, the distribution of 
chemical species in depth requires integrating the concentration at depth z times the exponential 
function shown above. If the concentration profile is not known one needs to perform the XPS 
measurement as a function of the X-ray photon energy.  This is called “depth profiling”. 

Application of soft XPS/tender XPS to solid liquid interfaces is critical but also extremely 
challenging. For tender X-rays the photoelectron usually has high enough kinetic energy (>3000 
eV) to travel more than 10nm in the solid of liquid phase, but the contribution from the surface is 
less than 10%, making it less surface sensitive (41-47). Further, the thin liquid film also limits 
the mass transfer between the electrode and the bulk solution. For soft X-ray, the use of cells 
covered by a very thin membrane window is a good choice (48-56). These membranes should 
ideally be only a few nanometers thin to let the photoelectron pass through them with minimal 
absorption.  The fabrication of such thin membranes is delicate and is the bottle neck of that 
approach. The fabrication procedure adopted in my studies will be discussed in the following 
sections of this chapter.  

Another interesting technique is Standing Wave XPS (SWXPS), which demonstrated its power 
in determining the surface composition on depth direction quantitively with Å precision (37, 56-
60). Apart from the normal sensitivity from XPS, it is based on the formation of X-ray standing 
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wave on the surface. The sample is usually kept around a certain angle (under Bragg condition) 
to the incident X-ray so that the incident and scattered X-ray interference to form a stable 
standing wave pattern along the sample surface normal. This standing wave gets enhanced when 
the electron density of the substrate has a similar periodic modulation (single crystal, or on 
multilayer mirror, e.g., stacking of B4C and W layers), usually for a few nanometers. As the 
sample rocks a few degrees, the peak of interest would show different modulation based on their 
distribution (57). SWXPS has been used to reveal many critical interfacial compositions and 
structure, but its general application on solid-liquid interfaces has so far been limited to thin 
liquid layer (1-2nm) supported on solid. With SWXPS the position of hydrated cesium and 
sodium ions at hematite-water vapor interfaces, and corrosion of Ni by KOH solution has been 
obtained (56, 59).  

X-ray absorption spectroscopy (XAS, or usually X-ray absorption near edge spectroscopy 
XANES) probes the conduction band structure of solid made of unoccupied orbitals of the 
material atoms or molecules. It can be measured directly by the attenuation of the primary 
photons during transmission, or indirectly, by measuring decay products such as fluorescent 
photons or electrons, which are produced by the decay of excited core-hole states of the atoms 
absorbing the X-ray photons (61-63). XAS is bulk sensitive when measured in transmission or 
via fluorescence. Conversely, in the electron yield mode, XAS can be highly interface sensitive. 

For the solid-vacuum interfaces, only electrons excited near the surface contribute to the 
measured signal. Soft X-ray absorption leads to the emission of Auger electrons with kinetic 
energies of hundreds of eV, which generate a cascade of secondary electrons as they propagate 
through the material. Near the interfaces, they can escape into the vacuum while deeper in the 
sample, electrons and ions recombine before the electrons can reach the surface. The electrons 
that escape into the vacuum can be measured directly using an electrode in the vacuum side. 
Another method is to measure the charge-balancing current flowing from ground to the sample to 
compensate the emission into the vacuum (64). Because electron-yield XAS in vacuum gives 
information on the (near) surface, electron-yield XAS within a liquid cell is also expected to be 
sensitive to the solid-liquid interfaces (65-68). Another method of detection was proposed by 
measuring the so called "ion yield” (69, 70), but this method has been later shown to be the same 
as the electron yield method. Both methods are sensitive to the interfaces (23). 

There is also some research directly measuring fluorescence as the decay product of X-ray 
adsorption (FY-XANES), but this method is much less surface process on account of the long 
mean free path of X-rays compared with that of electrons. FY-XANES coupled with standing 
wave has been explored in the past, and proven to be sensitive to the buried interfaces (71, 72). 

It is worth addressing a common misunderstanding of electron attenuation through condensed 
material. In XPS only the photoelectrons (and the Auger electrons) without energy loss are 
measured, so the peak intensity is directly related to their attenuation which is determined by 
their Elastic Mean Free Path (EMFP). For XANES it becomes more complicated. For Auger 
Yield XANES, Auger electrons with no energy loss are selected from the large background of 
secondary electrons, so EMFP still applies. For general Electron Yield XANES measured 
through electron energy analyzer most of high energy electrons without much energy loss are 
measured so the Inelastic Mean Free Path (IMFP) better describes the attenuation. When the 
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Electron Yield channel is measured through the drain current in liquid cell/gas cell (once named 
“ion yield”) the thermalization length, instead of the EMFP or IMFP should be used (73-76). 

The surface sensitivity of vibrational spectroscopy is also possible, but due to the long 
wavelength of visible or IR light, most of the signal still comes from the bulk. One example is 
the most popular IR techniques: Attenuated Total Reflection FTIR (ATR-FTIR) (77-80). In 
ATR-FTIR, the incident angle of IR beam is kept above the critical angle, so that most of the 
light is reflected and no electromagnetic field travels beyond the proximity of the interfaces, 
except the part of the evanescent wave. 

𝐸𝐸(𝑥𝑥,𝑦𝑦, 𝑧𝑧, 𝑡𝑡) = 𝐸𝐸(0,0,0, 𝑡𝑡)𝑐𝑐𝑖𝑖(𝑘𝑘𝑥𝑥𝑥𝑥+𝑘𝑘𝑦𝑦𝑦𝑦)𝑐𝑐−𝑘𝑘
�𝑛𝑛02 sin2 𝜆𝜆−𝑛𝑛𝑠𝑠2𝑧𝑧 

Then the characteristic decay length of the evanescent wave is described by the following 
formular: 

𝑙𝑙𝑡𝑡 =
𝜆𝜆

2𝜋𝜋�𝑛𝑛02 sin2 𝜃𝜃 − 𝑛𝑛𝜆𝜆2
 

Where the 𝜆𝜆 is the wavelength of light, 𝑛𝑛0 is the refractive index of the incident material, 𝑛𝑛𝜆𝜆 is 
the refractive index of the second material, 𝜃𝜃 is the angle of incident. 

𝑙𝑙𝑡𝑡 is usually on the order of a few microns, so the proportion of the interfaces species is roughly 
0.1%, much lower than that of core-level spectroscopy. Recent experimental prove even increase 
the penetration depth of such evanescent wave to 60microns, an order larger than theory (81). 

ATR-FTIR has been widely used to probe chemical processes at electrochemical interfaces (77, 
82-85). The reason is that in a heterogeneous catalysis reaction, many molecular species, 
including adsorbed reactants, products, and intermediates, are mostly present at the interfaces 
between the catalyst and the liquid. But the ATR-FTIR technique is not intrinsically a surface-
sensitive technique since the decay length of the photon field is of the order of the wavelength, 
i.e., many micrometers for IR photons. In some other cases, a difference spectrum can be 
obtained by subtracting the spectrum under one condition (e.g., under bias) form that in another 
condition (e.g., open circuit), the contribution from the interfaces could then be much higher than 
normal ATR-FTIR, and this will be discussed in the following section. 

2.1.2. Selection rules 

Surface sensitivity can be achieved by taking advantage of the selection rules of optical 
techniques. These rules include polarization dependence in IR which can be changed by the 
angle of incidence (polar and azimuthal) of the photons, in addition to symmetry rules as in Sum 
Frequency Generation (SFG) and Second Harmonic Generation (SHG) (86-99).  

In a typical SFG experimental setup, visible and IR (in case of SFG), and for SHG only one 
incident beam, are focused on the same area on the sample surface, and the emitted beam with a 
frequency equal to the sum of the frequencies of the two-incident beam is measured. To obtain a 
spectrum the frequency of incident IR beam is varied, as shown in figure 2.2.  SFG is only 
sensitive to molecules that lack inversion symmetry, which means that randomly orientated 
molecules in the bulk do not contribute to the SFG intensity. Only at the interfaces the centro-
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symmetry is broken and those species contribute to the SFG spectrum. SFG and SHG are then 
the ideal tool to probe the molecular vibration and orientation at the buried interfaces. 

 

Figure 2.3 Schematic of SFG principle and the experimental setup. Reprinted with permission from ref 
(100). Copyright 2006 American Vacuum Society. 

At neutral interfaces without electric field, the intensity of SHG/SFG signal depends on the 
second order susceptibly, 𝜒𝜒(2), but the existence of electric field at the interfaces could enhance 
the signal by introducing another nonzero term: 𝜒𝜒(3), and the total intensity is determined by the 
sum of both interfacial effect and the electrical field effect. The modulation by the electrical field 
is also known as electric-field induced sum frequency generation. The relationship between the 
final signal and these two terms can be described as 

𝐼𝐼 ∝ |𝑷𝑷(2)(𝜔𝜔0) + 𝑷𝑷(3)(𝜔𝜔0)| = |𝜒𝜒(2)𝑬𝑬𝑣𝑣𝑖𝑖𝜆𝜆𝑬𝑬𝐼𝐼𝐼𝐼 + 𝜒𝜒(3)𝑬𝑬𝑣𝑣𝑖𝑖𝜆𝜆𝑬𝑬𝐼𝐼𝐼𝐼𝐸𝐸0|2 

Here the 𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆, 𝐸𝐸𝐼𝐼𝐼𝐼 is the local electric field vector of the incoming visible light and IR light, 
𝑷𝑷(2)(𝜔𝜔0) and 𝑷𝑷(3)(𝜔𝜔0) are the nonlinear optical polarization in the second and third order, 
respectively. 𝜒𝜒(2) comes from the intrinsic nature of the interfaces that orientated molecules, and 
𝜒𝜒(3) has contribution from isotropic molecules in the bulk and from the oriented molecules due 
to the existence of static electric field (101). 

Based on the EDL model, the electric field also has an inhomogeneous distribution along surface 
normal so that the electrical field is no longer a constant 𝐸𝐸0, and the third order nonlinear 
polarization could be expressed as: 

𝑷𝑷(3)(𝜔𝜔0) = � 𝑷𝑷(3)(𝑧𝑧,𝜔𝜔0)𝑙𝑙𝑧𝑧
+∞

0
= � 𝜒𝜒(3)𝑬𝑬𝑣𝑣𝑖𝑖𝜆𝜆𝑬𝑬𝐼𝐼𝐼𝐼𝑬𝑬𝐸𝐸𝐸𝐸𝐸𝐸(𝑧𝑧)𝑙𝑙𝑧𝑧

+∞

0
 

Where the 𝑧𝑧 is the distance from the interfaces. If the molecules are isotropic at interfaces plane, 
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𝑃𝑃(3)(𝜔𝜔0) = � 𝜒𝜒(3)𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑧𝑧)𝑙𝑙𝑧𝑧
+∞

0
= 𝜒𝜒(3)𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆𝐸𝐸𝐼𝐼𝐼𝐼 � 𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑧𝑧)𝑙𝑙𝑧𝑧

+∞

0
= 𝜒𝜒(3)𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆𝐸𝐸𝐼𝐼𝐼𝐼Φ0 

Φ0 is the surface potential. The above analysis assumes that the phases of incident and reflected 
beam don’t change at different collection depth. Taking the phase change into consideration, the 
equation can be corrected (91): 

𝑃𝑃(3)(𝜔𝜔0) = � 𝜒𝜒(3)𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆𝐸𝐸𝐼𝐼𝐼𝐼𝐸𝐸𝐸𝐸𝐸𝐸𝐸𝐸(𝑧𝑧)𝑐𝑐𝑖𝑖Δ𝑘𝑘𝑧𝑧𝑧𝑧𝑙𝑙𝑧𝑧
+∞

0
= 𝜒𝜒(3)𝐸𝐸𝑣𝑣𝑖𝑖𝜆𝜆𝐸𝐸𝐼𝐼𝐼𝐼(Φ0 + 𝑙𝑙Δ𝑘𝑘𝑧𝑧 � Φ(z)𝑐𝑐𝑖𝑖Δ𝑘𝑘𝑧𝑧𝑧𝑧𝑙𝑙𝑧𝑧

+∞

0
) 

The imaginary part could only be retrieved by phase sensitive SFG and has little contribution to 
the overall polarization at high concentration. It reveals the interfacial polarity and sign of the 
surface charges in more details (102). 

From the surface potential the surface charge density can also be derived.  

Φ0 =
2𝑘𝑘𝐵𝐵𝑇𝑇
𝑐𝑐

sinh−1(
𝜎𝜎0

�8000𝑘𝑘𝐵𝐵𝐵𝐵𝑁𝑁𝐴𝐴𝜆𝜆𝑐𝑐
) 

The presence of the electric field makes the third order term nontrivial and results in a larger 
detection depth in SFG experiments (97, 101, 103-105). The intensity of the second order term 
and third order term depends on the details of the development and the screening of the electric 
field by the ions and decreases as the ionic strength is lowered. At moderate or high 
concentration, the contribution from the second order term is higher than the third order term. 

Generally when the ionic strength is higher than 0.1M, the diffusion length is much lower than 
the coherence length 𝑙𝑙𝜆𝜆 = 1

𝑘𝑘(𝜔𝜔𝑆𝑆𝑆𝑆𝑆𝑆)+𝑘𝑘(𝜔𝜔𝑣𝑣𝑣𝑣𝑠𝑠)+𝑘𝑘(𝜔𝜔𝐼𝐼𝐼𝐼)
~40𝑛𝑛𝑛𝑛, and only a few layer of water 

molecules contribute to the overall SFG intensity, while the effect of electrostatic field is small. 
As the ionic strength decreases, the second order term almost remains the same while the third 
order term increases. As the diffusion length goes beyond 𝑙𝑙𝜆𝜆, SFG photons are generated from 
deeper parts below the surface (bulk). However, under such conditions the interference of SFG 
photons in deeper planes is destructive and its contribution is less prominent. Although the 
probing depth might be very large, the contribution from the top few layers still dominates (101).   
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Figure 2.4 A typical electrochemical cell for SFG experiments. Reprinted with permission from ref (86). 
Copyright 2022, with permission from Creative Commons. Licensed under CC BY 4.0. 

In recent years the combination of XANES and Second Harmonic Generation (SHG) enables a 
new technique: soft X-ray second harmonic generation (106-109). Such combination enables 
probing unoccupied orbitals (and then the electronic states) with surface confinement by the 
selection rule. Since the penetration of soft X-ray is still quite large, this tool has a large 
capability to probe the buried solid-liquid interfaces. Combination of the soft X-ray SHG probe 
and the optical pump will allow dynamical tracking of chemical reaction on surface in 
femtosecond domain (108).  

In a short summary, SFG/SHG provides reliable way to probe the hydrophobicity/hydrophilicity, 
orientation of molecular species at the interfaces, the surface potential and the charge density 
could be derived from the formulars above. The development and application of SFG/SHG 
provides unique opportunities for a molecular understanding of electrochemical interfaces, 
biological membranes as well as mineral water interfaces. 

2.1.3. Enhancement 

In some vibrational spectroscopic techniques, such as Infrared and Raman, the contribution of 
surface species could be increased by order of magnitude by surface enhancements. This may be 
accomplished by the use of nanostructures as plasmonic optical antennas, including nanoparticles 
(SERS, SEIRA) or nanoantenna (SNOM) (110-116).  

Early reports on surface enhancement of Raman and IR on metallic surfaces date back to 1970s 
(117-120). These metallic surfaces enhanced both the local field of incident light as well as the 
radiation field of Raman-scattered light in SERS, while only the local field in SEIRA. The 
enhancement of local or radiation field also depends strongly on the surface morphology through 
surface plasmonic resonance or lighting-rod effect, and for some cases even single molecules 
adsorbed on the surface could be identified.  



17 
 
 

 

Figure 2.5 Basic principle of SERS (left) and SEIRA (right), reprinted with permission from ref(110). 
Copyright 2021, with permission from Creative Commons. Licensed under CC BY 4.0. 

Microscopically, the incident light excites a collectively oscillation of electrons in the metallic 
material and induces a resonance electromagnetic field on the metal-dielectric interfaces. The 
coupling efficiency between the metallic substrate and the dielectric media depends on both the 
interfacial structure as well as the dielectric properties. In SERS, metallic materials including Au 
and Ag are usually used as the substrate and in SEIRA semiconductor, such as GaAs, Ge are 
mostly used (110, 121). 

The total Raman intensity of SERS is given by (122, 123) 

𝐼𝐼𝑆𝑆𝐸𝐸𝐼𝐼𝑆𝑆(𝜔𝜔𝐼𝐼) ∝ |𝑔𝑔1(𝜔𝜔𝜆𝜆,𝒓𝒓𝑚𝑚)|2|𝑔𝑔2(𝜔𝜔𝜆𝜆 ,𝒓𝒓𝑚𝑚)𝜶𝜶𝑚𝑚(𝜔𝜔𝐼𝐼,𝜔𝜔𝜆𝜆)𝑬𝑬0(𝜔𝜔0)|2 

The enhancement factor of SERS is given by 

𝐺𝐺𝑆𝑆𝐸𝐸𝐼𝐼𝑆𝑆 =
𝐼𝐼𝑆𝑆𝐸𝐸𝐼𝐼𝑆𝑆(𝜔𝜔𝐼𝐼)
𝐼𝐼𝑁𝑁𝐼𝐼(𝜔𝜔𝐼𝐼) = |𝑔𝑔1(𝜔𝜔𝜆𝜆 ,𝒓𝒓𝑚𝑚)|2|𝑔𝑔2(𝜔𝜔𝜆𝜆 ,𝒓𝒓𝑚𝑚)|2 

Where |𝑔𝑔1(𝜔𝜔𝜆𝜆,𝒓𝒓𝑚𝑚)|2 = |𝑬𝑬𝑡𝑡𝜆𝜆𝜆𝜆(𝜔𝜔𝜆𝜆)/𝑬𝑬0(𝜔𝜔𝜆𝜆)|2 is the enhancement of the local field by the 
incident light and |𝑔𝑔2(𝜔𝜔𝜆𝜆 ,𝒓𝒓𝑚𝑚)|2 = |𝑬𝑬𝑓𝑓𝑡𝑡𝑟𝑟(𝜔𝜔𝜆𝜆)/𝑬𝑬𝑓𝑓𝑡𝑡𝑟𝑟,𝑁𝑁𝐼𝐼(𝜔𝜔𝜆𝜆)|2 is the enhancement of the 
radiation field by the surface plasmon. 

For SEIRA, the enhancement only happens for the local field by the incident beam: 

𝐺𝐺𝑆𝑆𝐸𝐸𝐼𝐼𝐼𝐼𝑆𝑆 =
𝐼𝐼𝑆𝑆𝐸𝐸𝐼𝐼𝐼𝐼𝑆𝑆(𝜔𝜔𝑘𝑘)
𝐼𝐼𝑁𝑁𝐼𝐼(𝜔𝜔𝑘𝑘) = |𝑔𝑔1(𝜔𝜔𝑘𝑘,𝒓𝒓𝑚𝑚)|2 

The product of enhancement factor 𝑔𝑔1 and 𝑔𝑔2 in SERS is typically higher than 107, sometimes 
can be as high as 1015, allowing SERS even on a single molecule level (124, 125). Chemical 
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effect based on the charge transfer between scatterer and metal could also contribute to the signal 
enhancement. 

Raman and IR with surface enhancement has been widely used in both electrochemistry and 
biochemistry to study the interfacial species, such as reactants, self-assembly monolayer, and 
solvent (126-130).  

Recent advancements in SERS involve the use of well controlled nanoparticle assembly, such as 
shell-isolated nanoparticles (SHINERS). The oxide coating effectively increases the stability of 
nanoparticle and isolates the metal core from the liquid (131).  The clusters of such nanoparticles 
could greatly enhance the local field at the particle-particle gap as well as particle-electrode gap, 
and the species in that region have much larger contribution to the total Raman signal. This 
method has been proven effective to resolve some key interfacial species for electrochemical 
process (132, 133). 

 

Figure 2.6 Schematic of IR-sSNOM using a synchrotron IR light as source. Reprinted with permission 
from ref (134). Copyright 2020 Elsevier. 

The coupling between incident beams with a nanoantenna, typically a scanning probe, also 
enhances the local field while circumventing the diffraction limit of the IR or visible beam, thus 
attracts great interest recently. Aperture-less SNOM and aperture SNOM are the two most 
popular techniques in this direction. In typical aperture SNOM the spatial resolution is limited to 
the size of the aperture, which is then limited by the critical cutoff diameter 𝑙𝑙𝜆𝜆 = 0.6𝜆𝜆

𝑛𝑛
> 1𝜇𝜇𝑛𝑛. In 

aperture-less SNOM the spatial resolution is close or even lower than the tip radius (20nm) 
which results in a high surface sensitivity (115, 116, 135).  

Two popular setups of the aperture-less SNOM are scattering-SNOM (s-SNOM, e.g., nano-
FTIR) and Tip-enhanced microscopy (e.g., TERS). In the former case the nano-optical field 
around the microscopic tip apex polarizes the sample and the scattered signal is collected. In the 
latter case the local electrical field gets double enhanced by the tip and the sample and localized 
at the tip-sample junction (135). 



19 
 
 

Take nano-FTIR for the example of s-SNOM, AFM tip is brought to the close proximity of the 
sample surface and a bright coherent (broadband or single wavelength) IR beam is focused on 
the AFM tip, which is coated with a layer of noble metal like Au, Pt, etc. The incident IR excites 
the plasmons in the tip coating and get enhanced at the tip apex. In the microscopic volume 
around the tip apex a strong decaying near field emerges and interacts with the active IR or 
phonon modes inside the sample.  The scattered beam from the tip-sample junction is then 
collected by the detector. The near field component is further extracted from the far field 
background by demodulation of the tip vibration, and the relationship between the probing 
volume and the harmonic is shown in Figure 2.7 (115, 134-139). 

As shown in the Figure 2.7, the IR near field is confined to the tip-sample junction, which has 
the similar dimension to the tip radius, much smaller than the focus beam size. Due to the 
geometry of the tip, the plasmons along the tip will be excited, which produce a near field with a   
much larger component along the normal to the surface. The energy resolution of nano-FTIR 
originates from the interferometer, which allows both the amplitude and phase to be recorded 
concurrently. 

 

Figure 2.7 Spatial confinement of the IR near field around the tip apex in different modulation orders. The 
intensity along surface direction has a maximum at the origin (tip apex location), and a width that depends 
on the harmonic of the oscillation frequency, as shown in (b) and (c). Reprinted with permission from ref 
(140). Copyright 2021, American Chemical Society. 

The scattered field strength from the tip can be written as (115, 135, 141): 

𝐸𝐸𝜆𝜆 ∝ �1 + 𝑟𝑟𝑡𝑡�
2
𝛼𝛼𝑒𝑒𝑓𝑓𝑓𝑓𝐸𝐸𝑖𝑖𝑛𝑛𝜆𝜆𝑖𝑖𝑛𝑛𝑒𝑒𝑛𝑛𝑃𝑃 
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𝑟𝑟𝑡𝑡 is the Fresnel reflection coefficient of the sample surface, and 𝛼𝛼𝑒𝑒𝑓𝑓𝑓𝑓 is the effective 
polarizability: 

𝛼𝛼𝑒𝑒𝑓𝑓𝑓𝑓 =
𝛼𝛼(𝑎𝑎 + 𝛽𝛽)

1 − 𝛼𝛼𝛽𝛽
16𝜋𝜋(𝑎𝑎 + 𝑧𝑧)3

 

𝛽𝛽 is the dielectric surface response function that depends on the dielectric function of the tip. 

𝛽𝛽 =
𝜀𝜀 − 1
𝜀𝜀 + 1

 

The probing depth of s-SNOM, or the extent of the near-field along the surface normal, is also 
closely related to the tip radius. Some other measurement parameters, such as the geometry of 
the tip, the dielectric function of the sample and the detection harmonic also play a role on the 
surface sensitivity, as shown in the above formulas and Figure 2.7. For most materials the decay 
length is usually around 15nm, while there is also some other evidence that the decay length is 
much higher for soft material, such as ~100nm for polymer (140, 142-144).  

Metallic tip and surfaces could double-enhance the local electric field at the tip-sample junction 
under incident light, and this plays a central role in TERS. The enhancement originates from the 
combination of lighting-rod effect at tip apex and the localized surface plasmon (LSP) resonance 
due to the geometric shape of the AFM tip. The incident light (mostly laser) drives the electrons 
in the valence band to oscillate along the polarization direction, and net charge accumulates at 
the surface with a density that oscillates with the photon frequency. Like the case of nano-FTIR, 
as shown in Figure 2.8, the local electric field is greatly enhanced and confined at the tip-sample 
junction. The enhancement factor |𝑔𝑔1(𝜔𝜔𝜆𝜆 ,𝒓𝒓𝑚𝑚)|2 = |𝑬𝑬𝑡𝑡𝜆𝜆𝜆𝜆(𝜔𝜔𝜆𝜆)/𝑬𝑬0(𝜔𝜔𝜆𝜆)|2 is lower than SERS but 
still quite high. 

 

Figure 2.8 Spatial confinement of the electric field around the tip apex (left) and experimental setup 
(right) in TERS. Reprinted with permission from ref (135). Copyright 2008 Artech House. 
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In most cases TERS is used to probe the molecular species adsorbed on a metallic or transparent 
surface (Ag, Au, glass, etc.) and since the noble metal does not contribute to the Raman spectrum 
shape but enhances only the total signal strength, the chemical information then comes solely 
from the surface. 

In summary, SERS and SEIRA, developed almost half century ago, are very powerful to offer 
molecular information from interfaces. They are relatively cheap (compared to SFG or APXPS) 
and do not need access to synchrotron facilities. They can be rather easily built, maintained, and 
incorporated into or with other techniques, such as DEMS (differential electrochemical mass 
spectrometry). SERS can easily penetrate liquid phase, and extra caution needs to be taken to 
lower the optical path in SEIRA. The molecular vibration information revealed by SERS and 
SEIRA has been the workhorse to interpret reaction processes at interfaces, such as the reaction 
pathways and electrochemical catalysis reactions (145, 146). 

There are also some drawbacks of SERS and SEIRA. As the local field increases many orders of 
magnitude at the particle-particle and particle-substrate gaps, the energy gets is highly 
concentrated in space, so that the sample damage can become severe. The substrates used in 
these techniques have been limited to a few metals, such as Ag and Au so far, which also limit its 
general applicability (110). 

In s-SNOM and TERS the electric field is confined to the tip sample junction and is not subject 
to the diffraction limit of the incident light. This spatial resolution makes them increasingly 
popular for nanoscale study of surface properties (142, 143, 147-150). Their operation in fluids, 
however, is more challenging compared to SERS or SEIRA. Strong damping of vibration motion 
of the AFM tip probe results in instability of the whole system and, in addition, both tip and 
sample might be contaminated (151, 152). Besides, the IR is also strongly absorbed by water, 
and this led to the development of graphene liquid cell, which has been a central part of this 
thesis. Information about its fabrication and use is covered in the following section in this 
chapter (152-156). 

2.1.4. Other techniques 

For many spectroscopic techniques such as THz (also referred as far IR) spectroscopy and ATR-
FTIR, the difference spectrum under electrochemical conditions also reveals interfacial 
properties and reactions, such as the solvation state of ions (157-160).  

THz spectroscopy mostly cover the spectral range from 3 cm-1 to 300 cm-1 (0.1THz-10THz, or 
0.4 meV to 40 meV). This energy range corresponds to the rotational and collective movements 
of molecules; therefore, THz spectroscopy is ultra-sensitive to the dynamics of molecular species 
in liquid, liquid mixture, or liquid interfaces. For the solid part, THz is sensitive to the carrier 
density, and has been exploited to study the carrier density, dielectric properties, and the fermi 
level of electrode (157, 159). By coupling THz pulse with Second Harmonic Generation, the 
molecular details at the liquid interfaces can possibly be obtained. So far only proof of concept 
experiments has been performed for bulk samples (161-163). 

For liquid phase THz spectroscopy has been used to investigate the rattling modes of ions with 
strong hydration shell and charge fluctuations of ions with weak hydration shells (164). Recently 
the hydration of ions and hydrogen bonding at the EDL has also been reported, in which the 
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difference spectrum are obtained by subtraction of THz spectrum at potential Vi to the spectrum 
at the extreme applied bias Vmax. The spectral features of species that have no response to the 
bias, (i.e., species in the bulk) will be subtracted and do not contribute to the difference 
spectrum. Only species at EDL will respond to the interfacial bias and then becomes nonzero 
(158). 

THz also faces several drawbacks. THz sources are relatively hard to access, and bright, tunable 
and coherent THz sources often require synchrotron radiation or free electron laser facilities. 
Most of materials absorb THz radiation strongly, while the fabrication of THz electrochemical 
cell requires THz transparent window (159). The penetration depth of THz is very high, and the 
contribution of interfaces region in THz spectroscopy is very small (158): 

𝑆𝑆𝑃𝑃𝐵𝐵𝑇𝑇𝑧𝑧~
3𝑛𝑛𝑛𝑛
4𝜇𝜇𝑛𝑛

×
1
4

~2 × 10−4 

The resulting spectrum quality is much worse than the original spectrum. 

As discussed above, subtraction of SERS, SEIRA and ATR-FTIR spectrum under different 
conditions can also reveal molecular information at interfaces. For example, various forms of 
SEIRA/PM-IRRAS/ATR-FTIR techniques have been used to reveal the key intermediates during 
CO2 electrochemical reduction, and SERS is often used to resolve the adsorbates in CO2 
reduction and the surface oxygen dynamics in oxygen evolution reaction. IR and Raman are two 
of the most popular spectro-electrochemistry (SEC) techniques (82, 165-167). 

2.2. Accommodation to liquid environment 

Visible and THz beams could easily penetrate liquid phase, while for IR attenuation through 
aqueous solution is much stronger, in the order of several microns. In most cases attenuation is 
not the center focus of liquid cell design for these techniques. 

THz and FTIR spectroscopy can operate in transmission mode, where the beam directly goes 
through a thin liquid film (several microns) sandwiched by two optical transparent windows, as 
shown in Figure 2.9.  

 

Figure 2.9 Illustration of the transmission approach for the application of surface-sensitive spectroscopy. 
Reprinted with permission from ref (159, 168). Left: Copyright 2018 American Chemical Society. Right: 
Copyright 1990 FEBS press.  

In most of SERS or SEIRA experiments, the incident light transmits through the thin liquid film, 
the reflection or scattered signal are collected, as exampled by Figure 2.10 a and b, and in ATR-
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FTIR setup the light travel through the inner reflection electrode (IRE) and is bounced by the 
electrode surface at least one time after which the emitted light is recorded. Liquid cells for these 
techniques have various designs for incorporating electrodes, mass flow between electrode 
surface, and channel for the products to escape, which are not the focus of this dissertation. A-c 
from Figure 2.10 represent the basic design of these liquid cells. 

Unlike vibrational spectroscopy, where the photons can travel macroscopic distance in the 
environmental medium, and only the interfaces contribute to the measurement, most surface-
sensitive techniques using near field or X-ray are strongly attenuated in the liquid/solid medium, 
so they need to be thin enough to let the near field/X-ray photoelectron penetrate. Besides most 
of these techniques need to be performed in an inert protective environment, such as High 
Vacuum (XPS, EY-XANES) or inert gas environment (nano-FTIR). Two approaches have been 
developed to address these challenges, one is to directly expose a thin liquid film over the sample 
electrode or a droplet array (droplet train) to the excitation source. The other approach is to use 
an ultra-thin membrane or optical transparent window to enclose the liquid inside a cell.  

2.2.1. Through-liquid approach 

In the through liquid approach for X-ray spectroscopy, a static or flowing liquid solution is 
directly exposed to the excitation source, as shown in Figure 2.10. In a UHV system, such liquid 
film will be in dynamic equilibrium with its vapor in the chamber, so that a differential pumping 
system is used to maintain the pressure difference between the chamber and the 
upstream/detector (41-47).  

In this approach, a large portion of the signal comes from the liquid vapor interfaces or the bulk 
liquid, with only a small contribution from the solid-liquid film interfaces. For example, the 
contribution of water molecules at the interfaces to the total water peak (for a 10nm liquid film) 
in XPS using 4000eV photons as excitation source is less than 10%. The extraction of interfacial 
properties, such as potential drop, concentration profile, and chemical state, requires careful 
analysis and model simulations. 

 
Figure 2.10 Illustration of the through-liquid approach for the application of surface-sensitive 
spectroscopy. (a) A typical electrochemical cell for Raman experiment. Reprinted with permission from 
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ref (169). Copyright 2015 Royal Society of Chemistry. (b) Electrochemical cell for TERS. Reprinted with 
permission from ref (124). Copyright 2015 American Chemical Society. (c) Electrochemical cell for SFG. 
Reprinted with permission from ref (170).  Copyright 2022 American Chemical Society. (d) Liquid jet for 
XPS. Reprinted with permission from ref (171). Copyright 2016, with permission from Creative 
Commons. Licensed under CC BY 3.0. (e) Dip-and-pull liquid film experiment for APXPS. Reprinted 
with permission from ref (56). Copyright 2015 Royal Society of Chemistry. 

2.2.2. Through-solid approach 

In recent decades, a new approach has been developed to accommodate surface-sensitive 
spectroscopy to the solid-liquid interfaces, in which an ultra-thin membrane is used to enclose 
liquid in a cell, as shown in Figure 2.11. The membranes need to be robust to withstand the 
pressure difference between liquid inside the liquid cell and the outside environment, while also 
thin enough to be transparent to the photons or electrons.  

Early attempts of liquid cell often use a thin X-ray transparent window (<200nm), to enclosed 
liquid for X-ray absorption/photoemission studies (67, 68, 172, 173). The common materials 
used are SiNx, SiC and polymers. For XAS studies a conductive layer (Au, or Pt) was 
evaporated onto the SiNx membrane and served both as the material of under study and as 
current collector. Both the drain current (from working electrode) or the compensating current 
(from the counter electrode) can be collected. These were proven to be the same with reversed 
polarity (23, 66, 68). Both currents are sensitive to the interfacial region extending ca. 1 nm into 
the liquid. 

Thin silicon films have also been used for XPS in the tender energy regime (Figure 2.11 j). The 
mean free path of photoelectrons with ~6 keV kinetic energy is roughly 10nm, and more than 
10% of the photoelectrons penetrate the 15nm window to reach the vacuum side (173). 

Inspired by the development of graphene-liquid cell for TEM and XPS study, graphene has 
become a popular choice for the ultra-thin membrane starting since 2011 (174, 175). Graphene is 
a 2D material consisting of carbon atoms with delocalized π orbitals, exhibiting excellent 
mechanical strength and chemical stability over some certain potential range. The low electronic 
density its atomic thickness makes graphene (or other 2D material like BN) an excellent material 
as a window, as it allows for more transmission of photoelectrons from the sample inside the cell 
and less attenuation from the membrane itself. As shown in d-f in Figure 2.11, these graphene 
membranes are typically supported on a perforated silicon nitride window, with the holes 
diameters being typically on the order of a few hundred nanometers, which balances the 
mechanical strength of graphene membrane and the wetting/mass transfer of electrolyte to the 
graphene. Graphene can be prepared by either self-assembly by Langmuir-Blodgett method or 
chemical transfer from CVD graphene. In the former case the exact thickness of graphene flakes 
is not well controlled, so the graphene transfer method is now the standard one for fabrication 
(175). The fabrication details will be covered in the next section 2.3.1 and appendix. 

The challenges of the graphene liquid cell approach are related to the fabrication method of the 
graphene, which is found to break easily under bias and under X-ray illumination. Ions driven by 
the electric field to the interfaces or produced by X-ray induced ionization/ hydrolysis can both 
react with and damage the graphene sheet (176). The graphene itself, in all current fabrication 
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methods, consists of many grains on the size of microns and therefore contain numerous grain 
boundaries with weaker C-C bonds that facilitate their reaction and rupture.  

Graphene supported on polymer electrolyte membrane (PEM) film has much higher stability 
than the free-standing graphene and has been successfully used for electrochemical XPS in many 
cases, such as Pt and Ir for oxygen evolution reaction studies (48, 51, 52, 177).  

In the last few years graphene liquid cells have also been introduced to the near-field 
spectroscopic imaging techniques. The attenuation of the IR near field from the tip apex is 
around 15nm, so the thickness of the membrane should be less than 10nm. Graphene is then a 
great candidate for this purpose. As shown in a and b in Figure 2.11, graphene membranes 
separate the AFM tip with the sample solution and prevent the damage/contamination of both tip 
and sample. Single layer graphene is also transparent to the IR near field so that vibration 
information of molecules underneath the graphene layer could be revealed (154, 155). 

Immediately after the application of graphene-liquid cell for these techniques, functionalization 
of graphene membrane becomes a hot topic, as graphene is not the only material of interest. 
Graphene can be covered with a layer of nanoparticles, polymer, protein or oxide/metal film, but 
most of the signal comes from the graphene-material interfaces, and the interpretation of the data 
becomes sophisticated.  

 

Figure 2.11 Illustration of closed liquid cell for surface-sensitive spectroscopy. Single/multiple layer 
graphene are used as window from a) to f), and photo-transparent membrane/crystal are used in g) to j). 
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(a) graphene liquid cell for nano-FTIR. Reprinted with permission from ref (155).  Copyright 2019 
American Chemical Society. (b) graphene microcell on a silicon chip for nano-FTIR. Reprinted with 
permission from ref (154). Copyright 2019 Royal Society of Chemistry. (c) Floating graphene as window 
for SFG. Reprinted with permission from ref (86). Copyright 2022, with permission from Creative 
Commons. Licensed under CC BY 4.0. (d) Graphene supported on PEM film as window for 
electrochemical XPS. Reprinted with permission from ref (51). Copyright 2019, with permission from 
Creative Commons. Licensed under CC BY 4.0. (e) Multi-layer graphene supported on holy SiNx 
membrane for electrochemical XPS. Reprinted with permission from ref (178). Copyright 2022, with 
permission from Creative Commons. Licensed under CC BY-NC-ND 4.0. (f) Multi-layer graphene 
supported on holy SiNx membrane as window for electrochemical PEEM. Reprinted with permission 
from ref (179). Copyright 2017 American Chemical Society. (g) SiNx membrane as window for EY-
XANES. Reprinted with permission from ref (23). Copyright 2022, with permission from Creative 
Commons. Licensed under CC BY 4.0. (h) In liquid nano-FTIR, with the light goes through ZnSe prism. 
Reprinted with permission from ref (152). Copyright 2020 American Chemical Society. (i) 
Electrochemical cell for ATR-FTIR. Reprinted with permission from ref (180). Copyright 2017, with 
permission from Creative Commons. Licensed under CC BY 3.0. (j) Electrochemical cell based on thin 
SiNx membrane for hard XPS. Reprinted with permission from ref (173). Copyright 2013 AIP publishing. 

 

2.3. Fabrication procedures 

2.3.1. Graphene membrane 

Up to now numerous graphene transfer methods have been reported, including mechanical 
exfoliation, chemical wet transfer, dry (tape) transfer, sonication, etc. Many of these methods are 
now commercialized. However, most of them are not suitable for the application in liquid cells. 
For instance, in mechanical exfoliation, the thickness and size of graphene flakes is not well 
controlled, while in dry transfer the adhesive tape used might damage the supporting perforated 
silicon nitride window. 

Two graphene transfer approaches starting from CVD graphene are finally suitable for these 
purposes: PMMA-assisted wet transfer and polymer-free wet transfer (153, 155, 181). In 
PMMA-assisted transfer a PMMA layer is spin coated on top of CVD graphene to increase the 
mechanical stability and prevent graphene shrinking before the etching process and removed 
after the transfer process by hot acetone or vacuum annealing. For polymer-free transfer a frame, 
with the details shown in the appendix, instead of PMMA layer is used to stabilize the free-
standing graphene and reduce contamination.  
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Figure 2.12 Illustration drawing of the graphene transfer process. The CVD graphene grown on copper 
(top left), copper under etching (top middle), graphene washed by DI water (top right), graphene 
transferred onto holy SiNx membrane (bottom right) and finally closing the liquid cell (bottom left). 

The polymer free graphene transfer method was used in this dissertation. In brief, commercial 
single-layer graphene grown on Cu foil (Graphene Factory) by chemical vapor deposition (CVD) 
was used as base material.  Residual graphene on the other side of the foil was removed by O2 
plasma. An adhesive Al foil frame window was stuck to the untreated side and then floated on a 
Cu etchant solution (~90ml 0.2 M sodium persulfate). After etching out the Cu the graphene with 
the Al window frame, was transferred to a deionized water reservoir (~500 ml) to remove salt 
residues. The transfer process to the water reservoir was repeated twice to ensure complete salt 
removal. A Cr (2.5 nm)/Au (25 nm) coated SiN membrane (100 nm thickness) perforated with 
an array of 1000 nm or 500 nm circular holes (Norcada) was placed in the reservoir underneath 
the graphene and carefully lifted up from the air/water interfaces to scoop the graphene and 
complete the transfer. After this the membranes were annealed in vacuum (lower than 10-6 torr) 
up to 573K to increase the adhesion between graphene and Au. 

The details can be found in the appendix. 

2.3.2. Oxide/metal membrane 

Thin free-standing oxide/metal membrane have also been developed for various purposes, 
including liquid/gas cell XPS, nano-FTIR and KPFM. The oxide is deposited and supported by 
the graphene, to act as an electrode for electrochemical applications, or free-standing for other 
applications. 

Figure 2.13 (a) shows a schematic representation of the fabrication process of oxide or metal 
film. It starts with a graphene film, or a formvar film (transfer with the same method, only 
substitute the graphene by formvar) supported on holy SiNx membrane. The oxide film is grown 
by plasma enhanced atomic layer deposition (PE-ALD) (182-186) on either side of the graphene 
(182-184), as illustrated in Figure 2.13 (a) step iii-a and iii-b. The graphene can be removed, if 
desired, by oxygen plasma to leave only the suspended metal oxide (step iv in Figure 2.13 (a)). 
Typically, however, we keep the graphene on the external side of the window as it adds 
mechanical strength and because it provides good electrical conductivity for biasing the metal 
oxide when acting as an electrode. Figure 2.13 (b) shows an atomic-force microscopy (AFM) 
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topographic image of a region of the SiN with holes capped with graphene, while (c) is an image 
of the same area with a 2 nm TiO2 film grown on the side facing the cell interior (corrugated 
side), showing its excellent conformal distribution. Figure 2.13 (d) shows a region of an Al2O3-
covered array of holes which were initially covered by a Formvar polymer (polyvinyl formal). 
The polymer acts as support for the PE-ALD growth and was subsequently dissolved in 
chloroform so that the metal oxide membrane is freely suspended.  

 
Figure 2.13 (a) Fabrication process of the free-standing ultra-thin metal oxide membranes. (b-d) AFM 
topographic image showing a region with a graphene/Formvar-capped array of holes (φ = 1 μm), 
corresponding to step ii (before oxide deposition), step iii-a (after deposition of a TiO2), step iv (after 
depositon of Al2O3 on Formvar (polyvinyl formal) as support). Reprinted with permission from ref (181).  
Copyright 2020 American Chemical Society. 

For gas/liquid cell XPS and KPFM, the desired oxide/metal should be deposited on the 
corrugated side, since the top side residue material never contacts the solution while contribute 
more to the total signal strength (for the reversed approach where the flat side is in contact with 
solution, the corrugated side should not be coated). But ALD film is usually very conformal, 
exhibiting a very high aspect ratio, which means that both sides will be coated. Therefore, a 
special sample holder was used to block one side of the membrane. This sample holder is shown 
in Figure 2.14. SiNx membrane was placed down, with the flat side facing a Si chip substrate. 
Two screws were used to gently press the membranes against the Si chip. The nm scale flatness 
of Si ensures minimal precursors enter the gap between the SiNx membrane and the Si chip. 

Graphene is chemically inert to thermal ALD, so plasma was used carefully to activate the 
graphene and reduce nucleation delay. For the PEALD deposition of SiO2, Al2O3, TiO2 and 
CoOx, the deposition temperature was kept at room temperature or 393K and nucleation delay 
was found to be less than 20 cycles while for metal ALD deposition (473K, Pt) double layer 
graphene was used and the graphene was oxidized by O2 plasma for 120s before deposition. 
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Figure 2.14 illustration of the ALD membrane holder for single side coating from a cross-section view. 
Reprinted with permission from ref (181).  Copyright 2020 American Chemical Society. 

 

The chemical composition and uniformity of the films were examined by scanning Auger 
spectroscopy (with spatial resolution of few nm), and by TEM/electron energy-loss spectroscopy 
(EELS). As shown in Figure 2.15 (a), when a TiO2 film is deposited on the side facing the cell 
interior (corresponding to the SEM image in Figure 2(b)), the Ti LMM Auger peaks only appear 
when the electron beam is focused on the free-standing graphene/TiO2 (magenta) but not on the 
region between holes (blue). Because of the short inelastic mean free path of the 380-eV Auger 
electrons (around 1 nm), the spectra show only Ti peaks on the suspended graphene region of the 
membrane. Figure 2.15 (c) shows a TEM image of a region of a SiN hole that is partly covered 
by a free-standing graphene/TiO2 membrane (the missing part of the membrane is the brightest 
part). The Ti-L2,3 edge EELS map from the region marked by a square that includes the ruptured 
edge is shown in Figure 2.15. Focusing on this edge region reveals the abrupt change in chemical 
contrast across the edge, confirming the continuity and uniformity of the metal oxide layer over 
the free-standing graphene. An electron-diffraction pattern from the electron beam irradiating the 
graphene/TiO2 area is shown in Figure 2.15 (e). Only the hexagonal diffraction pattern from 
graphene can be seen since the amorphous metal oxide does not produce diffracted beams. This 
is expected from the low-temperature (313-393K) metal oxide deposition conditions(182-185, 
187). Similar results were obtained for Al2O3/graphene membranes. 

At the temperature used in the PE-ALD growth process, a high content of carbon (around 15%) 
was observed by XPS as a residue of the organic precursor. Surface OH- groups could also bring 
out an excess of oxygen(188, 189).  In a separate test, a 20 nm thick Al2O3 layer was grown on a 
SiN wafer to study in more detail its chemical composition and the possibility of cleaning the 
surface OH- groups without altering the structural quality of the ultra-thin membranes. Figure 
2.16 shows an XPS depth profile measurement and how the initial element concentrations of the 
uppermost layer converge to the stoichiometric 3/2 O/Al ratio in the bulk. The profile also shows 
that the carbon content drops to less than a 2% in the Al2O3 bulk. The carbon and OH- groups 
can be eliminated by a gentle sputtering with Ar75

+ clusters at low energy (8000 eV) without 
discernible damage on the ultra-thin film deposits (190). 

 



30 
 
 

 
Figure 2.15 (a) High spatial resolution (a few nm) Auger-electron spectroscopy (b) SEM of 2nm 
graphene/TiO2 window. (c) TEM bright-field image from a partially ruptured graphene/TiO2 window (Ø 
= 1000 nm). (d) EELS (Ti-L edge) map from the region marked by a square in (c) containing the edge of 
the ruptured. (e) Electron diffraction pattern from a TiO2/graphene region showing the hexagonal pattern 
from graphene with the amorphous TiO2 contributing only to the background. Reprinted with permission 
from ref (181).  Copyright 2020 American Chemical Society. 

 

 
Figure 2.16 Depth profile XPS measurements of a 20 nm Al2O3 thin film grown by PE-ALD on a SiNx 
substrate. Reprinted with permission from ref (181).  Copyright 2020 American Chemical Society. 
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2.3.3. Mechanical test 
The mechanical behavior of the free-standing metal oxide membranes was investigated by nano-
indentation using an AFM tip. To check for indentation-induced damage to the tip, AFM 
topographic images were acquired before and after each indentation. Figure 2.17 shows 
representative force-distance curves on a 1-μm-diameter hole covered with a suspended graphene 
membrane without (blue) and with (black) a 2-nm-thick TiO2 film deposited on the membrane 
facing the cell interior. Only a small difference is visible between the loading and unloading 
curves in both cases, suggesting an elastic deformation process and no sliding between the 
graphene and TiO2 layers during indentation, which is indicative of strong adhesion between 
graphene and TiO2. The effective Young’s modulus (E) of the suspended membrane was 
calculated using the following equation (183, 184, 191), which describes the force vs indentation 
depth of a suspended clamped circular sheet of an isotropic elastic material under a centrally 
applied load, 

F = �3
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where t = thickness of the suspended membrane, ν = effective Poisson’s ratio, a = radius of the 
suspended membrane, T = pre-tension in the suspended membrane, q is a dimensionless 
parameter equal to 1/(1.05 − 0.15ν − 0.16ν2), F = applied force, and δ = indentation depth. By 
using the equation and fitting the force-indentation curves, shown as green and red curves 
corresponding to graphene and graphene/TiO2, respectively, in Figure 2.17, we obtain the 
Young’s modulus of graphene, Egraphene, to be around 404 ± 14 GPa and that of the 2-nm-thick 
TiO2 film on graphene, Egraphene/TiO2, to be 200 ± 100 GPa. These values are close to the values 
reported in the literature(183, 184), The Egraphene value, however, is lower than that reported for 
graphene prepared by mechanical exfoliation of graphite (~1 TPa) (191), which could be due to 
defects in the graphene used in this study stemming from the chemical vapor deposition process 
and/or from the transfer processes. Assuming a tip radius between 10 and 50 nm, we estimate 
that our free-standing metal oxide membrane can withstand local pressures higher than 106 Pa, 
i.e, more than 10 bar, which explains its good performance as an environmental cell window to 
contain high pressure gas or liquids. 
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Figure 2.17 AFM nanoindentation curves of a suspended graphene (blue) and graphene/TiO2 (black). The 
green and red curves correspond to the fitting results of graphene and graphene/TiO2, respectively. The 
inset shows a schematic of the AFM nanoindentation experiment. Reprinted with permission from ref 
(181).  Copyright 2020 American Chemical Society. 

 

The mechanical strength of free-standing metal oxide membrane was also tested using a home-
built pressure test station, which is shown in Figure 2.19. The pressure of the cell was brought up 
gradually by filling it with Argon while the chamber was pumped by both turbo and mechanical 
pump. The pressure inside the cell and outside the cell were recorded simultaneously and plotted 
in Figure 2.18. The pressure in the chamber increased as the gas pressure inside the cell 
increased from 1bar to 2 bar, suggesting there might be some leak or open holes. As the pressure 
kept increasing the turbo was turned off to protect the pump. The gas pressure was maintained up 
to 4 bars (the cell was isolated from the gas supply). Considering that the volume of the cell is 
much smaller than that of the chamber (more than 1000 times) we can conclude that most of the 
oxide membrane was still intact as the pressure went up. This experiment demonstrate that the 
free-standing oxide membrane can indeed hold pressure difference for at least 4 bar. 



33 
 
 

 
Figure 2.18 Mechanical test of the oxide film, with one side filled with gas, and other side vacuum. 
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Figure 2.19 Vacuum tube with pump station for mechanical test of the liquid cell. 

The sub-micrometer thickness of SiN membranes (and other materials) makes them transparent 
to high-energy radiation, in particular ≥100 keV electrons and X-rays, and for that reason they 
are frequently used for TEM (192, 193), and for X-ray absorption spectroscopies in the 
fluorescent-yield detection mode (FY-XAS) (194, 195). Other surface-sensitive spectroscopies 
such as XPS and EY-XAS which use emitted electrons traversing the membrane are not possible 
with standard SiN membranes because of the short mean free path of a few nm of low-energy 
electrons in solid materials. However, the ultra-thin metal oxide films presented above make 
possible XPS measurements of species present near the membrane, similar to the case of 
graphene (196). Figure 2.20 (a) and (b) shows the N1s and O1s photoelectron spectra from air at 
1 bar enclosed by a 2-nm-thin Al2O3 free-standing membrane. The cell is located inside a 
vacuum chamber with 10-6-10-7 Torr base pressure containing an XPS spectrometer. In Figure 
2.20 (a), The N1s spectrum shows a sharp peak at a binding energy of ~405 eV from the N2 gas 
phase, together with a small contribution at ~400 eV from N in the SiN support (196). Similarly, 
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in Figure 2.20 (b), the O1s spectrum shows a doublet peak (due to paramagnetic splitting) at 
~537-540 eV corresponding to the O2 gas phase (197, 198) and another larger peak at 532.5 eV 
from the O in the Al2O3 membrane. The integrated intensity ratio of the N2 to O2 peaks is close to 
4, as expected from the air composition. 

 
Figure 2.20 XPS measurements through a 2-nm-thick Al2O3 membrane closing a cell filled with 1 bar of 
air. The cell is located inside an XPS vacuum chamber with a 10-6 to 10-7 Torr background pressure. (a) 
N1s spectra, containing a sharp peak from N2 gas in air and a smaller peak from the SiN support. (b) O1s 
peak showing the doublet peak from O2 gas in air and a strong, broad peak from the Al2O3 oxide. The 
photon energy is 1135 eV. Reprinted with permission from ref (181).  Copyright 2020 American 
Chemical Society. 

 

2.4. Measurement methods 

2.4.1. Atomic Force Microscopy (AFM) 

Atomic Force Microscopy is typically used to measure the morphology of the membrane, and to 
count and mark the open holes (those not covered by graphene) of the membrane. The Icon and 
multimode AFM system from Bruker were mostly used for that purpose (Figure 2.21). In a 
typical experiment the cantilever holding the tip mechanically oscillated at its 75 kHz resonance 
frequency, with the free amplitude set to around 20nm. The set point is usually slightly higher 
(~12nm) to let AFM work in the attractive regime in most cases. Topographic height, phase, and 
amplitude error in tapping mode, and topographic height, modulus, and peak force error in peak 
force mode were recorded and compared to determine the percentage and locations of open 
holes/cracks of graphene. 

Cypher AFM and Jupiter AFM were also used for topography and mechanical measurements 
(Figure 2.21). 
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Figure 2.21 AFM setups used in the dissertation. (a) MFP-3D AFM for KPFM (b) Multimode AFM for 
topography (c) Neaspec nano-FTIR (beamline 2.4) for nano-FTIR experiments (d) Cypher AFM for in-
liquid AFM and mechanical test (e) Jupyter AFM for topography and KPFM 

2.4.2. Infrared Nanospectroscopy (nano-FTIR, or IR-SNOM, or SINS) 

Synchrotron based nano-FTIR (also known as Synchrotron Infrared Nano Spectroscopy, SINS) 
measurements were performed at beamline 2.4 of the Advanced Light Source at the Lawrence 
Berkeley National Laboratory, using a neaSNOM (Neaspec, Germany) system (Figure 2.21). 
The measurements were performed under an inert environment with a constant N2 purge and a 
<5% relative humidity. To minimize tip contamination, the IrPt-coated AFM tip was operated in 
noncontact tapping mode at the fundamental resonance frequency of the cantilever (250-350 
kHz) with a free oscillation amplitude ranging from 70 to 80 nm and an amplitude setpoint of 
~85%. Mercury-Cadmium-Telluride (MCT) detector and Copper doped Germanium (Cu:Ge) 
detector were used to collect high energy (1000-2000cm-1) and low energy (400-1000cm-1) IR 
photons, respectively. The scattered near-field IR signal is further filtered by a lock-in amplifier 
tuned to the second and higher harmonics of the cantilever oscillation to separate it from the far 
field non-local scattering background.  

The complex-valued near-field spectrum is derived from a Fourier transform of the 
interferogram. The Fourier components can be expressed as real spectral amplitude “A” and 
phase “∅”, both normalized to reference spectra:  

𝐴𝐴𝑖𝑖(𝑣𝑣) = 𝐴𝐴𝑖𝑖
𝜆𝜆𝑡𝑡𝑚𝑚𝑡𝑡𝑡𝑡𝑒𝑒(𝑣𝑣)/𝐴𝐴𝑖𝑖

𝑟𝑟𝑒𝑒𝑓𝑓𝑒𝑒𝑟𝑟𝑒𝑒𝑛𝑛𝜆𝜆𝑒𝑒(𝑣𝑣) 
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 ∅𝑖𝑖(𝑣𝑣) = ∅𝑖𝑖
𝜆𝜆𝑡𝑡𝑚𝑚𝑡𝑡𝑡𝑡𝑒𝑒(𝑣𝑣) − ∅𝑖𝑖

𝑟𝑟𝑒𝑒𝑓𝑓𝑒𝑒𝑟𝑟𝑒𝑒𝑛𝑛𝜆𝜆𝑒𝑒(𝑣𝑣) 

where 𝑣𝑣 is the wavenumber, with the reference spectra collected on bare Au-coated Si substrates. 
The nano-FTIR spectra displayed throughout the paper is the phase φ2 of the scattered signal at 
the second harmonic of the cantilever oscillation frequency, which has been shown to be in good 
agreement with traditional FTIR absorption measurements (134, 136, 155). Each nano-FTIR 
spectrum has a third order polynomial background subtracted. The negative band around 1270 
cm-1 present in all cases is likely associated with polydimethylsiloxane (PDMS) contamination 
on the AFM cantilever and tip, a material present in the gel box used to hold the AFM tips. 

2.4.3. Kelvin Probe Force Microscopy (KPFM) 

The MFP-3D AFM was used for KPFM measurements. The cantilever holding the tip 
mechanically oscillated at its 75 kHz resonance frequency, with free amplitude of around 15nm. 
The driving signal was provided by the output of a Zurich lock-in amplifier, as shown in Figure 
2.21 (a). The cantilever was biased also using the output of the lock-in amplifier, which bias 
consisted of a DC plus a 2 kHz AC bias of 3.5V amplitude. The cantilever oscillation signal was 
then fed into the lock-in amplifier and the sideband was minimized dynamically by varying the 
DC offset value, which is equal to the CPD. The mechanical set point was usually set close to 
10nm to ensure the tip worked in the attractive regime. The scan speed was carefully chosen to 
make sure the CPD contrast has the least influence from the topography. Both lock-in amplifier 
and graphene membrane were grounded. During the KPFM measurement the AFM was isolated 
from the outer environment to reduce the mechanical noise, and after the experiment the CPD 
value inside the suspended region was extracted from the images and referenced by the 
surrounding area. 

2.4.4. Electron Yield X-ray Absorption Near Edge Spectroscopy (EY-XANES) 

X-ray absorption can be measured directly by the attenuation of the primary photons during 
transmission or indirectly by measuring decay products, fluorescent photons or electrons, 
produced by the decay of excited core-hole states of the atoms absorbing the X-ray photons by 
transitions of electrons near the Fermi edge of the valence band.  XAS is bulk sensitive measured 
in transmission or via fluorescence due to the long mean free path (>micrometers) of the X-rays. 
Conversely, in the electron yield mode, XAS can be highly interfaces sensitive. 

The electrochemical flow cell used for XANES was made of PEEK (polyether ether ketone, a 
highly electrically insulating material), sealed by an X-ray-transparent 100-nm-thick SiNx 
membrane. The cell was loaded in the IO-XAS endstation of the IOS (23-ID-2) beamline at the 
National Synchrotron Light Source II, at the Brookhaven National Laboratory and at beamline 
8.0.1 at the Advanced Light Source (Figure 2.22), at the Lawrence Berkeley National 
Laboratory. Deionized H2O (Milli-Q 18.2 MΩ) was used without further degassing. As 
reference, the X-ray absorption spectra were also measured under ultrahigh vacuum (UHV), 
using total electron yield via the sample drain current. 

Drain currents were measured at the counter electrode with the working electrode grounded, or at 
the working electrode with the counter electrode grounded. 
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Figure 2.22 End stations at the various and beamlines for X-ray based techniques used in this dissertation. 
(a) XANES in beamline 7.3.1 (b) XANES in beamline 8.0.1.4 (c) home built XANES in beamline 9.0.1 
(d) XPS in beamline 9.3.2 (e) XPS in beamline 11.0.2.1 (f) end station with liquid cell capability for 
beamline 11.0.2.1. 

2.4.5. Sum Frequency Generation (SFG) 

 

Figure 2.23 SFG setups for solid-liquid interfaces. 
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Figure 2.23 shows the SFVS-electrochemical cell set-up used in this Thesis, with a picosecond 
laser system to generate a 1064 nm near-infrared light with repetition rate of 20 Hz (199). A 
Laser Vision optical parametric generator and amplifier system converts the 1064 nm light to a 
visible 532 nm beam and a mid-infrared beam ranging between 2200 cm-1 to 4000 cm-1. Sum 
frequency generation is achieved when the visible and infrared beams overlap spatially and 
temporally on the sample. The intensity of the sum frequency (SF) light as a function of IR 
frequency is a vibrational spectrum of the surface species measured in the visible region. All the 
spectra reported in this work were acquired with an SSP polarization combination, where the 
letters indicate the polarization of the sum frequency, visible, and IR beams, respectively. 

2.4.6. Other techniques: TEM, XPS, SEM, Raman, FTIR 

Other techniques including Raman, FTIR, SEM and XPS were frequently used to monitor the 
quality of graphene/graphene supported films. Raman was used to probe the graphene doping 
and layers/stacks, FTIR served as reference for nano-FTIR experiments, SEM and TEM were 
used to map the morphology of graphene membrane and graphene supported nanoparticles, XPS 
was used to determine the impurities and the chemical states of the sample. 

Conclusions 

This chapter briefly reviewed various surface-sensitive spectroscopic techniques for solid-liquid 
interfaces, including their basic principle, surface sensitivity, and their adaptation to liquid 
environments. X-ray based techniques (EY-XANES, XPS) are surface sensitive since only 
photoelectrons or secondary electrons produced near interfaces are collected; SFG/SHG are only 
sensitive to molecules with no central symmetry, which in this case are molecules near the 
interfaces. SERS, SEIRA and SNOM take advantage of the surface plasmonic enhancement from 
metallic electrode, and other spectroscopic techniques such as ATR-FTIR and THz use 
subtraction with spectra in reference conditions to track the chemical changes at the interfaces. 

By directly exposing the liquid to the excitation source, or by enclosing the liquid in a closed 
cell, many surfaces sensitive techniques can now operate in liquid environments. For some 
applications the penetration of beam in the aqueous solution is small, so that the membrane itself 
becomes the material of interest. The membrane could be a thin silicon, silicon nitride, 
single/multilayer graphene, or membrane supported films or nanoparticles.   

The liquid cell approach enables liquid circulating and refreshment, so the sample damage (by 
radiation or tip) reduces. The electrochemical setup is also close to that in normal 
electrochemistry setups, with unlimited mass transfer between the interfaces and the bulk liquid.  

The fabrication of graphene and oxide membranes is also shown in this chapter.   
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Chapter 3 Probing the Electrical Double Layer structure 
 

Abstract 

The structure and properties of the electrical double layer (EDL) is a topic of great interest and 
controversy. For most research works in the field of electrochemistry the EDL structure and 
properties were assumed to be explained well by simple models, such as Helmholtz model or 
Stern model, but experimental characterization to elucidate, or even to confirm the validity of 
these models is still lagging. To simplify the mathematics of the EDL structure many 
assumptions have been made, which in most real cases give incorrect results. Chapter 3 shows 
how complex interactions are derived from these assumptions, and how they predict unexpected 
structures and properties. 

  



41 
 
 

Historical development of EDL models 
Electrical double layer (EDL) is defined as the interfacial region between the electrode and bulk 
electrolyte, of which the structure is drastically different from the bulk. The counter ions 
accumulate to the electrode surface, and the co-ions are depleted from the interfaces. Under 
certain conditions the energy landscape of ion hydration structure is also different in the EDL 
compared to the bulk. In aqueous solutions water can form special hydrogen bonds to the 
electrode which results in a preferential orientation, depending on the nature of the electrode-
water interaction and bias. The water molecules can protonate, deprotonate, and coordinate the 
surface and alter the interfacial properties in turn. All these properties of EDL have a critical 
impact on numerous natural processes and applied research, such as electrochemical energy 
storage and conversions, heterogeneous nucleation, and corrosion. A molecular understanding of 
the EDL from both theoretical and experimental methods has been a principal focus of material 
scientists over many decades (3, 158, 200-215). 

The earliest EDL model dates to almost 170 years ago by Helmholtz in 1853. In his model the 
EDL is defined by two parallel planes with equal but opposite charges, one for the electrode 
surface and another for the solvated counter ions that reach to the proximity of electrode (later 
referred as the outer Helmholtz plane, OHP). The Helmholtz model predicts the EDL 
capacitance in the same magnitude as experimental value, but the model is also too simple and 
fails in explaining many electrochemical behaviors.  

The EDL model was improved by Grahame, Gouy and Chapman. Grahame took specifically 
absorbed ions with broken solvation shells into consideration and defined it as inner Helmholtz 
plane (IHP). Gouy and Chapman used Poisson-Boltzmann equation to describe the ion 
distribution near the interfaces. Stern modified their theory and divided this region to an inner 
layer where the ions cannot access and diffuse layer, where the potential drops exponentially into 
the bulk electrolyte. The Gouy-Chapmann-Stern (GCS) model can already account for many 
experimental observations. 

However, this model also has many weaknesses. It assumes that the ions are infinitely small and 
only interact by electrostatic force while neglecting any other correlations, including steric 
effects and formation of hydrogen bonds. This often results in a large discrepancy between the 
model and the experimental conclusions (201, 216-218). The electrode surface is also assumed to 
be perfectly sharp without spatial inhomogeneous. Many parameters used in this theory are adopt 
from bulk properties, such as the dielectric constant, while some recent experiments suggested 
that the dielectric constant of confined water at IHP is distinct from that in the diffuse layer (219, 
220). 

Many modifications and refinement in the following decades helped to improve the GCS model. 
For example, steric effect of ions, dipolar nature of water molecules and different permittivity 
have been taken into consideration (200-202, 221). These models and the mean-field theory have 
been widely accepted and utilized to interpret many macroscopic and microscopic 
electrochemical phenomenon. However, not all electrochemical behaviors can be explained by 
these models, even for a simple case, conductive flat electrode in contact with electrolyte (219, 
222-224).  
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Beyond mean field theory, molecular dynamics, and classical density function theory (DFT) 
have also been used to simulate the EDL structure and properties. Recent development of DFT 
with Grand Canonical ensemble has become popular for electrochemical simulations and provide 
more details on EDL electronic structure (225).  

 

Figure 3.1 Classical model of the electrical double layer showing the Stern layer and the diffuse layer 
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Case I: graphene-sulfate solution interfaces 
The graphene-electrolyte interfaces plays an important role in many applications and 
technological fields, such as electrocatalysis, energy storage, water desalination (226, 227), 
electricity generation (228-231), environmental (232-239), and biological sensors (240). In most 
of these applications the graphene is in contact with the electrolyte and with a supporting 
substrate. To improve our understanding of the electrical double layer (EDL) at the graphene-
electrolyte interfaces without interference from the substrate we used suspended graphene, which 
also separates the solution from the ambient air. 

Graphene is normally assumed to be hydrophobic (241), with a specific affinity for cations due 
to their interactions with graphene defects and π-orbitals.(242, 243) In recent work an affinity for 
anions, including OH-, Cl-, SO4

2- has been proposed.(244-246) The ions are the main factors in 
the formation of the EDL, which is strongly influenced by the differential segregation of the 
electrolyte ions to the interfaces, driven by various physical and chemical forces. One arises from 
the image charge, where the abrupt change of dielectric properties across the solution-electrode 
interfaces leads to polarization effects that can be described by image charges outside the 
solution. This effect however does not lead to differential segregation here, as both cations and 
ions are affected alike. However, image charge interactions may assist the ion segregation at the 
interfaces in the presence of other mechanisms that break the symmetry between anions and 
cations. Another is the segregation of ions out of the solution due to the interplay of enthalpic 
and entropic forces in ion solvation,(247, 248) and by the different disruption of the H-bonding 
structure of water near ions in the bulk and interfaces. A third driver is the formation of bonds 
between ions and the electrode, of covalent, ionic or van der Waals character.  Finally, external 
forces such as applied bias also play a crucial role. The purpose of this work is to obtain a 
molecular level understanding of these driving forces and the structure of the electric double 
layer they create. As we show below, the combination of nano-FTIR, Raman spectroscopy, 
SFVS, and KPFM, together with the use of suspended graphene electrodes provides a unique 
perspective and insight for such studies (86, 155). 

Three salts, Na2SO4, (NH4)2SO4 and NH4Cl, were chosen for experiments because of their 
distinctive adsorption behavior at the air/water interfaces (249). Through Raman measurements 
we found that the doping of graphene by electrolyte species is very small at bulk concentrations 
below 10 mM and thus can be ignored. Under open circuit potential and for positive voltages, 
SO4

2- ions are the dominant species at the interfaces. Spectra acquired at bias voltages on each 
side of the charge neutral point (CNP), also called point of zero charge, showed an asymmetric 
change with voltage for H-bonded bulk water molecules and for molecules with dangling OH 
groups at the interfaces. These changes are also evident in KPFM measurements of the contact 
potential difference (CPD) between the tip and graphene. Such results are partially consistent 
with previous observations (234, 246). The dangling O-H stretch vibrational peak of water is 
largely unaffected by changes in concentration and applied bias, except at voltages below -0.3V, 
where it shifts to lower frequency and gets buried into the peaks of H-bonded water, implying a 
change of hydrophilicity at a negative biased graphene electrode. 

As shown in Figure 3.2, the graphene electrode can be doped by the ions in the solution near the 
interfaces. This charge was measured from the G-peak frequency shift in the Raman spectra, as 
shown in Figure 3.2. As can be seen, for a concentration of 100 mM the doping effect is very 
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clear and reaches a minimum vs bias that corresponds to the charge neutral point (CNP), also 
known as point of zero charge, between 0.0 and -0.5 V bias, where the charge doping on 
graphene is near zero. As the salt concentration decreases the doping of graphene decreases also, 
becoming negligible at 10 mM concentration (red data points) for all bias voltages. 

 
Figure 3.2 Graphene G peak shift (Left Y-axis) in Raman spectroscopy, and absolute carrier density 
(Right Y-axis), for (a) Na2SO4, (b) (NH4)2SO4, and (c) NH4Cl as a function of bias relative to the Pt 
electrode. 

 

The Na+ ion and Cl- ion do not have a characteristic feature in IR spectrum, while NH4
- and 

SO4
2- have a strong IR cross section, even higher than water. To better understand the interfacial 

composition and speciation, we chose a 0.1 M (NH4)2SO4 aqueous solution, with the aim to 
identify the nature of the species formed in the EDL, likely including NH4

+, solvated SO4
2-, H2O, 

etc., with high depth resolution. The cell in this experiment has already been shown previously in 
Figure 2.11. We first performed ATR-FTIR on the same liquid to establish the IR absorption 
features of the bulk electrolyte. The result is plotted on the top panel of Figure 3.3 (a).  The 
expected peaks from S-O stretching in SO4, bending modes of NH4 and water can be easily 
detected. The nano-FTIR performed over the suspended graphene covering the electrolyte 
solution is shown on the bottom panel of the figure for a voltage of zero bias between the 
graphene and the Pt counter-electrode.  As can be seen, peaks of the same species are also 
observed here, although with very different intensities. This is the result of the different depth 
sensitivities of the two techniques, where ATR-FTIR reports the bulk structure, while nano-FTIR 
reports the nm-thick electrolyte layers near the electrode. It is clear that the concentration of 
solute ions is much higher near the surface, i.e., in the EDL. Other peaks near 1200 cm-1 and 
1300 cm-1 from species, not yet identified, appear as well. 

Interestingly, in contrast to the pure solvent case (155), in the 0.1 M (NH4)2SO4 case, very clear 
differences exist between the ATR-FTIR and nano-FTIR spectra.  In particular, in the plotted 
wavenumber range, the largest peak intensity measured for the ATR-FTIR is the water bending 
mode which dwarfs the sulfate and ammonium peaks, reflecting the low concentration of these 
species compared to water. However, in the nano-FTIR the sulfate (and ammonium) peak 
intensity is larger than (similar to) that of the water bending mode.  This indicates a much higher 
concentration of these species, in comparison to the bulk, in the EDL near the graphene 
electrode.  Additionally, two new features at 1207 cm-1 and 1286 cm-1

, are present that were not 
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detected by ATR-FTIR.  Consistent with the increased surface sensitivity to distinguish different 
relative concentrations in the EDL as compared to the bulk, these peaks are likely from new 
interfacial species.  The capability to directly measure such species opens a significant 
opportunity for future simulation work, in collaboration with the methodologies described 
herein, to completely identify the composition of EDLs.  

To confirm our above interpretation of the nano-FTIR data, we studied the effect of application 
of bias between graphene and Pt counter-electrode.  The resulting spectra are shown as a color 
map in Figure 3.3 (b).  The bottom spectrum was collected at a bias of 0V, while the top 
spectrum was collected at a bias of +0.5V relative to the Pt.  A substantial change in near-field 
signal is observed by comparing the two data sets. At positive bias the near-field signals from the 
sulfate stretching, and the two interfacial species peaks increase, while ammonium and water 
peaks change only slightly relative to the zero-bias case.  The increase in the sulfate region signal 
upon positive graphene bias is consistent with an electrostatically induced increase in relative 
anion (sulfate) concentration in the EDL near-graphene. 
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Figure 3.3 Comparison of nano-FTIR and ATR-FTIR spectrum of 0.1M (NH4)2SO4 aqueous solution-
graphene interfaces. (a) ATR-FTIR spectrum from a drop of (NH4)2SO4 aqueous solution (top), and nano-
FTIR (bottom) of the same electrolyte at zero applied bias. (b)Bias dependent nano-FTIR displayed as a 
color map for +0.5V (top) and 0V bias voltages (bottom) vs the Pt counter electrode. Reprinted with 
permission from ref (155).  Copyright 2019 American Chemical Society. 

As can been seen in the nano-FTIR experiment, electrochemical bias boosted the differential 
segregation of cations and anions near the graphene-water interfaces and creates an electric field 
in the double layer with an intensity that depends on ion concentration and interfacial electrical 
field strength. The field affects the vibration spectrum of the water molecules and changes the 
intensity of the peaks in the O-H stretch region, between 3000 and 3600 cm-1. This change is the 
result of the symmetry rules governing the sum frequency generation (SFG) process, which 
requires lack of inversion symmetry. At the interfaces there is an intrinsic lack of inversion 
symmetry manifested by the intense peak around 3620 cm-1 due to the dangling O-H stretch 
vibration mode of the water molecules at the interfaces next to the graphene, which is not 
affected by salt concentration. However, most of the H-bonded water molecules below the first 
layer are randomly oriented, i.e., they are symmetric as an ensemble within a volume of 
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wavelength dimensions and therefore cannot generate an SFG output. The orientation ordering is 
not abrupt but decays rapidly from the interfaces to the bulk interior. As a result, the O-H stretch 
vibration peaks of the molecules have small intensities.  

 

Figure 3.4 SFVS measurement of the vibrational spectrum of water in the O-H stretch region at open 
circuit potential for: (a) Na2SO4, (b) NH4Cl and (c) (NH4)2SO4, for concentrations of 0 mM, (i.e. pure 
water, black), 1 mM (red), 10 mM (blue), and 100 mM (magenta), respectively. Reprinted with 
permission from ref (86). Copyright 2022, with permission from Creative Commons. Licensed under CC 
BY 4.0. 

We should note here that the probing depth of SFG is not determined by the penetration depth of 
the photons, which is macroscopic for the visible, and of µm for the IR, much larger than the 
Debye length (of the order of 1 nm), or the Gouy-Chapman length (Angstroms). Instead, it is 
determined by the depth of the illuminated region lacking inversion symmetry. The presence of 
electric fields tends to orient the molecular dipoles along the field direction, i.e., perpendicular to 
the interfaces, which break the inversion symmetry and cause the intensity increase observed in 
the SFVS signal seen in Figure 3.4. The fact that the intensity of the H-bonded water peak 
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increases with the sulfate salts concentration indicates a higher density of ions near the interfaces 
at OCP.  

The intensity of the SFVS peaks is determined by the effective surface nonlinear susceptibility, 
χS,eff

(2) (ω), of interfacial water which depends on the electric field EDC following the expression 
(250) : 

  
Where χS

(2) denotes the contribution from water molecules right at the interfaces, while the 
integral describes the contribution from field-induced polarization of water molecules in the 
diffuse layer. EDC(z) is the distance-dependent field along the surface normal, χB

(3) is the third 
order nonlinear susceptibility of bulk water, and Δkz the phase mismatch in the SFVS process. 
The change of χS,eff

(2) (ω) directly reflects the change of EDC(z) in both magnitude and direction. 
Details of the surface sensitivity has been shown in the section 2.1.2. 

SFVS measurement of the vibrational spectrum of water in the O-H stretch region at open circuit 
potential for: (a) Na2SO4, (b) NH4Cl and (c) (NH4)2SO4, for concentrations of 0 mM, (i.e. pure 
water, black), 1 mM (red), 10 mM (blue), and 100 mM (magenta), respectively. Figure 3.4 a-c 
show the SFVS results for the 3 salts, with concentrations ranging from 0 to 100 mM at OCP, 
which we know is around 0.0 volts relative to the Pt counter electrode. As we see, within 
measurement error, the spectrum of the graphene/NH4Cl interfaces shows only a small change 
with salt concentration (Figure 3.4 b), indicating that NH4+ and Cl- ions do not adsorb or 
segregate differentially to the interfaces unless, as we show below, they are separated by an 
externally applied bias. For the two sulfate salts however, the intensity of the H-bonded water 
peaks in the 3000-3600 cm-1 region, increases with salt concentration. From the contact potential 
measurements shown below, we know that SO4

2- ions are preferentially concentrated near the 
graphene interfaces at OCP. The surface coverage of sulfate ions can be deduced from the 
increase in H-bonded peak intensity relative to that of pure water in Figure 3.4 (a) and (c). 
According to selectivity the intensity is correlated to the electric field produced by the surface 
charge, i.e., ion concentration, which we used to plot the two adsorption isotherms shown in 
Figure 3.4 (d). From fitting the data with Langmuir adsorption isotherms, we obtained the free 
energy of segregated sulfate ions, with values of -23.9 and -26.8 kJ/mol, for Na2SO4 and 
(NH4)2SO4, respectively, with the 2.9 kJ/mol variance likely being due to the effect of the 
different positive ions in the salts.  
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Figure 3.5 Representative Cyclic Voltammetry curve for graphene in contact with 0.1M (NH4)2SO4 
electrolyte. Other electrolytes will be very similar. Reprinted with permission from ref (86). Copyright 2022, 
with permission from Creative Commons. Licensed under CC BY 4.0. 

The nature of the driving force responsible for the preferential segregation of sulfate anions is 
not clear at present. Our experimental measurements indicate that it is not of electrostatic origin 
since there is no doping charge on graphene at OCP, as shown by the Raman results in Figure 
3.2.  Formation of a specific chemical bonds with graphene is also unlikely given the strongly 
bound water solvation shell around the anions that prevent close proximity for chemical bonding, 
and Van der Waals forces between the anions and graphene are expected to be one order of 
magnitude smaller than the values obtained. Other factors worthy of consideration include 
contributions from possible sharing of water molecules between sulfate ions close to the 
graphene interfaces, although this is unlikely in view of the large molarity difference between 
sulfates (< 1M) and water (55 M). Partial de-solvation that could introduce a local asymmetry in 
the solvation molecules around the anion and thus increase their contribution to the SFVS is 
unlikely since the energy of de-solvation of the doubly charged sulfate anions is ~1 eV per 
molecule (251-253). Finally, distortions of the solvation shell of anions near the graphene may 
introduce asymmetries in the vibration modes that could increase the intensity of the SFVS 
peaks.  Since the peak intensities were used to calculate the segregation energy, this could 
conduce to an overestimation of the energy. These are all important questions that point the way 
for further investigation in theory and experiment.  
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Figure 3.6 SFVS as a function of applied bias for 10 mM solutions of Na2SO4, (NH4)2SO4, and NH4Cl. 
Top (a,b,c) for positive bias (vs Pt): 0.0 V (black), +0.2 V (red) and +0.4 V (blue). Bottom (d,e,f) for 
negative bias: 0 V (black), -0.1 V (red), -0.2 V (blue),  -0.3 V (magenta) and -0.4 V (dark yellow), 
respectively. Reprinted with permission from ref (86). Copyright 2022, with permission from Creative 
Commons. Licensed under CC BY 4.0. 

In the previous section we showed how increasing the salt concentration at OCP increases the 
strength of the EDL field due to differential accumulation of ions at the interfaces. Here we 
present SFVS results showing the changes in interfacial water structure arising from externally 
applied fields. A cyclic voltammetry test indicated a capacitive behavior, with the absence of 
chemical reactions (Figure 3.5). The results at 10 mM concentration where graphene doping is 
negligible, reveal that positive bias (Figure 3.6 a-c) increases the intensity of the H-bonded water 
peaks for all 3 salts, while negative bias (Figure 3.6 d-f) decreases the peak intensity to a 
minimum around -0.2 V for Na2SO4 and (NH4)2SO4 (Figure 3.6 d-e) and 0.0 V for NH4Cl 
(Figure 3.6 f), indicating that this is the CNP, in agreement with the results of the Raman 
experiments in Fig.1. Interestingly, however for negative bias voltages below -0.2 V a moderate 
increase in the intensity of the H-bonded water peaks is observed, although barely surpassing the 
intensity observed in pure water. The different response of anions and cations to the applied bias 
is another interesting result that is not well understood at present and one that calls for additional 
experiments and theoretical calculations.  

Another important result is the behavior of the water molecules nearest to the graphene with a 
dangling O-H bond peak at 3620 cm-1. In studies of the neat water interfaces with air it is well-
known that the dangling O-H stretch peak appears around 3700 cm-1 and serves as an indicator of 
the hydrophobicity of the interfaces (254). The peak does not appear when the interfacial water 
molecules form H-bonds with a surface, as it occurs on most oxides and hydrophilic interfaces. 
In our spectra the peak is found around 3620cm-1. This value can be compared with literature 
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values (255) where the dangling OD in H2O / D2O mixtures in contact with graphene is 
redshifted by about 38cm-1 compared with the air/water interfaces. The H-D mass difference 
adds a red-shift of around 50cm-1. In our data the redshift is 80cm-1, in agreement with the 
reported values. We have seen that the frequency and intensity of this peak does not change as a 
function of concentration (Figure 3.4) nor with the application of positive bias (Figure 3.6 a-c). 
However, it does change at negative bias (Figure 3.6 d-f), decreasing in intensity and red-shifting 
towards the position of the H-bonded water. This result may indicate that the water molecules 
next to graphene undergo some orbital hybridization between the dangling H and graphene that 
causes it to redshift and overlap with the bonded OH region peaks.  

 

Figure 3.7 Contact Potential Difference (CPD) images from the KPFM measurements on suspended 
graphene over micrometer diameter holes in a 100 nm thick SiNx membrane covered with a 20 nm gold 
layer. The bias on the graphene varied from -0.5 V to +0.5 V relative to the Pt counter electrode. Images 
at -0.4V and +0.4V are used in Fig. 4b of the main text. Reprinted with permission from ref (86). 
Copyright 2022, with permission from Creative Commons. Licensed under CC BY 4.0. 
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The differential segregation of ions to the graphene electrode is also manifested in the increasing 
ionic charge near the graphene calculated from contact potential change measured by KPFM 
(Figure 3.7). For the KPFM measurements we used a different cell where graphene covered a 
gold-coated 100 nm thick SiNx membrane (256) perforated with 1 µm diameter holes (Figure 3.8 
a). The graphene over the hole regions was suspended and in contact with the solution 
underneath.  Figure 3.7 and Figure 3.8 b shows KPFM images at -0.4 and +0.4 V bias for a 
10mM Na2SO4 solution. The ionic charge near the graphene electrode that orients the hydrogen 
bonded water vs bias deduced from the SFVS measurements is shown in the left Y-axis in Figure 
3.8 (c). The charge from these ions is also proportional to the CPD value measured by KPFM 
with the tip over the holes minus the CPD value with the tip in the region between holes (ΔCPD). 
The difference eliminates possible changes in the tip work function due to contamination. The 
results are plotted in Figure 3.8 (c) right Y-axis, normalized to match the SFVS charge value at 
the CNP.  

 
Figure 3.8 (a) Schematic of the graphene/electrolyte SFVS and KPFM experiments. (b) Contact potential 
(CPD) images from KPFM obtained by scanning the tip over and across suspended graphene in contact 
with the electrolyte solution. (c) Comparison between the charge density near graphene deduced from the 
SFVS peak intensity increases of the H-bonded water, left Y-axis and, black circle data points, and the 
difference in CPD measured by KPFM between suspended graphene and surrounding supported graphene 
(ΔCPD), which is proportional to the ionic charge near the graphene electrode (right Y-axis). Reprinted 
with permission from ref (86). Copyright 2022, with permission from Creative Commons. Licensed under 
CC BY 4.0. 

As can be seen the ion charge density curves measured from SFVS and from CPD show the 
same behavior, with a smaller slope for negative biases (pink background), than for positive 
biases (green background). Such asymmetric behavior was also observed on supported graphene 
electrode/pure water interfaces (87). The nonlinear response of the water orientation to different 
gating potentials and ion species, indicates again that the Stern-Gouy Chapman model does not 
describe properly the EDL at the microscopic scale (257) and that more advanced EDL models 
that include effects of solvent dipoles (200, 258), ion solvation structure (158), ion finite size 
(201) and non-electrostatic forces between molecular species and electrode surfaces (211, 259) 
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should be used. Since the alignment of the water dipoles by the electric field is the result of 
competition between the torque on the water molecules by the field–dipole interaction and the 
hydrogen bonding network near the interfaces the electric field EDC, its dependence on distance 
to the interfaces, solute type, and ion species, should be considered more carefully and needs 
correction when deducing the surface change density at the interfaces. However, we believe that 
the model still provides a reasonable approximation of the field created by the segregated ions, as 
shown by the good agreement between the charge concentration measured from the increase in 
SFSV peak intensity and the values obtained using the contact potential difference produced on 
the graphene as measured by the Pt tip located outside the solution in the KPFM experiments. 

In summary, through the combined use of nano-FTIR, Raman spectroscopy, SFVS and KPFM, 
we determined the effects of the differential ion segregation at the graphene-electrolyte interfaces 
in three salt solutions, Na2SO4, (NH4)2SO4, and NH4Cl, and their effect in creating a double layer 
structure that orients the interfacial water. The first water layer in contact with graphene has 
dangling O-H bond that points to the graphene and remains unchanged both with salt 
concentration and with increasing positive potentials but undergoes a chemical interaction with 
graphene at negative values that decreases its peak intensity and redshifts its frequency. We 
showed that a preferential anion-accumulation at the interfaces is driven by segregation from the 
solution bulk, which increased with ion concentration.  We have shown that the differential 
segregation at OPC is not driven by electrostatic effects nor by formation of specific chemical 
bonds, which is impeded by the large energy required to de-solvate sulfate anions. While the 
origin of this phenomenon remains unclear, we speculate that it could be due to reorganization of 
water in the solvation shell that breaks the symmetry of the bonded O-H stretch modes. This 
therefore requires further experimental or theoretical study of the structure of the EDL. We 
showed also how externally applied fields further enhance the segregation effects and lead to an 
increased orientation of interfacial water. The asymmetric change of the field-induced H-bonded 
water orientation was proved by both SFVS and KPFM and brings to the fore the need for 
further studies, particularly theory to better understand it. Finally, we found that the dangling O-
H peak of the water molecules next to the graphene remained largely unchanged as a function of 
concentration and also under positive bias, but redshifts and decreases in intensity at negative 
bias, pointing to orbital hybridization between dangling H and graphene.  

 

Case II: anatase-solution interfaces 
Titanium dioxide is one of the most common minerals on earth. Owing to its high dielectric 
constant, superhydrophilicity and unique band structure, TiO2 has also been widely used for 
photocatalytic water splitting, self-cleaning surfaces, and corrosion-resistant coatings. For each 
of these applications, the interaction between TiO2 and water is crucial (4, 260). 

Substantial efforts have been made to understand the basic process and reactions taking place on 
the TiO2–water interfaces. However, many fundamental and critical questions remain unclear, 
which limit our understanding of the TiO2 water interfaces (214). For instance, does water 
dissociate on TiO2 surfaces? What is the structure of the few water layers near TiO2 and how 
would this structure be altered on different TiO2 phases? Does TiO2 form a hydration layer (Ti-
O-H) in contact with water and if so, what fraction of the surface is hydroxylated? How do the 
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surface oxygen vacancies in TiO2 affect the dissociative adsorption of water molecules on the 
surface? These long-lasting questions necessitate an atomic/molecular understanding of the 
structure and properties TiO2 water interfaces under realistic condition (e.g., in the presence of 
bulk water/aqueous solutions, under electric field, or photon illumination). 

Progress in understanding these questions have been achieved using different experimental and 
theoretical tools, starting from the model system of water molecules absorption on TiO2 single 
crystal (261, 262), to more realistic case of TiO2 film in contact to bulk electrolyte (263, 264). 
However, most of the research focus on water layer structure only, with assumption that the 
chemical state of the TiO2 surface remains the same, which contradicts the fact of strong 
chemical interaction between TiO2 and water (265, 266). Besides, these experiments remain 
distinct and mostly indirect, therefore bringing more inaccuracy or even controversy to these 
questions, among which the most famous one is whether water dissociates on TiO2 surface. A 
direct spectroscopic tool probing both the oxide and water layer structure is critical for a 
comprehensive study of TiO2–water interfaces. 

In this section we are combining soft XANES with electrochemical flow cells to probe the 
TiO2/water and TiO2/electrolyte interfaces. The results provide the first direct (X-ray 
spectroscopic) proof of the existence of ice-like water bilayer at TiO2/water interfaces and also 
shows the solvation/de-solvation of electrolyte ions near the TiO2 as the function of bias, 
concentration and bias (23, 181). 

The electrochemical flow cell (Figure 3.9) used in this study was made of PEEK (polyether ether 
ketone, a highly electrically insulating material), sealed by an X-ray-transparent 100-nm-thick 
SiNx membrane (267). Onto this membrane, a layered structure comprising TiO2/Au/Cr was 
deposited with respective thicknesses of 6.6/10/2 nm, with TiO2 facing the water inside the cell. 
The TiO2 was deposited using plasma-enhanced atomic layer deposition after Au and Cr were 
deposited using thermal evaporation. XAS revealed that the structure of the TiO2 is that of the 
anatase phase. As reference, the X-ray absorption spectra for the same TiO2/Au/Cr stack on SiNx 
were also measured under ultrahigh vacuum (UHV), using total electron yield via the sample 
drain current. 
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Figure 3.9 Illustration of the XANES experiments with electrochemical flow cell. Reprinted with 
permission from ref (23). Copyright 2021, with permission from Creative Commons. Licensed under CC 
BY 4.0. 

Drain currents were measured at the counter electrode with the working electrode grounded 
(Figure 3.10 a), or at the working electrode with the counter electrode grounded (Figure 3.10 b). 
The choice of electrode where the current is measured determines the name used, i.e. “total ion 
yield” if measured at the counter electrode (Figure 3.10 a) (69, 70, 268, 269) and “total electron 
yield” if measured at the sample/working electrode (Figure 3.10 b) (65, 66, 68, 176). To avoid 
confusion, here we refer them as counter-electrode drain current (Figure 3.10 a) and working-
electrode drain current (Figure 3.10 b). Note that the total electron yields as depicted in Figure 
3.10 (b) is different from the “one-electrode” total electron yield in which, by keeping the 
counter electrode floating, no signal from inside the cell could be measured. 
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Figure 3.10 Electrochemical flow cell, filled with pure H2O, showing the sample (working electrode) 
comprising three layers: TiO2 (6.6 nm, white) facing the electrolyte, Au (10 nm, yellow), and Cr (2 nm, 
blue) on a free-standing, X-ray-transparent SiNx film (100 nm thick, 1 mm2, green), supported on a Si 
frame (gray). Drain currents are measured at the counter electrode (a) or at the working electrode (b), 
each with the other electrode grounded. Reprinted with permission from ref (23). Copyright 2021, with 
permission from Creative Commons. Licensed under CC BY 4.0. 

Comparison of the counter-electrode and working-electrode drain currents shows that they are 
inverted relative to each other but otherwise practically identical (Figure 3.10 a). This is 
emphasized by the near complete overlap between the inverted working-electrode drain current 
and the counter-electrode drain current (Figure 3.10 b), clearly showing that both signals contain 
the same information. 

Spectroscopically, the Ti L-edge spectra (Figure 3.11) contain all the features typically observed 
for TiO2, which are ascribed to Ti 2p→3d transitions. The L edge is split into two components 
because of spin-orbit coupling. These two are labeled L3 and L2 and related to excitation from 
Ti 2p3/2 and 2p1/2, respectively. Both components are further divided into two peaks, originating 
in the crystal-field splitting of the Ti 3d band and assigned to Ti 2p→t2g and 2p→eg. Finally, the 
L3-eg peak comprises two closely spaced maxima with their relative intensity depending on, 
among other things, the TiO2 crystal structure (270, 271). The origin for the L3-eg splitting is 
debated: short-scale distortions in the bonding in the TiO6 (270, 271) range distortions between 
octahedron (63) and dynamic coupling of electronic and vibrational states have been proposed 
(272, 273).  
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Figure 3.11 Ti L-edge spectra of TiO2 in deionized water (a), measured via the counter-electrode (black) 
or via the working-electrode drain current (blue). Similarities are highlighted by inverting and overlaying 
the working-electrode drain current (b).  Reprinted with permission from ref (23). Copyright 2021, with 
permission from Creative Commons. Licensed under CC BY 4.0. 

Both the counter and working-electrode drain currents originate in X-ray absorption at the 
working electrode-liquid interfaces because Ti is only present in the 6.6-nm-thick TiO2 film in 
the working electrode. The TiO2 film was stable for hours in the liquid under irradiation by the 
X-ray beam, indicating negligible leaching of Ti and/or redeposition on the counter electrode (a 
Pt wire). Furthermore, the soft X-rays are fully absorbed by the liquid and cannot reach the 
counter electrode (transmission of X-rays up to 1 keV through 0.15 mm H2O is less than a 10−6) 
(274), and the typical electrode separation is several millimeter). 

It may seem counter-intuitive that the spectrum of the H2O-TiO2 interfaces can be measured via 
the counter-electrode drain current, given the short inelastic mean free path of electrons in 
liquids, around 1–2 nanometers (75). The mechanism of the charge transfer from working to 
counter electrode is not yet clearly understood. However, a crucial step is the emission of 
energetic Auger and secondary electrons from the working electrode into the liquid, ionizing the 
liquid, and leading to a multitude of positive ions and secondary electrons. As the electrons lose 
energy, they may recombine with cations, get attached to neutral molecules creating anions, or 
become solvated electrons. In this thermalization process, a cascade of charged species is 
generated, possibly with longer lifetimes and diffusion lengths. The transport pathway of these 
species is interesting and deserves careful investigation, likely needing additional experiments 
(73-76, 275-277). This is however outside of the goals of this work.  

The observation that both drain currents carry the same signal is not unexpected because the cell 
walls are electrically insulated. To maintain charge neutrality, all electrons flowing into the 
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liquid cell via one electrode must be balanced by the same number of electrons leaving the cell 
via the other electrode. The spectra are inverted because they represent the same current 
measured in opposite directions. In Figure 3.11, Ti L-edge spectra of TiO2 in deionized water (a), 
measured via the counter-electrode (black) or via the working-electrode drain current (blue). 
Similarities are highlighted by inverting and overlaying the working-electrode drain current (b)., 
the current was such that electrons entered the cell via the counter electrode and left via the 
working electrode. Even though X-ray absorption initially leads to the emission of Auger (and 
secondary) electrons from the working electrode into the liquid, more secondary electrons 
generated in the liquid leave the cell via the working electrode. Because both drain currents are 
essentially the same signal, distinction between “total ion yield and “total electron yield” is not 
very meaningful. It is also confusing because total ion yield XAS is employed in liquid-jet 
experiments or in ionization chambers, where the primary ionized atom can actually be measured 
(278, 279). The solid-liquid XAS measurements resemble more the conversion electron yield 
detection, which has been established for XAS on the solid-gas interfaces (280).  

The conclusion that both drain currents are interfaces sensitive diametrically opposes the 
interpretation presented by Schön et al., which was based on the O K edge spectra measured 
from self-assembled monolayers, HOOC–(CH2)n–SH with n=3,11, and 16, on Au (69, 70). The 
main argument in favor of the bulk sensitivity of the counter-electrode drain current was the 
observation that the signal from the COOH group at 532 eV was clearly visible when the cell 
was filled with CH3CN but not when it was filled with H2O. In the latter case, the spectral 
features of H2O(l) dominated the O K edge spectra. Based on the current findings, we speculate 
that the self-assembled monolayers were not stable in the aqueous environment under X-ray 
irradiation. In the current work, spectra obtained from both the Ti L and O K edge (see below) 
clearly show the interfaces sensitivity of both the drain currents. Furthermore, we anticipate that 
TiO2 suffers less from beam-induced artifacts. Possible reduction of TiO2 in the beam would 
have been obvious difference from the spectra and was not observed (281). Furthermore, we 
believe that the signal intensity is strongly correlated with the potential drop across the 
interfaces, which in term is determined by the potential difference between electrodes, applied 
and/or contact potential, electrolyte concentrations, etc. Deionized water is in this respect not an 
ideal medium, as small amounts of absorbed CO2, increasing over time, have relatively large 
effects on the ion concentration. 
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Figure 3.12 O K-edge spectra of (a) TiO2 in deionized water measured via the counter-electrode drain 
current (Figure 3.10 a) and of (b) TiO2 under UHV measured via the conventional total electron yield. 
Reprinted with permission from ref (23). Copyright 2021, with permission from Creative Commons. 
Licensed under CC BY 4.0. 

Focusing on the O K-edge spectrum of the TiO2-H2O system (Figure 3.12 O K-edge spectra of 
(a) TiO2 in deionized water measured via the counter-electrode drain current (Figure 3.12 a) and 
of (b) TiO2 under UHV measured via the conventional total electron yield.), the spectral features 
of TiO2 can be clearly recognized between 530 and 535 eV, partially overlapping with features 
from the oxygen of H2O above approximately 535 eV. Comparing the TiO2-H2O spectrum with 
that obtained from TiO2 alone, i.e., in UHV (Figure 3.12 b), shows the H2O contribution to the 
TiO2-H2O spectrum is modest, further confirming the surface sensitivity of the spectra collected 
via the counter-electrode drain current. The bulk-sensitive spectra recorded in via partial 
fluorescence yield (Figure 3.13) are completely different for these two cases. For the TiO2-H2O 
measurement, the fluorescence showed no obvious sign of TiO2 and was dominated by H2O(l).  

Both the spectra for TiO2-H2O and TiO2-UHV have two sharp peaks assigned to O 1s→t2g and 
O 1s→eg transitions in TiO2 (282, 283). These transitions are dipole-allowed through the 
hybridization of the O 2p and Ti 3d orbitals. The broad features above 535 are assigned to 
transitions to higher unoccupied orbital, O 1s→a1g and O 1s→t1u (283). Some differences 
between the TiO2-H2O and TiO2-UHV spectra are visible, such as a weak shoulder around 535 
eV, an increase in edge intensity starting at 537 eV, and a broad peak around 542.7eV (Figure 
3.12). 
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Figure 3.13 O-K-edge spectra obtained via partial fluorescence yield of the TiO2 in contact with bulk 
H2O(l), top, and in ultra-high vacuum (UHV), bottom. Reprinted with permission from ref (23). 
Copyright 2021, with permission from Creative Commons. Licensed under CC BY 4.0. 

Subtraction of the TiO2-UHV spectrum from that of TiO2-H2O unveils the spectral contribution 
of H2O (Figure 3.14 black curve,).  The difference spectrum resembles ice on various surfaces.25 
Specifically, the similarity with ice at 268 K is remarkable (red curve, Figure 3.14). At this 
temperature, the of the ice is premelted and covered by a ca. 1-nm-thick layer of liquid water 
(284). Interestingly, ab initio molecular dynamics by Selloni et al., predict that water on anatase 
TiO2 forms a stable bilayer of molecules with ice-like dynamics (26, 264, 266). The difference 
spectrum reveals additional features, between 529.5 and 533 eV, which cannot be attributed to 
H2O, possibly artefacts from the subtraction method, contaminants in the TiO2 that are unstable 
under the UHV conditions of Figure 3.14 (b) or hinting at other unique features of the TiO2-H2O 
interfaces. 
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Figure 3.14 Difference spectrum (black) obtained by subtracting the O K edge spectrum of TiO2 in UHV 
(Figure 3b) from that of TiO2 in H2O (Figure 3a), after scaling to match the O 1s→t2g peak intensity 
(531.1 eV). The difference spectrum has been corrected for X-ray absorption by the SiNx. The difference 
spectrum closely resembles the spectrum (red) of ice during the melting transition (reproduced with 
permission from Ref (285).). Reprinted with permission from ref (23). Copyright 2021, with permission 
from Creative Commons. Licensed under CC BY 4.0. 

Comparing the relative contributions of TiO2 and H2O shows that TiO2 is the major contributor 
to the O K-edge spectrum of TiO2-H2O. The H2O contribution in the TiO2-H2O spectrum is 
about 0.4, determined by dividing the absorption step rise between 525 and 550 eV of the 
difference spectrum (mostly H2O contribution) by that of the TiO2-H2O spectrum (Figure 3.13 b 
and a, respectively). A similar number was obtained by dividing the area of the difference 
spectrum between 534.4 eV and 550 eV by the area of the TiO2-H2O spectrum (525–550 eV). 
The latter assume that the intensity in the difference spectrum above 533.4 eV stems from H2O. 
Fitting the difference spectrum with a linear combination of the spectra for liquid water and ice 
at 234 K from Bluhm et al., showed that the contributions of H2O(l) and H2O(s) were very close 
to 1:1 (285). 
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Figure 3.15 Fitting the difference spectrum (Figure 3.14) by a linear combination of the spectra for H2O(l) 
and H2O(s). Copyright 2021, with permission from Creative Commons. Licensed under CC BY 4.0. 

A quantification of the interfaces sensitivity and a precise determination of the probed H2O(l) 
layer is complex and is likely to depend on the relative amplification of the signal by the 
generation of secondary electrons in the solid and liquid phases. The amplification is expected to 
depend on the local potential drop, local electrolyte concentrations, etc. Based on the similarities 
between the O K edge spectra of TiO2–H2O and TiO2–UHV, an upper estimate of the interfaces 
sensitivity of a few nanometers can be established with relative certainty. This can be further 
narrowed down because molecular dynamics simulations predicts that the thickness of the ice-
like interfacial water is 2 layers (263). Using that information in combination with the fit results 
(Figure 3.15) leads to an interfaces region probed of about 4 layers of water, or ca. 1 nm. These 
values should be treated with caution, and more experiments were carefully constructed samples 
are needed to support this estimation, which are the focus of current efforts.  

 

Conclusion 
In a summary the surface-sensitive microscopic/spectroscopic studies of graphene-electrolyte 
and anatase-electrolyte are presented here as model system for electrical double layers. In 
graphene case, it is clear that each individual technique only probes partial information of the 
interfaces and is not sufficient to provide a comprehensive molecular picture of the interfaces. 
The combination of different techniques, however, provides the structure of EDL from many 
aspects. For instance, without Raman it is very challenging to tell what leads to the contrast of 
KPFM images under bias, whether it is the ion segregation or the doping charges on graphene, 
while the asymmetric behavior is “loose and weak” without KPFM.  

However, some drawbacks further limit these studies. From the case of anatase-electrolyte 
interfaces we realized the power of the DFT calculation of the solid-liquid interfaces, but the 
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system of solid-liquid interfaces is way too large for a conventional DFT (e.g., to simulate the 
interfaces between graphene and 0.1M Na2SO4 and include the ion-ion interaction, at least 30 
ions and 5500 water molecules need to be included) so that it is both time and effort consuming. 
Even with the optimized DFT model the connection between DFT structure and spectrum is still 
weak. The simulation of SFG, KPFM, XANES are still underdeveloped or again time/effort 
consuming.  A direct connection such as the digital twin method (286), could possibly bridge the 
DFT calculation and the experimental observations and hold the promise of future research 
direction. 

 In the experimental side, contamination and reproducibility are the major concerns. How clean 
the sample, the liquid, or even the air/vacuum should be? Unlike the LT- UHV studies, the 
measurement of liquid nearly always comes with some factors that are hard to control, such as 
the impurities on the graphene, the ions or carbon dioxide dissolved in the liquid, or even the 
temperature fluctuations. The noise is also affected by the experimental setup, the vibrations in 
the building and even the number of people in the room. These factors bring many side-effects, 
affecting the experimental observations and lowering the reproducibility. In many cases for the 
above-mentioned projects, the experiments were repeated several times, and both the trend and 
the absolute values were compared to ensure the reported value and figures represent the typical 
experiment results. 

The systems discussed here are mostly model systems. They are away from realistic conditions 
much so that there is a huge material gap. It is anticipated here that in the future more realistic 
cases, such as EDL structure on Cu for CO2 reduction will be investigated thoroughly. 
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Chapter 4 Spectroscopic imaging of soft material at interfaces 
 

Abstract 
Soft materials, especially polymers and biopolymers, are basically made of organic building 
blocks and show superior performance compared to inorganic materials in many applications. In 
industry soft materials are widely used in semiconductor manufacturing, in biomedical 
engineering, and in energy storage and conversion. Operando nano scale characterization of soft 
materials, however, has problems related to the damage caused by the x-ray and electron probes 
used for spectroscopic and structural studies of organic materials. For example, the X-ray and 
electron probes ionize the organic molecules into radicals and ions with unsaturated bonds, 
which then dissociate or crosslink to convert into new species. In this chapter nano-FTIR was 
utilized to probe the nano scale chemical properties of soft material nondestructively in their 
native environments. The photon energy of IR is usually on the order of 100 meV, much lower 
than that of the X-ray photons and electrons used in electron microscopy, which eliminates the 
radiation damage. We will show two results of studies of soft materials, one is an investigation of 
photoresists, used industrially in the production of microelectronic chips, described in Case I. 
The second case illustrates the use of a combination of liquid cell and nano-FTIR, to study the 
dynamics of protein assembly as well as nanoparticles and their organic ligands in 
electrochemistry under realistic conditions.  

  



65 
 
 

Case I: Interfaces in metal-oxide photoresists 
The first extreme case is that of metal oxide photoresists, which is a promising candidate for 
Extreme Ultra-Violet (EUV) lithography. Figure 4.1 shows the first proof-of-concept experiment 
of the use of nano-FTIR to characterize the chemical gradient at tens of nanometer length scale 
on a proprietary dry-deposited metal-containing EUV resist (287) of Lam Research. Modulation 
of chemical composition was observed on line/space patterns, which informed the local chemical 
transformation induced by exposure. The results demonstrate the capability of this spectro-
microscopy technique to provide chemical information on EUV resists at sub-micrometer length 
scale. Improvement is needed to further reduce the spatial resolution and enable meaningful 
resist characterization at relevant length scales.   

 

Figure 4.1 Schematic workflow from photoresist deposition to nano-FTIR measurement. Reprinted from 
ref (288). Copyright 2022 Society of Photo‑Optical Instrumentation Engineers (SPIE). 

ATR-FTIR spectra were collected on large areas of unexposed and fully exposed resist films to 
reveal the most significant spectral difference before and after exposure, as depicted in blue and 
brown traces in Figure 4.2 , respectively. The metal oxide resist used in this study is sensitive to 
a variety of excitations, including EUV and UV light as well as e-beam. There may be some 
detailed difference in reaction mechanism in terms of how the resist materials change under 
different forms of excitation, but the composition of the fully exposed film is the same, which is 
characterized by the removal of alkyl group as well as crosslinking of metal oxide clusters (289). 
Here, a resist film over-exposed under a UV lamp was used as the “fully exposed” film, 
representing the extreme case where all bleachable motifs are consumed.  
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Figure 4.2 ATR-FTIR spectra of unexposed (blue trace) and fully exposed (brown trace) photoresist film. 
Reprinted from ref (288). Copyright 2022 Society of Photo‑Optical Instrumentation Engineers (SPIE). 

ATR-FTIR of unexposed and exposed resist films showed three wavenumber regions with the 
most noticeable spectral changes: 1) 2800 - 3000cm-1; 2) 1400 - 1700cm-1; 3) 450 - 850cm-1. 
Peaks in regions 1 and 2 can be attributed to C-H stretch and scissor modes, respectively (290, 
291). The disappearance of peaks in these two regions indicates complete consumption of the 
CxHy component in the resist film when over-exposed. In region 3, unexposed film exhibited 
distinctive fingerprint features, indicating metal-containing nanoclusters with well-defined size 
and/or geometry. After exposure, these fingerprints evolved into broadened hump with decreased 
intensity, characteristic of amorphous metal oxides. 

The spectral difference observed in unexposed and exposed resist films suggests that the most 
informative features that we should monitor in the Nano-FTIR characterizations are those related 
to C-H bonds and metal-oxygen (M-O) bonds. Since in most cases the detection efficiency in 
nano-FTIR experiment is optimum around 1000 cm-1 -1600cm-1 with the MCT detector 
efficiency decaying rapidly in the high wavenumber side (136), the C-H scissoring peak at 
1460cm-1, instead of the most intense C-H stretch peaks at 2900cm-1, were selected in the 
subsequent Nano-FTIR experiments. 
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Figure 4.3 (a, d) Images of AFM topography over the line/space pattern on the same resist film in 
different measurements. The scan size is 8µm×4µm for (a) and 4µm×2µm for (d), respectively. The 
grainy morphology comes from the grains of the thermally evaporated Au films underneath. The red 
arrows in (a) and (d) mark the position where the subsequent line scan was acquired. (b, e) Corresponding 
color map representations of the nano-FTIR spectral intensities (arbitrary units in the color scale) of resist 
film across the line/space patterns in different wavenumber ranges. Red dashed lines in both color maps 
represent roughly the boundary position between exposed and unexposed areas. (c) The C-H scissoring 
peak intensity integrated from 1433 to 1467 cm-1 in the line scan shown in (b), overlaid on the AFM 
topography height profile extracted from (a). (f) The M-O peak intensity integrated from 440 to 760 cm-1 
in the line scan shown in (e), overlaid on the AFM topography height profile extracted from (d). 
Reprinted from ref (288). Copyright 2022 Society of Photo‑Optical Instrumentation Engineers (SPIE). 

Figure 4.3 (a) and 3(d) show the AFM topography over the line-space patterns on the same resist 
film in two different measurements. As discussed in experimental methods, different detectors 
are required for the two wavenumber regions of interest, which is why the data presented here 
were acquired in two separate measurements. Because the resist film loses CxHy component and 
shrinks upon exposure, the bright regions in the AFM topography image represents unexposed 
areas while the valley region were exposed. 

Line scans in the C-H scissoring and M-O regions were acquired along the red arrows marked in 
Figure 4.3 (a) and 4.3(d), respectively. During the measurement, the AFM tip moved along the 
direction of the arrow while taking FTIR spectra at 40-50nm intervals. In both C-H and M-O 
regions, peak intensity modulation can be seen across the line/space patterns. When the 
integrated intensity of peaks in both C-H and M-O regions are plotted as a function of distance, 
both chemical profiles track the topography height profile relatively well.  

In summary, this section demonstrated the feasibility of using nano-FTIR to obtain nanoscale 
chemical information of nanopatterned photoresist films. The exposure removed CxHy species 
and transformed photoresist into amorphous metal oxide, as evidenced by peak intensity change 
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in nano-FTIR spectrums. The observed modulation of C-H and M-O peak intensity across the 
line/space pattern can be directly correlated to alternating exposed/unexposed areas. The 
nanoscale spatial resolution, chemical sensitivity, and minimal radiation damage make nano-
FTIR a promising candidate for fundamental study of material properties relevant in EUV 
lithography.  

 

Case II: Protein assembly at interfaces 
The structural and catalytic role of proteins is the foundation of living systems. Most proteins 
organize into well-defined hierarchical architectures with dynamic interactions (292, 293). Their 
assembly is governed by protein-protein interactions based on noncovalent hydrogen bonds, 
hydrophobic, and electrostatic interactions (294). The final form of the protein assembly is 
sensitive to environmental factors such as pH, ionic strength, and nature of the substrate (295-
297).  

The self-assembly of proteins has been widely used for biotechnological applications, including 
sensors, biocatalysts, and in biomaterial synthesis (298, 299). Although substantial effort has 
been spent to develop spectroscopy and microscopy tools to characterize protein assemblies, 
including X-ray crystallography, Atomic Force microscopy (AFM), Fluorescence Microscopy 
and cryo- Electron Microscopy (300-305), the invasive character of these tools raises concerns 
about potential alteration of the native structure. Furthermore, these tools primarily offer mostly 
morphology or structural information, leaving chemical properties and their dynamics largely 
unexplored.  Infrared (IR) spectroscopy on the other hand is a non-destructive probe that can 
reveal their molecular scale structure. 

The S-layer protein SbpA of the insect bacterium Lysinibacillus sphaericus was used as a model 
system to study biomolecular assembly. SbpA and other S-layer proteins constitute the major 
external cell component of many bacteria and archaea, serving as exoskeleton and molecular 
sieve for nutrient uptake (299, 306, 307). The formation is triggered by Calcium ions that bind to 
SbpA forming two-dimensional square lattices of tetrameric unit cells 13 nm in size (303, 308). 
The assembly process on various substrates, including carbon-based materials such as carbon 
nanotubes, has been studied in the past using imaging techniques, especially TEM and AFM 
(301, 303, 309-312).  

We demonstrate that the combination of nano-FTIR spectroscopic imaging with the tip outside 
the liquid cell, and AFM topographic imaging with the tip inside the liquid cell (Figure 4.4 a and 
b), provides structural and chemical information of the proteins with high temporal and spatial 
resolution (153). The Amide I and Amide II bands of the protein were recorded during the 
assembly process, under different conditions of buffer solution. Their intensities grow non-
linearly vs time and follow the increase in the percentage area of ordered protein domains 
obtained from AFM images. The spatial distribution of the Amide band intensities reveals 
inhomogeneities of the assembly that are not visible in previously reported microscopy results.  

Figure 4.4 a show a schematic view of the liquid cell closed by the graphene membrane, where 
the SbpA proteins adsorb forming 2D lattices, with the AFM tip located outside during 
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acquisition of nano-FTIR spectra. Figure 1b shows a schematic view of the cell for AFM 
topographic measurements in the same protein-buffer solution, with the tip inside the liquid.  

 

 
Figure 4.4 Schematic drawings of experiment, nano-FTIR spectra and AFM topographic images of SbpA 
proteins forming assembly layer. (a) Schematic drawing of the nano-FTIR experiment with the AFM tip 
situated over the monolayer graphene suspended across 1 µm diameter holes of a perforated Si3N4 
membrane. (b) Schematic of the high-resolution AFM imaging with the probe immersed in the same 
protein-buffer solution as in a). (c) nano-FTIR spectra of an assembled film of SbpA proteins in a buffer 
solution of 5mM Ca2+(black), and in 50mM Ca2+(red), acquired 3 hours after filling the cell (top two 
graphs). The bottom graph (blue) is an ATR-FTIR spectrum of dried SbpA proteins assembled from a 
50mM Ca2+ solution on a graphene-coated Au film on a Si wafer. (d) AFM topographic images of the 
graphene membrane prior (left) and after SbpA assembly (right) acquired 1h after filling the cell. The 
inset is an expanded image showing the square lattice structure of the assembled proteins. The scan size is 
3µm for the large images and 90nm for the inset. Reprinted from ref (153). Copyright © 2022 the 
Author(s) under license CC-BY-NC-ND. 

 

Nano-FTIR spectra of the SbpA protein assembly formed in buffer solutions with different Ca2+ 
concentrations are plotted in Figure 4.4 (c). The black trace corresponds to 5mM Ca2+, the red to 
50mM Ca2+. The blue is an attenuated total reflection FTIR (ATR-FTIR) spectrum of dried 
assembled SbpA proteins on graphene-coated Au films that serves as reference. Details of data 
processing and assignment of the spectra can be found in the supporting material. Figure 4.4 (d) 
shows AFM topography images of the graphene membrane before (left), and after (right) being 
covered with SbpA. An expanded image is inserted to show the square structure of the self-
assembled protein lattice. The bright features are due to wrinkles in the graphene. Protein 
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domains form on both the suspended and supported regions in AFM imaging experiments where 
the tip scans over the suspended as well as the supported graphene. In the nano-FTIR 
experiments only proteins on the suspended graphene can be observed unless damage or 
detachment of the graphene accidentally occurs. 

As shown in Figure 4.4 (c), the nano-FTIR spectra contains two main peaks, one around 1660 
cm-1 and another around 1550 cm-1. The first has a small contribution from the H2O bending 
mode, and a larger contribution from the Amide-I (C=O stretching) mode. The second peak is 
due to the Amide-II (N-H bending coupled with C-N stretching) modes. Other peaks are 
observed below 1400 cm-1 which are attributed to the Amide III mode (313), while peaks around 
1800 cm-1 (positive for 5mM and negative for 50mM) are of unclear origin.  These spectra, while 
overall similar, show several important differences:  

First, the center of the amide I and II bands show different red shifts, relative to the ATR 
reference spectra, as a function of Ca2+ concentration. In 5mM solution the shifts are 9cm-1 for 
amide I, and 20cm-1 for amide II.  In 50mM buffer solution the shifts are 5cm-1 for amide I and 
almost no shift for amide II. This could arise from additional hydrogen bond formation with 
water molecules (314, 315).  

Second, the intensity ratio of the amide I and II band is lower in 50mM Ca2+. This change can be 
explained by the polarization of the IR near field, which is roughly oriented along the normal to 
the surface and thus more sensitive to vibration modes with transition dipole moments 
perpendicular to the surface (135, 316). The lower intensity of the Amide II band might indicate 
a preferential orientation of the N-H bonds vibration parallel to the surface, which correlates with 
a stronger ordering of SbpA monomers during self-assembly. Similar results have been reported 
for the purple membrane (PM) of Halobacterium salinarum on silicon substrates and Collagen 
Fibril on AuSi substrate by nano-FTIR (136, 317, 318). The change of peak intensity and shifts 
of the Amide bands provide critical information about the protein structural re-arrangement 
during lattice formation (301). We will focus on the Amide I and II band intensities and 
appearance in the following discussion. 

Finally, a shoulder peak at higher frequency (near and above 1700cm-1), is visible in the 50mM 
Ca2+ case, which could be due to IR absorption bands of the protein side chains (314).  However, 
since the secondary structure of SbpA includes alpha helices, beta sheets, and beta turns (302, 
313), it is difficult at present to assign these IR absorption peaks to different secondary 
structures. 
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Figure 4.5 Temporally resolved assembly process of SbpA protein. (a) Color map representation of the 
time evolution of the nano-FTIR spectra during SbpA protein assembly on the graphene membrane in a 
buffer solution of 5mM Ca2+ (top), and without Ca2+ (bottom). (b) Percentage of area covered by 
assembled protein from AFM images in 5mM Ca2+ buffer solution (black squares, left Y-axis). Integrated 
intensity of Amide I and Amide II bands (red dots, right Y-axis) from the spectra shown in the top panel 
of a). (see Fig. 1). Reprinted from ref (153). Copyright © 2022 the Author(s) under license CC-BY-NC-
ND. 

 

The SbpA dynamical assembly process can be followed from the nano-FTIR spectra in the scale 
of minutes, the time required to collect one spectrum, while completion of the SbpA assembly 
takes hours. The top color map in Figure 4.5 (a) shows the nano-FTIR spectra of SbpA in 5mM 
Ca2+ buffer solution collected from 0.5h to 1.5h after filling the cell with the protein solution. 
The bottom color map shows nano-FTIR spectra acquired in a protein solution without Calcium 
ions. The three circular insets contain AFM images showing the growth of SbpA domains on the 
graphene membrane as a function of time. Time zero corresponds to the introduction of the 
protein/buffer solution into the cell. The suspended graphene boundary is marked by black 
dashed circles. In both cases the spectra were collected 3 hours after start of the assembly 
process, when the assembly process is nearly complete and the amount of SbpA monomers in the 
solution has been depleted.   

As can be seen, the Calcium concentration strongly influences the SbpA assembly. In 5mM Ca2+, 
after 1.5 h the intensity of the peak around 1660 cm-1 had increased by a factor of 4 compared to 
its value at 0.5h and remained nearly constant afterward. The same peak however, decreased and 
redshifted in the absence of Ca2+, as shown in the bottom panel. The integrated intensity of the 
Amide I and II bands is plotted in Figure 4.5 (b) as a function of assembly time (red dots, right 
Y-axis). In parallel AFM images were used to follow the changes in the topography and protein 
domain size, which is shown in the same Figure 4.5 b) (black squares, left Y-axis). Three AFM 
images of the protein domains are shown insets, corresponding to the start, middle, and near end 
of the assembly process, respectively. 
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Several important factors deserve further discussion: First, although both the H2O bending and 
Amide-I vibration modes contribute to the peak around 1660 cm-1, the peak intensity increased 
more than four times during assembly. This increase is due exclusively to the ordering of 
proteins units, indicating that the bending mode of water contributes less than 25% of the overall 
peak intensity. The attenuation of the water bending mode will be discussed more thoroughly 
after the isotopic solvent exchange (H2O by D2O) experiments shown below. Second, there are 
two factors that potentially contribute to the increase of Amide I band over time: (i) more protein 
molecules adsorb on the graphene substrate, and (ii) gradual ordering of the adsorbed protein 
forming the crystalline phase, which orients its dynamic dipole more perpendicular to the 
surface. Since the adsorption (not the crystallization) took several minutes to complete, well 
before the nano-FTIR measurements, it is unlikely that increased adsorption is the major 
contribution (301, 303). Third, the area of assembled protein, obtained from the AFM 
topography images, shows a larger percentage of ordered domains at later times, indicating a 
good agreement between these two measurements. 

 
Figure 4.6 Spatially resolved chemical mapping of SbpA protein assemblies. (a, c) Images of the total 
scattered optical amplitude of suspended graphene and surrounding area in the cell filled with SbpA 
proteins, in 5mM Ca2+ buffer solution in (a) and 50mM Ca2+ solution in (c). (b, d) Corresponding color 
map representations of the nano-FTIR spectral intensities (arbitrary units in the color scale) of the Amide 
I and II mode regions of the SbpA proteins. (e) Schematic drawing of the tip-sample junction showing 
exponential decay of IR near field away from the tip apex. An SbpA lattice is drawn for comparison. 
Reprinted from ref (153). Copyright © 2022 the Author(s) under license CC-BY-NC-ND. 

Calcium ions are essential for driving and stabilizing the crystallization of the monomers 
units(296, 302, 308). The evolution of the SbpA protein self-assembly process therefore depends 
on the Ca2+ concentration, as shown in Figure 4.6. Figure 4.6 (a) and (c) show images of the total 
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near-field IR amplitude scattered by the tip as it scans over the graphene-covered holes and 
surrounding regions. The intensity increases when the probe is outside the suspended graphene 
window because of the strong scattering of all wavelengths by the underlaying gold. Nano-FTIR 
spectra acquired along the lines marked by the red arrows in (a) and (c) are presented as color 
maps in Figure 4.6 (b) and (d). The nano-FTIR profiles were acquired at positions along the red 
arrows in a) and c). The Amide I and II modes are only visible when the tip is located over the 
suspended graphene region in contact with the solution. The hole boundary is marked by the 
horizontal dashed lines. The position of two self-assembled domains in (d) are marked by the 
vertical red segments.  

In both cases the spectra were collected 3 hours after start of the assembly process, when the 
assembly process is nearly complete and the amount of SbpA monomers in the solution has been 
depleted. In both 5mM Ca2+ and 50 mM Ca2+ solutions the intensity of the Amide I/II bands vary 
as the tip scans over domains formed at the graphene-solution interfaces. At least 3 different 
domains are visible in the 5mM case, and 2 in the 50 mM case, (marked by red segments). The 
size of these domains is a few 100 nm, close to the domain size measured in AFM topography 
images (Figure 4.5 b). The differences in spectra between different domains, especially in the 
Amide II band, suggest structural variation between domains. For example, the weakening of 
Amide II band in domain II in 50mM (Figure 4.6 b) is in line with the re-orientation of protein 
lattice units discussed above.  

Hydrogen-Deuterium exchange experiments have been used widely in biological research to 
probe the folding pathways and conformational changes of proteins and their interactions(319-
321). We therefore studied the effect of Deuterium substitution on the protein assembly by 
replacing the 5mM Ca2+ H2O buffer solution in the liquid cell with 5mM Ca2+ D2O buffer 
solution three hours after completion of the assembly process. Figure 4.7 (a) shows an AFM 
topographic image of a region showing a graphene-covered hole, after replacing the H2O 
solution with a D2O solution using a gentle slow flow of the solution to avoid turbulence or high 
shear flow. Figure 4.7 (c) corresponds to another experiment using an energetic rinse with a 
5mM Ca2+D2O solution. The corresponding nano-FTIR spectra along the red line arrows are 
shown as color maps in Figure 4.7 (b) and (d).  
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Figure 4.7 Effect of solvent replacement on SbpA proteins. (a) AFM topographic image of an area 
containing a graphene covered hole in the cell filled with SbpA proteins after gently substituting 5mM 
Ca2+ H2O solution for 5mM Ca2+ D2O solution. (b) Color map representation of the nano-FTIR spectra 
along the line marked by the red arrow in a). (c) AFM topographic image after a turbulent rinsing with 
D2O that perturbed both the protein layers and the graphene membrane. (d) Color map representation 
along the direction of red arrow in c). The negative band around 1270 cm-1 (dark blue) in both cases is 
due to contamination of the AFM cantilever and tip with Polydimethylsiloxane (PDMS), which has a 
characteristic peak in that region. Reprinted from ref (153). Copyright © 2022 the Author(s) under license 
CC-BY-NC-ND. 

After the gentle solution replacement, most of the self-assembled protein remained at the 
graphene-solution interfaces, although with a substantial change in the Amide II band in the 
nano-FTIR spectrum. The Amide II band is sensitive to H/D exchange because of the conversion 
of NH bonds to ND bonds, which have a lower frequency (314, 322, 323). As a result, the 
decoupled Amide-II’ band shifted to 1450cm-1, which is mostly due to the CN stretching mode, 
as seen in Figure 4.7 (b). The bending mode of D2O (around 1220cm-1, visible in Figure 4.7 d), 
however, is very weak or not observed in the nano-FTIR spectrum. This is because the nano-
FTIR technique only probes vibrations within the decay length of the IR near field, which is 
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usually 10-15 nm, i.e., roughly the tip radius of curvature or our tip. (136). Thus, the penetration 
of the IR near field through the protein assembly layer plus graphene, about 10nm, is very small, 
shading the underlying D2O that did not intercalate between self-assembled protein domains and 
graphene. 

However, the turbulent D2O rinse altered the structure of the graphene window, first by 
detaching it from the surrounding gold support which allowed intercalation of water between the 
two (Figure 4.7 c). It also removed a large number of proteins, as shown in the nano-FTIR line 
profile (Figure 4.7 d), leaving only small protein domains on the surface, as evidenced by the 
intensity profile of the Amide-I band. These line scans further demonstrate the promising 
application of this platform to resolve biological nanostructures and their chemical changes down 
to tens of nm. The appearance of an intense D2O bending mode at 1220cm-1, along with the 
weaker Amide peaks in the graphene-covered hole region after the energetic rinsing, indicates 
that D2O replaced H2O and largely removed the initial protein layer covering the graphene. In 
addition, the D2O peak is also visible even outside the suspended region due to intercalation 
between graphene and the surrounding Au film. 

 

Figure 4.8 (a) Schematic of the nano-FTIR measurement of protein assembly on ALD thin oxide. (b) Ca2+ 
concentration dependent nano-FTIR displayed as a color map for 50mM Ca2+ (top) and 5mM Ca2+ 
(bottom). 

Many natural processes and industrial applications also involved interfacing the protein 
assemblies and guest substrate. The protein-substrate interaction in these cases significantly 
affects the tertiary structure, the assembly behavior, and the biological function of protein (300). 
To demonstrate our capability to study protein-substrate interaction, we monitored SbpA protein 
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assembly process onto an ALD grown 3.5nm thick SiO2 film, as shown in Figure 4e. The details 
of the fabrication process have been reported in our previous work (181).  

The resulting spectra are shown as colormaps in Figure 4.8. The top spectrum was collected in 
buffer solution with 50mM Ca2+, while the bottom spectrum was collected in buffer solution 
with 5mM Ca2+. Both spectra were collected 3 hours after the assembly start when the spectra 
were already near equilibrium. Two peaks at around 1080 cm-1 and 1220 cm-1 are attributed to 
the phonon mode of SiO2 film (136). The amide region shows a large difference, with the amide 
mode intensity of SbpA protein in 50mM Ca2+ buffer solution is roughly 3.5 times higher than 
that in 5mM Ca2+ buffer solution. This difference has not been observed in AFM study before 
and might indicate a stronger ordering of SbpA protein in larger Ca2+ concentration. A more 
detailed investigation is needed here to understand the different assembly behavior in different 
Ca2+ buffer solutions on oxide film. 

It is clear then that our graphene-based platform combined with AFM and nano-FTIR, makes 
possible in vitro studies of the structural and chemical evolution of biological material, 
exemplified here by the study of the self-assembly of SbpA proteins on graphene. The growth of 
amide I and II band intensities of SbpA protein follows a non-linear behavior vs time, in good 
agreement with the dynamical information obtained from AFM topographic images. After 
assembly, the amide band line profile unambiguously reveals the structural response of protein to 
environmental factors, including ionic strength and solvent, which is hard to access by AFM. We 
demonstrated that the dynamical evolution of protein substructure in different environment, the 
interaction between the protein and matrix, and the biological interfaces between protein-
substrate, protein-water can be studied using our approach, providing missing knowledge for 
bioengineering. The nm spatially resolution, chemical sensitivity, negligible radiation damage, 
and environmental capabilities of our platform opens many opportunities to study other complex 
soft materials and nanostructures.  

 

Case III: Catalyst for electrochemical reaction 
Electrochemical catalysis can convert small molecules such as carbon dioxide and water into 
value added chemicals, which holds the promise of generating sustainable fuel for a carbon 
neutral economy. Inspired by highly efficient enzyme system in living organisms, rational design 
of electrocatalysts often involve tuning the electronic structure and controlling the nanoscale 
morphology of catalyst nanoparticles by introducing additional intermolecular interactions, such 
as attaching ligands near catalytic active sites. These strategies have been demonstrated to be 
effective in changing the structure and properties of catalytic microenvironments, facilitating 
electron, energy, and mass transfer at the interfaces, and even altering the reaction pathway. 

Fundamental knowledge of catalytic microenvironment under reaction conditions is therefore a 
most critical part for catalyst engineering. However, this is hampered by several limiting factors. 
First, the microenvironment near electrochemical catalysts, especially nanoparticles, is highly 
heterogeneous, which necessitates nanometer scale mapping of the microenvironment. Second, 
various forms of intermolecular interactions are involved at the electrochemical interfaces, 
including hydrogen bonding, hydrophobic interaction, and specific adsorption and assembly of 
molecular species. Under reaction conditions, dynamical formation and breaking of chemical 
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bonds takes place, which further complicates the microenvironment structure. Third, during 
electrocatalysis reaction, biasing the interface drives surface atom migration and nanoparticle 
coalescence while also stabilizing metastable species and configurations by changing the energy 
landscape, and this dynamical information is missing in ex-situ study (e.g., after bias). 

Over the past decades substantial efforts have been spent to decipher the catalytic 
microenvironment, using either experimental or theoretical approach. X-ray and electron-based 
techniques focus on the elemental distribution and morphology of catalyst and being less 
sensitive to the light element (C, O, etc.) and intermolecular interaction. Besides, the energetic 
electrons and photons ionize molecular species, induce undesired side reactions, and drive the 
microenvironment out from equilibrium. On the other side, Infrared and Raman provide the 
molecular vibrational details, but the spatial resolution is limited to the order of micrometer due 
to the diffraction of the long wavelength beam. 

Nanoscale infrared spectroscopy, or nano-FTIR, circumvents the diffraction limit by combining 
infrared spectroscopy with the high spatial resolution of atomic force microscopy (AFM). Nano-
FTIR has been utilized to study the nanoscale structure and chemical information of many soft 
materials, including polymer, protein self-assembly layers and electrocatalyst (142, 143, 147, 
148, 150, 153, 324).  

Early efforts introducing nano-FTIR techniques to fluid environment faced various drawbacks, 
including viscous damping of the AFM tip, strong absorption of IR by water. In addition, ATR 
crystals are the only choice as substrate (151, 152). A novel approach was developed in our 
group in 2019 by Lu et al. who utilized a single layer graphene to separate the electrochemical 
environment from the AFM tip while serving as both substrate and working electrode for 
electrochemical measurement (155). Using this platform, the vibrational fingerprint of molecules 
at the interfaces could be resolved nondestructively with nanometer resolution under 
electrochemical conditions (153, 181). 

 

Figure 4.9 Illustration of the nano-FTIR with graphene liquid cell for the study of nanoparticle under 
electrochemical conditions. The nanoparticles can be prepared by either drop casting/spin coating (b) or 
evaporation (c).  

This combination of nano-FTIR with the graphene liquid cell could be used to probe the 
interfacial microenvironment under electrochemical conditions, as shown in the illustration 
Figure 4.9. Nanoparticles could be deposited on the solution side of graphene membrane by 
either drop casting, spin coating (Figure 4.9 b) and thermal evaporation followed by annealing 
(Figure 4.9 c).  
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As a proof-of-concept experiment, 3nm Au was evaporated onto the graphene and annealed 
under vacuum up to 573K for 48h, and the resulting nano-FTIR results are shown in Figure 4.10. 
Figure 4.10 (a) and (b) show images of the total amplitude of the near-field IR scattered by the 
tip and AFM topographical images as it scans over the graphene-covered holes and surrounding 
regions, respectively. Four holes are included in images (a) and (b) which also show a few bright 
features in (b) (dark in a) caused by Au particles that migrated to the top side of the membrane 
and are not in contact with the liquid. Zoom-in images of total near-field IR amplitude scattered 
by the tip and topography of the area marked by the red dash square in (a) are shown in Figure 
4.10 (c) and (d). As can be seen in (b) and (d), there are only a few Au nanoparticles in one hole. 
A few bright lines are due to wrinkles in the graphene that likely serve to anchor the Au 
nanoparticles. As shown in Figure 4.10 (e), the nano-FTIR spectra over the suspended region 
away from the Au (gray) shows only one peak around 1150 cm-1, which corresponds to the 
bending mode of the D2O molecules in the liquid cell. Spectra taken with the tip located over an 
Au particle (red) and at the edge between three Au particles (blue) are compared in (e) without 
further normalization. Clearly on top of suspended graphene the spectrum is very noisy, while 
the spectrum on the edge (grey) and at the junction of nanoparticles (blue) is smoother and much 
stronger. An enhancement factor between 3 and 10 can be concluded from the peak areas. The 
enhancement is likely due to the resonant plasmonic coupling between nanoparticles and the tip. 
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Figure 4.10 Nano-FTIR spectroscopic imaging of Au nanoparticle supported on single layer graphene in 
contact with D2O. (a) nano-FTIR second harmonic optical amplitude image (b) AFM topographic image 
of an area containing four Au nanoparticles/graphene covered holes in the cell filled with D2O. (c) nano-
FTIR second harmonic optical amplitude image (d) AFM topographic image of the area marked by red 
dash square in (a). (e) nano-FTIR spectra (amplitude) taken at three different spots marked as blue, red 
and grey circles in (d). 

The results in Figure 4.10 clearly demonstrate that the nano-FTIR with graphene liquid cell can 
be used to track and fingerprint molecules on and around nanoparticles.  

The plasmonic enhancement of the signal can facilitate the detection of molecules, as in the 
example shown of CO on Pt, shown in (Figure 4.11). 
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Figure 4.11 nano-FTIR spectra from CO on Pt clusters in contact with CO in CO2 saturated 0.1M 
NaHCO3 electrolyte. (a) a film of small Pt clusters deposited on graphene by ALD. (b) TEM images of a 
single graphene hole and a zoom-in image (right side) showing the small clusters covering the graphene. 
(c) nano-FTIR spectrum of Pt clusters in contact with CO, CO2 saturated 0.1M NaHCO3 electrolyte under 
bias. 

Small Pt nanoclusters (2-5nm) were evaporated on graphene using PE-ALD (Figure 4.11 a and 
b) (325-329) and the liquid cell was filled with CO, CO2 saturated 0.1M NaHCO3 electrolyte. 
Figure 4.11 (c) shows the nano-FTIR spectra averaged over the whole suspended hole under 
different electrochemical bias. As shown in Figure 4.11 (c), the nano-FTIR spectra contains four 
main peaks, the peak around 1100 cm-1 could be due to unknown species containing C-O bonds 
adsorbed on Pt clusters during ALD deposition or others of unclear origin; the peak around 1650 
cm-1 is due to the bending mode of H2O molecules in the liquid cell; the peak around 2100 cm-1 
can be assigned to the stretch mode of CO molecules adsorbed on the Pt.  Finally, the peak 
around 2380 cm-1 ca be assigned to the stretch mode of CO2 molecules dissolved in the 
electrolyte. Since the solubility of CO in the electrolyte is very low, the fact that it appears on the 
spectrum demonstrates that CO is concentrated as an adsorbate on the Pt particles, as expected 
from the known strong binding of CO to Pt.  

Under negative bias (-0.86V vs. Ag/AgCl) two peaks decreased: the C-O containing species at 
1100 cm-1, and the CO molecular peak at 2100 cm-1. The decrease of C-O species is likely due to 
electro-reduction of the that species on the Pt surface, maybe replaced by H+ ions in the 
electrolyte under negative bias (211, 213). The conclusions regarding the unknown C-O 
containing species, however, need further confirmation and investigation, and are shown here to 
illustrate the capabilities and potential of the technique for studies of electrochemical reactions in 
operando conditions. 

Conclusion 
The three cases shown in this chapter demonstrate how the nano-FTIR with or without graphene 
liquid cell can be used to probe and obtain nanoscale chemical information of soft material at 
interfaces. These soft materials (photoresist and protein) are very sensitive to radiation damage 
that they cannot be studied spectroscopically with x-ray or electron probes techniques. Only 
techniques with low energy probes (both photon energy and photon flux) might be used for 
experiments. IR from synchrotron light is coherent and broadband, with a flux many orders of 
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magnitude higher than normal white light, although lower than in a laser. No obvious beam 
damage has been observed in this experiment. The nano-FTIR only relies on the optical response 
between the tip and the sample, which is a long-range interaction that passes through single layer 
graphene/ultra-thin oxide. Other competing IR based techniques, AFM-IR or PiFM (Peak 
induced Force Microscopy, measuring the IR induced force change at tip-sample junction) might 
not be suitable for this liquid cell setup. 

The graphene liquid cell combined with AFM and tip-enhanced IR platform has many 
advantages. First, it overcomes the strong IR absorption of aqueous film, which ensures good 
signal strength. Second, since the tip is separated from the liquid environment, there is no 
viscous damping of the tip oscillation. This prevents both the tip and the sample from 
damage/contamination, since in normal nano-FTIR setup the free amplitude is usually ~100nm, 
much larger than that in in-liquid AFM. Third, there is a variety choice as substrate, being 
graphene, ALD oxide, nanoparticles, plastic film, lipid, etc., and the region of interest is 
unlimited, which is much better than the nano-FTIR in ATR setup where the IR spot on the ATR 
crystal is fixed. 

However, there are also some drawbacks. The graphene membrane almost blocks the mechanical 
interaction between the graphene and the tip, so in most cases the topography/amplitude/phase 
channels in nano-FTIR are not very useful, only providing some guidance on the suspended 
region. In some cases (such as nanoparticles) there are still some useful features in the 
topography images that reveal the position and shape of nanoparticles. This can be partially 
resolved by the state-of-art nano-FTIR with QCL laser, in which the incident light can be a fixed 
but variable value. The optical amplitude map/phase map at the given frequency could possibly 
substitute the mechanical channel. 

With the advance of fabrication technology, the spatial resolution, which is correlated to the tip 
apex radius, can be further increased, and it is anticipated that dynamic IR spectroscopic study of 
a single protein or DNA molecule during the execution of its biological function will be possible 
in the future.  
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Chapter 5 Summary and Outlook 
 

Abstract 

This chapter includes a summary of the interfacial processes and properties that deserve further 
attention, as well as a prospective on the future development of surface-sensitive spectroscopy 
for solid liquid interfaces. 

This chapter only reflects the author’s thoughts and opinions. 

 

  



83 
 
 

Conclusion: Multimodal investigation of solid-liquid interfaces 

In this dissertation a new methodology has been developed (Figure 5.1), which combines many 
surface-sensitive techniques with a home built liquid cell enclosed by an ultra-thin free-standing 
membrane (155, 181). This methodology has been demonstrated to be a promising strategy on 
many interfacial studies (86, 153, 155, 181) The electrical double layer structure (chapter 3) and 
soft material at interfaces (chapter4) have been investigated using this approach. 

 

Figure 5.1 Schematic drawing of the liquid cell with ultra-thin membrane for surface-sensitive 
spectroscopy. 

The membranes used here can be a single (multi) layer graphene, or graphene supported 
oxide/metal film, or sample film (plastic, protein, etc.) and nanoparticles supported on graphene 
membrane. These membranes are mechanically robust, chemically resistive, and thin enough to 
let low energy X-ray photoelectron go through. With that we extended the pressure limit of XPS 
from mbar regime to at least 1 bar. These membranes can be used as supports of metal particles 
for catalysis studies, as electrodes in electrocatalysis, in batteries, and in many other applications. 
By combining these membranes, together with home designed liquid (electrochemical) flow cell 
and surface-sensitive techniques, the chemical properties of solid-liquid interfaces could be 
accessed at atomic or molecular level. 

As shown in the chapter3, the structure of the electrical double layer near graphene and anatase 
were probe using the combination of multi techniques, including SFG, nano-FTIR, KPFM, 
XANES and XPS. For the study on graphene-sulfate solution interfaces, the first water layer in 
contact with graphene has dangling O-H bond that points to the graphene and remains unchanged 
both with salt concentration and with increasing positive potentials but undergoes a chemical 
interaction with graphene at high negative values that decreases its peak intensity and redshifts 
its frequency. Sulfate was found to preferentially accumulate near the graphene, creating an 
electrical field that orients water molecules below the interfaces. The degree of orientation of the 
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water molecules as well as the electrical double layer strength increases further when positive 
voltages are applied. For anatase-NaCl solution interfaces an ice-like water bilayer structure was 
found which reveals the strong interaction between anatase and water. 

As shown in chapter4, nano-FTIR provides nanoscale chemical information of soft materials at 
interfaces nondestructively, which was hard to access in the past. For the application on 
photoresist, clear evidence of exposure-induced chemical modification was observed at a spatial 
resolution down to 40 nm, well below the diffraction limit of infrared light. The chemical 
gradient of C-H and Metal-O bond also agrees with the topographical height across the grating 
patterns. For the research on protein assembly, nanoscale dynamic evolution of the protein was 
recorded by following the amide I and II vibration bands. The amide band line profile of protein 
assemblies reveals the structural inhomogeneity, and the structural response of protein to the 
external environment, including ion and solvent have been studied. These observations revealed 
unprecedented details of protein assembly dynamics. The current projects focus on nanoparticle 
ligand and intermediates for CO2RR and plastic decomposition and functionalization, and this 
offers complementary molecular information to the field. 

It can be concluded that this methodology enables the study of many interfacial properties and 
processes, including the water orientation, ion segregation and solvation and dynamical 
assembly. Each technique provides partial information and the combination of them can be quite 
powerful for surface science studies. 

In the following sections a short perspective will be given for each process at interfaces, and 
suggestions on how to tackle these problems. For in depth studies, many books and review 
papers are extremely helpful (1, 2, 48, 61, 62, 67, 85, 111, 114, 135, 145, 146, 177, 341-347). 

Potential profile and potential drop 

Almost all the solid-liquid interfaces are charged, and the charge can come from an applied 
potential, adsorption, insertion or leaking of some ions and hydrolysis of the surface groups. The 
distribution of electrical field in the liquid induced by the charge changes the energy landscape 
of many species, affects their segregation and de-solvation at interfaces and sometimes even the 
reaction pathway. The segregated counter ions (partially) screen the electrical field and prevent 
the electrical field from spanning into the bulk, while also creating a strong potential drop at 
Inner Helmholtz Plane and Outer Helmholtz Plane. The resulting potential profile along the 
interfaces normal can be expressed by equation: 

𝐸𝐸𝐸𝐸𝐷𝐷(𝑧𝑧) =

4𝑘𝑘𝐵𝐵𝑇𝑇
𝑐𝑐 𝜅𝜅 tanh � 𝑐𝑐𝜙𝜙04𝑘𝑘𝐵𝐵𝑇𝑇

�

tanh2 � 𝑐𝑐𝜙𝜙04𝑘𝑘𝐵𝐵𝑇𝑇
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𝑒𝑒
sinh−1( 𝑒𝑒𝑒𝑒

(8𝑘𝑘𝐵𝐵𝐵𝐵𝑐𝑐𝜆𝜆)
1
2
) is the surface 

potential. But in realistic cases, the potential profile is rather complicated. Up to now there are 
only a few experimental tools to probe the potential drop across the interfaces other than 
electrochemical methods. Some promising candidates includes Kelvin Probe Force Microscopy 
(in liquid or with liquid cell) (348, 349), XPS (with liquid film/jet or liquid cell) (41, 46, 56, 171, 
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173) and SHG/SFG (with the help from advanced fitting methods) (86, 87, 90, 95, 222). KPFM 
measures the surface electrical field (or local work functions/charge distribution) or electrical 
field gradient by sensing the electrostatic force between the sample and the biased tip, thus it can 
sense and measure the preferential segregation of ions to the interfaces. In XPS, ions at different 
potential relative to the electrode have different vacuum levels and therefore slightly different 
positions in the spectrum. In SFG the electrical field modulates the third order nonlinear term 
and the SF intensity. These techniques are either hard to operate, or expensive, or need some 
advanced fitting and simulation to interpret the results.  

Concentration profile and speciation 

The charge at the interfaces attracts counter ions to the interfaces, and to maintain charge 
neutrality, co-ions are also segregated towards the interfaces. This segregation of both cations 
and anions to the solid-liquid interfaces is very different from the case of air (vacuum)-liquid 
interfaces, where ions can be either segregated or repelled from the interfaces.  

The enriched concentration of ions or small molecular species at solid-liquid interfaces modified 
the microenvironment for electrochemical and biological processes. For example, different alkali 
ions segregated to the interfaces have different effects to the electrical double layer field strength 
and this changes the reactivity of many electrochemical reactions. The enriched proton at 
different side of the membrane maintains acidic or basic environment in some organelles and 
optimizes the performance of enzymes. 

There are many techniques that can possibly tackle the concentration distribution of ions across 
the interfaces and speciation at the surface. XPS (with liquid film/jet or liquid cell) is sensitive to 
the concentration and the chemical state of metal ions at interfaces, while nano-FTIR (with liquid 
cell) being more sensitive to the concentration and chemical state at the molecular level. The 
differential segregation of ions can also be inferred from the potential signal by KPFM and 
SFG/SHG, but some assumptions must be made. 

Solvation and de-solvation 

The solvation and de-solvation of ions plays a critical role in many electrochemical and 
biological processes. A typical case in the electrochemical reaction is the solvation and ion-
pairing of lithium in nonaqueous electrolyte. As the lithium-ion concentrations increase (to 
around ~3M), fewer solvent molecules (such as EC) become mobile, and some solvation 
configurations that are less common become dominated, such as counterion to form contact ion 
pairs (CIPs), solvent-separated ion pairs (SSIPs), and aggregates. This solvation configurations 
occurs at most commercial systems and attracted much research efforts (350-353). 

However, experimental investigation of the solvation structure and dynamics at the interfaces 
still lags. This could be partially resolved again by the nano-FTIR and XPS, but most of the time 
the knowledge of solvation structure is retrieved by controlling the ratio of ions to the electrolyte. 
Bulk solvation structure probed by Raman and IR could possibly yield some light on the 
solvation structure of ion at interfaces, but the exact interfacial solvation structure and the effect 
of bias still deserve further attention (351). 
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Water at interfaces 

The water molecules have a strong dipole moment and typically orient in the presence of 
electrical field at solid-liquid interfaces. This preferential orientation depends on many factors 
including the electrical field strength, the solid-water interaction, and the temperature. The 
properties of the first few layers of water play a critical role on many macroscopic properties of 
materials, such as hydrophobicity and hydrophilicity of materials, water uptake of minerals from 
environments, protein folding and adhesion, as well as some electrochemical reactions such as 
water splitting in photosynthesis.  

The structure of the first few layers of water can have distinct properties on many materials. For 
instance, on the surface of TiO2 (anatase) the liquid water forms a layer or ice-like order 
structure at room temperature (23, 25, 26, 263), while on MgO it has been proposed that the 
surface is hydrophobic due to the existence of dangling OH (OH that do not form hydrogen bond 
with the neighboring water/oxide) (28). 

Water adsorbed on metal and oxide surfaces have been extensively studied using various 
techniques in surface science including Scanning Probe Microscopy, Temperature Programmed 
Desorption and Infrared spectroscopy, but the case of aqueous solution in the presence of salt or 
electrical field is less understood. SFG has been used to probe the orientation and hydrogen 
bonding network of interfacial water in contact with minerals (e.g., mica), oxide and lipid (28, 
86, 87, 94, 101, 263, 354, 355), and recently XANES with electrochemical flow cell has also 
been developed and utilized to probe the hydrogen network and ordering of the water molecules 
in contact with metal and oxide (23, 66-68, 176). Shell isolated nanoparticle-enhanced Raman 
spectroscopy (SHINERS) has also been demonstrated to probe the water structure at confined 
space between nanoparticles and substrate (132). Other spectroscopic techniques such as XPS 
are generally not so sensitive to the hydrogen bonding environment and orientation, so they 
couldn’t offer much information. 

Perspective: Surface-sensitive spectroscopy for solid-liquid interfaces 

How much sensitivity is needed for the study of solid-liquid interfaces? Even for the most 
surface-sensitive spectroscopic technique-soft X-ray Photoelectron Spectroscopy, the probing 
volume is still >1nm, even higher than 3nm if the energy of photo-electron is higher. As the 
result simulation is often needed to interpret the results, which brings in extra uncertainty. 

However, in many cases surface sensitivity can be achieved if the species of interest only appears 
at the interfaces. For instance, CO has very low solubility in aqueous solution and prefers to 
segregate to the Pt electrode, therefore all the peak intensity of CO in the IR spectrum comes 
from the interfaces, the same is true also for some intermediates during electrochemical reaction. 
This strategy works well for some cases, but for most of interfacial properties, such as the 
interfacial pH and solvation shell the surface sensitivity from the techniques themselves is still 
necessary. 

Study of solid-liquid interfaces also benefits from other areas such as ultra-fast techniques and 
X-ray imaging techniques. The temporal and lateral resolution of these techniques can possibly 
bring other dimensions to interfacial studies in the future. 
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Perspective: Achieving depth resolution for solid-liquid interfaces 

“In-situ/operando characterization of material at the nanoscale” is the goal of many material 
scientists. Unfortunately, most characterizations only offer nanoscale resolution on the x-y plane 
and overlook possible changes in z direction (depth).  

XPS/SWXPS is one of the few techniques which offer quantitative chemical information in z 
direction.  But the complexity of experimental setup only allows for study of material in gas 
phase/exposed of nm thin liquid film, preventing its general application under electrochemical 
conditions. 

 

Figure 5.2 Illustration of the “cut a slice” approach of solid liquid/solid interfaces 

Another possible solution is to “cut a slice” of solid liquid/solid interfaces and convert the depth 
resolution into spatial resolution, as shown in Figure 5.2. It requires fabrication and separation of 
electrodes at micrometer scale on x-y plan and electrolyte (liquid or solid) filing between them. 
An ultra-thin membrane could be fabricated on top to protect the electrolyte species from 
leaching into the chamber or being oxidized by atmosphere. With such devices many common 
nanoscale characterization techniques, including nano-FTIR, STXM, KPFM could be used, and 
the combination of these techniques will reveal the elemental, chemical and potential profile 
across the interfaces at tens of nm scale. 
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Significance 

This backside approach developed here introduced many surface-sensitive techniques to liquid 
and offer many opportunities for fundamental study of solid-liquid interfaces, with less radiation 
damage, nanometer spatial resolution, surface, and chemical sensitivity. By bringing together 
vibrational spectroscopy, core-level X-ray based spectroscopy and microscopy together, the 
whole picture of interfaces, including the speciation (XPS, NEXAFS, nano-FTIR), concentration 
profile (XPS), potential profile (SFG, KPFM) and water orientation (SFG) could be drawn. Some 
preliminary work (interfacial ice-like water structure near anatase, hydrophobicity vs. hydrophily 
of single layer free standing graphene) have already filled the long missing knowledge of surface 
chemistry and attract wide attention in this field. 

It is anticipated that this methodology will also open new avenues in the fields of material 
science and engineering including electrocatalysis, energy storage, biophysics and environmental 
science. Researchers in those fields now could understand many fundamental properties and 
processes taken place in their system, including catalysis microenvironment, solvation/de-
solvation, ion intercalation and protein folding and assembly. This knowledge will bridge the gap 
between the idealized model (e.g., Stern model) with the processes taken place in the real 
system. 

For electrocatalysis and energy storage, research is mostly focusing on the chemical and physical 
properties of the electrode, with little attention on the interfaces and electrolyte, where many 
critical processes like de-solvation, segregation and adsorption take place. This methodology 
takes advantage of surface sensitivity and fulfills the missing knowledge in their systems. 

For biophysics, many critical questions remain unclear due to the shortage of appropriate 
nondestructive characterization tools. It has been demonstrated that the dynamical folding and 
evolution of protein substructure in different environment, the interaction between the protein 
and matrix, and the biological interfaces between protein-substrate, protein-water can be studied 
using this approach, providing missing knowledge for biophysics and bioengineering. 
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Appendix-graphene transfer 
Space, tools and short introduction 

Graphene transfer is a dedicated process, which is very sensitive to the environment, operation or 
even the history of tools. For example, it seems that the transfer is bad when the PM2.5 or PM10 
is high during wildfire season (air quality), or even when there is heavy rain outside (humidity). 
Even the same person transferring graphene twice in one week can observe quite different 
results. 

Our criterion of “good transfer” are: 1. The coverage is high (>95%, which means <11 open 
holes/cracks for 15X15 membrane, or even >98%) 2. Not many nor tall wrinkles 3. Not much 
dust 4. Graphene can survive some bias before intercalation or break. Molecular Foundry 1201 is 
an ideal place for graphene transfer, as the picture below shows most tools needed for transfer. It 
would be best to keep these tools for graphene transfer only, or at least cleaned by IPA/methanol 
and dried in N2. 

 
Tools for graphene transfer: dishes, glass slides, Kapton tape, aluminum foil tape, at least two 
tweezers, scissors, blade, PDMS box, Si wafer pieces 

This manual is for polymer-free graphene transfer. According to our experience, although 
polymer assisted transfer could increase the coverage (even up to 100%), it also brings severe 
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polymer contamination, especially in the suspended region, which contaminate the tip and 
interfere with our nano-FTIR and KPFM experiments. In certain cases, such as for XPS, the 
main goal is to achieve high coverage, polymer assisted transfer could be used. 

 

General timeline for transfer: 

Day0: evaporate 2nm Cr, then 25nm Au on the front side of holy SiN membrane 

Day1: transfer graphene onto SiN membrane and let it dry in N2 overnight 

Day2: check coverage 

Day3: anneal this membrane to 250-300C in vacuum for at least 6 hours (usually overnight) 

Day4: these samples are ready for use, or do SEM/XPS/Raman tests 

Make etching solution 

The etching solution is ~0.2M Na2S2O8 solution. Na2S2O8 is not very stable in aqueous solution, 
so it is necessary always make fresh solution every time before transfer. Na2S2O8 solution is acid 
and oxidative, and trace amount of organic residue on dish will react with Na2S2O8 and quench 
the etching reaction. The dishes for graphene transfer should be free of any organic molecules 
and be used for graphene transfer only. [Important] 

For the dishes shown below, the volume is roughly 90 ml, so 3.8g Na2S2O8 is usually used to 
make the solution. (4.2g has also been tried and the etching time will be reduced from ~2h to 
~1h40min, and the graphene quality are fine. Sometimes if the dishes haven’t been used for 
some time, there might be some contamination and 4.2g is suggested) 

1. Clean the dish and the lid three time using MilliQ water [Important] 
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2. Fill the dish with MilliQ water until it is full 
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3. Close the lid and remove extra water (The top surface of water should not touch the dish 
lid, but should be as high as possible[suggested]) 

 
4. Weight 3.8g(4.2g) Na2S2O8 salt on a weighting boat and pour it into the dish, no stir 

needed 
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Clean graphene 

The CVD graphene on Cu foil is actually grown on both sides. The quality is better on the front 
side than the back side. The purpose of this step is to remove back side graphene. Otherwise, the 
etching time will be longer, and the back-side graphene flakes might stick on the suspended 
graphene. 

1. Cut a piece of graphene off from CVD graphene and put it up-side down on a glass slide 
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2. Use Kapton tape to seal the edge of graphene, put another slide on top and apply some 

pressure to make it as flat as possible 

 

3. O2 plasma:  

a. Gas: 25% Oxygen, 75%Argon, plasma should be purple 

b. Time: 8min 
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c. Pressure: ~200-400mTorr 

4. Take the graphene out from plasma (make sure the tweezer is clean, free of 
contamination) 

Make mask 

Why do we need a mask? The most obvious reason is that we need to locate the graphene. Good 
quality sing-layer graphene is totally transparent, so once the Cu under graphene is etched away, 
there is nothing visible left on surface. An Al mask help to indicate the position of graphene. 
There might be some other benefits: the mask helps the single layer graphene to expand on 
solution-air interfaces, otherwise the graphene might shrink into a particle. 

1. Cut the graphene after Oxygen plasma into small pieces (~2cm by 2cm) and place them 
between 2 glass slides, apply some pressure to make it flat (ALWAYS KEEP IN MIND 
WHICH SIDE IS THE FRONT SIDE[IMPRONT]) 
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2. Use blade to make a mask and stick it onto the front side of graphene 

 

 

3. Place them between 2 glass slides, apply some pressure to make it flat [suggested] 
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4. Put these films in the etching solution with ceramic tweezer 
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Etching 

Typically for 3.8g salt the etching time is 
around 2 hours, at ~1h20min, Cu film 
begin depleted at some point, and at 
~1h40min, Cu film is etched away 
completely, and the solution becomes blue 
(CuSO4 solution). In practical, the 
graphene film will be kept in the etching 
solution for 20 more mins after Cu 
completely dissolved.  

 

Wash suspended graphene 

This is the most difficult step in the graphene 
transfer process. 

 

1. Wash and fill some large dishes with MilliQ water, the water should be as much as 
possible 
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2. Treat the round glass slides with air plasma 

a. Gas: air, plasma should be orange 

b. Time: 1-3min 

c. Pressure: ~200-400mTorr 

3. Use the round glass slides to transfer the graphene film to large dish and wait for 1-1.5h, 
in the first dish, the glass should be as flat as you can to make sure that the graphene will 
not move when taken out; in the second dish it would be better to have glass inclined for 
some degrees, to let water fill the gap between graphene and glass. 
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4. Repeat the above process once more and wait for at least 30 min 

Transfer and dry 

 

1. Cut some pieces of PDMS and stick them on one side of Si wafer pieces (the Si wafer 
should be rectangular and PDMS is at one end of the Si [suggested]) 

2. Put the SiN membranes carefully on PDMS, make sure they are close enough, use 
tweezer to push a little bit 

3. Treat the SiN membranes with air plasma 

a. Gas: air, plasma should be orange 

b. Time: 1-3min 

c. Pressure: ~200-400mTorr 

4. Transfer the graphene on SiN membrane and dry them in N2 box, use a second tweezer 
or something else to guide the graphene (pushing graphene by placing it near graphene) 
After taking the SiN membranes out, there will be liquid film remaining between 
graphene and SiN membrane, and it can lead to lateral movement of graphene relative to 
SiN membrane. It is important to remove this water by gently touching the back side of 
Si substrate by Wipe paper to remove water drop. [IMPORTANT] 
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Post transfer treatment 

After the SiN membrane died in N2, the coverage is usually checked by Multimode AFM or 
MFP-3D AFM, and the good samples will be annealed to 250C(300C) in vacuum. 

1. The pressure inside the chamber will reach typically 10^-7 mbarr (or at least 10^-6 
mbarr) overnight 

2. The temperature needs to be increased by 5-10 degC step to ensure it is not heated 
drastically 
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