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ABSTRACT OF THE THESIS

Time Scale Modification Using a Sinusoidal Model

by

Michelle Lee Daniels

Master of Arts in Music

University of California, San Diego, 2009

Professor Shlomo Dubnov, Chair

Time-scale modification of audio signals is a classic digital signal processing

problem. While many solutions have been implemented over the years, none work

perfectly without audible artifacts for all kinds of input. In most applications,

trade-offs must be made between computational efficiency and quality, resulting

in different solutions being favored in different contexts and for different classes

of input signals. Sinusoidal modeling is an approach which has shown significant

promise for producing high-quality time-scaled audio. Leaving noise and tran-

sient signal components for future work in order to focus exclusively on sinusoidal

components, this thesis describes a variation on traditional sinusoidal modeling

which offers a unique combination of features including separating the process of

identifying individual sinusoidal peaks from the process of combining those peaks

into sinusoidal tracks, special treatment of phase during the peak tracking process,

and analysis enhancements for sinusoidal tracks with modulating frequency and

multichannel input signals.
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Chapter 1

Introduction

1.1 Background

Time scaling is a popular audio effect with many applications including

sound effect generation, electronic music, and in broadcast for fitting pre-recorded

audio into time slots of slightly different duration. When an audio signal is time-

scaled, its duration and rate of playback are altered based on a given modification

factor, but both the spectral content of the original signal and any rhythmic content

or temporal relationships should be retained. For example, simply playing back

the original signal at a lower or higher sampling rate is not a correct approach

to time scaling because, while it achieves the desired temporal modifications, this

results in undesirable modifications to the spectral content of the signal. A perfect

time scaling system would therefore satisfy all of the following requirements:

• Accurately modify the overall duration and playback rate of the input signal

according to the given modification factor

• Preserve the spectral content of steady or sustained portions of the input

signal, thereby preserving the perceived pitch

• Preserve the perceptual quality of attacks and transients in the input signal

1
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Analog vs. digital

Time-scale modification methods which attempt to meet all of the criteria

listed above are almost exclusively digital techniques. In the analog domain, prim-

itive time scaling can be performed using variable speed tape playback, but this

has the inevitable side effect of also modifying the spectral content of the signal,

similar to the effect of changing sample rates in the digital domain. At one point

in time, some highly complex machines [7] were developed to work around these

artifacts, but the widespread availability of more practical digital techniques has

made analog approaches essentially obsolete except in cases where the artifacts are

actually desired for creative purposes. There are many digital approaches to time

scaling, and these can generally be divided into two categories: time domain tech-

niques and frequency domain techniques, although some more recent approaches

are a hybrid of both [4]. The following sections describe some of the most common

techniques in both domains.

1.1.1 Time-scale modification in the time domain

Synchronous overlap-and-add

Methods for time-scale modification in the time domain are typically based

on overlapping and adding short segments of audio using various techniques for

optimizing amplitude and phase continuity in overlap regions. One of the most

basic of these methods is Synchronous Overlap-and-Add (SOLA), originally pro-

posed for use with speech signals by Roucos and Wilgus in 1985 [13]. This efficient

technique with low computational complexity uses the cross-correlation between

consecutive time segments to determine the point of maximum similarity where

overlap should occur to minimize artifacts [7].

Pitch-synchronous overlap-and-add

A variety of improvements to the basic SOLA algorithm have been made

over the years, and one of the most popular of these is Pitch-Synchronous Overlap-

Add (PSOLA), presented by Charpentier and Stella in 1986 [2] for use in speech
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applications. PSOLA works well on pitched audio signals and uses an analysis

pre-processing stage to detect the best places to segment the input audio signal

based on the signal’s periodic structure. Because of its dependence on periodicity

however, PSOLA is not very effective for handling transients, non-pitched signals,

and polyphonic sounds. However, some of these difficulties, such as the poor

handling of transients and attacks, can be reduced by detecting problem areas in

advance and, for example, not scaling note attacks while compensating by scaling

sustained portions of the signal slightly more or less. This kind of custom handling

of attacks and transients can also apply to other kinds of both time domain and

frequency domain based time-scale modification methods.

1.1.2 Time-scale modification in the frequency domain

Phase vocoder

The phase vocoder, popular for performing a wide range of spectral audio

modifications, is one tool used for time scaling in the frequency domain. Like

other applications of the phase vocoder, time scale modification works best on

steady monophonic signals and signals where partials are not very closely spaced

in frequency and generally performs poorly when presented with transients, sharp

attacks, and sinusoidal content which modulates over time across frequency bin

boundaries. The phase vocoder consists of separate analysis and synthesis stages.

In modern phase vocoder implementations, the analysis stage transforms audio

signals into the frequency domain using the Short-Time Fourier Transform (STFT)

with a particular analysis hop size, where the hop size defines the number of

samples that are ”hopped”, or advanced, between the start of one analysis block

(or ”frame”) and the next. Then, to perform time-scaled resynthesis, a different

hop size is used for synthesis than for analysis, and the analysis phases of the

STFT are modified to produce synthesis phases preserving phase continuity within

a particular frequency bin cross consecutive frames [10]. An inverse STFT is then

used to synthesize the modified time domain signal from the modified spectrum.
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Sinusoidal models

Sinusoidal models are another approach to frequency domain time scaling.

In such models, audio is decomposed into its component sinusoids, which, unlike in

the phase vocoder, need not correspond to Discrete Fourier Transform (DFT) anal-

ysis bins. In many implementations of sinusoidal models, the analysis process not

only detects sinusoidal components but also produces a residual signal which con-

tains the non-sinusoidal elements of the input signal such as noise and transients.

One of the strengths of sinusoidal modeling compared to other techniques such as

the phase vocoder is that when applying effects and resynthesizing audio, these

steady state (sinusoidal) and non-steady state (noise/transients) components can

be processed independently. The resulting flexibility can greatly improve the qual-

ity of processing when the input signal is not purely sinusoidal, and can be quite

useful in applications such as creating new audio effects or audio coding. While

the sinusoidal modeling analysis process can be very computationally expensive,

synthesis is generally highly optimized, and an input signal which has been ana-

lyzed once can then be synthesized in real-time with many transformations without

repeating the analysis process.

The classic examples of sinusoidal models are a model for speech developed

by McAuley and Quatieri [12] and Spectral Modeling Synthesis (SMS) for more

general audio signals, pioneered by Serra and Smith [18]. Both approaches detect

time-varying tracks of spectral peaks assumed to represent underlying sinusoidal

components and describe these tracks at regular analysis time intervals using am-

plitude/frequency pairs along with, in some cases, phase. Once these tracks are

identified, time scale modifications are relatively straightforward. Along a given

trajectory, linear interpolation provides instantaneous amplitude, while frequency

and (in some cases) phase are interpolated to compute the sample-by-sample phase

advance according to the desired time scale. For each track, the use of interpola-

tion ensures both amplitude and phase continuity in the reconstructed signal from

frame to frame.

Most more recent incarnations of sinusoidal models not only model sinu-

soidal components but also incorporate models for the non-tonal (noisy) and tran-
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sient parts of signals, which are not typically well-represented by using sinusoids

alone. Serra describes a ”stochastic plus deterministic” (sines + noise) model in

his PhD thesis [14], while others, such as Verma, Meng, and Levine [19] have

extended that further to include modeling of transients (sines + noise + tran-

sients). With these decompositions, sinusoidal components, noise, and transients

can all be processed independently in ways which take advantage of their unique

qualities. This can be particularly valuable for applications like time-scale mod-

ification, where such a system makes it much easier to preserve the perceptual

quality of attacks and transients. Other variations of sinusoidal models include

Dubnov’s linear-prediction-based YASAS [5], a method by Depalle and Rodet [3]

which uses a Hidden Markov Model, and Fitz and Haken’s Lemur [9] which uses

bandwidth-enhanced partials rather than pure sinusoids.

1.2 Goal of this thesis

This thesis will discuss an approach to time-scale modification using sinu-

soidal modeling assuming a ”sines + noise” or ”sines + noise + transients” decom-

position. Although it has much in common with traditional sinusoidal modeling-

based methods, this approach represents a unique combination of analysis and

synthesis techniques which are each meant to improve various short-comings of

time-scale modification using sinusoidal models.

To start with, rather than using more traditional methods of identifying

sinusoidal components of a signal such as peak picking, this approach uses the

Complex Spectral Phase Evolution method [16] to provide highly accurate de-

tection of sinusoids and clean separation of sinusoidal and non-sinusoidal signal

components. This process will be described in more detail in section 2.1. The

residual which results from this analysis contains only noise and transient compo-

nents. Because the residual can be easily processed completely independently of

the sinusoidal components of the signal, this thesis does not discuss the various

ways in which the noise and transients can be modeled and processed, but rather

focuses on high-quality handling of the sinusoidal components themselves.
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It is perhaps important to note that the CSPE analysis process provides

only lists of peaks contained in each analysis frame. It does not provide any

method for creating sinusoidal tracks from these individual peaks, and for many

applications tracks are not a prerequisite for high-quality analysis and synthesis.

However, for successful time-scale modification, it will be shown in chapter 3 that

the use of sinusoidal tracks is very necessary. After describing the basic sinusoidal

analysis/decomposition process, this thesis will discuss an algorithm for accurately

identifying sinusoidal peak tracks, and it will describe how to use those tracks to

perform effective time-scale modification.

Finally, some extensions to the basic analysis/synthesis methods described

will be presented, including a transformation which improves the quality of results

when time-scaling stereo audio signals and an iterative approach to signal analysis

which can improve the quality of results for signals containing sinusoids whose

frequency modulates across frame boundaries.



Chapter 2

Sinusoidal Model

All sinusoidal models decompose audio into sinusoidal components, but

many signals contain noisy and/or transient components which cannot be accu-

rately represented by sinusoids alone. As a result, the analysis stage of many

sinusoidal modeling approaches includes both sinusoidal decomposition and com-

putation of a residual signal containing non-sinusoidal elements of the signal which

can then be modeled and manipulated independently. The model presented here

is one such model, but the focus of this thesis will be on the handling of sinusoidal

components and not ways in which the residual signal can be modeled or modified.

2.1 Analysis

The goal of the analysis process is to detect the sinusoidal components

present in the input audio signal on a frame-by-frame basis, producing a data

structure consisting of a list of frames, with each frame containing a list of its

component sinusoidal peaks. The work presented in this thesis is implemented

using the Complex Spectral Phase Evolution (CSPE) [16] method to identify the

sinusoidal components of a signal and estimate each component’s frequency, am-

plitude, and phase. This method has been very effective, especially because of its

success in detecting sinusoids even in the presence of noise, but any approach which

also accurately identifies component sinusoids and their parameters and separates

them from the noisy components of the signal could also be used in its place.

7
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Figure 2.1: CSPE-based analysis process for a frame of data

Using the CSPE method to detect sinusoids is fairly straightforward. The

first step in the sinusoidal decomposition is to divide the input signal into equal-

sized overlapping blocks of samples. These blocks, or frames, will be analyzed

individually to determine their sinusoidal content. If one sinusoid is identified and

removed from the original signal at a time, the analysis process for each frame as

seen in figure 2.1 would be as follows1:

1. Window the time domain data (~s0) using analysis window ~A to produce the

windowed signal ~sw0 and compute its DFT (Fk(~sw0))

2. Window a time-shifted2 version of the time domain data (~s1) using anal-

ysis window ~A to produce the windowed signal ~sw1 and compute its DFT

(Fk(~sw1))

3. Compute the CSPE according to equation 2.1 (originally from [16]) where N

is the analysis frame size, F denotes the DFT and F ∗ its complex conjugate,

1Various optimizations can be made, including identifying multiple peaks per CSPE compu-
tation and performing sinusoidal resynthesis in the frequency domain.

2A shift of one sample is assumed here for simplicity, but larger shifts can be used.
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to obtain an array of floating point frequency values (fCSPE) indicating which

frequency contributed significantly to the energy in a given DFT bin k

fCSPE(k) =
N∠(Fk(~sw0)F

∗
k (~sw1))

2π
(2.1)

4. Identify the DFT bin containing the spectral peak with the most energy

5. If the frequency contributing to this energy is close to the center frequency

of the DFT bin in question, then a sinusoidal component was likely present

here in the original signal and we can identify this as a peak.

6. Estimate the magnitude and phase of the chosen peak using the spectrum

computed in step 1 and the spectrum of the analysis window (F ( ~A)). This

estimation is done using equation 2.23 (also from [16]), where a is the mag-

nitude and φ = ∠(ejb) is the phase.

aejb =
2Fk(~sw0)

F(k−fCSPE(k))(
~A)

(2.2)

7. Resynthesize all sinusoids found in this frame so far

8. Subtract the resynthesized peaks from the input to compute a new residual

containing one less sinusoidal component

9. Repeat steps 1 through 8 using the current residual as input until the desired

number of peaks have been extracted or no more sinusoidal components have

been detected

10. Store lists of the peaks detected in each frame along with their frequency,

magnitude, and phase parameters.

A residual signal containing noise and transient components can then be

computed by subtracting all synthesized sinusoids from the original signal. As

shown in figure 2.2, signal processing, such as time-scale modification, can then be

performed on the residual signal and detected sinusoids. The results of processing

these two components are then combined to produce a final processed waveform.

3Note that for the most accurate results when dealing with low frequency peaks where there
may be interference from negative frequencies, the technique described in [15] for estimating
magnitude and phase should be used instead.
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Figure 2.2: Analysis/synthesis process separating sinusoidal components from the
original signal and producing a residual signal containing noise and transients
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2.2 Synthesis

Reconstruction of the original input signal is achieved by synthesizing all

of the sinusoidal peaks detected in each frame, concatenating frames using an

overlap-add algorithm, and adding this combined sinusoidal signal to the (possibly

modeled and reconstructed) residual signal containing noise and transients.

2.2.1 Sinusoidal peak synthesis

Using the same frame size and overlap as the analysis stage, all sinusoids

in a particular frame are synthesized individually and added together, while any

discontinuities between frames are minimized as a result of using a synthesis win-

dow to overlap and add frames. The additive synthesis of sinusoidal peaks can

easily be performed in either the time domain or the frequency domain. In some

cases, frequency domain synthesis may be more computationally efficient, but for

simplicity this thesis will focus on time domain synthesis. To synthesize a peak

in the time domain, the analysis amplitude4 A, floating point frequency f , and

initial phase φ are used as the parameters of the sinusoid according to equation

2.3, where t is the sample index and N is the analysis frame size.

~s(t) = A cos(
2πtf

N
+ φ) (2.3)

When reconstructed in the time domain, these sinusoids are not windowed (other

than with the implicit rectangular window). Therefore, in order for the overlap-add

process to work correctly, a synthesis window must be applied to each synthesized

frame. Assuming that the same synthesis window is used for adjacent frames (a

valid assumption unless a variable frame rate is used), the window must have the

property that, overlapped with itself, it sums to 1.0 [1]. Equation 2.4 where ws

is the synthesis window, N is the frame size, and n = 0, ...N − 1 is the sample

index, summarizes this requirement for the case where there is 50% frame overlap.

4In order to use the frequency domain analysis magnitude directly in time domain recon-
struction as an amplitude value, some re-scaling may be necessary during the analysis stage to
compensate for implementation-dependent FFT scaling and the particular analysis window used.
It is assumed throughout this thesis that any such necessary scaling has been performed.
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Common windows that satisfy this property include triangular and hann windows.

ws[n] + ws[
N

2
+ n] = 1.0 (2.4)

2.2.2 Lossless reconstruction

By adding the noise and transients residual to the completed reconstructed

sinusoids, the original input signal can be resynthesized with no error, resulting

in a completely lossless reconstruction. However, it is common to also model the

residual with some kind of approximation, in which case the original signal cannot

be perfectly recovered. In a typical situation, the benefits of modeling both the

sinusoidal components and the residual for purposes of transformations, audio

coding, or other applications outweigh any artifacts introduced by the use of a

not-quite-lossless residual.



Chapter 3

Time Scaling

With the results of analysis using a sinusoidal model such as that described

in chapter 2, a variety of audio modifications can be performed, but this thesis

focuses on one of the most common processes: time scale modification1. This

chapter will introduce the challenge of handling the sinusoidal phase when per-

forming time-scale modification, motivating the need for sinusoidal tracks. It will

then describe the identification and synthesis of these sinusoidal tracks, present

a way to improve the analysis process when dealing with tracks of modulating

frequency, and describe how time-scale modification is performed during synthesis

once sinusoidal tracks have been computed.

3.1 A phase challenge

Section 2.2 described how lossless or near-lossless reconstruction can be

obtained using frame-by-frame synthesis of individual sinusoidal peaks and com-

bining these reconstructed sinusoids with the residual signal containing noise and

transients. When performing time-scale modification, however, this is approach is

problematic. Because there is no concept of continuity across frame boundaries,

each peak is in essence treated as though it is the beginning of a new event. When

1Time scale modification can be easily extended to pitch scale modification using sample rate
conversion. This process is well-documented elsewhere, including [7] so it will not be described
here.

13
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time-scaling a sinusoidal peak, it is easy to make its duration shorter or longer

than the original duration (which was one analysis frame), but one must give the

peak an initial phase, and the only known phase is the original analysis phase.

This section describes a situation where using that original analysis phase

while time scaling can be problematic.

Figure 3.1: Original sinusoid

Figure 3.1 shows a two periods of a sinusoid with a frequency of 1.5 cycles

per analysis frame. Assuming no overlap (for simplicity), the frame-by-frame si-

nusoidal decomposition of this signal is shown in figure 3.2. The analysis process

from section 2.1 tells us that there is one sinusoidal peak in each frame, but the

two peaks are completely independent; there is no concept of peak continuity from

frame-to-frame.

Now, if we want to stretch the input signal in figure 3.1 to twice its orig-

inal duration, it is necessary to stretch each of its component frames of audio to

twice their original durations. Stretching each of the frames shown in figure 3.2

independently by simply extending their lengths results in the waveforms shown

in figure 3.3.

This seems straightforward enough, but when these two waveforms are con-

catenated to generate the final time-scaled waveform, the result is the waveform



15

Figure 3.2: Frame-by-frame view of original sinusoid

Figure 3.3: Frame-by-frame view of time-scaled sinusoid
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Figure 3.4: Sinusoid stretched by a factor of 2.0 on a per-peak basis without
modifying phases

shown in figure 3.4, which has a very large discontinuity between the indepen-

dently reconstructed sinusoids rather than being a continuous sinusoid as would

be expected and desired. While using an overlap-add algorithm during synthesis

can help to smooth these kinds of discontinuities, they are still quite noticeable.

Clearly, using the initial analysis phase for each time-scaled peak was not correct,

but how do we know what other phase to use? If instead of treating each frame

independently of every other frame, we knew at synthesis time that the peak in

frame two was in reality a continuation of the peak in frame one, then we could

adjust the phase of the peak in frame two during reconstruction to match the end-

ing phase of the peak in frame one. This is where the concept of a peak ”track”

becomes relevant.

A peak track consists of a series of sinusoidal peaks in consecutive frames

which, in the original input signal, most likely represented a single sinusoid, varying

slowly (or not at all) over time. Once peak tracks have been identified from a set

of peaks, rather than time scaling each peak independently, each peak track can

be synthesized and scaled as a unit, enforcing internal phase continuity. Therefore,

even though the concept of a track is not necessary for unmodified synthesis or
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for some applications of sinusoidal modeling, tracks are very necessary for time-

scale modification. As a result, before performing time-scale modification on the

analysis results from the sinusoidal model described in chapter 2, it is necessary to

first generate peak tracks using a peak tracking algorithm which converts the lists

of peaks in each frame into lists of peak tracks.

3.2 Sinusoidal tracks

Figure 3.5: Analysis/synthesis process with sinusoidal peak tracking

The analysis/synthesis process described in chapter 2 can be extended to

include the use of sinusoidal peak tracks as shown in figure 3.5. This section

describes the process of identifying peak tracks from the lists of sinusoids which

result from a frame-by-frame analysis as well as the sinusoidal track synthesis

process and a method for improving the original signal analysis after the initial

identification of tracks.
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3.2.1 Tracking sinusoidal peaks

The goal of a peak tracking algorithm is to identify peaks in consecutive

analysis frames which represent sinusoids that were continuous across frame bound-

aries in the original input signal. McAulay and Quatieri [12] and Serra [14] describe

a recursive method of tracking peaks which iterates through each peak in a frame

and finds the peak in the previous frame which most closely matches it. In the

event that two peaks both match the same previous peak, the closest match wins,

and the loser must then redo the search, looking for the next best match and possi-

bly displacing another already-matched peak. If a peak does not match an existing

track, it becomes the start of a new track. Similarly, if a track is not continued by

any peaks, it ends.

This algorithm was used to track spectral peaks that did not necessary rep-

resent sinusoidal/tonal elements of the input signal. However, for the purposes of

this thesis, because the analysis process described in chapter 2 separates sinusoidal

from noisy signal components before peak tracking begins, the tracking algorithm

can be modified to help distinguish between sinusoidal components which were

truly continuous across frame in the original input signal and those which, even

though they are of similar frequency, may in fact have originated from different

sources in a polyphonic signal. This distinction is very important for time-scaling

applications, because in the case of truly continuous sinusoidal tracks, the phase

of the time-scaled peaks in that track should be continuous and free of discontinu-

ities, whereas if there was no continuous track in the original signal, it would be

incorrect to assume that the phase should be continuous across frame boundaries

in the time-scaled signal.

Therefore, while the general structure of the peak-tracking algorithm used

in this thesis is the same as McAulay and Quatieri and Serra’s, the criteria that

must be met for a peak to be considered a match to an existing peak track have

been made quite strict. The resulting peak-tracking process takes as input a frame-

by-frame list of sinusoidal peaks identified in the original input signal and returns

a frame-by-frame list of the sinusoidal tracks which start in each frame. Each track

in turn contains a list of its component peaks.
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For each peak, the criteria for be labeled as a match for an existing peak

track are as follows:

• Frequency continuity: As shown in equation 3.1, the change in frequency

between the last peak in the track to be continued and the current peak

must be less than a certain frequency change threshold (εfreq). This is the

most obvious requirement and has been used in all peak tracking algorithms,

such as those by McAulay and Quatieri [12] and Serra and Smith [18].

|f1 − f2| < εfreq (3.1)

• Amplitude continuity: As shown in equation 3.2, the variation in amplitude

(in dB) between the last peak in the track to be continued and the current

peak must be less than a certain amplitude change threshold (εamp). This

requirement is used in some more recent sinusoidal models, such as the work

by Levine [11].

|dB(A1)− dB(A2)| < εamp (3.2)

• Phase continuity: As described next, the difference in phase between two

consecutive sinusoids where they intersect must be less than a certain phase

change threshold.

Phase continuity

Because of the way in which a peak track is synthesized, even though it may

span multiple analysis and/or synthesis frames in time, there are no discontinuities

in the phase of the synthesized track even when it is time-scaled. This property

can be labeled as horizontal phase coherence, where the word horizontal refers

to the fact that time is generally the horizontal axis in graphical plots [10]. To

accurately reproduce a signal, however, another form of phase coherence should

also be considered: vertical phase coherence. Vertical phase coherence traditionally

refers to maintaining the phase relationships across frequency channels within a

single synthesis frame of a phase vocoder [10]. However, the same concept applies

to sinusoidal components, where it is desirable to maintain the phase relationships
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between sinusoids across different frequencies rather than across time. In a time-

scaled signal, unless the partials of the signal share harmonic relationships (such

as in [8]), it is typically not mathematically possible to perfectly preserve both

horizontal and vertical phase coherence. Even when phase coupling does occur

in real-world signals, it is typically a non-linear effect related to the family of

instrument being analyzed [6], further complicating this scenario. The result is

that trade-offs must be made between preserving horizontal phase coherence and

vertical phase coherence.

In general, it fairly obvious that horizontal phase coherence is more im-

portant for sustained sounds and vertical phase coherence is more important for

attacks and transients. This is one source of artifacts in both phase vocoder-

based and typical sinusoidal model-based time-scale modification, because both

approaches favor horizontal over vertical phase coherence. In the case of the phase

vocoder, phase continuity is being emphasized across frame boundaries within a

particular frequency bin, and in the case of sinusoidal models, phase continuity is

being emphasized across a particular sinusoidal track in time.

In this thesis, the choice between horizontal or vertical phase coherence is

made during the peak tracking process. If two sinusoidal peaks in consecutive

analysis frames are close in frequency and the phase of the second peak matches

the first at the point of overlap, then the two peaks will be considered part of

the same track, ensuring that when they are time-scaled the phase continuity

they had in the original signal is preserved. If, however, the two peaks do not

have a similar phase at the point of overlap, it can be assumed that they did

not represent a continuous sinusoid in the original signal, but rather it is more

likely that the second peak represents the onset of a new sinusoid. As such, these

two peaks will not be considered part of the same track, and when synthesized

at a modified time scale, the initial analysis phase of the second sinusoid will be

preserved. When there is an attack or transient in the original signal, typically

many sinusoidal components will turn on or off or experience phase discontinuities

at the same instant. If each is identified as the start of a new track rather than

the continuation of an old track, then because the initial analysis phases of each
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sinusoid are preserved, vertical phase coherence will be maintained and the attack

or onset will maintain the same time domain envelope it had in the original signal.

This trade-off between the two kinds of phase coherence thus becomes an

important part of the peak-tracking algorithm, and it is the check for peak conti-

nuity when determining whether or not a given peak continues an existing track

which decides whether horizontal or vertical phase coherence will be favored. If

the phase continuity check indicates that the phase in the original signal between

the two sinusoids in question was fairly continuous, then a track exists, and when-

ever a track is resynthesized, it will preserve horizontal phase continuity internally.

However, if the phase continuity check determines that there was a significant dis-

continuity in phase in the original signal between the two sinusoids, they will not

be treated as a single track, meaning that the initial phase of the second sinusoid

will be preserved. In the case of an onset or attack, the phase continuity check

will likely identify discontinuities along most tracks, resulting in vertical phase

coherence as the initial phases at the onset of each sinusoid are preserved.

Computationally, phase continuity is more complicated to evaluate than

frequency and amplitude continuity. One reason for this is that any distance

measure must consider phase values modulo 2π and continuous around the unit

circle. Also, unlike with analysis frequency and analysis amplitude, comparing

the analysis phase (initial phase) from frame to frame is meaningless in terms

of continuity. The actual phase of interest is the phase where the sinusoid in

the previous frame in question intersects the sinusoid in the current frame. In

the case of frame overlap, there is a region of intersection rather than simply one

point. The phase continuity measure used here looks at the point half-way through

the overlap region (where the two overlapping sinusoids will be averaged during

reconstruction), and checks that the phase of each sinusoid at that point is within

a certain phase change threshold (εphase) as shown in equation 3.3, where wrap(φ)

is a function which wraps the given phase value φ into a [−π, π] range by adding

or subtracting integer multiples of 2π.

|wrap(φ1 − φ2)| < εphase (3.3)



22

3.2.2 Track synthesis

Like the analysis process, the sinusoidal model synthesis process must also

be extended to handle sinusoidal tracks rather than simply synthesizing isolated

peaks in each frame. Just as individual sinusoidal peaks can be synthesized on

a frame-by-frame basis, sinusoidal tracks can also be synthesized in this manner,

but this involves some additional computations to derive envelopes for parameters

that may vary over the course of a track, such as amplitude and frequency. Using

the same frame size and overlap as the analysis stage, each frame is synthesized

by reconstructing and adding together the current section of each track which is

”alive” during that frame.

Amplitude

For each of these tracks, an amplitude envelope is generated by taking into

account the amplitudes of any peaks in the track whose duration overlapped with

the current frame during analysis. Using the fact that a peak’s analysis amplitude

is the average across the frame, an amplitude envelope for the entire track can

be generated from the amplitudes of the individual peaks. At the beginning and

end of a track, extrapolation is required to obtain the endpoints of the amplitude

envelope, and in these cases the amplitude changes from the last known segment

of the envelope are continued linearly either forward or backward according to

equations 3.4 for the first breakpoint and 3.5 for the last to guarantee that the

average amplitude in the current frame is indeed the analysis amplitude.

A0 = A1 − (A2 − A1) (3.4)

AN = AN−1 + (AN−1 − AN−2) (3.5)

Figure 3.6 shows an example of an amplitude envelope with endpoints extrapolated

from existing data points. This example assumes 50% overlap, so each segment of

the envelope is of equal length (including the end segments).

In the case of a track whose duration is limited to a single frame, there

is only one data point from which to create the envelope, resulting in constant
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Figure 3.6: Amplitude envelope with linear interpolation between breakpoints

amplitude throughout the frame, and in the cases where amplitude is not constant,

the standard approach of linear interpolation is used to obtain the instantaneous

amplitude for each sample. Figure 3.6 also shows this linear interpolation between

breakpoints. In all of these situations, the overlap-add process will result in the

smooth fade in/out of each peak, so the amplitude envelope itself is not responsible

for providing that effect.

Frequency

A frequency envelope for the track is generated in an identical manner to

the amplitude envelope and is used to determine the phase advance of the sinusoid

to be synthesized at each sample in the frame. The question of how to best

interpolate frequency and phase from frame to frame using the given frequency

envelope is a complicated one. There are two commonly used approaches. In

the simplest approach, linear interpolation is used to determine the instantaneous

frequency at a given sample, and the phase advance for that sample is computed
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accordingly. This method is highly accurate for a ”true” sinusoidal track - one in

which there was phase continuity in the original signal. However, if there was not

phase continuity in the original signal from frame to frame, linear interpolation

results in phase errors compared to the original signal (and potentially compared

to other parallel sinusoidal tracks) [11]. In those cases, a higher-order interpolation

such as the cubic polynomial used by McAulay and Quatieri [12] can be used to

ensure continuity of both frequency and phase between frames.

The model described in this thesis assumes a certain degree of phase con-

tinuity in the original signal in order for sinusoidal peaks to be considered part

of the same track. This forces the start of a new track when phase continuity is

not present, and new tracks always begin with the original analysis phase. This is

the desired behavior because a lack of phase continuity in the original signal most

likely signals the beginning of a new event - either a new note attack or the addi-

tion of another ”voice” contributing to that particular frequency in a polyphonic

signal. Using the initial analysis phase at these moments is intended to improve

the quality of attacks and transients. This phase continuity requirement for tracks

has an additional benefit, which is that linear interpolation can be used with a

reasonable amount of accuracy. As a result, the more computationally complex

cubic polynomial interpolation is not used at this time, although it could poten-

tially provide an improvement in audio quality in certain situations such as when

tracks are very long due to accumulation of phase errors at each frame boundary.

Initial phase

Once an amplitude envelope has been computed (of which a segment is

used for each frame) and sample-by-sample phase advances have been derived

from a segment of the frequency envelope for the track, the initial phase is the last

parameter which must be calculated for each frame. The analysis phase of the first

peak in a track is always used as the initial phase for the first frame in the track,

and to ensure continuity in subsequent frames, the initial phase for each segment

of the sinusoid is computed based on the sample-by-sample phase advances leading

up to the current starting sample.
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Synthesis

Just as it is used when resynthesizing frames of peaks, additive synthesis

is also used to compute the composite of all sinusoidal tracks which are alive in

a given frame. As each frame is synthesized, an overlap-add algorithm is used to

combine it with previously-synthesized frames to create the final reconstruction of

the sinusoidal portion of the original audio.

3.3 Time-scaled synthesis

3.3.1 Constant scaling factor

Once sinusoidal tracks have been identified, time scale modification of the

decomposed audio signal can be performed. This section presents an algorithm for

synthesizing the time-scaled version of an input signal given a constant modification

factor.

The amount of time scaling to be performed is defined by a parameter α

specifying the desired ratio of output signal duration to input signal duration2.

For example, a scaling factor of α = 2.0 stretches the input signal to double its

original duration, a scaling factor of α = 1.0 retains the original duration, and a

factor of α = 0.5 condenses the signal to half its original duration. It is important

to note that with the approach described here there is no requirement that the

modification factor be a factor of two or have any particular relationship to the

original analysis frame size used.

Once a time-scale modification factor is specified, the sinusoidal content of

the input signal is synthesized such that the onset time and duration of each track

are scaled by the given factor. While in the non-scaled synthesis example above, si-

nusoids are reconstructed on a frame-by-frame basis, for simplicity the time-scaled

reconstruction is performed on a track-by-track basis with no concept of frame

boundaries or overlap. This reduces the complexity of the synthesis algorithm by

eliminating the need to track modified phases from previously reconstructed peaks

2Some time-scaling systems define the modification parameter as a scaling factor for playback
speed. The two approaches are interchangeable, as one is simply the inverse of the other.
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in a given track between frames and making it easy to handle scaling factors which

result in tracks starting and/or ending at samples which are not frame boundaries.

The input to the synthesis process is then a list of sinusoidal tracks. While

the tracks are by default ordered by the analysis frame in which they start, the or-

der in which they are reconstructed can be arbitrary if desired; the lack of synthesis

frames means that tracks starting in earlier frames do not necessarily have to be

constructed first, although this is certainly the easiest way to proceed. Iterating

through this list in the desired order, each track is reconstructed in its entirety

before the next track is handled. As in the non-time-scaled case, amplitude and

frequency envelopes along with an initial track phase control the instantaneous

parameters of the synthesized sinusoid as described below.

Amplitude

Time-scaled synthesis of a particular track begins with generating an ampli-

tude envelope from the amplitudes of each peak in the track. In the frame-by-frame

track reconstruction, the ends of each amplitude are always smoothly faded in and

out as a result of the synthesis window used in the overlap-add reconstruction

algorithm. However, in the case of the track-by-track synthesis used here, there

is no overlap-add and therefore, to ensure smooth track fade-in and fade-out, the

start and end points of the envelope are set to zero. Linear interpolation is per-

formed to compute the amplitude of each sample between breakpoints, but when

approaching the endpoints, interpolation using a synthesis window can be used to

more closely simulate the fade in and out of the overlap-add algorithm in frame-

by-frame synthesis.

Frequency

After the amplitude envelope has been computed, a frequency envelope

is created from the frequencies of each peak in the track, with start and end

point linearly extrapolated from peak frequencies as described in section 3.2.2 on

non-scaled synthesis. As described in that section, there are multiple possible

ways to compute sample-by-sample phase advances for a synthesized track based
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on analysis frequency and phase information, but as in the non-time-scaled case,

because phase continuity is already a prerequisite for two sinusoids to be labeled

as a track, linear interpolation of instantaneous frequency is a reasonably accurate

way to obtain sample-by-sample phase advances, so this approach is also used in

the time-scaled case.

Initial Phase

Once an amplitude envelope has been computed and sample-by-sample

phase advances have been derived from the frequency envelope for the track, the

initial phase is the last parameter which must be calculated for each track. As in

non-time-scaled synthesis, the analysis phase of the first peak in a track is always

used as the initial phase.

Synthesis

As each track is synthesized from the amplitude envelope, phase advances,

and initial phase computed as described above, its sample values are added to the

final buffer of output audio to create the synthesized time-scaled waveform.

3.3.2 Variable scaling factor

While this time-scaling algorithm has currently only been implemented us-

ing a constant time-scale modification factor throughout a given signal, there is

nothing to prevent the same procedure from working for variable scaling factors

with only some minor modifications. The output audio buffer would of course re-

quire some additional computations to pre-allocated the correct number of audio

samples. Then the amplitude and frequency envelopes for each track would have to

be recomputed using non-evenly-spaced breakpoints. With the use of track-based

instead of frame-based synthesis, there is no need to handle variable frame sizes or

other such complicating factors.



Chapter 4

Sinusoidal Modeling

Enhancements

4.1 Improved analysis using sinusoidal tracks

The addition of peak tracking to the sinusoidal model described in chapter

2 is very powerful and can more accurately model certain kinds of signals than a

frame-by-frame isolated peak model can. However, synthesizing tracks typically

also creates some artifacts in the resulting synthesized audio compared to the

same content synthesized using individual sinusoidal peaks. These artifacts arise

from a difference in the way that each peak is reconstructed during the analysis

process compared to the way that the same peak is reconstructed as part of a

sinusoidal track. The analysis process has no concept of tracks, as its job is merely

to detect individual sinusoids on a frame-by-frame basis. Consequently, it makes

the assumption that the frequency of every sinusoid is constant throughout the

duration of a frame. Therefore, when the analysis process reconstructs a peak,

even if that peak was actually part of a track with modulating frequency in the

original audio, the analysis has no way of knowing about the modulation and

therefore reconstructs the peak with a constant frequency.

As figure 2.1 showed, sinusoidal peaks are not identified all at once. Rather,

they are extracted using an iterative process one-by-one or in small groups, starting

28
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with the peaks whose magnitude is largest. If a peak is incorrectly extracted (which

is exactly what occurs when a modulating-frequency sinusoid is extracted as a

constant-frequency one), error is introduced into the residual signal that remains.

Figure 4.1 shows one frame of a linear chirp signal. After a constant-frequency

sinusoid approximating the frequency of the chirp is extracted, the residual (error

signal) is as shown in figure 4.2.

Figure 4.1: One frame of a linear chirp signal (original)

The parameters computed for sinusoids identified during a later iteration

in the same frame may be influenced by this error, since each analysis iteration

attempts to accurately model whatever residual signal it is given, and therefore in

some cases, it will attempt to model the error signal. When track reconstruction

is later performed, and the modulating frequency is accurately synthesized, that

error is gone but the sinusoids that were modeling it are still present. As a result,

some of the track’s energy may then be synthesized twice, introducing artifacts

into the final synthesized signal.

These artifacts have their roots in the analysis process, but they are purely

a track-resynthesis artifact; they do not occur when peak tracking is not used.

However, the same problem of reconstructing modulating-frequency sinusoids as
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Figure 4.2: One frame of a linear chirp signal after one constant-frequency sinusoid
has been extracted (error signal)

constant-frequency ones spawns a second kind of artifact which was already alluded

to. In the case above, where the analysis attempts to model an erroneous residual,

it may not succeed. Instead, the errors may cascade, since as more peaks are

identified and removed from that residual signal, some may be correct, ”true”

peaks, but some may simply be artifacts of that error previously introduced. Even

the correct peaks may have errors in their parameter estimation as a result of the

influence of the error in the residual. The artifacts that result from a failed attempt

to model this error with additional constant frequency sinusoids are present in the

frame-by-frame individual peak reconstruction even before tracks are identified.

Proper track identification and synthesis using the resulting correct modulating

frequencies may alleviate some of these artifacts, but this is not guaranteed.

The result is two kinds of artifacts - one which occurs in both peak and

track resynthesis as a result of analysis error, and one which occurs only when

using the tracks which try to compensate for this analysis error. Fortunately,

both sets of artifacts can be reduced, and even nearly eliminated, by performing a

second iteration of the analysis process, taking into account the varying frequency

of tracks according to the following steps:
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• Once sinusoidal tracks have been identified from the original set of peaks,

filter out and reconstruct only those tracks which have a duration of at

least two frames1. If any of these tracks represent sinusoids with varying

frequency, they will be reconstructed with an interpolated approximation

of that variation, which is more accurate than the assumption of constant

frequency used in the original decomposition stage.

• When all tracks with length ≥ 2 frames have been reconstructed, subtract

them from the original input signal to produce a new residual which contains

everything except for the long sinusoidal tracks (including noise and transient

components)

• Repeat the sinusoidal decomposition described in section 2.1, identifying si-

nusoidal peaks from this new residual rather than the original signal

• Derive new sinusoidal tracks from the newly-identified peaks

• Combine this new list of tracks with the tracks having length ≥ 2 frames from

the original decomposition stage to create a final, complete list of tracks2.

The resulting revised analysis process is shown in figure 4.3. As will be

demonstrated in section 5.2, the addition of this second round of analysis leads

to higher accuracy since the residual used as input was calculated by synthesizing

varying-frequency sinusoids with less error than during the original analysis pro-

cess, where sinusoids were reconstructed assuming a constant frequency across each

frame. A method for correctly identifying modulating sinusoids during the initial

sinusoidal peak detection process without requiring knowledge of future frames

would be the ideal way to address these problems, eliminating them completely,

1Any track whose duration is only one frame has a constant frequency and is therefore already
handled correctly in the original analysis/decomposition

2Note that in the event that some of the original tracks were artifacts of analysis error in the
initial analysis and not part of the original signal, their inverse will be present in the residual
used for the repeated analysis. As a result, an erroneous track and its inverse may both be
present in the final list of tracks. While these will be automatically canceled out during the
resynthesis process, an additional step can be introduced which identifies and removes such track
pairs, thereby reducing the number of tracks that must be synthesized.
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Figure 4.3: Repeated analysis/synthesis process with sinusoidal peak tracking

but when such a method is unavailable, this second round of analysis does a rea-

sonable job of compensating for the shortcomings of a constant-frequency analysis

process.

4.2 The Unified Domain: advanced handling of

stereo signals

Another enhancement to the sinusoidal model already described in this the-

sis is the use of the Unified Domain (UD) transformation [17] for improved handling

of multichannel audio input. The UD transformation is a lossless and invertible

transformation which makes it possible to process all channels of a multichan-

nel signal simultaneously, replacing independent frequency domain magnitudes for

each channel with one magnitude value combined with ”spatial”3 angle informa-

3”Spatial” here refers to the mathematical space where, in polar coordinates, the left and
right channels are separated by π

2 radians rather than physical space, where perception of the
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tion which encodes the distribution of that magnitude between channels. While

the UD transformation can also be utilized with larger numbers of channels, this

section will focus on the most common and simplified case of stereo signals. For

more mathematically rigorous definitions and extensions to higher channel counts,

the interested reader is referred to [17].

4.2.1 Unified Domain peaks

We can define a traditional monophonic sinusoidal peak using three pa-

rameters: frequency (f), magnitude (A), and phase (φ). A stereo peak can be

identified when there are peaks in both the left and right channels with very sim-

ilar frequencies (magnitude and phase need not necessarily be similar). Such a

stereo peak can then be described by the frequencies for each channel (fL and fR),

independent magnitudes for both channels (AL and AR), and independent phases

for both channels (φL and φR). In the Unified Domain, that same stereo peak is

instead defined by a single frequency (fUD), a single magnitude (AUD), a single

spatial magnitude angle (σ), and independent phases for each channel (φL and

φR), where AUD is given by equation 4.1, and σ is given by equation 4.2.

AUD =
√
A2
L + A2

R (4.1)

σ = arctan(
AR
AL

) (4.2)

For example, a peak whose energy is entirely in the left channel will have

σ = 0, while a peak whose energy is shared equally between channels will have

σ = π
4
, and a peak whose energy is entirely in the right channel will have σ = π

2

(σ is always in the range [0, π
2
]).

This UD peak representation is especially useful when identifying and ex-

tracting sinusoids from an input signal during sinusoidal modeling. Consider the

following scenario: a sinusoid in a stereo signal is panned mostly to the left chan-

nel using amplitude panning but it still has some small amplitude in the right

actual physical location of a sound depends on such factors as the relative phase of the channels
and the location of loudspeakers
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channel. An algorithm which detects and extracts sinusoids on a per-channel basis

may detect the sinusoid in the left channel with no difficulty, but the one in the

right channel, while part of the same stereo peak, may be ignored due to its low

amplitude. When the two channels are resynthesized, this peak will appear only

in the left channel, since its right channel component will be missing. As a result,

it will have a lower amplitude than in the original and its position in the stereo

field will not be accurate. With the UD approach, however, the peak will either be

detected in both channels or in neither channel, depending on its UD magnitude.

This can greatly reduce stereo image artifacts that may occur in a resynthesized

signal when only one channel of a sinusoid’s energy is reproduced.

4.2.2 Sinusoidal decomposition

The UD transformation can be used throughout the analysis, synthesis,

peak tracking, and time-scaling processes for improved results with stereo signals.

In the initial analysis stage, where the signal is being decomposed into sinusoidal

components, the UD can be used to extract stereo UD peaks at each iteration

rather than monophonic ones. The analysis process described in section 2.1 then

becomes the following:

1. Window the time domain data for both channels and compute each channel’s

DFT

2. For each channel, compute the CSPE according to equation 2.1 to obtain an

array of frequency values indicating which frequency contributed significantly

to the energy in a given DFT bin

3. Compute the UD magnitude for each DFT bin according to equation 4.1

4. Using the UD magnitude vector computed in step 3, identify the DFT bin

containing the spectral peak with the most energy

5. If the frequencies contributing to this energy in the CSPE vector for each

channel are close to the center frequency of the DFT bin in question, a
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sinusoidal component was likely present here in the original signal, so we

identify this as a UD peak.

6. Estimate the UD frequency (fUD) of the sinusoid using equation 4.3 which

computes a magnitude-weighted average of the frequencies in the left and

right channels (fL and fR) which, especially in a polyphonic signal, may be

slightly different due to the interference of other components.

fUD =
(ALfL) + (ARfR)

AL + AR
(4.3)

7. Estimate the magnitude and phase for both channels of the chosen peak using

the spectra computed in step 1 and the spectrum of the analysis window,

according to equation 2.2

8. Compute the UD magnitude and spatial angle σ from the left and right

channel magnitudes using equations 4.1 and 4.2

9. Resynthesize both channels of all sinusoids that have been detected in the

current frame so far

10. Subtract the resynthesized peaks from the input to compute a new residual

containing one less sinusoidal component.

11. Repeat steps 1 through 10 until the desired number of peaks have been

extracted or no more sinusoidal components have been detected

12. Store lists of the UD peaks detected in each frame including their frequency,

UD magnitude, spatial angle, and phase parameters as well as the residual

signal containing non-sinusoidal elements.

4.2.3 Peak synthesis

Synthesis of UD peaks is performed in the time domain in the same manner

as synthesis of monophonic peaks. The only difference is that left and right channel

amplitudes4 are derived from the UD magnitude AUD and the spatial magnitude

4Recall from section 2.2 that the frequency domain magnitudes are scaled to correspond to
time domain amplitudes during the analysis process - the same scaling occurs in the UD case
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angle σ, resulting in equations 4.4 and 4.5 for synthesizing the left channel ( ~sL)

and right channel ( ~sR) samples respectively.

~sL(t) = AUD cos(σ) cos(
2πtfUD
N

+ φL) (4.4)

~sR(t) = AUD sin(σ) cos(
2πtfUD
N

+ φR) (4.5)

Once the left and right channels for a given frame have been synthesized, an

overlap-add algorithm is used (as in the monophonic case) to concatenate adjacent

frames.

4.2.4 Peak tracking

When tracking Unified Domain peaks, the criteria used to determine con-

tinuity in a monophonic signal must be slightly altered to accommodate the pa-

rameters of a UD peak, so the list in section 3.2.1 becomes the following:

• Frequency continuity: the change in frequency between the last peak in the

track to be continued and the current peak must be less than a certain

frequency change threshold (as shown in equation 3.1 for a non-UD peak)

• UD amplitude continuity: the variation in UD amplitude (in dB) between

the last peak in the track to be continued and the current peak must be

less than a certain amplitude change threshold (as shown in equation 3.2 for

non-UD amplitude values)

• Phase continuity: A UD peak contains initial phases for both input chan-

nels, so both channels’ phases must satisfy the constraint of phase continuity

shown in equation 3.3 for non-UD peaks.

• Spatial continuity: Spatial angle continuity is a unique requirement for UD

peaks which does not exist in the monophonic case. As shown in equation

4.6, the change in UD spatial angle from peak to peak must be below a

certain threshold (εσ).

|σ1 − σ2| < εσ (4.6)
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For example, one could require that a peak which was entirely in one channel

in one frame but was amplitude panned entirely to the other channel in the

next frame be treated as two independent peaks, while a peak which was

amplitude panned slowly over a period of multiple frames might be treated

as a single continuous track.

4.2.5 Track synthesis and time scaling

Synthesizing UD sinusoidal tracks with or without time-scale modification

is nearly identical to the process of synthesizing monophonic tracks, so the benefit

of UD usage is primarily during the analysis process and not the synthesis process.

The only difference is that, as when synthesizing individual peaks, left and right

channel track amplitudes must be derived from the UD magnitude and spatial

magnitude angle before an individual peak can be synthesized. Like in non-UD

track synthesis, separate amplitude envelopes can be computed for each channel

of the track separately, or, alternatively, a single UD magnitude envelope can be

computed and used on the fly along with a spatial magnitude angle envelope to

derive left and right channel amplitudes as needed.



Chapter 5

Discussion

Evaluating the quality of a sinusoidal model and time-scale modification

algorithm is a challenging problem. Audio quality measurements can be highly

subjective, and in most cases there is no single mathematically correct answer

against which one can compare the accuracy of results. Despite these challenges,

some clear comparisons can be made between different approaches, and this chap-

ter will attempt to illustrate the success of certain aspects or parameters of the

sinusoidal model and time scaling process by comparing results with and without

these features enabled.

5.1 Success of the phase continuity measure

One of the most significant differences between the sinusoidal model de-

scribed in this thesis and more traditional models is the consideration of phase

during the peak-tracking process. When deciding whether a sinusoid is a continu-

ation of a previous peak, not only must the sinusoid’s frequency and amplitude be

similar to the frequency and amplitude of the previous peak in the track, but there

must also be continuity in the phase between the two adjacent peaks. A parameter

which controls the amount of phase error allowed between two consecutive peaks

in a track can be introduced in the sinusoidal model implementation (εphase as

described in section 3.2.1). This section will discuss the effect of modifying that

parameter on the quality of both non-time-scaled and time-scaled results.

38
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5.1.1 No time scaling

Without time-scale modification, the results of the sinusoidal model analy-

sis and synthesis can always be directly compared to the original input audio signal

for accuracy, so we will be begin by discussing the non-time-scaled case. In gen-

eral, unless there are few phase discontinuities in the original signal, the synthesis

of tracks identified using the phase continuity restriction will result in a waveform

much closer to the original signal than a waveform synthesized from tracks identi-

fied with no phase restrictions. The following example illustrates this by comparing

the reconstructed waveform with no phase continuity restriction (e.g. εphase = 2π)

to the reconstructed waveform of a sample of audio using a very restrictive phase

continuity factor (e.g. εphase = 0.05 radians).

Figure 5.1: A) Original waveform B) Synthesized tracks with no phase continuity
requirements C) Synthesized tracks with strict phase continuity requirements

Plot A in figure 5.1 shows a waveform consisting of multiple sinusoids. In

the first half of the segment shown, two sinusoids with frequencies f1 and f2 are

present. Both turn off half-way through the segment. At the same time that these
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two sinusoids turn off, two new sinusoids turn on: one with the same frequency

f2 and one with a new frequency f3 as shown in figure 5.2. As shown in figure

5.3, the initial phase of the sinusoid with frequency f2 in the second half is not

the same as the ending phase of the sinusoid with the same frequency in the first

half, because these represent two distinct events and not one continuous sound

(notice the broadband spectral content introduced in figure 5.2 as a result of this

discontinuity in the phase of f2).

With no phase continuity restriction (equivalent to a restriction of εphase =

2π) during the peak tracking process, the two sinusoids with frequency f2 are

incorrectly identified as being part of the same sinusoidal track. In figure 5.1,

plot B, we see the result of synthesizing these sinusoids as a single continuous

peak track based on the loose phase continuity restriction, resulting in the wrong

phase across the onset of the second note. There is a significant difference between

this waveform and the original shown in plot A. While this example uses linear

interpolation, even using cubic polynomial phase interpolation would not solve

this problem completely since there is no way it could accurately reproduce the

discontinuity shown in figure 5.3.

However, with a strict phase continuity restriction of εphase = 0.05 radians,

these two sinusoids are correctly identified as being two separate sinusoidal tracks.

This makes a big difference in the accuracy of the synthesized time domain wave-

form compared to the original signal. For example, plot C in figure 5.1 shows the

resynthesized waveform when phase continuity is enforced as a condition for being

identified as a peak track. There is a small difference between this result and the

original shown in plot A, but it is very minor compared to the significant distortion

when no phase continuity was required, as shown in plot B.

This is an example of a situation which is not uncommon in polyphonic

music: two distinct ”voices” with frequency components of the same or very similar

frequency either superimposed in time or played consecutively. The example above

demonstrated how the phase continuity measure described in this thesis helps to

ensure that onsets of sinusoids will retain the correct phase at synthesis time by

not assuming a sinusoidal track is present when there was no phase continuity in
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Figure 5.2: Waterfall plot of original signal’s spectrum

Figure 5.3: Discontinuity between sinusoids with frequency f2
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the original signal.

5.1.2 Time scaling

While the example above illustrated the non-time-scaled case, significant

improvements in audio quality also result from using the stricter phase continuity

measure with various time-scale modification factors. The following example uses

a test signal similar to that shown in 5.2 but extended to include a third ”note”

that includes the same frequency f2 that is present in the first two notes in addition

to a new frequency component, f4. Just as there is a phase discontinuity in f2

between the first two notes, there is also a phase discontinuity between the second

and third notes. The spectrogram of the resulting three-note test signal is shown

in 5.4.

Figure 5.4: Waterfall plot of original three-note signal’s spectrum

Because of this signal’s simplicity, it was also possible to construct ideal
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time-scaled versions of the signal by simply synthesizing each of the three notes

for a scaled duration compared to the original. This gave a mathematically perfect

time-scaled version of the signal which could then be used to compare the accuracy

of time-scaled results with different phase continuity factors. When this three-

note signal is time-scaled using a range of modification factors, the resulting Mean

Squared Error (MSE) for each version compared to the perfect time-scaled version

(sample-by-sample in the time domain) is listed in tables 5.1 and 5.2. In table

5.1, the MSE was computed across the entire time-scaled signals, whereas in table

5.2, the MSE was computed for a constant number of samples around the phase

discontinuities, independent of scale factor. This allows us to compare the effect of

the phase continuity measure both across the entire signal (table 5.1) and locally

around the discontinuities (table 5.2).

With both error measurement approaches, the version where strict phase

continuity was enforced during peak tracking does noticeably better with every

scale factor up to a factor of 2.0, where the two performed nearly identically. In

the case of this particular signal, it was a coincidence that given the frequency of

the sinusoid at f2, the scaling factor of 2.0 happened to be precisely the right value

such that the phase was actually continuous in the ideal, or correct, time-scaled

version. Since there was no phase discontinuity, the use of the phase continuity

factor was irrelevant and the two versions performed nearly identically.

As the time scaling factor is increased beyond 2.0, the benefit of the phase

continuity measure for this particular signal becomes much less significant, and in

fact, based on MSE, the version of the time-scaled signal without enforcing phase

continuity actually outperforms the strict phase continuity version for scale factors

3.0 and 4.5. The improvement in these cases is more significant when measured

across the entire time-scaled signal rather than simply around the discontinuities.

This occurs because, while there is still a local improvement at the point of dis-

continuities, the error measurement in the longer time-scaled signals gives greater

weight to the continuous segments of the signal. If the analysis process perfectly

detects the correct analysis phase for the sinusoid at f2 at the onsets of the second

and third notes, then there will be no error in the time-scaled signals using the
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phase continuity measure, while there will be error in the signals not using the

phase continuity measure as a result of continuing the phase from the first note.

However, if the analysis process does not detect the correct phase for the sinusoid

at f2, there will be error in both signals throughout the sustained portion of the

signal. Depending on the scaling factor, the phase error of the continued sinusoid

(such as with the scaling factor of 2.0 as described above) may actually be less than

that of the non-continued sinusoid, resulting in greater MSE across the duration

of the continuous notes.

Another factor is at work here, making the MSE greater for larger scale fac-

tors than it is for smaller ones, and that is the general lack of handling of transient

components in the current sinusoidal model. Because the sinusoidal components

alone cannot perfectly recreate the phase discontinuities between notes, error is

introduced in the synthesized signal around the points of discontinuity. When re-

constructed with time scaling factors greater than 1.0, the sinusoidal components

are stretched in time as desired, but the errors around the discontinuity are also

stretched over a greater number of samples, and as a result they effect a larger

proportion of the signal than they do when the scaling factor is less than 1.0. So

while in general the use of the phase continuity measure performs quite well, it

would perform best when integrated with an approach which provides a cleaner

analysis at the points where sharp attacks and onsets occur.

While this simple signal performs very well with the strict phase continuity

requirement during time-scale modification, more complex polyphonic signals do

not always perform as well. Having no phase continuity requirement is not accept-

able because it introduces artifacts even into non-scaled results. However, a very

strict continuity requirement such as εphase = 0.05 radians causes its own problems.

In polyphonic signals it is not uncommon to have continuous sinusoidal tracks ei-

ther overlapped by other tracks of similar frequency or blurred by noise. When

that happens, even though the underlying sinusoid was mostly continuous in the

original signal, errors in frequency and/or phase estimation can cause the phase

continuity measure to miss cases where tracks should have been identified. While

these cases typically sound fine with no time-scale modification, they do not scale
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Table 5.1: Mean Squared Error for different time scale modification factors with
and without phase continuity requirement (across the entire scaled signal)

MSE MSE Improvement

Scale Factor No Phase Strict Phase With Strict

Continuity Continuity Continuity

0.25 3.87× 10−2 2.38× 10−2 2.11 dB

0.4 3.73× 10−2 1.18× 10−2 5.00 dB

0.5 4.64× 10−2 7.15× 10−3 8.12 dB

1.0 5.61× 10−4 1.47× 10−5 15.81 dB

1.1 1.78× 10−2 3.01× 10−3 7.73 dB

1.5 4.82× 10−2 7.43× 10−3 8.12 dB

1.8 3.89× 10−2 1.97× 10−2 2.95 dB

2.0 2.49× 10−2 2.47× 10−2 0.04 dB

2.5 7.55× 10−2 4.47× 10−2 2.28 dB

3.0 4.34× 10−2 5.91× 10−2 -1.34 dB

3.5 6.80× 10−2 6.33× 10−2 0.31 dB

4.5 3.81× 10−2 5.16× 10−2 -1.31 dB

Table 5.2: Mean Squared Error for different time scale modification factors with
and without phase continuity requirement (across a constant number of samples)

MSE MSE Improvement

Scale Factor No Phase Strict Phase With Strict

Continuity Continuity Continuity

0.25 4.57× 10−2 2.65× 10−2 2.36 dB

0.4 5.05× 10−2 1.45× 10−2 5.43 dB

0.5 5.84× 10−2 9.68× 10−3 7.81 dB

1.0 1.11× 10−3 5.62× 10−5 12.96 dB

1.1 1.92× 10−2 7.03× 10−3 4.38 dB

1.5 6.01× 10−2 1.17× 10−2 7.10 dB

1.8 4.17× 10−2 3.46× 10−2 0.81 dB

2.0 3.45× 10−2 3.36× 10−2 0.12 dB

2.5 8.58× 10−2 5.77× 10−2 1.72 dB

3.0 6.47× 10−2 7.24× 10−2 -0.49 dB

3.5 7.35× 10−2 6.90× 10−2 0.28 dB

4.5 3.75× 10−2 3.93× 10−2 -0.21 dB
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very well because of a lack of horizontal phase coherence in the correct locations. In

such situations, significant improvement in the quality of time-scaled results can be

obtained by somewhat relaxing the phase continuity requirement during the track

identification stage. Transient and attack smearing becomes more problematic as

a result, but the increased quality due to better horizontal phase coherence seems

to perceptually outweigh such artifacts.

5.2 Success of redoing the analysis

5.2.1 No time scaling

Section 4.1 described performing a second iteration of the analysis process

in order to ”clean up” signals containing tracks with modulating frequency. One

example of a case where this process of repeating the analysis has resulted in

improved quality is a test signal consisting of a linear chirp. The chirp is a single

modulating sinusoidal track, and it is very poorly modeled by the assumption of

constant peak frequency in the original analysis stage. In this case, repeating

the analysis using the correct reconstruction of the track which models the chirp

dramatically reduces or eliminates many of the artifacts which were present in the

originally synthesized tracks, as will be described in this section.

The spectra of two different segments of the original linear chirp signal are

depicted in plot A of figures 5.5 and 5.6. In these plots, the chirp itself is clearly

visible just above frequency bin 40 as the only signal component present.

Plot B in both figures shows the same segments of the chirp synthesized

from sinusoidal tracks after the first round of analysis. Note that artifacts in the

form of significant energy have been introduced just above bin 140 in both cases

along with noise in the range of bins 60 to 90 in figure 5.5. While the lower

amplitude and lower frequency artifacts are less objectionable, the artifact around

bin 140 does not occur continuously and its frequency is far away from that of the

true chirp, making it very audible and objectionable.

Fortunately, this is exactly the kind of artifact which the re-analysis process

described in section 4.1 is intended to address, because it is caused primarily by



47

Figure 5.5: A) Spectrum of the original chirp signal B) Spectrum of the chirp signal
resynthesized with tracks C) Spectrum of the chirp signal resynthesized with tracks
after second analysis stage (significant improvement)
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Figure 5.6: A) Spectrum of the original chirp signal B) Spectrum of the chirp signal
resynthesized with tracks C) Spectrum of the chirp signal resynthesized with tracks
after second analysis stage (good improvement)



49

Table 5.3: Mean Squared Error for linear chirp with different time scale modifica-
tion factors with and without the repeated analysis

MSE MSE Improvement

Scale Factor Original Repeated With Repeated

Analysis Analysis Analysis

0.25 5.04× 10−4 3.85× 10−5 11.17 dB

0.5 5.01× 10−4 1.82× 10−5 14.40 dB

1.0 4.40× 10−4 2.02× 10−5 13.38 dB

1.5 7.07× 10−4 5.75× 10−5 10.90 dB

2.0 7.30× 10−4 2.74× 10−4 4.27 dB

3.0 7.09× 10−4 1.74× 10−4 6.09 dB

side-effects of the fact that the chirp is modulating rather than maintaining a

constant frequency from bin to bin. As expected, after performing the repeated

analysis, the magnitude of this artifact is significantly reduced (by 30dB or more

in places), shown in plot C in both figures. Other artifacts still remain, and in

figure 5.6 some error is actually introduced around bin 90 where there was none in

the first round of analysis, so the repeated analysis is not a cure-all (at least not

with one repetition). However, overall the artifacts in the second round of tracks

are a significant improvement over the first set of tracks identified.

5.2.2 Time scaling

The improvements described in section 5.2.1, due to the repeated analysis,

carry over from the non-time-scaled case to the use of various time scale modifi-

cation factors. Given a linear chirp signal, it is possible to synthesize ”correct”

time-scaled versions of the original signal by creating a chirp which linearly sweeps

the same frequency range as the original but over a scaled duration. Using these

time-scaled versions of the original chirp as a reference, the Mean Squared Error

(MSE) can be computed for the linear chirp scaled after the original analysis and

the same chirp scaled after repeating the analysis as described in section 4.1. Sim-

ilar to tables 5.1 and 5.2, table 5.3 lists the MSE for this linear chirp scaled by

different modification factors in both cases. There is a noticeable improvement

with all scaling factors when the repeated analysis is used.
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Table 5.4: Mean Squared Error for linear chirp with different time scale modifica-
tion factors with and without the repeated analysis (doubled frequency slope)

MSE MSE Improvement

Scale Factor Original Repeated With Repeated

Analysis Analysis Analysis

0.25 2.34× 10−3 8.86× 10−5 14.21 dB

0.5 2.00× 10−3 6.95× 10−5 14.59 dB

1.0 1.72× 10−3 4.85× 10−5 15.51 dB

1.5 3.00× 10−3 9.66× 10−5 14.92 dB

2.0 3.16× 10−3 1.59× 10−4 13.00 dB

3.0 3.00× 10−3 1.79× 10−4 12.14 dB

These improvements to the chirp signal are even more pronounced when the

slope of the chirp is increased so that the frequency changes more rapidly. This is

to be expected, since in this case, the errors due to estimating a constant frequency

during the original analysis process are greater than they are when the frequency

slope is smaller. This case is illustrated by the results shown in table 5.4, which

were computed using a linear chirp signal whose frequency slope was twice that of

the chirp used to obtain the results shown in table 5.3.

As we have seen, the chirp benefits greatly from the use of the repeated

analysis process. However, the artifacts caused by incorrect reconstruction of mod-

ulating sinusoids are less perceptible in more complex polyphonic signals. This is

likely because they can be masked or prevented by the presence of additional

higher-magnitude sinusoids occurring in the same frame which prevent the anal-

ysis process from wasting sinusoids trying to reconstruct an error signal that was

not present in the original. Therefore there is less of an audible benefit to repeat-

ing the analysis for this more complex signals. However, with properly identified

tracks, the repeated analysis is still more mathematically accurate than the origi-

nal analysis, so while extra computations must be performed, it may be beneficial

to repeat the analysis of every signal in this manner unless computing resources

are very limited.
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5.3 Conclusions

There are many approaches to audio time-scale modification. Both time

domain and frequency domain techniques can be effective for different kinds of au-

dio signals. In the frequency domain, fundamental limitations of the phase vocoder

make it ineffective for noisy signals and those with transient components. Sinu-

soidal modeling, while more computationally expensive than the phase vocoder,

offers more flexibility for handling more diverse audio signals. One of the most

promising approaches to sinusoidal modeling involves the decomposition of input

audio signals into three kinds of components: sinusoids, noise, and transients. This

three-way decomposition allows each of the component types to be processed in

ways which take advantage of their particular characteristics. This can be a par-

ticularly valuable scheme for time-scale modification, where it is often desirable

to scale sinusoidal and noise components while preserving the original attacks and

transients by shifting them in time but not modifying their time domain envelopes.

Therefore, to best time-scale audio using a sinusoidal model, three distinct proce-

dures must be implemented: one to time-scale the sinusoidal components, one to

time-scale the noise components, and one to time-scale the transient components.

The goal of this thesis has been to address the first of these procedures

by demonstrating an effective way of time-scaling the sinusoidal components of a

signal. This process begins with the use of the CSPE method to separate the si-

nusoidal components from noise and transient components. Once these sinusoidal

components have been extracted, sinusoidal tracks are identified from the lists of

sinusoidal peaks in each analysis frame. Here, a new phase continuity measure

is used to help prevent tracks from being created out of sinusoids which were

not continuous in the original audio signal. This approach helps to ensure better

vertical phase coherence at transients and attacks while still providing horizontal

phase coherence during the steady and sustained segments of the signal. Finally,

enhancements to the basic analysis/synthesis method were introduced. These in-

cluded a method for reducing artifacts when analyzing signals with modulating

frequency over sinusoidal tracks using an iterative analysis approach, and the use

of a transformation which helps improve the quality of results for multichannel in-
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put signals. All of these factors combine to create an effective way to time scale the

sinusoidal part of a sinusoidal model decomposition. Combined with high-quality

approaches to time scaling the noise and transient components, this would make an

excellent foundation for a complete sinusoidal model-based time-scale modification

system.



Appendix A

Implementation Notes

The sinusoidal analysis/synthesis system used to obtain the results pre-

sented in this thesis was implemented by the author using Matlab R2008b Student

Version. It has been tested successfully on Windows XP and Mac OS X 10.5.

Functionality

In addition to many low-level reusable utility functions, the Matlab code

includes the following functionality:

• CSPE analysis: Generate a .MAT data file containing a list of the sinusoidal

peaks present in each analysis frame of a given input wavefile.

• Peak synthesis: Synthesize the sinusoidal peaks in a given .MAT data file

and write a wavefile containing the result.

• Residual computation: Given the original wavefile used in the CSPE anal-

ysis and the resynthesized sinusoidal peak wavefile, compute the residual

waveform containing noise and transients and write this to a wavefile

• Identify peak tracks: Given a .MAT data file containing sinusoidal peaks,

generate a .MAT data file containing lists of the sinusoidal tracks which

begin in each frame
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• Track synthesis: Given a .MAT data file containing sinusoidal tracks, synthe-

size the peak tracks with no time-scale modification and write the resulting

waveform to a wavefile

• Time-scale modification: Given a .MAT data file containing sinusoidal tracks,

synthesize the peak tracks with a given constant time-scale modification fac-

tor and write the resulting waveform to a wavefile

• Redo analysis: Given a .MAT data file containing sinusoidal tracks, and the

original input wavefile used in the CSPE analysis, perform the improved

analysis process described in section 4.1

• Plot peak tracks: Given a .MAT data file containing sinusoidal tracks, gen-

erate a plot which displays the evolution of track frequency over time

In addition to the binary .MAT data files, human-readable .TXT file ver-

sions of all data files can be written at each stage to assist debugging and compar-

isons between different approaches.

Parameters

The parameters used in all of the Matlab code are highly customizable

and can be coordinated through use of an XML parameter file which contains

all of the parameters which will be used for a given round of analysis/synthesis.

Customizable parameters include:

• Analysis frame size

• Number of sinusoidal peaks to be extracted per frame

• Minimum frequency of a sinusoidal peak

• Continuity threshold and range parameters for peak tracking, including fre-

quency, amplitude, phase, and, when using the Unified Domain, spatial angle

continuity
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