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Abstract of the Dissertation
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Doctor of Philosophy in Education

University of California, Los Angeles, 2016

Professor Li Cai, Chair

Measures of teacher effectiveness have become a major research and policy issue

due to the increased focus on teacher accountability during the past decade. Growing

concerns about the variability in the quality of teaching and traditional approaches to

measuring teacher effectiveness led to federal and state policies calling for more rigorous

measures of teacher effectiveness (Kane & Cantrell, 2010; Weisberg et al., 2009). One of

the increasingly used teacher effectiveness measures is student surveys of instructional

practice. These surveys are now being given in grades K-12 for accountability purposes,

to provide teachers with feedback to improve their teaching, and to guide professional

development (Bill & Melinda Gates Foundation, 2012). Given student surveys are

widely used to assess and improve teacher effectiveness, it is important to examine the

reliability and validity of these measures.

This dissertation focused on the secondary Tripod Survey, which is the most widely

used off-the-shelf student survey instrument for use in middle and high schools (Fergu-

son, 2010). The Tripod survey asks students to provide feedback on teacher practices

and student behavior, which are operationalized as the Tripod 7Cs framework of teacher

effectiveness. The seven domains are Care, Control, Clarify, Challenge, Captivate, Con-

fer and Consolidate (Ferguson, 2012). According to the survey developer, over 100,000

teachers have received feedback using Tripod surveys (Tripod Project, 2016). Despite

this widespread use, little has been published regarding the psychometric properties of

the instrument (Camburn, 2012).
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In this dissertation, I describe an innovative methodological approach for exploring

the dimensionality and collecting validity evidence to support the use of the Tripod

survey as a measure of teacher quality. This approach uses a multilevel extension of

full-information item factor analysis models. Item factor analysis (IFA) models are

widely used in educational measurement research (Wirth & Edwards, 2007), though

these models have traditionally ignored the hierarchical, nested structure of educational

systems and treated all individuals as independent. Multilevel IFA models enable the

data to be treated in an appropriate manner, with item responses nested within in-

dividuals within groups. However, these models are computationally intensive, and

until recently were not available in commercial software. With the development of the

Metropolis–Hastings Robbins–Monro (MH-RM) algorithm (Cai, 2010b), which allows

for the estimation of high-dimensional IFA models, and the implementation of multi-

level IFA models in the item response modeling software flexMIRT R© (Cai, 2015), these

models can now be readily applied to educational research questions.

The aims of this dissertation are two-fold. First, I provide an introduction to the

multilevel item factor analysis (IFA) modeling framework, and demonstrate the flex-

ibility and efficiency of this model in various educational settings. It is essential to

establish that the multilevel IFA model can be estimated under realistic data condi-

tions prior to using this modeling technique to answer important educational policy

questions regarding student surveys. Secondly, I use multilevel IFA models to examine

the dimensionality, reliability, and validity of the Tripod secondary student survey.

More specifically, I investigate the following research questions:

1. Can I efficiently and accurately estimate multilevel IFA models in the context of

educational assessment and survey data?

2. Is possible to detect sources of model misfit in multilevel IFA models using a

newly developed goodness-of-fit statistic?

3. Can I use the multilevel IFA model to produce estimates of teacher practice

scores that clarify the degree to which the seven dimensions of teacher practice

measured by the Tripod survey simultaneously predict student learning?
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4. Using data from six urban school districts collected by the Measures of Effective

Teaching (MET) Project, is there validity evidence that supports the use of the

Tripod survey for summative and formative teacher evaluation purposes?

The findings from this dissertation contribute to methodological and substantive

bodies of work. Methodologically, I demonstrate that the multilevel IFA model can be

used to make reliable group-level inferences across a variety of educational contexts.

Additionally, I propose a limited-information goodness-of-fit statistic for multilevel IFA

models to address the current limitation of these models that there is no established

consensus on how to assess the model fit.

In addition, this dissertation contributes to the field of teacher evaluation by an-

alyzing the validity of the secondary Tripod survey. This work represents the first

systematic review of the psychometric and validity properties of the Tripod survey.

The findings call into question whether the current practice of reporting feedback in

terms of the 7Cs is warranted. In particular, the gathered evidence does not support

distinguishing among the six of the 7Cs teacher practices (Care, Clarify, Consolidate,

Confer, Challenge, and Captivate). Therefore, I propose combining the items from

these sub-domains into a single Teacher Support scale. Both Support and Control

scores are found to be related to teacher observation scores, but only teachers’ level of

Control is predictive of student achievement. In summary, this study provides promis-

ing evidence that the widely used Tripod survey is a useful tool for measuring two

important dimensions of teacher effectiveness.
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CHAPTER 1

Introduction

Measures of teacher effectiveness have been a central focus of educational policy in the

last decade. One of the central reasons is the recent body of research documenting

classroom-to-classroom variation in students’ academic achievement (see, for example,

Nye, Konstantopoulos, & Hedges, 2004; Rockoff, 2004; Kane & Staiger, 2008). It

has been estimated that out-of-school factors explain 60 percent of the variance in

student test scores (Goldhaber, Brewer, & Anderson, 1999). However, educators and

policy-makers often can have very little influence on out-of-school factors, so researchers

have focused on identifying the within-school influences that have the most impact on

student learning. Haertel’s (2013) review of the research regarding sources of influence

on student test scores concluded that approximately ten percent of the total variation

in student test scores gains in a single year is due to variation among teachers. While

this may seem small, it is the largest within-school influence on student learning.

Despite the recognition of the importance of effective teachers, it is widely acknowl-

edged that school districts have traditionally been unsuccessful at recognizing highly

effective teachers (Kane & Cantrell, 2010). Until recently, the factors that have been

used for pay determination in school districts have mainly been “observable” teacher

characteristics, such as years of experience, professional certification, and degree attain-

ment (Hanushek & Rivkin, 2006). The 2001 No Child Left Behind Act (NCLB) defined

“highly qualified” teachers of core subjects as those with at least a bachelor’s degree,

a state license, and demonstrated competency in the subject matter taught (Bush,

2001). However, some observable teacher qualifications, such as degree attainment and

certification status, have not been found to be predictive of student outcomes (Rockoff,

Jacob, Kane, & Staiger, 2011; Hanushek & Rivkin, 2006; Goldhaber & Hansen, 2013).

Furthermore, under traditional teacher evaluation systems, most teachers within a
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school district were given the same rating. In a 2009 review of teacher evaluation sys-

tems in 12 districts and four states, Weisberg et al. (2009) showed that in districts that

used binary evaluation ratings (generally “satisfactory” or “unsatisfactory”), more than

99 percent of teachers receive the satisfactory rating. Furthermore, districts with more

than two categories did not show more equal distribution of ratings, with 94 percent

of teachers receiving one of the top two ratings, and only one percent rated unsatis-

factory. This is problematic for two reasons: (a) truly exceptional teachers cannot be

recognized, compensated, or promoted when the majority of teachers are deemed good

or great, and (b) ineffective teachers are not identified for professional development

or additional supports. Toch and Rothman (2008) summarized the general opinion of

traditional evaluation practices, stating that they are “superficial, capricious, and of-

ten don’t even directly address the quality of instruction, much less measure students’

learning” (p. 1).

Recent federal policies have catalyzed changes in teacher evaluation systems across

the country. Race to the Top (RTTT), a competitive grant program that begun in

2009, called for states who were competing for million dollars worth of funding to

establish more rigorous teacher evaluation systems that relied on multiple measures,

with a strong emphasis on student growth (U.S. Department of Education, 2009).

Additionally, in 2011, a program was started to provide waivers to the Elementary and

Secondary Education Act (ESEA). In order to get a waiver, state education agencies

were encouraged to develop teacher evaluation systems that emphasized the use of

multiple measures, with a student growth used as a significant factor in the evaluation

system (Popham, 2013). These federal policies were very successful at getting state

education agencies to enact changes in teacher evaluation policies. According to the

National Council of Teacher Quality, between 2009 and 2012, 36 states and the District

of Columbia introduced new teacher evaluation policies (Doherty & Jacobs, 2013).

While there seems to be consensus that previous models of teacher evaluation were

not functioning properly, it is difficult to find agreement on the definition of teaching

quality, and how it should be measured. Race to the Top (RTTT) defines an effective

teacher as “a teacher whose students achieve acceptable rates (e.g., at least one grade
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level in an academic year) of student growth” (U.S. Department of Education, 2009,

p. 12). At the other extreme, Bennett (2002, p. 2) states that “teaching is more than

‘facilitating the acquisition of skills’. It is offering an invitation and encouragement

to life, to a fulfilled life.” These two definitions vary greatly in the scope of what is

expected of teachers, and how the evaluation of teachers would be conceptualized.

It is also worth noting that there are often multiple intended goals of teacher eval-

uation systems (Popham, 2013). There is an important distinction between the inten-

tions of formative and summative teacher evaluation. Popham (2013) defines formative

teacher evaluation as evaluation activities that are intended toward improving teacher’s

instruction, while summative teacher evaluation is evaluation activities with the aim

of making decisions about teachers that lead to future consequences (e.g., rewards or

employment termination). Many teacher evaluation systems use scores from measures

of teacher effectiveness for both summative and formative purposes, such as to provide

feedback to teachers regarding strong and weak teaching characteristics, to identify

struggling teachers for professional development, and to reward high performing teach-

ers. Acknowledging the multiple purposes of teacher evaluation systems is important

because a measure of teacher effectiveness may be found to be valid for one purpose

but not another (Kane, 2006).

1.1 Multiple measures of teacher practice

An assortment of different measures have been proposed for assessing teacher quality

and instructional practice. One central group of measures focuses on student academic

growth, which can take many forms but are broadly grouped under the label “value-

added models (VAM)”. Examining student achievement gains after adjusting for some

student and school characteristics leads to more fair comparisons of teachers than

judgments based on their students’ test scores at a single point in time. In a highly

publicized report, teacher value-added scores predicted a classroom of students’ long-

term outcomes, including college attendance and future salaries (Chetty, Friedman,

& Rockoff, 2011). However, the underlying assumptions and methodological flaws

of value added models have been well-discussed and criticized in recent years (see,
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for example Haertel, 2013; Baker et al., 2010; McCaffrey, 2012; American Statistical

Association, 2014). The current consensus is that value-added model scores alone

are “not sufficiently reliable and valid indicators of teacher effectiveness to be used

in high-stakes personnel decisions” (Darling-Hammond, Amrein-Beardsley, Haertel, &

Rothstein, 2012, p. 2).

A second major group of teacher practice measures involves systematic classroom

observation. Classroom observation is widely regarded as a key component of teacher

evaluation systems (Popham, 2013). A variety of different observational measures have

been developed for evaluating teachers, including the Classroom Assessment Scoring

System (Pianta, La Paro, & Hamre, 2008) and the Framework for Teaching (Danielson,

2007). To be implemented reliably, a fair amount of training and monitoring for rater

agreement is required (Joe, Tocci, Holtzman, & Williams, 2013), which is why class-

room observations are often seen as prohibitively expensive (Rowan & Correnti, 2009).

Teacher logs, vignettes, and student work portfolios have also been proposed and

tested mostly in research settings (Kennedy, 1999). These measures are generally

time-consuming and expensive to collect. Teacher tests, such as the Mathematical

Knowledge for Teaching Questionnaire (Hill, Schilling, & Ball, 2004), have been devel-

oped to measure teacher content knowledge, but cannot provide input on pedagogical

skills or classroom interactions.

Student perception surveys, including the Tripod survey (Ferguson, 2010), measure

student opinions about their teacher’s practices and classroom environment. Student

surveys are fairly cheap to administer, measure characteristics valued by teachers,

and have been found to be predictive of student academic growth (Bill & Melinda

Gates Foundation, 2012). These surveys are increasingly being incorporated into state

evaluation systems (Doherty & Jacobs, 2015), and are the focus of this dissertation.

1.2 Student surveys of instructional practice

Student surveys of instructional practice have recently gained prominence among re-

searchers and policymakers as an inexpensive way to get feedback on what is occurring
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inside the classroom. The goal of these surveys is to provide fair and reliable feedback

to teachers regarding their students’ perceptions of the strengths and weaknesses of a

range of teacher practices.

The Tripod survey (Ferguson, 2010) is the most widely-used off-the-shelf student

survey instrument (Bill & Melinda Gates Foundation, 2012). The Tripod student per-

ceptions assessment was developed by Ron Ferguson at Harvard University, and is

based upon classroom-level surveys developed by the Tripod Project for School Im-

provement (Ferguson, 2010). The “tripod” describes the knowledge and skills that are

needed to deliver instruction effectively: (a) content knowledge, (b) pedagogic knowl-

edge and skills, and (c) the ability to connect with students on a personal level. The

Tripod survey focuses primarily on what teachers do and how the classroom operates,

which is operationalized as the Tripod 7Cs framework of teacher effectiveness. The

seven domains are Care, Control, Clarify, Challenge, Captivate, Confer and Consoli-

date (Ferguson, 2012).

The Tripod survey is used in grades K-12 in school districts all over the country.

The Tripod Project website states that “over 100,000 teachers have received valu-

able feedback from millions of students who have completed Tripod surveys” (Tripod

Project, 2016). Schweig (2014) found that 75 percent of states and local districts that

mention a specific survey instrument for use in their teacher evaluation systems are

using the Tripod Survey. The Tripod was also used as a part of the Measures of Effec-

tive Teaching (MET) Project, a large study of teacher effectiveness funded by the Bill

and Melinda Gates Foundation.

Student surveys are currently being used with multiple intents. The stated in-

tention of the Tripod survey is to be both a diagnostic and professional development

tool. Specifically, the survey can be used to provide information that will guide setting

professional development and coaching goals (Tripod Project, 2016). In a brief about

student surveys, MET project researchers state that “Teachers should receive their re-

sults in a timely manner, understand what they mean, and have access to professional

development resources that will help them target improvement in areas of need” (Bill

& Melinda Gates Foundation, 2012, p. 4). However, not a great deal is known about
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the utility of the Tripod (or any other student survey) as a formative tool. Addition-

ally, teacher-level scores from student surveys are a required component of summative

evaluation scores in seven states, with 26 other states allowing for the use of student

surveys in teacher evaluations (Doherty & Jacobs, 2015).

1.3 Advantages and disadvantages of student surveys

There are many advantages that have been cited for using student surveys as a part

of a teacher evaluation system. Proponents of student surveys note that students are

natural observers of the classroom in which they spend their days, and provide feed-

back that you cannot get a single classroom observation (Ferguson, 2012). The main

advantages of student surveys cited by the MET Project are the fact that survey results

(unlike value-added models) point to strengths and areas for improvement, the items

have face validity, and survey results demonstrate relatively high consistency (Bill &

Melinda Gates Foundation, 2012). In fact, the MET project reported that student sur-

veys produce more consistent results than classroom observations or achievement gain

measures (Kane & Staiger, 2012). Additionally, compared to classroom observations

and teacher portfolios, student surveys can be relatively cheap and easy to administer.

As a result, student surveys can be multiple times in a year, and can be administered

early enough in the year to give teachers feedback so that their current students may

benefit.

The major concern raised about student surveys is the worry that students are not

objective raters of their teachers (Marsh, 1987; Theall & Franklin, 2001; Liaw & Goh,

2003). As MET researchers have acknowledged, “although most of the concern regard-

ing bias has focused on the achievement gain measures, the non-test-based components

could also be biased by the same unmeasured student traits that would cause bias with

the test-based measures” (Kane, McCaffrey, Miller, & Staiger, 2013, p. 6). Follow-

ing the definition used in Centra (2003, p. 498), bias exists when a “student, teacher,

or course characteristic affects the evaluations made, either positively or negatively,

but is unrelated to any criteria of good teaching, such as increased student learning.”

Popham (2013) outlines several sources of rater bias that may be a concern, including:
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(a) severity error - a rater’s predisposition to supply lower ratings independent of the

content being rated, (b) generosity error - the opposite of severity error, where the

rater will be more likely to use higher response categories, and (c) central-tendency

error - the predisposition to use the middle rating category. A whole line of research

regarding response styles has been developed to examine the impact of these types of

rater bias on scores, but this work has not so far been applied to student ratings of

instructional practice.

Another threat to the accuracy of ratings is the halo effect, which describes the

tendency of a rater to rely on a single prominent dimension of the person being rated

to distort the ratings of other dimensions. For example, if a teacher is particularly kind,

a student may give the teacher positive ratings across various dimensions, including

rigor and academic support, that may not be strongly related to kindness. Additionally,

Popham (2013) warns of lurking comparisons, which is the tendency to use compare to

other teachers when rating the characteristics of a given teacher. For example, a fifth-

grade student might make implicit comparisons to their third and fourth grade math

teachers when thinking about rating the kindness, rigor, and classroom management

skills of his or her current teacher. This is a concern if teacher ratings are compared

across a wide variety of contexts, because the examples of “quality teaching” that

students are using in their comparisons may vary greatly.

1.4 Contributions of the current study

This study describes an innovative methodological approach for exploring the dimen-

sionality and validity evidence to support the use of the Tripod student perception

survey as a measure of teacher quality. This approach uses a multilevel extension of

full-information item factor analysis models. Item factor analysis (IFA) models are

widely-used in educational measurement research (Wirth & Edwards, 2007). These

models are routinely used in calibration and scoring of large-scale educational assess-

ments, as well as in the development of survey scales and observational protocols. IFA

models have traditionally ignored the hierarchical structure of educational systems

and treated all individuals in the sample as independent. Multilevel IFA models en-
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able the data to be treated in an appropriate manner, instead of reducing the inferences

to a single level. However, until recently, computational challenges estimating these

highly-parameterized models have prevented the multilevel IFA models from entering

mainstream educational research.

The aims of this dissertation are two-fold. First, I provide an introduction to the

multilevel IFA modeling framework and demonstrate the flexibility and efficiency of

these models in various educational settings. Unlike most previous multilevel IFA

analyses in the literature (e.g., Fox & Glas, 2001; Kamata, 2001), I do not limit the

analyses to unidimensional IFA models, but also explore multilevel correlated factors

and testlet models. Secondly, I use multilevel IFA models to examine the dimension-

ality, reliability, and validity of the Tripod student survey.

The findings from this dissertation contribute to methodological and substantive

bodies of work. This study provides an extension of the methodologies that have been

developed in the context of large-scale educational surveys, such as National Assess-

ment of Educational Progress (NAEP). In the current NAEP estimation approach,

group-level scores are computed using a multi-step process that cycles through item

calibration, latent regression, and score estimation. This study proposes a multilevel

item factor analysis model that bridges the calibration, latent regression, and scoring

into a single framework, and thanks to computational (Cai, 2010b) and software (Cai,

2015) advances, removes the need for multi-step estimation procedures.

I follow in the direction of other researchers that seek to provide a unified framework

that combines multidimensional item factor models and nonlinear structural modeling

in a multilevel setting (e.g., Rijmen, Jeon, von Davier, & Rabe-Hesketh, 2013; Rabe-

Hesketh, Skrondal, & Pickles, 2004; Goldstein & Steele, 2005). While the discussion of

including key conditioning covariates has been common-place with value-added mod-

els, it is has not been standard practice to include these variables in the analyses

of the surveys of teacher practice. Within the multilevel IFA modeling framework

described in this dissertation, it is possible for these statistical controls to go hand-

in-hand with the dimensionality analysis, measurement modeling, validation efforts,

and scoring/reporting. Additionally, models of higher dimensionality and complex-
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ity than those previously investigated within the context of full-information multilevel

item factor analysis are explored.

In addition, this dissertation contributes to the field of teacher evaluation by de-

veloping a validity argument for the widely used secondary Tripod survey. This work

represents the first systematic review of the psychometric and validity properties of

the secondary Tripod survey. Given the widespread use of the Tripod survey, it is

important that there is sufficient evidence for its use in making high-stakes decisions

about a teacher’s effectiveness.

While others have previously examined the dimensionality and reliability of stu-

dent ratings data (e.g., Abrami, d’Apollonia, & Rosenfield, 2007; Lüdtke, Robitzsch,

Trautwein, & Kunter, 2009; Ferguson, 2010), this dissertation is an improvement on

existing work due to four factors: (a) the use of multilevel item factor analysis allows

for the estimation of a variety of different factor structures while accounting for the

nesting of students in classrooms, (b) the use of the large and diverse sample of the

Measures of Effective Teaching (MET) Project data is an improvement on previous

studies that utilized a single school or district, (c) the MET data contain multiple

other measures of teacher practice that can be used in validity analyses, and (d) the

Tripod survey is the most widely-used measure of teacher practice, so understanding

the factor structure of a survey that is currently used in summative teacher evaluation

systems is of particular importance.

1.5 Chapter overview

This dissertation is organized as four separate research papers that address a range

of topics related to multilevel IFA and student surveys of teacher practice. These

papers will be stand-alone publications eventually, which necessitates some repetition

of material across papers. Each paper is outlined briefly below.

The first paper examines applications of the multilevel IFA models across various

educational settings. Simulations and data demonstrations in the context of large-

scale educational assessment, student growth percentiles (SGPs), and student ratings
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of instructional practice are analyzed as illustrations of the model’s broad range of

applicability.

The second paper proposes a novel approach for assessing model fit in multilevel

IFA models. I first demonstrate theoretically and with a simulated data example that

the multilevel IFA model can be re-parameterized into a single-level item bifactor model

that is fit to the group-level data. By re-specifying the multilevel item factor analysis

model to be estimated in a single-level context, the limited-information M2 statistic

(Maydeu-Olivares & Joe, 2006) is proposed for assessing model fit.

The third paper proposes a multilevel multidimensional plausible values approach

for appropriately handling measurement error in the situation where latent teacher

practice dimensions are used as predictor of student achievement in a hierarchical lin-

ear model. This approach borrows heavily from the multi-stage analytic procedures

developed in the context of large-scale educational surveys (e.g., National Assessment

of Educational Progress (NAEP)). The proposed approach consists of two stages: (a)

specifying and imputing sets of plausible values from a multilevel item bifactor mea-

surement model that consists of an overall teacher practice latent variable and seven

latent domain-specific teacher practices, and (b) fitting a multilevel model to predict

student achievement by the imputed teacher practice estimates. This modeling ap-

proach is illustrated using data from the Measures of Effective Teaching (MET) study,

focusing on students within middle school English classrooms.

The last paper develops a validity argument for the secondary Tripod survey. I

follow the validity framework developed by Kane (2006) to collect evidence to support

two current uses of the Tripod survey—use in a summative high-stakes teacher evalu-

ation system and use for feedback to teachers regarding strengths and weaknesses in

their practice. The dimensionality, reliability, and validity of inferences based on the

secondary Tripod survey are examined using student responses collected in English and

math middle school classrooms by the MET Project.

Based on the results from these four lines of inquiry, I conclude with the lessons

learned regarding the use of multilevel item factor analysis models for educational

applications.
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CHAPTER 2

Full-information multilevel item factor analysis

with applications

2.1 Abstract

This paper demonstrates the utility of full-information multilevel item factor analysis

models for a variety of different educational applications, including large-scale educa-

tional assessments and student surveys of teacher practice. Large-scale educational

survey assessment researchers have developed a multi-stage analytic procedure called

Latent Regression Item Response Theory that attempts to maximize the efficiency and

precision of aggregated scores (von Davier & Sinharay, 2013). The focus of this paper is

to develop the full-information multilevel item factor analysis model, which can be seen

as a multilevel extension of the analytical models used in the estimation of large-scale

assessment. This measurement framework allows for simultaneous estimation of item

parameters, regression coefficients, and latent scores, and can accurately account for

the multidimensional structure of data, nesting of students in classrooms, and back-

ground covariates. The Metropolis–Hastings Robbins–Monro (MH-RM) algorithm is

used to estimate this model (Cai, 2010b). Empirical applications from a large-scale

summative educational assessment, a student survey measure of teacher effectiveness,

and estimation of student growth percentiles (SGP) for school-level inferences are pro-

vided as illustrations of the broad range of applicability of this modeling approach.

2.2 Introduction

In social and behavioral sciences, questionnaires or tests are often used to measure

traits that are not directly observable. Item-level data from surveys and tests are gen-
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erally categorical, with either dichotomous (yes/no, correct/incorrect) or polytomous

(for example, strongly disagree, disagree, neither agree nor disagree, agree, strongly

agree) item response formats. When items follow this response format and the latent

(unobserved) variables are assumed to be continuous, item factor analysis (IFA) mod-

els are a flexible set of models that can be used to make inferences about the latent

variables (Bock, Gibbons, & Muraki, 1988; Mislevy, 1986; Wirth & Edwards, 2007).

Recognizing that data collected in social and behavioral sciences frequently have

a nested structure (e.g., students nested in classrooms and schools, patients nested

within a treatment facility, individuals nested within a family), this paper examines

applications of the full-information item factor analysis model to multilevel contexts.

This work does not represent the first extension of item factor analysis into the multi-

level context. As described in further detail below, the multilevel item factor analysis

model has been developed over time in the item response theory tradition (e.g., Fox

& Glas, 2001) as well as under the categorical confirmatory factor analysis frame-

work (e.g., Asparouhov & Muthén, 2007; Muthén & Asparouhov, 2011). However,

the full-information multilevel IFA framework described in this paper represents an

improvement on prior multilevel IFA developments due to the fact that it allows for

(a) flexible latent structures at both the within and between-level, including correlated

factors, bifactor, and testlet factor structures, (b) the inclusion of observed individual-

and group-level covariates at each level of the model, and (c) efficient estimation in

existing commercial software (Cai, 2015).

This paper is organized as follows. First, the multilevel IFA model is described,

and the estimation algorithm is outlined. Second, three motivating examples are out-

lined. The first example pertains to producing school-level subscores from a large-scale

Common Core-aligned summative assessment. This example, which highlights the

flexibility of the latent structure in the multilevel IFA framework, specifies a testlet

structure (Wainer, Bradlow, & Wang, 2007) at the between-level to simultaneously

estimate 28 school-level sub-domain scores. The second example draws from a large

study of teacher effectiveness, and utilizes the latent regression functionality of the

multilevel IFA model to examine the relationship between a latent teacher practice di-
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mension and classroom compositional characteristics. The third example demonstrates

how the multilevel IFA models can improve upon the inferences from standard meth-

ods for estimating aggregated student academic growth. This model demonstrates how

multilevel IFA models are relevant to the educational policy conversations regarding

the use of measures of student growth in teacher evaluation systems.

2.3 Multilevel item factor analysis (MLIFA) model

The multilevel item factor analysis model has been developed over time in the item

response theory tradition. Fox and Glas (2001) and Fox (2010) have proposed a multi-

level item response theory model that can accommodate dichotomous and polytomous

items, and is estimated using Markov chain Monte Carlo (MCMC) methods. These

developments also parallel a great deal of work that has been done in the structural

equation modeling and nonlinear latent variable model traditions. Multilevel struc-

tural equation models (SEM) have emerged has a popular method for modeling latent

variables with categorical manifest variables using an underlying variable approach

(Muthén & Asparouhov, 2011; Skrondal & Rabe-Hesketh, 2005). Multilevel SEMs are

generally estimated using limited-information estimation approaches (such as Weighted

Least Squares estimation). Kamata (2001) described a hierarchical generalized linear

model (HGLM) approach to multilevel item response theory model that permits in-

vestigation of the variation of students’ performance across groups, and the interactive

effect of person and group-characteristic variables. Additionally, frameworks uniting

generalized linear mixed models, multilevel factor models, and item response models

have been proposed by Rabe-Hesketh et al. (2004). The generalized linear latent and

mixed models (GLLAMM) approach is estimated using adaptive quadrature.

The various modeling approaches described above all accommodate dichotomous

and polytomous manifest variables, account for hierarchical nesting of individuals in

groups, and allow for the inclusion of observed covariates in the latent factor model.

However, high-dimensional full-information multilevel IFA models have not been widely

used. The notable exception is multilevel IFA models estimated using weighted least

squares (WLS) estimation (Asparouhov & Muthén, 2007), which have been previously
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demonstrated (Muthén & Asparouhov, 2011, 2013). However, there are known concerns

with the multi-stage limited-information estimation. Specifically, pairwise estimation

of the polychoric correlation matrix can result in a correlation matrix that is not

positive definite, and the treatment of missing data within WLS estimators is not

ideal compared with full-information methods. MCMC estimation can be used for a

general set of multilevel IRT models, although model specification and monitoring of

convergence require some expertise. A quadrature-based full-information maximum

likelihood (FIML) estimation approach will lead to analytically intractable integrals

for high-dimensional IFA models.

With recent advances in FIML estimation algorithms (Cai, 2010a, 2010b) and soft-

ware (Cai, 2015), it is now possible to estimate a high-dimensional item factor analysis

model using FIML estimation in existing software that accounts for the complex sam-

pling and multilevel data structures, incorporates the influence of background charac-

teristics in the model, and allows for a wide variety of high-dimensional latent struc-

tures. The framework that allows for all of these conditions is multilevel IFA with

latent regression, using the Metropolis–Hastings Robbins–Monro estimation algorithm

(MH-RM Cai, 2010a).

2.3.1 Some notation

Let there be p = 1, ...n items and i = 1, ..., Nj individuals is nested in a group j, where

j = 1, ..., J groups. Let the response from individual i in group j to item p be ypij,

where ypij has Kp response categories. It can be assumed that ypij takes integer values

from (0, . . . , Kp−1). Let the n×1 vector of item responses from respondent i in group

j be Yij = (y1ij, . . . , ypij, . . . , ynij). The overall sample size is N =
∑J

j=1 Nj.

In this model, the latent variables for individual i in group j are partitioned into two

mutually exclusive parts: θij =
(
ϑj,ηij

)
, where ϑj is the vector of group-level (level-

2) latent variables, and ηij is the vector of individual-level (level-1) latent variables.

Within each of the latent variable vectors ϑj and ηij, latent variables may be classified

as (potentially correlated) primary latent dimensions or as specific dimensions that are

independent conditional on the primary dimension(s).
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The observed data (marginal) likelihood function may take the following form:

L (γ) =
J∏
j=1

∫ Nj∏
i=1

[∫ n∏
p=1

P (Ypij = ypij|θij)f
(
ηij
)
dηij

]
f (ϑj) dϑj, (2.1)

where γ stands for the collection of freely estimated model parameters. The conditional

distribution for an observed response ypij is a multinomial distribution with trial size

1 in Kp cells, and the conditional density is

fγ(ypij|ϑj,ηij) =

Kp−1∏
k=1

P (ypij = k|ϑj,ηij)
χk(ypij), (2.2)

where χk (ypij) is an indicator function that equals 1 when ypij = k and 0 otherwise.

Multilevel item factor analysis models contain two parts: a measurement model

and a conditioning model.

2.3.2 Measurement model

The multilevel IFA model specifies the conditional probability for the response to item

p with Kp categories from individual i in group j. Various standard IRT models could

be used. Below, a few of the more well-known IRT models are described.

A Model for Dichotomous Response. The model below is an extension of the 3-

parameter logistic (3PL) model. Let

P (ypij = 1|ϑj,ηij) = gp +
1− gp

1 + exp
[
−
(
cp + aB′

p ϑj + a′
pηij

)] (2.3)

be the conditional probability of a correct response, where ypij is a Bernoulli random

variable representing the response to item p from individual i in group j, gp is the

lower asymptote (pseudo guessing) parameter, cp is the item intercept, and a
′
p and aB

′
p

are conformable vectors of level-1 and level-2 item slopes. The slope vectors can be

constrained equal to each other across levels (representing cross-level invariance), but

this is not a requirement for estimation. The model represents the response probability

of a correct response (ypij = 1) as a function of these item parameters and the latent
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variables. The conditional probability of an incorrect response is P (ypij = 0|ϑj,ηij) =

1− P (ypij = 1|ϑj,ηij)

A Model for Graded Response. Let ypij be a polytomous item with Kp response cat-

egories, so that ypij ∈ (0, . . . , Kp−1). I use a multidimensional extension of the graded

response model (Samejima, 1969). Let the cumulative category response probabilities

be

P (ypij ≥ 1|ϑj,ηij) =
1

1 + exp
[
−
(
cp,k + aB′

p ϑj + a′
pηij

)]
... (2.4)

P (ypij ≥ K − 1|ϑj,ηij) =
1

1 + exp
[
−
(
cp,K−1 + aB′

p ϑj + a′
pηij

)]
The category response probability is the difference between two adjacent cumulative

probabilities

P (ypij = k|ϑj,ηij) = P (ypij ≥ k|ϑj,ηij)− P (ypij ≥ k + 1|ϑj,ηij) (2.5)

where P (ypij ≥ 0|ϑj,ηij) is equal to 1 and P (ypij ≥ Kp|ϑj,ηij) is zero. The item

parameters cp,1, . . . , cp,K−1 are a set of K-1 (strictly ordered) intercepts, and the item

slopes are defined as in the dichotomous response model.

2.3.3 Conditioning model

Each of the latent variables within θij =
(
ϑj,ηij

)
can be modeled as a linear function

of person or group covariates using a latent regression model (Adams, Wilson, & Wu,

1997; Fox & Glas, 2001). For example, the latent regression model for a within-level

latent variable could be

ηij = β0j + β1jXij + eij

β0j = γ00 + γ01Wj + u0j (2.6)

β1j = γ10 + u1j
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where β0j is the intercept, and β1j is a level-1 regression coefficient. The explana-

tory variables Xij and Wj are included as individual and group-level covariates. The

individual residuals eij are assumed to be normally distributed with zero means and

variance σ2, and the group-level random effects u0j and u1j are assumed to be normally

distributed with zero means and variances τ00 and τ11, and covariance τ01.

Similarly, the latent regression model for a between-level latent variable could be

ϑj = β0 + β1Wj + ej (2.7)

where β0 is the level-2 intercept and β1 is the level-2 slope coefficient.

2.3.4 Model estimation

The Metropolis–Hastings Robbins–Monro (MH-RM) algorithm is a data augmented

Robbins-Monro type stochastic approximation algorithm using random imputations

produced by a Metropolis–Hastings sampler (Cai, 2010a, 2010b). A major advantage

of MH-RM is that its computational complexity is linear in the number of latent vari-

ables, whereas that of the EM algorithm with quadrature is exponential. Therefore,

high-dimensional theoretical frameworks, which would not previously have been com-

putationally feasible to estimate using the EM algorithm can be estimated with the

MH–RM algorithm. Furthermore, this estimation algorithm allows for the concurrent

estimation of item and latent regression parameters.

The Metropolis–Hastings Robbins–Monro algorithm is an iterative algorithm with

three central steps in each cycle. The notation below includes covariates in the esti-

mation, but this is not required for estimation. For cycle b+ 1, the algorithm proceeds

as follows:

Imputation of θ(b+1). Given the parameter estimates from the previous cycle γb

(which include item parameters and latent regression parameters), random sam-

ples of the latent variables θ(b+1) are imputed using the Metropolis–Hastings sam-

pler with the posterior predictive distribution P (θij|Yij; Xij;γ
(b)) of the missing

data given the observed response Yij, observed covariates Xij, and provisional
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parameter values γ(b). The complete datasets are formed as (θ(b+1),Y,X).

Approximation. Based on the imputed data, the complete data log-likelihood and

its derivatives are evaluated so that the ascent direction for the item and latent

density parameters can be determined.

Robbins–Monro update. Robbins–Monro stochastic approximation filters are ap-

plied when updating the estimates of item and latent density parameters.

The iterations are started from some initial parameter values γ(0) and terminated

when the estimates stabilize. The MH-RM algorithm is implemented in the software

program flexMIRT R© (Cai, 2015), which is used for calibration and scoring of the IRT

models in this study.

2.3.5 Latent trait score estimation

Item factor analysis models are used to calculate a person’s ability or trait level by first

estimating the likelihood of the pattern of responses to the items, given the level on the

underlying trait being measured by the scale. The data for an individual i in classroom

j is a vector of responses of length n denoted by Yij = (y1ij, y2ij, ..., ypij, ..., ynij) and the

observed covariate vector Xij. The observed responses are assumed to be statistically

independent given the latent traits (θij = {ϑj,ηij}).

I define Pkij(θ) = P (ykij = k|θij,Xij,γ) as the probability that the response ypij

of student i in classroom j to item p is the k -th category (k = 0, . . . , Kp − 1), given

the respondent’s latent values θij, the vector of observed covariate values Xij, and the

pre-calibrated item parameters, latent distribution, and regression parameters within

the parameter vector γ. Therefore, I can define the probability of the set of item

responses for a student given a particular θij-vector by the likelihood function

L(Yij|θij,Xij,γ) =
n∏
p=1

Kp−1∏
k=0

Ppij(θij)
χk , (2.8)

which is the product of the individual item trace lines Ppij. In the likelihood formula,

χk is a random variable defined in Equation 2.2. Each trace line models the probability
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of a response to the item p conditional on the underlying trait vector θij. It is typi-

cally assumed that response probabilities are conditionally independent of background

variables Xij given θij, which is to say

L(Yij|θij,Xij,γ) = L(Yij|θij,γ). (2.9)

The maximum likelihood (ML) estimator of trait values θ̂ML is defined as the values

of θ that maximize the likelihood function given in Equation 2.8.

Estimation of latent trait values θ can also be obtained through Bayesian methods.

Using estimated item parameters γ, inference for θ is based on the following posterior:

f (θ|Yij,Xij,γ) =
L(Yij|θ,γ)f(θ|Xij)∫

θ
L(Yij|θ,γ)f(θ|Xij)dθ

, (2.10)

where f(θ|Xij) is the prior distribution of θ given the observed (person) background

covariates Xij. The Expected A Posteriori (EAP) estimate of an respondent’s trait

level is a commonly used Bayesian estimator in IRT (Bock & Mislevy, 1982). The

EAP estimator is calculated by taking the expectation over posterior distribution in

Equation 2.10

θ̂ij =

∫
θ

θf (θ|Yij,Xij,γ)dθ =
1

f (Yij|Xij,γ)

∫
θ

θL(Yij|θ,γ)f(θ|Xij)dθ, (2.11)

with the standard error of measurement given by the square root of posterior variance

V (θ̂ij) =

∫
θ

(θ − θ̂ij)(θ − θ̂ij)′f (θ|Yij,Xij,γ)dθ. (2.12)

2.4 Educational applications of multilevel item factor analysis

2.4.1 Subscore recovery in large-scale summative assessments

With the adoption of new Common Core Standards, a new generation of large-scale

summative assessments moved toward a multi-layered test design, where content, prac-

tice, and cognition-related facets each contribute to an item or task’s role in reflecting
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the domain being measured (National Governors Association, 2014). Another dis-

tinguishing feature of these new assessments is the wide-spread use of technology to

administer the assessments, and the use of Item Response Theory in test construction,

administration (e.g., computer adaptive testing (CAT)), and scoring.

The Smarter Balanced Assessment Consortium is a consortium of 15 states that

has developed standardized summative assessments for Grades 3-8 and 11 that are

aligned with the Common Core State Standards (Smarter Balanced Assessment Con-

sortium, 2016). The Smarter Balanced Assessment Consortium test specifications are

highly structured hierarchically, with items nested within each of the Assessment Tar-

gets under each of the claims. Assessment Claims are broad evidence-based statements

about what students know and can do as demonstrated by their performance on the

assessments. Each Assessment Claim is accompanied by a set of Assessment Targets,

which map the standards in the Common Core State Standards onto assessment evi-

dence that is required to support the content categories and Claims (Smarter Balanced

Assessment Consortium, 2013).

Substantial time and money has been invested in the new state accountability

assessments, and educators and parents prefer to receive both domain and sub-domain

information from these assessments to explain the student’s performance in English

and Mathematics, as well as to evaluate the effects of teaching practices in classroom.

However, given the test blueprint structure and time limitations, each student only

typically receives zero to three items per Target sub-domain, which is generally not a

sufficient length to produce reliable student subscores. Using multilevel IFA models, I

describe a method for producing school-level subscores that could provide meaningful

feedback about student performance, and is also feasible within the constraints of the

operational testing structure. Target subscores that are reported at the school-level are

also useful because a school’s pattern of Target scores may provide useful information

for investigating the implementation of the Common Core State Standards. Level of

implementation of standards is likely to vary across schools and therefore these school-

level Target scores allow for potential comparisons across schools and across years in

the degree to which the Common Core standards have been successfully implemented
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in schools.

In this application, I focus on the Grade 4 Mathematics Smarter Balanced end-

of-year assessment. Table 2.1 provides an overview of the Assessment Claims and

Assessment Targets (generally referred to simply as Targets) that are specified within

Grade 4 Mathematics. These Targets are tied to specific Common Core standards,

and represent more granular skills needed to be considered proficient in Mathematics

in fourth grade. The test blueprint specifies that students receive between 37-40 total

items in the summative assessment. As seen in Table 2.1, there are 29 Targets. There-

fore, it is clear that student-level subscores will not be very reliable, as they would be

based on an item or two at most. Therefore, the purpose of this example is to investi-

gate whether using a multilevel IFA model to produce school-level subscores results in

the reliable estimation of Target scores.

Given that the test blueprint assumes the Mathematics assessment is assessing

general math proficiency in addition to more granular skills, a multilevel testlet factor

analysis model is proposed for this application. An example path diagram is displayed

in Figure 2.1. In this model, each item loads on the primary (domain-general) school-

level dimension (ϑGj ), a primary (domain-general) student-level dimension (ηij; which

can be seen as a deviation from the school general dimension), as well as a single

school-level specific dimension (ϑT1j ).

For a dichotomous 2PL item that measures Target 1, the probability of a correct

response would be

P (ypij = 1|ϑGj , ϑ
T1
j , ηij) =

1

1 + exp
[
−
(
cp + ap(ϑGj + ϑT1j + ηij)

)] . (2.13)

Field test item calibrations provide the location and general estimates of the discrim-

inability of the items relative to one latent continuum that represents the general

domain. Thus the task of inferring student achievement at the Target level is reduced

to the task of variance decomposition, followed by empirical Bayes (augmented or re-

gressed) estimates. I submit that the underlying total variance may be decomposed in

the following way:
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Variance of a domain = Domain-general student variance + domain-general

school-level variance + Target-specific variance

This model is demonstrated using simulated data based upon the Grade 4 Mathe-

matics Smarter Balanced Assessment Consortium blueprint and field test data. There

are in total 916 CAT items in the fourth grade math summative assessment pool, repre-

senting 29 Targets listed in Table 2.1. Therefore, the multilevel testlet model contains

31 dimensions, one student-level general dimension, one school-level general dimen-

sions, and 29 school-level specific factors. True latent proficiency scores are generated

for N = 10,000 students, who are nested in J = 100 schools, following

ϑGj ∼ N
(
0, τ 2G

)
,

ϑT1j ∼ N
(
0, τ 2T1

)
,

... (2.14)

ϑTmj ∼ N
(
0, τ 2Tm

)
,

ηij ∼ N
(
0, σ2

G

)
,

where σ2
G = 1 represents the student domain-general variance, τ 2Tm represents the

school-level Target-specific variance for the mth Target (true values range from .03

to .11, and are printed in Table 2.2), and τ 2G = 1 represents school-level domain-

general variance. These latent proficiencies were fed into a computerized adaptive

testing (CAT) algorithm programmed in R (R Core Team, 2012) that was constructed

to match the Smarter Balanced blueprint specifications and utilized item parameter

estimates from prior field tests (National Center for Research on Evaluation, Stan-

dards, and Student Testing, 2015). Each simulee received between approximately 40

multiple choice and performance task items, with latent proficiency estimates updated

after each item response. The response simulation was conducted on a standard 64-bit

Windows desktop computer with an Intel Core 7 CPU at 3.60 GHz and 16 GB of RAM.

After all of the responses were collected, a final scoring dataset was created with

rows for all of the respondents and columns representing all of the 4th grade mathe-

matics items. For each respondent, any non-observed items were coded as missing. A
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multilevel item testlet analysis model was specified in flexMIRT (Cai, 2015) fixing all of

the item parameters (2PL and generalized partial credit (GPC)) to the estimates from

the field test, and freeing all of the latent variance parameters. The 31-dimensional

multilevel IFA model took 5.8 hours to converge. EAP scores were estimated from

this model for student general proficiency, school general proficiency, and school-level

Target proficiency.

Three outcomes were examined in this study. First, the average bias of the school-

level score estimates were calculated. Given a school’s true score, ϑj, and final score

estimate, ϑ̂j, average bias in the score estimates is defined as

bias = J−1
J∑
j=1

(
ϑj − ϑ̂j

)
, (2.15)

and the error variance of the estimated bias is

var(bias) =
1

J(J − 1)

J∑
j=1

(
ϑj − ϑ̂

)2
, (2.16)

where ϑ̂ is the average of the ϑ̂j and J denotes the number of schools (J =100). Secondly,

the variance recovery for the school general dimension (ϑGj ) and the 29 specific factors

(ϑT1j , ..., ϑ
T29
j ) are examined. Lastly, a marginal reliability index ρϑ summarizes the

reliability of a measure as the proportion of variance in the observed score that is due

to the true score

ρϑ =
σ2
ϑ − σ2

e (ϑ)

σ2
ϑ

= 1− σ2
e (ϑ)

σ2
ϑ

(2.17)

where σ2
ϑ is the prior value of the variance of ϑ, and σ2

e (ϑ) is the marginal or average

error variance of ϑ. The error variance σ2
e (ϑ) can be calculated as an average over a

random sample of individuals from the population distribution

SE
2

=
1

J

J∑
j=1

SE2 (ϑj) (2.18)

where SE2 (ϑj) is the squared standard error for the jth school.

Table 2.2 displays the average number of item responses per dimension that were
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observed in each school, measures of ϑ recovery, the true and estimated latent vari-

ances, and the marginal reliability estimates per Target. Due to constraints in the test

blueprint, the number of item responses per school used to calculate each Target score

ranged widely, from nine item responses at the lowest and 519 item responses at the

highest. The school-level ϑj scores were well-recovered. Bias in the estimated score

was small (ranging from -0.03 to 0.04), with the estimated bias of most of the latent

dimensions equal to zero. The generating variances were well estimated for most of

the Target dimensions, but a few of the variance estimates were inflated. Lastly, the

marginal reliability of the Target dimensions were low for Targets that were measured

by less than 100 responses per school, and were greater than .70 for Targets that were

measured by larger sets of item responses.

2.4.2 Student surveys of teacher effectiveness

For this application, I focus on the secondary Tripod survey as a measure of teachers’

instructional practice. Student surveys of instructional practice and classroom envi-

ronment have recently gained prominence among researchers and policymakers as an

inexpensive way to get feedback on aspects of the teacher’s instruction and classroom

environment. Seven states now mandate that student surveys are required as a compo-

nent of teacher evaluations, while 26 other states allow for the use of students surveys

in teacher evaluations (Doherty & Jacobs, 2015). The Tripod survey, a widely-used

student perceptions measure, asks students to rate seven dimensions of classroom in-

struction as they experienced it in a given classroom (Ferguson, 2010). The stated

intention of the Tripod survey is to be both a diagnostic and professional development

tool. Specifically, the survey can be used to provide information that will guide setting

professional development and coaching goals (Tripod Project, 2016).

While these surveys are now widely used, it is not well known how perceptions of

teachers differs across different classroom and school contexts. Multilevel item fac-

tor analysis can be used to measure whether background characteristics and traits of

students and teachers are negatively or positively related to student perceptions’ of

instructional practice. Observed differences in student perceptions due to classroom
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compositional characteristics may reflect true differences in teaching quality that stem

from systematic selection processes in the assignments of students to teachers. For

instance, if more senior teachers tend to be better teachers and also use their senior-

ity to teach more honors courses, then the data might show an association between

teacher practice and student prior achievement. Alternatively, differences in student

perceptions due to background characteristics may reflect ratings bias, which would

occur if a characteristic of students or teachers affected the evaluations made, but were

unrelated to the true teacher practice. This may occur if male students, for example,

always rate their female teachers lower than male teachers, even if male and female

teachers teach equally well on average. It is difficult to disentangle true differences in

teaching practice from the existence of ratings bias, and therefore the purpose of this

study is to examine whether there are observed characteristics of classrooms that are

significantly associated with negative or positive ratings of teacher practice.

This example uses data from the Measures of Effective Teaching (MET) project,

which is the largest study of classroom teaching ever conducted in the United States.

Data were collected on a variety of measures of teacher quality over two academic

school years, 2009-2010 and 2010-2011, within six large school districts in the United

States. A sample of approximately 3,000 teacher volunteers was recruited from six

urban districts: Charlotte-Mecklenburg (North Carolina) Schools, Dallas (Texas) In-

dependent School District, Denver (Colorado) Public Schools, Hillsborough County

(Florida) Public Schools, Memphis (Tennessee) City Schools, and the New York City

(New York) Department of Education (White & Rowan, 2013).

For this study, 19,046 students in 1,071 middle school English/Language Arts class-

rooms during the 2009-10 school year are included. There are total 36 items in the

secondary survey related to the dimensions of classroom instruction, and students are

asked to rate teacher practices using a Likert-type response options with a 5-point scale

(Totally Untrue; Mostly Untrue; Somewhat; Mostly True; Totally True). The Tripod

items are organized under seven constructs, called the 7CsTM: Care, Control, Clarify,

Challenge, Captivate, Confer, and Consolidate. While there are seven theoretical con-

structs, the scores from this measure have been found to be highly inter-correlated (see

25



Raudenbush & Jean, 2014), and scores are often just reported as an overall, composite

measure of teacher practice (e.g., Kane et al., 2013).

A multilevel unidimensional model was fit to the secondary Tripod survey, with all

items loading on an overall classroom-level “teacher practice” factor and a student-

level latent factor representing the student deviation from the mean. The path dia-

gram for this model is provided in Figure 2.2. The item slopes were fixed to be equal

across levels, representing cross-level measurement invariance (e.g., there is invariance

in the measurement structure across the individual-level and the between-classroom

level (Bliese, 2000)). The classroom-level latent dimension was regressed on the per-

centage of students in the class who are in a special education program, class average

of a student-reported measure of effort put forth in class, the percentage of minority

students in class, and average prior year test score. The percentage minority and per-

centage special education range from 0-1, and the class effort and prior year test scores

are scaled to follow a standard normal distribution.

Tripod item wording and estimated item parameters are reported in Table 2.3, and

the latent regression parameters are reported in Table 2.4. The class-level variance

was estimated to be 0.20, relative to the student-level variance which is fixed to 1.0.

The intraclass correlation (ICC) of the teacher practice dimension was estimated to be

0.17, implying that most of the variance in the student perceptions of teacher practice

was between students within a classroom. This percentage is consistent with previous

analyses of student surveys (e.g., Phillips, Yamashiro, Schaaf, & Schweig, 2011). The

latent regression estimates demonstrate that classrooms with a high percentage of

special education students and higher levels of student-reported effort were more likely

to have positive ratings of teachers. However, ratings of teachers did not vary greatly by

percentage of minority students or students’ prior year test scores in English/Language

Arts.

These results demonstrate that there are student characteristics that are signifi-

cantly related to student perceptions of teacher practice as measured by the Tripod

survey. However, it is not clear from these results the directionality of the findings. In

the example of the student effort variable, it may be that that students who put in
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more effort also are the types of kids who rate their teachers higher. It also may be

that better teachers sort into teaching students that exert higher effort in class. Fur-

ther study is needed to explain the observed relationships and determine the degree to

which differences in classroom composition variables result in biased teacher scores.

2.4.3 Student growth percentiles (SGPs)

Student Growth Percentiles (SGP; Betebenner, 2009) locate a student’s current score

in a conditional distribution depending on the student’s past scores. Numerous states

use aggregates of SGP estimates (e.g., means) to evaluate teachers, with the desired

inference being that higher aggregate scores reflect higher levels of teacher effective-

ness. However, an alternative to aggregated SGPs may be defined, and estimated using

multilevel IFA. This measure, a Cluster Growth Percentile (CGP), is defined analo-

gously to an SGP. Whereas an SGP depends on a student’s scores, a CGP depends on

a classroom’s aggregated scores (ϑj). In this section, the CGP framework is presented,

and CGPs are compared with aggregated SGPs using simulated data examples.

To facilitate the presentation, only one prior year is considered. Let Zp and Zc be

prior and current scores, respectively. Then, a growth percentile is defined as

G (Zc, Zp) =

∫ ZC

−∞
p(t|Zp)dt, (2.19)

where p(Zc|Zp) is determined by the joint distribution p(Zc, Zp). Following Lockwood

and Castellano (2015), an SGP is defined as

S = G (θc, θp) , (2.20)

where θc and θp are latent student scores, and S depends on p(θc, θp), the joint distri-

bution of the latent scores. By construction, S is uniformly distributed.

For teacher-evaluation, S may be aggregated. Following Shang, VanIwaarden, and
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Betebenner (2015), I use the mean,

Mj =
1

Nj

Nj∑
i=1

Sij, (2.21)

where Sij is the SGP of the ith student in classroom j, and Nj is the class size. Unlike

S, in general, the distribution of M is unknown. The CGP uses the decomposition

θij = ϑj + ηij, (2.22)

where ϑj is the latent classroom mean, and ηij is the student deviation. By definition,

ϑj = N−1j
∑Nj

j=1 θij, and
∑NJ

j=1 ηij = 0. Let p(ϑc, ϑp) be the distribution of latent means.

Then, the CGP is

Cj = G (ϑcj, ϑpj) . (2.23)

Like S, C is uniformly distributed. To summarize the distinction between M and C,

M is the mean of growth percentiles, and C is the growth percentile of means.

As with S, C may be estimated using either quantile regression (QR) or IFA. Using

QR, estimates of θ = (θc, θp)
′ are first obtained. Then, these estimates are averaged to

obtain an estimate of the latent mean ϑ = (ϑc, ϑp)
′. Finally, these estimates may be

analyzed by QR to yield estimates of C.

Estimates of C may also be obtained with a multilevel IFA model. The latent scores

for Levels 1 and 2 are η = (ηc, ηp)
′ and ϑ = (ϑc, ϑp)

′, respectively. The path diagram

for this model is presented in Figure 2.3. Of particular interest in this framework is

the distribution of the group latent variables, p(ϑc, ϑp), as this is used in the definition

of C (see Equation 2.23).

One way to identify the model is as follows:

1. For the item parameters, constrain the slopes (aB and a) across levels to be equal.

2. For the Level 1 latent score distribution, estimate the covariance. Fix the vari-

ances (e.g., to 1.0) to identify the model.

3. For the Level 2 latent score distribution, estimate the variances and covariance.
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For the latent scores (at both levels), bivariate normal distributions are specified.

Following calibration, estimates of C may be obtained directly. In particular, the EAP

estimate, Ĉ, may be calculated in an entirely analogous manner to the EAP estimate

of S (Lockwood & Castellano, 2015; Monroe & Cai, 2015).

A single dataset for each of 16 conditions was simulated to evaluate the proposed

framework. For all datasets, the multilevel IFA model described above was used to

simulate the true latent values (e.g., θ, M, C). Item responses were generated using a

3PL model, as in Equation 2.3. For each year, the marginal reliability of the test was

0.90. The manipulated factors were: number of Level-1 units per Level-2 unit (20 or

30), number of Level-2 units (250 or 500), latent distribution correlations for Levels

1 and 2 (0.7 and 0.75; or 0.8 and 0.85), and intraclass correlations for the prior and

current year dimensions (0.2 and 0.3; or 0.25 and 0.35).

A multilevel IFA model was used to obtain Ĉ. Table 2.5 presents some key statistics:

correlations between (true) M and C; correlations between C and Ĉ; and the marginal

reliability of C (Monroe & Cai, 2015). Key findings include: 1) M and C are highly

correlated, but clearly not identical; 2) the correlations between C and Ĉ are high,

indicating the rank-ordering of C can be well-recovered using the multilevel IFA model;

and 3) the marginal reliabilities range from 0.68 to 0.88, indicating that C is arguably

sufficiently reliable for operational use under certain circumstances.

2.5 Discussion

The multilevel item factor analysis model estimated by full-information maximum like-

lihood is described in this paper. The analysis of several real and simulated data exam-

ples in multiple policy-relevant educational domains, including large-scale assessments

and teacher evaluation measures, serve as illustrations of the wide ranging applicability

of the multilevel IFA modeling framework. The multilevel IFA model is flexible enough

to represent a variety of structures commonly found in educational measurement, in-

cluding the correlated factors structure used in the SGP application and the testlet

factor model used in the large-scale assessment application. The Metropolis–Hastings
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Robbins–Monro algorithm implemented in the flexMIRT item response theory (IRT)

software (Cai, 2015) allows for the estimation of even high-dimensional multilevel item

factor models under reasonable computational time.

Additionally, the multilevel IFA model is flexible in its ability to incorporate indi-

vidual and group covariates into the model. Standard practice in IFA modeling has

been that no information beyond the items themselves and distributional assumptions

about the latent variable (usually assumed to be standard normal) are used in model

calibration as well in scaled score estimation. However, as seen in the Tripod survey

example, inclusion of covariates in the IFA model allows for a better understanding

of how the latent trait of interest differs across contexts. Furthermore, accounting for

person and group covariates in the estimation of the individual latent estimates leads

to factor score estimates that are more precise.

The last application considered was cluster growth percentiles. Student growth

percentiles (SGP) are now widely used in the United States to gauge the academic

progress of both individual students, and are increasingly being aggregated to measure

the growth of students in classrooms for teacher evaluative purposes (Lockwood &

Castellano, 2015). This paper uses a correlated traits multilevel item factor analysis as

a means to estimate classroom-level student growth EAP scores, which are referred to

as Cluster Growth Percentiles (CGP). The CGP is an alternative to aggregated SGPs

and the measures differ in important ways. First, the CGP is structurally analogous to

the SGP, meaning that techniques developed for SGPs (e.g., SIMEX bias-correction,

Shang et al., 2015) may be applied to CGPs. Second, since the CGP is uniformly

distributed, estimates and their standard errors are easier to interpret. I demonstrate

the reliability of cluster growth scores is dependent on sample size and the correlations

of latent traits across years. For states implementing a student growth measure in

teacher evaluation systems, careful thought should be given when selecting among

CGPs and aggregated SGPs.
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Table 2.1: Smarter Balanced Assessment Consortium Mathematics blueprint for grade
4

Claim Content

Category

Assessment Targets

Priority

Cluster

A. Use the four operations with whole numbers to solve problems.

E. Use place value understanding and properties of operations to

perform multi-digit arithmetic.

F. Extend understanding of fraction equivalence and ordering.

G. Build fractions from unit fractions by applying and extending

previous understandings

D. Generalize place value understanding for multi-digit whole

numbers.

Concepts

and

Procedures

H. Understand decimal notation for fractions, and compare deci-

mal fractions.

I. Solve problems involving measurement and conversion of mea-

surements from a larger unit to a smaller unit.

K. Geometric measurement: understand concepts of angle and

measure angles.

Supporting

Cluster

B. Gain familiarity with factors and multiples.

J. Represent and interpret data.

L. Draw and identify lines and angles, and classify shapes by prop-

erties of their lines and angles.

A. Apply mathematics to solve well-posed problems arising in

everyday life, society, and the workplace.

Problem

Solving

B. Select and use appropriate tools strategically.

Problem

Solving and

Modeling

and Data

analysis

C. Interpret results in the context of a situation.

D. Identify important quantities in a practical situation and map

their relationships.

A. Apply mathematics to solve well-posed problems arising in

everyday life, society, and the workplace.

D. Interpret results in the context of a situation.

B. Construct, autonomously, chains of reasoning to justify math-

ematical models used, interpretations made, and solutions pro-

posed for a complex problem.
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Modeling

and Data

Analysis

E. Analyze the adequacy of and make improvements to an existing

model or develop a mathematical model of a real phenomenon.

C. State logical assumptions being used.

F. Identify important quantities in a practical situation and map

their relationships.

G. Identify, analyze, and synthesize relevant external resources to

pose or solve problems.

Communicating

Reasoning

A. Test propositions or conjectures with specific examples.

D. Use the technique of breaking an argument into cases.

B. Construct, autonomously, chains of reasoning that will justify

or refute propositions or conjectures.

E. Distinguish correct logic or reasoning from that which is flawed,

and–if there is a flaw in the argument–explain what it is.

C. State logical assumptions being used.

F. Base arguments on concrete referents such as objects, drawings,

diagrams, and actions.
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Table 2.2: Results for Smarter Balanced Assessment Consortium simulated data anal-
ysis

Average
number of
item
responses
per school

θ recovery τ 2 recovery Marginal
Reliability

Bias Var
(Bias)

True
Var.

Est.
Var.

School General Dim. 3915 -0.02 0.00 0.11 0.12 0.88

Claim 1. Target A 35 -0.02 0.00 0.06 0.05 0.53

Claim 1. Target E 54 0.00 0.00 0.05 0.04 0.71

Claim 1. Target F 11 -0.03 0.00 0.03 0.03 0.36

Claim 1. Target G 200 0.01 0.00 0.04 0.03 0.79

Claim 1. Target D 346 0.01 0.00 0.07 0.06 0.78

Claim 1. Target H 519 0.01 0.00 0.07 0.11 0.83

Claim 1. Target I 300 0.00 0.00 0.08 0.07 0.76

Claim 1. Target K 100 0.02 0.00 0.07 0.07 0.75

Claim 1. Target B 154 0.00 0.00 0.09 0.11 0.81

Claim 1. Target C 35 0.01 0.00 0.09 0.17 0.51

Claim 1. Target J 146 0.01 0.00 0.08 0.05 0.70

Claim 1. Target L 100 0.01 0.00 0.08 0.09 0.63

Claim 2. Target A 351 0.01 0.00 0.03 0.02 0.70

Claim 2. Target B 9 -0.02 0.00 0.09 0.14 0.33

Claim 2. Target C 77 0.02 0.00 0.08 0.08 0.71

Claim 2. Target D 51 0.04 0.00 0.09 0.10 0.47

Claim 4. Target A 195 0.00 0.00 0.04 0.05 0.82

Claim 4. Target B 167 0.00 0.00 0.08 0.06 0.72

Claim 4. Target C 138 0.00 0.00 0.09 0.12 0.70

Claim 4. Target D 126 0.01 0.00 0.07 0.07 0.76

Claim 4. Target E 259 0.00 0.00 0.04 0.04 0.79

Claim 4. Target F 72 -0.01 0.00 0.09 0.07 0.64

Claim 4. Target G 170 0.00 0.00 0.03 0.04 0.72

Claim 3. Target A 36 0.00 0.00 0.07 0.07 0.59

Claim 3. Target B 36 0.00 0.00 0.05 0.04 0.63

Claim 3. Target C 36 -0.02 0.00 0.05 0.04 0.51

Claim 3. Target D 96 -0.01 0.00 0.06 0.06 0.55

Claim 3. Target E 85 0.03 0.00 0.05 0.04 0.73

Claim 3. Target F 11 -0.01 0.00 0.08 0.08 0.15
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Table 2.4: Tripod survey latent regression estimates

Est. SE
Fixed Effects

Percentage Special education students 1.38 0.13
Class-average student-reported effort 1.73 0.05
Percentage minority students 0.16 0.01
Average prior year test score 0.13 0.02

Random Effects
Class-level variance 0.20 0.01
Student-level variance 1.00 —

Table 2.5: Results for SGP simulated data example

Data-Generating Specifications Results

Nj J r(ηp, ηc) r(ϑp, ϑc) ICCp ICCc r(M,C) r(C, Ĉ) ρC
20 250 0.7 0.75 0.25 0.35 0.96 0.97 0.81
20 250 0.7 0.75 0.2 0.3 0.96 0.95 0.75
20 250 0.8 0.85 0.25 0.35 0.93 0.93 0.76
20 250 0.8 0.85 0.2 0.3 0.93 0.94 0.74
20 500 0.7 0.75 0.25 0.35 0.96 0.97 0.78
20 500 0.7 0.75 0.2 0.3 0.96 0.97 0.77
20 500 0.8 0.85 0.25 0.35 0.94 0.96 0.76
20 500 0.8 0.85 0.2 0.3 0.92 0.94 0.68
30 250 0.7 0.75 0.25 0.35 0.96 0.98 0.88
30 250 0.7 0.75 0.2 0.3 0.95 0.98 0.84
30 250 0.8 0.85 0.25 0.35 0.93 0.97 0.84
30 250 0.8 0.85 0.2 0.3 0.93 0.96 0.77
30 500 0.7 0.75 0.25 0.35 0.96 0.98 0.86
30 500 0.7 0.75 0.2 0.3 0.95 0.98 0.85
30 500 0.8 0.85 0.25 0.35 0.94 0.97 0.84
30 500 0.8 0.85 0.2 0.3 0.93 0.96 0.80
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Figure 2.1: Smarter Balanced multilevel testlet item factor model

BETWEEN

WITHIN

Figure 2.2: Path diagram for student surveys of teacher effectiveness

% MINORITYEFFORTELA%SPED

BETWEEN

WITHIN

The classroom-level latent teacher practice dimension is regressed on the percentage of
students in the class who are in a special education program, average prior year test
score, class average of a student-reported measure of effort put forth in class, and the
percentage of minority students in class.

Figure 2.3: Path diagram for cluster growth percentiles

BETWEEN

WITHIN

PRIOR CURRENT
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CHAPTER 3

Limited-information goodness-of-fit testing of

multilevel item factor analysis models

3.1 Abstract

Multilevel item factor analysis, an extension of widely-used item factor analysis models

(IFA; Wirth & Edwards, 2007), has grown in popularity in the last ten years. Model

fit assessment for multilevel IFA models, however, is still in its infancy. In this study,

I first discuss the relationship between multilevel IFA models with balanced clustered

data and single-level item bifactor models, and then I propose a limited-information

goodness of fit statistic for multilevel IFA models. I demonstrate theoretically and with

a simulated data example that the multilevel IFA model can be re-parameterized into

a single-level item bifactor model that is fit to the group-level data. By re-specifying

the multilevel item factor analysis model to be estimated in a single-level context, I

am able to utilize the limited-information M2 statistic proposed by Maydeu-Olivares

and Joe (2006) for single-level factor models. Additionally, I propose a Reduced M2

statistic to isolate the presence of item-level misfit. Through a series of simulation

studies, I found that the M2 statistic is sensitive to the examined misspecifications of

the item model, but that the proposed Reduced M2 is slightly conservative (with Type

I error rates consistently below the nominal level).

3.2 Introduction

Traditional item factor analysis (IFA) models can be thought of as two-level models,

as the analyzed item responses are nested within respondents. However, most IFA

models do not consider a nested structure of the individuals into higher-level units.
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Psychological and educational data frequently have such a nested data structure, such

as data collected within classrooms and schools or data collected using multi-stage

sampling procedures. Multilevel IFA models, which appropriately analyze data by

taking into account both within- and between-cluster variations of the data, have been

developed and refined over the last 15 years. Fox and Glas (2001) and Fox (2010) have

proposed a multilevel item response theory model that can accommodate dichotomous

and polytomous items, and is estimated using Markov chain Monte Carlo (MCMC)

methods. Kamata (2001) described a hierarchical generalized linear model (HGLM)

approach to multilevel item response theory model that permits investigation of the

variation of students’ performance across groups, and the interactive effect of person

and group-characteristic variables. Additionally, frameworks uniting generalized linear

mixed models, multilevel factor models, and item response models have been proposed

by Rabe-Hesketh et al. (2004).

In this study, I discuss a flexible framework of multilevel IFA models that can be es-

timated using full-information maximum likelihood methods (Kuhfeld, Cai, & Monroe,

in preparation). There are two primary aims of this study. I first establish that multi-

level unidimensional IFA models with balanced cluster data can be re-parameterized as

single-level item bifactor model that contains specific factors to account for the nesting

of individuals in level-2 units. The relationship between these two models is established

theoretically, and demonstrated with a small simulation study.

Secondly, I utilize the established relationship between models to examine the util-

ity of the limited-information overall goodness-of-fit statistic M2 (Maydeu-Olivares &

Joe, 2006) to detect model misfit in multilevel item response data that have been re-

formatted into a dataset where groups are considered the level-1 unit. Various M2-type

statistics have been previously developed and applied to single-level item bifactor mod-

els (Cai & Hansen, 2013). I compare the existing M2 statistic to a modified M2 that

is proposed in this paper. I believe that this work represents the first expansion of the

M2 statistic to multilevel item response data.

The rest of this study is organized as follows. I begin by demonstrating the multi-

level IFA model with balanced clustered data can be re-parametrized as an item bifactor
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model that contains specific factors for level-1 units. Next, I describe the development

of M2 in single-level IFA models, and propose a modified M2 statistic for multilevel

item response data with balanced clusters. Subsequently, I evaluate the performance

of the two M2 statistics through a series of simulation studies. Finally, I discuss some

of the limitations of this research and opportunities to further develop this work.

3.3 Item factor analysis (IFA) models

3.3.1 Multilevel item factor analysis (MLIFA)

Let there be p = 1, ..., n items. Let there be i = 1, ..., Nj individuals in level-2 unit j,

with j = 1, ..., J independent groups. The overall sample size is N =
∑J

j=1 Nj. It can

be assumed that ypij takes integer values from (0, . . . , Kp − 1). Let the n× 1 vector of

item responses from respondent i in group j be yij = (y1ij, . . . , ypij, . . . , ynij). In this

model, the latent variables for individual i in group j are partitioned into two mutually

exclusive parts: θij = (ϑj, ηij), where ϑj is the group-level (level-2) latent variable, and

ηij is the individual-level (level-1) latent variable.

The multilevel item factor analysis model specifies the conditional distribution of yij

given the latent variables. In this study, I focus on items with two response categories,

which can be coded as correct and incorrect. The 2-parameter logistic (2PL) model is

used to specify the conditional probability of a correct response

P (ypij = 1|ϑj, ηij) =
1

1 + exp
[
−
(
cp + aBp ϑj + apηij

)] , (3.1)

where ypij is a Bernoulli random variable representing the response to item p from

individual i in group j, cp is the item intercept, and ap and aBp are the level-1 and

level-2 item slopes. The conditional probability of an incorrect response is P (ypij =

0|ϑj, ηij) = 1− P (ypij = 1|ϑj, ηij).

The conditional distribution for an observed response ypij is a multinomial distri-
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bution with trial size 1 in Kp cells, and the conditional density is

fγ(ypij|ϑj, ηij) =

Kp−1∏
k=0

P (ypij = k|ϑj, ηij)χk(ypij), (3.2)

where γ is the d× 1 vector that collects together all free parameters in the model, and

χk(ypij) is an indicator function that equals 1 if and only if ypij = k and 0 otherwise.

Assuming conditional independence of item responses on level-1 latent variables, the

conditional distribution of yij given ϑj and ηij can be written as a product

fγ(yij|ϑj, ηij) =
n∏
p=1

fγ(ypij|ϑj, ηij). (3.3)

The level-1 latent variables can be integrated out as

fγ(yij|ϑj) =

∫ n∏
p=1

fγ(ypij|ϑj, ηij)f(ηij)dηij. (3.4)

Assuming further conditional independence of level-1 units on ϑj, the marginal distri-

bution of all level-2 unit is

fγ(yj) =

∫ Nj∏
i=1

[∫ n∏
p=1

fγ(ypij|ϑj, ηij)f(ηij)dηij

]
f(ϑj)dϑj. (3.5)

Once the response pattern are observed (and considered fixed), the marginal likelihood

of yj is defined as

L(γ|Yj) = fγ(Yj). (3.6)

Invoking the assumption of independent level-2 units, the marginal log-likelihood is∑J
j=1 log L(γ|Yj). The value of the marginal likelihood can be approximated to arbi-

trary precision using numerical quadrature, i.e.,

L (γ|Yj) ≈
Q∑
q=1

Nj∏
i=1

[
Q∑
q=1

n∏
p=1

fγ(ypij|Xq, Xq)Wq

]
Wq, (3.7)

where Xq and Wq are the quadrature node and weight, respectively. Numerically

optimizing the marginal likelihood leads to the maximum likelihood estimate (MLE)
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of γ̂ of γ.

3.3.2 Single-level item bifactor analysis model

I now introduce the notation used for the item bifactor model. Let the response from

individual i to item p be ypi, where ypi has Kp response categories, so that ypij ∈ (0, 1).

The bifactor model specifies the conditional probability for the response to item p

with Kp categories from individual i. The 2-parameter logistic (2PL) model is used to

specify the conditional probability of a correct response

P (ypi = 1|ηgi , ηsi ) =
1

1 + exp
[
−
(
cp + apη

g
i + aspη

s
i

)] , (3.8)

where the latent dimension ηgi is the general dimension with slope ap, η
s
i is the sth

specific dimension with slope aSp , and cp is the item intercept. Note that the item p is

permitted to load on at most one specific dimension s.

The marginal likelihood of γ given the observed data yi is

L (γ|yi) =

∫ S∏
s=1

[∫ ∏
j∈Is

fγ(ypi|ηgi , ηsi )f(ηsi )dη
s
i

]
f(ηgi )dη

g
i . (3.9)

As described by Cai, Yang, and Hansen (2011), the marginal likelihood shown in Equa-

tion 3.9 is a series of iterated integrals whose dimensionality is at most two.

Note that the bifactor marginal likelihood shown in Equation 3.9 is structured

parallel to Equation 3.5. Within the first integral in the multilevel marginal likelihood,

there is a product across all of the level-1 units. In Equation 3.9, there is a product

of the specific factors integrals. It is clear that the level-1 units and specific factors

play a similar role in the marginal likelihoods. Furthermore, the level-2 latent factor

ϑj in the multilevel IFA model is parallel to the general factor ηg in the bifactor model.

Assuming balanced clustered data, it is shown in the subsequent section that it is

possible re-parameterize a multilevel IFA model as a single-level bifactor model where

there is a specific factor for each of the level-1 units (e.g., Nj specific factors).
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3.3.3 Refitting the multilevel item factor analysis model as a single-level

bifactor model

A small simulation data example demonstrates that the multilevel unidimensional IFA

with balanced clusters and single-level item bifactor model provide the same item

parameter results when the appropriate set of constraints are in place. The multilevel

IFA model is implemented in flexMIRT R© item response modeling software version 3

(Cai, 2015), which is used in both data generation and model fitting.

The data generating model is a multilevel unidimensional IFA model and contains

five items, all of which load both on the within-level and between-level latent factors.

All items are dichotomous, and the item responses are simulated under a graded re-

sponse model for two categories. The generating parameter values are shown in Table

3.1. The number of simulees within a level-2 unit (Nj) is 5, with J = 200 level-2 units.

There are a total of N = 1000 simulated individuals. Data are organized in a N × n

matrix, so that the n = 5 item responses for each individual are included as a row of

data. A cluster ID variable is also included to specify which individuals are within the

same level-2 unit.

First, a multilevel IFA model is fit to the multilevel generated item response data

using the Bock-Aitken EM algorithm (Bock & Aitkin, 1981). The model took under

five seconds to estimate. The estimated parameters are shown in Table 3.2. In this

model, there are d = 15 free item parameters. The -2log-likelihood estimate for this

model is 5397.04.

Secondly, the data are re-formatted so that the vector of all of the item responses

with a level-2 unit are combined to be a single row of data. The re-formatted dataset

has J rows and nbf = n × Nj columns. In this re-organization, each individual in

a level-2 unit is arbitrarily assigned to a placement (e.g., i = 1, 2, ..., Nj) within the

level-2 unit. The reformatted data has nbf = 25 pseudo-items, which represent the

combined influence of the original pth item and the set of individuals assigned to the

ith placement.

A constrained item bifactor model is estimated based on the re-formatted data.
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The general factor ηg represents the level-2 influence, and the Nj specific factors

(ηs1 , ..., ηsNj ) represent the within-level influence. A set of equality constraints are

put in place so that only d = 15 item parameters are estimated. The computation

time, which included the estimation of the model as well as the calculation of the

Jacobian and weight matrices, was a total of 45 seconds.

Table 3.3 displays the results of the constrained item bifactor model estimation with

nbf = 25 items. In this table, the items are labeled based on the “true” item (e.g., v1,

v2) as well as which individual in the group is responding (e.g., p1, p2). The estimated

parameters are equivalent to those in Table 3.2, and the -2log-likelihood estimate is

also equivalent (5397.04).

Having established that I can estimate the multilevel IFA model as a single-level

bifactor model with a set of constraints in place, I now turn to the examination of

model goodness-of-fit.

3.4 Limited-information goodness-of-fit testing

3.4.1 Multivariate multinomial distributions

I first describe the development of M2 statistic in the context of single-level IFA mod-

els. For n items, the item factor analysis model generates a total of C = 2n cross-

classifications or possible item response patterns in the form of a contingency table.

Based on a sample of N respondents, let the observed proportion associated with pat-

tern y = (y1, ..., yn)′ be denoted as py. Let πy(γ) denote the marginal likelihood.

The sampling model for this contingency table is a multinomial distribution with C

cells and N trials. The multinomial log-likelihood for the item parameters γ from a

single-level IFA model is proportional to

logL(γ) ∝ N
∑
y

py log πy(γ), (3.10)

where the summation is over all C response patterns. As described earlier, maximiza-

tion of the log-likelihood leads to the maximum marginal likelihood estimator γ̂.
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Once the maximum marginal likelihood estimator γ̂ has been estimated, the model

generates model-implied probabilities for each response pattern π̂y = πy(γ̂), which can

be collected into a C × 1 vector π̂y. Similarly, let a C × 1 vector π∗ contain the true

(population) response pattern probabilities. Let there be a C × 1 vector p containing

all of the observed proportions. In a simple case with 3 items, there are 23 = 8 item

response patterns, and the response pattern probabilities and observed proportions are:

π∗ =



π000

π001

π010

π011

π100

π101

π110

π̂111



, π̂ =



π̂000

π̂001

π̂010

π̂011

π̂100

π̂101

π̂110

π̂111



=



π000(γ̂)

π001(γ̂)

π010(γ̂)

π011(γ̂)

π100(γ̂)

π101(γ̂)

π110(γ̂)

π̂111(γ̂)



, p =



p000

p001

p010

p011

p100

p101

p110

p111



. (3.11)

Exactly correct model specification (e.g., perfect model fit) in the population can be

stated as there exists γ∗ such that π(γ∗) = π∗, where γ∗ is the vector of true param-

eters to be estimated.

Under correct model specification, the maximum likelihood estimator is consis-

tent, asymptotically normal and asymptotically efficient (Bishop, Fienberg, & Holland,

1975). This can be summarized as follows:

√
N(γ̂ − γ∗)

D−→ Nd(0,F−1), (3.12)

where F = ∆
′

∗ [diag(π∗)]
−1 ∆∗ is the d×d Fisher information matrix, with the Jacobian

matrix ∆∗ defined as the C×dmatrix of all first-order partial derivatives of the response

pattern probabilities with respect to the parameters, evaluated at the true parameters

γ∗:

∆∗ =
∂π(γ∗)

∂γ ′ . (3.13)
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3.4.2 Distribution of residuals under maximum likelihood estimation

It can be shown (e.g., Bishop et al., 1975) that the asymptotic distribution of (p−π∗)

is C-variate normal:
√
N(p− π∗)

D−→ NC(0,Ξ), (3.14)

where Ξ = diag(π∗) − π∗π
′
∗ is the multinomial covariance matrix. Under maximum

likelihood estimation, the cell residual vector (p− π̂) is asymptotically C-variate nor-

mal:
√
N(p− π̂)

D−→ NC(0,Γ), (3.15)

where Γ = Ξ−∆∗F−1∆
′

∗.

The model also generates implied marginal probabilities. In general, these proba-

bilities correspond to the n sets of univariate and n(n− 1)/2 sets of bivariate margins

that can be obtained from the full C-dimensional contingency table using a reduction

operator matrix (see e.g., Maydeu-Olivares & Joe, 2006). An example of these marginal

probabilities for n = 3 items is given by

π̂2 =



π̇1

π̇2

π̇3

π̈21

π̈31

π̈32


= Lπ̂ =



0 0 0 0 1 1 1 1

0 0 1 1 0 0 1 1

0 1 0 1 0 1 0 1

0 0 0 0 0 0 1 1

0 0 0 0 0 1 0 1

0 0 0 1 0 0 0 1





π̂000

π̂001

π̂010

π̂011

π̂100

π̂101

π̂110

π̂111



, (3.16)

where L is an r×C fixed operator matrix of 0s and 1s that reduces the response pattern

probabilities and proportions into marginal probabilities and proportions up to the

second order. For dichotomously scored item responses, r = n+n(n+ 1)/2. The r× 1

vector π̂2 = Lπ̂ = Lπ(γ̂) = π2(γ̂) contains all first and second order model-implied

marginal probabilities, evaluated at the maximum likelihood estimates. By analogy,

p2 = Lp is the vector of first and second order observed marginal proportions.
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A requirement on L is that it has full row rank, r. This implies that the marginal

residual vector (p2−π̂2) = L(p−π̂) is a full rank linear transformation of the multino-

mial cell residual vector (p− π̂). Consequently, the marginal residual vector (p2− π̂2)

is also asymptotically normal:

√
N(p2 − π̂2) =

√
NL(p− π̂)

D−→ Nr(0,Γ2), (3.17)

where Γ2 = LΓL
′

= LΞL
′ − L∆∗F−1∆

′

∗L
′

= Ξ2 −∆2∗F−1∆
′

2∗, where Ξ2 = LΞL
′
,

and ∆2∗ = L∆∗ is the Jacobian of the marginal probabilities:

∆2∗ = L
∂π(γ∗)

∂γ ′ =
∂Lπ(γ∗)

∂γ ′ =
∂π2(γ∗)

∂γ ′ . (3.18)

Let Ξ̂ = diag(π̂)− π̂π̂′
denote the multinomial covariance matrix evaluated at γ̂, and

let Ξ̂2 = LΞ̂L
′
. The marginal Jacobian evaluated at γ̂ is

∆̂2 = L
∂π2(γ̂)

∂γ ′ . (3.19)

The model must be locally identified from the first and second order marginal proba-

bilities. This local identification is achieved if ∆̂2 has full column rank, d.

3.4.3 M2 statistic

Limited-information overall fit statistics such as Maydeu-Olivares and Joe (2006)’s M2

have gained prominence recently. As opposed to full-information statistics that use

the full response pattern cross-classifications to examine the fit of the model, limited-

information fit statistics use residuals based on lower order (e.g., first and second order)

margins of the contingency table. A central advantage of limited-information statistics

is that these lower order margins are far better filled when compared to the sparse full

contingency table. Additionally, the limited-information goodness of fit tests have been

found to be more powerful than full-information tests (Cai, Maydeu-Olivares, Coffman,

& Thissen, 2006; Cai & Hansen, 2013).
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When ∆̂2 has full column rank, the statistic

M2 =
√
N(p2 − π̂2)

′
Ω̂(p2 − π̂2), (3.20)

where Ω̂ = Ξ̂
−1
2 − Ξ̂

−1
2 ∆̂2(∆̂

′

2Ξ̂
−1
2 ∆̂2)

−1∆̂
′

2Ξ̂
−1
2 is asymptotically chi-square distributed

with r − d degrees-of-freedom under the null hypothesis that the model fits exactly in

the population (Browne, 1984).

When the model does not fit exactly in the population, the quadratic form in M2

allows for the computation of a Root Mean Square Error of Approximation (RMSEA;

Browne & Cudeck, 1993) index. Let F̂ =
√
N(p2 − π̂2)

′
Ω̂(p2 − π̂2) be the observed

noncentrality. As per Browne and Cudeck (1993), an unbiased estimate of the popu-

lation noncentrality is F∗ = F̂ − df/N . The sample RMSEA based on M2 is defined as

a measure of the per degree-of-freedom noncentrality:

RMSEA =

√
max

(
F∗
df
, 0

)
(3.21)

3.4.4 A reduced M2 statistic

The derivation of M2 described in the previous section has been well-examined for

single-level hierarchical multidimensional IFA models, which includes bifactor and test-

let models (Cai & Hansen, 2013). However, the single-level bifactor model specification

for estimation of multilevel data is different in an important way: the nbf items are

really pseudo-items that represent the influence of the n observed items as well as sets

of individuals that are assigned to each of the groupings within a level-2 unit. In the

bifactor set-up, the first Nj pseudo-items represent the responses to the first “true”

item from the entire set of individuals in the level-2 unit. Therefore, I would expect

that the sets of Nj pseudo-items that represent a single “true” item to be related to

each other more than the bifactor model currently explains.

Given that the goal in this study is to provide goodness-of-fit information for the

multilevel IFA model with n items, I propose a M2 statistic that is calculated using

by collapsing the bifactor model first- and second-order margins to obtain a reduced
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set of probabilities corresponding the “true” n items, rather than the larger set of nbf

items. From here on out, I refer to the M2 statistic described in Equation 3.20 as the

Full M2, and the M2 statistic proposed below as the Reduced M2.

For a set of n “true” items, the number of linearly independent first-order marginal

residuals is equal to r1∗ =
∑n

p=1(Kp− 1). The number of linearly independent second-

order marginal residuals is equal to r2∗ =
∑n

l=2

∑l−1
m=1(Kl − 1)(Km − 1). Thus, taken

together, r∗ = r1∗ + r2∗. I use a set of two operator matrices, L̇∗1 and L̇∗2, to reduce

residual vector corresponding to the first- and second-order observed and expected

probability vectors from the bifactor model to obtain the residuals for set of n items

ė∗ =

ė∗1

ė∗2

 =

L̇∗1

L̇∗2

 e∗ =
(
L̇∗1 L̇∗2

)p1

p2

− (L̇∗1 L̇∗2

)π̂1

π̂2

 , (3.22)

where p1 and π̂1 are vectors of the first-order proportions and model-implied cell

probabilities, and p2 and π̂2 are vectors of the second-order proportions and model-

implied cell probabilities, respectively. L̇∗1 is a n × r1∗ operator matrix that collapses

the cell proportions and model-implied cell probabilities into r1∗ first-order marginal

proportions, and L̇∗2 is a n × r2∗ operator matrix that collapses the cell proportions

and model-implied cell probabilities into r2∗ second-order marginal proportions. It is

also clear that ė∗ is made up of the first- and second-order marginal residuals ė∗1 and

ė∗2.

Let L̇∗ be the stacked vector of the two operator matrices L̇∗ = (L̇∗1, L̇
∗
2)
′. L̇∗ must

have full row rank, r∗. Correspondingly, I can further reduce the Jacobian and weight

matrix

∆̂
∗
2 = L̇∗∆̂2, Ξ̂

∗
2 = L̇∗Ξ̂2L̇

∗′ , (3.23)

where ∆̂
∗
2 is r∗ × d and Ξ̂

∗
2 is a r∗ × r∗. The Reduced M2 is the defined as

M∗
2 =
√
N(ė∗)

′
Ω̂
∗
(ė∗), (3.24)

where Ω̂
∗

= Ξ̂
∗−1
2 − Ξ̂

∗−1
2 ∆̂

∗
2(∆̂

∗′

2 Ξ̂
∗−1
2 ∆̂

∗
2)
−1∆̂

∗′

2 Ξ̂
∗−1
2 is asymptotically chi-square dis-

tributed with r∗ − d degrees-of-freedom under the null hypothesis that the model fits
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exactly in the population. It should be noted that the N in Equation 3.24 refers to

the number of level-2 units, as the groups are the unit of analysis in this model.

3.5 Simulation studies

In order to evaluate the performance of the Full and Reduced M2 in the context of

multilevel IFA modeling, I conducted a series of simulation studies. First, I evaluated

the calibration of the test statistic when the fitted model was correctly specified (i.e.,

matched the generating model; the null condition). I then examined the power of Full

and Reduced M2 to detect a variety of model misspecifications.

For all simulation conditions, the true test length was n = 10 items, and there were

Nj = 5 individuals per level-2 unit, resulting in a bifactor model with nbf = 50 items.

Data were simulated under three level-2 sample conditions (J = 200, 500, 1000).

Figure 3.1 presents path diagrams for the four model structures: a multilevel uni-

dimensional model (top left panel), a multilevel correlated factors model (top right

panel), a multilevel bifactor model with specific factors at the within-level (bottom

left panel), and a multilevel bifactor model with specific factors at the between-level

(bottom right panel). In each replication, multilevel item response data are gener-

ated under each model structure, and then data are re-formatted to allow for group

(single-level) analysis, and finally the single-level bifactor model (which corresponds

to the multilevel unidimensional model) is fit to the data. The unidimensional data

generating model is the null condition. The remaining three data generating models

represent three different model misspecifications.

For each data generating condition, 100 datasets were generated in three level-2

sample sizes (J = 200, 500, 1000). All data generation and model estimation were

conducted with the flexMIRT item response modeling software, version 3 (Cai, 2015).

The Full and Reduced M2 statistic was calculated using R software (R Core Team,

2012) based on the ∆̂2 and Ξ̂2 matrices outputted in the -dbg file outputted from

flexMIRT.
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3.6 Results

3.6.1 Calibration of the test statistic (type I error)

Results for the Full M2 statistic under the null and misspecified conditions are shown

in Table 3.4. The null conditions are shown in the first section. The mean, variance,

and empirical rejection rates obtained for the Full M2 statistic across replications are

close to what would be expected. Results for the Reduced M2 statistic under the null

are shown in the first section of Table 3.5. The Reduced M2 has Type I error rates

consistently below the nominal level across the sample sizes.

Figure 3.2 presents the quantile-quantile (QQ) plots comparing the observed and

expected distributions of the Full and Reduced M2 test statistic. For the most part,

there is a good match between the distributions. Additionally, two-tailed Kolmogorov-

Smirnov tests were used to evaluate the extent to which the observed distribution of

the M2 statistics differed from the expected chi-square reference distribution. At the

α = 0.05 level, the Kolmogorov-Smirnov test was not significant under any of the null

conditions.

3.6.2 Power to detect misspecifications

Next, I examine the Full M2 results obtained when data were generated with misspec-

ifications. As shown in the bottom three sections of Table 3.4, this model was rejected

in the majority of replications and at all but the lowest α level. Therefore, it appears

that Full M2 is sensitive to these types of model misspecification.

Table 3.5 displays the misspecified conditions for the Reduced M2. For the cor-

related factors and bifactor model where the misspecification occurs at level-1, the

empirical rejection rates for the Reduced M2 are similar to the nominal α levels, in-

dicating that the Reduced M2 is not very sensitive to these types of misspecification.

The power of the Reduced M2 to detect misspecifications increases as sample sizes

increases, but power remains lower than the Full M2. The empirical rejection rates for

the bifactor model with specific factors at the between-level are higher relative to the

other two misspecified conditions, but not as high as the Full M2.
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3.7 Conclusions

In this paper, I demonstrate the application of limited-information fit statistics to

multilevel item factor analysis models with balanced cluster data. It is demonstrated

analytically and through a simulated data example that multilevel unidimensional item

factor analysis models can be re-parameterized as a single-level item bifactor model

with a specific factor for each level-1 unit in the data. I examine the standard M2

statistic (which I refer to as Full M2) for item bifactor models (e.g., Cai & Hansen,

2013), as well as proposed a Reduced M2 that further collapsed the observed and

model-implied response pattern probabilities. Through simulation studies I found that

the Full M2 is well calibrated, closely matching its reference distribution. The Full M2

was found to be sensitive to all three types of misspecification. By contrast, I found

that the Reduced M2 was lightly conservative (with Type I error rates consistently

below the nominal level) and had low power to detect misspecifications.

The current research is not without limitations. First, I have only focused on sim-

ulated data with balanced clusters (e.g., equal level-1 size for all groups). This choice

was made because it allows for a very straightforward alignment between the multi-

level IFA and single-level item bifactor model. However, this is unrealistic condition

under real data collections, and therefore further work will be needed to generalize

these findings to unbalanced data. Second, I have focused on the application of M2

to dichotomous item response data. However, it would be beneficial to examine the

performance of the test statistic with polytomous models. Third, the collapsing ap-

proach used in the Reduced M2 will not work with all form lengths. For example, a

multilevel IFA model with five items would have 15 freely estimated parameters and 15

first- and second-order margins. The degrees of freedom of the Reduced M2 statistic

would df = 15− 15 = 0, and therefore it would not be possible to locally identify the

Reduced M2 from the first- and second-order margins.

Given that multilevel IFA models can now be efficiently estimated in commercially

available item response modeling software (Cai, 2015), it is expected that these models

will be more widely used over time, thus increasing the need to evaluate the fit of the

models. This work represents a preliminary step into the assessment of goodness of fit
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for multilevel item factor analysis, and I hope the initial evidence gathered here regard-

ing limited-information goodness-of-fit testing for multilevel IFA models can prompt

additional research.
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Table 3.1: Data generating item parameters for the multilevel item factor analysis
model (n=5)

Item c aB aW

v1 2 0.5 1.0

v2 1 0.7 1.0

v3 0 0.8 1.0

v4 -1 0.6 1.0

v5 -2 0.75 1.0

Mean 0(—) 0(—)

Variance 1.0(—) 1.0(—)

Table 3.2: Estimated item parameters for the multilevel item factor analysis model
(n=5)

Item c aB aW

v1 1.85(0.12) 0.27(0.14) 0.65(0.19)

v2 1.07(0.11) 0.63(0.14) 1.00(0.22)

v3 0.02(0.08) 0.91(0.14) 1.05(0.22)

v4 -0.89(0.09) 0.67(0.12) 0.69(0.16)

v5 -2.01(0.17) 0.52(0.15) 1.05(0.25)

Mean 0(—) 0(—)

Variance 1.0(—) 1.0(—)
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Table 3.3: Estimated item parameters for the item bifactor analysis model (nbf=25)

Item c aG as1 as2 as3 as4 as5
v1p1 1.85(.12) 0.27(.15) 0.65(.18) 0(—) 0(—) 0(—) 0(—)
v1p2 1.85(.12) 0.27(.15) 0(—) 0.65(.18) 0(—) 0(—) 0(—)
v1p3 1.85(.12) 0.27(.15) 0(—) 0(—) 0.65(.18) 0(—) 0(—)
v1p4 1.85(.12) 0.27(.15) 0(—) 0(—) 0(—) 0.65(.18) 0(—)
v1p5 1.85(.12) 0.27(.15) 0(—) 0(—) 0(—) 0(—) 0.65(.18)
v2p1 1.07(.12) 0.63(.13) 1.00(.22) 0(—) 0(—) 0(—) 0(—)
v2p2 1.07(.12) 0.63(.13) 0(—) 1.00(.22) 0(—) 0(—) 0(—)
v2p3 1.07(.12) 0.63(.13) 0(—) 0(—) 1.00(.22) 0(—) 0(—)
v2p4 1.07(.12) 0.63(.13) 0(—) 0(—) 0(—) 1.00(.22) 0(—)
v2p5 1.07(.12) 0.63(.13) 0(—) 0(—) 0(—) 0(—) 1.00(.22)
v3p1 0.02(.11) 0.91(.15) 1.05(.23) 0(—) 0(—) 0(—) 0(—)
v3p2 0.02(.11) 0.91(.15) 0(—) 1.05(.23) 0(—) 0(—) 0(—)
v3p3 0.02(.11) 0.91(.15) 0(—) 0(—) 1.05(.23) 0(—) 0(—)
v3p4 0.02(.11) 0.91(.15) 0(—) 0(—) 0(—) 1.05(.23) 0(—)
v3p5 0.02(.11) 0.91(.15) 0(—) 0(—) 0(—) 0(—) 1.05(.23)
v4p1 -0.89(.10) 0.67(.12) 0.69(.17) 0(—) 0(—) 0(—) 0(—)
v4p2 -0.89(.10) 0.67(.12) 0(—) 0.69(.17) 0(—) 0(—) 0(—)
v4p3 -0.89(.10) 0.67(.12) 0(—) 0(—) 0.69(.17) 0(—) 0(—)
v4p4 -0.89(.10) 0.67(.12) 0(—) 0(—) 0(—) 0.69(.17) 0(—)
v4p5 -0.89(.10) 0.67(.12) 0(—) 0(—) 0(—) 0(—) 0.69(.17)
v5p1 -2.01(.18) 0.52(.15) 1.05(.28) 0(—) 0(—) 0(—) 0(—)
v5p2 -2.01(.18) 0.52(.15) 0(—) 1.05(.28) 0(—) 0(—) 0(—)
v5p3 -2.01(.18) 0.52(.15) 0(—) 0(—) 1.05(.28) 0(—) 0(—)
v5p4 -2.01(.18) 0.52(.15) 0(—) 0(—) 0(—) 1.05(.28) 0(—)
v5p5 -2.01(.18) 0.52(.15) 0(—) 0(—) 0(—) 0(—) 1.05(.28)

Mean 0(—) 0(—) 0(—) 0(—) 0(—) 0(—)
Variance 1.0(—) 1.0(—) 1.0(—) 1.0(—) 1.0(—) 1.0(—)
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Table 3.4: Simulation study results: Full M2 calibration under null and misfit condi-
tions

N reps df M V
Empirical Rejection Rate

0.2 0.15 0.1 0.05 0.01

Unidimensional (null) model

200 100 1245 1238.89 2791.75 0.19 0.15 0.10 0.05 0.01

500 100 1245 1247.57 2509.51 0.25 0.15 0.06 0.03 0.01

1000 100 1245 1245.38 2185.91 0.18 0.11 0.08 0.06 0.00

Two correlated factors model

200 100 1245 1403.55 4006.06 0.99 0.98 0.96 0.89 0.72

500 100 1245 1647.20 4945.48 1.00 1.00 1.00 1.00 1.00

1000 100 1245 2076.37 8950.71 1.00 1.00 1.00 1.00 1.00

Bifactor model (specific factors at level-1)

200 100 1245 1836.98 9099.53 1.00 1.00 1.00 1.00 1.00

500 100 1245 2758.98 18873.83 1.00 1.00 1.00 1.00 1.00

1000 100 1245 4250.61 32302.33 1.00 1.00 1.00 1.00 1.00

Bifactor model (specific factors at level-2)

200 100 1245 1338.68 2756.54 0.87 0.80 0.63 0.52 0.34

500 100 1245 1522.79 5436.61 1.00 1.00 1.00 1.00 1.00

1000 100 1245 1806.91 7669.73 1.00 1.00 1.00 1.00 1.00

Table 3.5: Simulation study results: Reduced M2 calibration under null and misfit
conditions

N reps df M V
Empirical Rejection Rate

0.2 0.15 0.1 0.05 0.01

Unidimensional (null) model

200 100 25 24.56 37.72 0.17 0.13 0.07 0.02 0.00

500 100 25 24.59 48.47 0.19 0.16 0.08 0.03 0.01

1000 100 25 23.82 48.61 0.15 0.12 0.09 0.01 0.01

Two correlated factors model

200 100 25 23.65 52.21 0.17 0.11 0.07 0.03 0.01

500 100 25 24.22 44.16 0.14 0.09 0.06 0.03 0.00

1000 100 25 28.76 63.44 0.34 0.30 0.21 0.16 0.03

Bifactor model (specific factors at level-1)

200 100 25 21.26 40.81 0.11 0.06 0.06 0.00 0.00

500 100 25 23.01 45.93 0.09 0.09 0.07 0.04 0.00

1000 100 25 29.50 57.39 0.47 0.36 0.29 0.16 0.03

Bifactor model (specific factors at level-2)

200 100 25 30.86 82.72 0.48 0.40 0.34 0.23 0.08

500 100 25 41.45 116.03 0.84 0.80 0.71 0.61 0.38

1000 100 25 59.00 233.84 0.98 0.98 0.97 0.95 0.78
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Figure 3.1: Path diagrams for the four data generating models used in the simulation
study

(a) Unidimensional model
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Figure 3.2: Simulation study results: Quantile-quantile plots of observed M2 values
and their reference chi-square distributions.
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CHAPTER 4

A multilevel multidimensional plausible values

approach for measuring teacher effectiveness

4.1 Abstract

This paper describes a multilevel multidimensional plausible values approach to ac-

count for measurement error while modeling the relationship between student percep-

tions of teacher practice and student academic growth. This model is illustrated in

the context of predicting student learning in middle school English classrooms using

seven latent teacher practices dimensions measured by the Tripod Survey. The multi-

level multidimensional plausible values approach consists of two stages: (a) specifying

and imputing sets of plausible values from a multilevel item bifactor measurement

model implemented in flexMIRT R© (Cai, 2015) and (b) fitting a multilevel model to

predict student achievement by the imputed teacher practice values. In this paper, the

multilevel measurement model is an item bifactor model containing a classroom-level

overall teacher practice latent dimension as well as seven teacher practice specific fac-

tor dimensions. I compare this multilevel multidimensional plausible values approach

with simpler modeling approaches to highlight the advantages and disadvantages of

the plausible values approach.

4.2 Introduction

The increasing call for accountability has led to greater focus on teachers’ instructional

practices, which has been quantified using classroom observational protocols, student

surveys, teacher logs, and teacher portfolios. However, the scores from these measures

have generally not been found to explain a large proportion of classroom variation in
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student learning gains (Kane et al., 2013; Kane & Cantrell, 2010). A possible expla-

nation for the very modest associations between measures of teacher effectiveness and

student achievement is the failure to account for measurement error in assessing teacher

effectiveness. Using averages or summed scores to combine responses from an observa-

tional rubric or student survey can attenuate the correlation coefficients and regression

estimates when relating scores to student learning. A promising approach involves a

multilevel multidimensional plausible values method to appropriately account for mea-

surement error while modeling the relationship between teacher practices and student

academic growth. This paper focuses on one widely-used measure of teacher practice,

the Tripod student perception survey, and compares the multilevel multidimensional

plausible values method with simpler modeling approaches to examine the role of mea-

surement error in the estimation of the association between multiple dimensions of

teacher practice and student achievement.

Student surveys of instructional practice have recently gained prominence among

researchers and policymakers as an inexpensive way to get feedback on what occurs

inside the classroom. These surveys ask students about their opinions about specific

teachers and specific classrooms. As of 2015, seven states mandate that teacher-level

scores from student surveys be included in summative evaluation systems (Doherty &

Jacobs, 2015). The Tripod survey is the most widely-used off-the-shelf student survey

instrument (Kane & Cantrell, 2010). It was developed by Ron Ferguson at Harvard

University, and is based upon classroom-level surveys developed by the Tripod Project

for School Improvement (Ferguson, 2010). The Tripod student perceptions survey

focuses primarily on what teachers do and how the classroom operates, which is opera-

tionalized as the Tripod 7Cs framework of teacher effectiveness. The seven dimensions

of teacher practice measured by the Tripod survey are Care, Confer, Captivate, Clarify,

Consolidate, Challenge, and Control.

The Tripod survey was included in the Bill and Melinda Gates Foundation’s Mea-

sures of Effective Teaching (MET) study, a large study of students in thousands of

classrooms in six urban districts in the United States. The MET project found that

the Tripod survey was more reliable than student achievement gains or classroom ob-
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servations (Kane & Staiger, 2012). Additionally, the MET project found that the

overall Tripod index, computed as class-aggregated item mean scores, was correlated

between .07 and .14 with value-added section scores, depending on whether the same

section or different sections were used (Kane & Cantrell, 2010).

In this study, I go beyond answering the question of “does teacher effectiveness

predict student achievement?” and identify which of the Tripod dimensions are most

useful in predicting student learning. Specifically, I am interested in simultaneously

modeling the relationships between the seven Tripod teacher practice dimensions and

student academic achievement. This question appears on the face to be quite simple

to answer, but there are important aspects of the data and assumptions of standard

linear regression models that must be examined and addressed to properly relate latent

teacher practice and student learning. The four central concerns that led to the choice

of the multilevel multidimensional plausible values method modeling approach are de-

scribed in the following section. Subsequently, I outline the methodological approach

and describe how it addresses these four concerns.

4.3 Modeling considerations

There are four main considerations that drive the modeling framework used in this

study: (a) measurement error, (b) collinearity among dimensions of teacher practice,

(c) multilevel data structure, and (d) confounding variables.

Measurement error. Teaching practice cannot be measured directly, and it is well-

known that all estimates of teacher practice (e.g., classroom observations, value-added

scores, student surveys) will contain measurement error. Measurement error refers to

the degree of imprecision or uncertainty in any assessment procedure. Standard linear

regression models that do not account for uncertainty in the latent variables will pro-

duce estimates that are biased (Lu, Thomas, & Zumbo, 2005; Tucker, 1971). Latent

variable models provide a very straight-forward framework for handling measurement

error. Nonlinear multilevel latent variable models have been proposed to account for

situations with multilevel structure where latent predictors are measured by categorical
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manifest variables (see, for example Rabe-Hesketh et al., 2004). However, nonlinear

multilevel latent variable models can be computational intensive when using full infor-

mation maximum likelihood estimation, and require an advanced user to understand

the model set-up. In this situation, it is tempting to use a latent framework such

as item response theory (IRT) to produce latent score point estimates that can be

plugged into a hierarchical linear model as a predictor. If teacher practice is measured

without error, these scores can be plugged in directly to the outcomes model without

adjustment. However, given that teacher practice is measured with some uncertainty,

using point estimates will affect the precision and bias of estimated effects (Skrondal

& Laake, 2001).

Correlations among predictors. Collinearity, which occurs when there are highly

inter-correlated predictors, is a well-known issue in linear regression. As described

by Raudenbush and Jean (2014), the Tripod dimensions are very highly correlated

(ranging from 0.56 to 0.95), and so collinearity of the predictors presents a large problem

when trying to address which of the seven Tripod dimensions of teacher practice is

most predictive of student learning. One approach to dealing with the collinearity

problem was described by Raudenbush and Jean (2014), who used a new method called

the “multilevel variable selection model” to stabilize estimation and shrink unreliable

coefficient estimates. Another approach would be to account for the high correlations

among the 7Cs with a bifactor or higher-order measurement model that explicitly

models the inter-correlations among dimensions through a general factor. The bifactor

model assumes one common “teacher quality” factor underlies the variance of all of the

observed items, and an additional set of orthogonal factors are specified to account for

the unique sources of variance related to each of the 7Cs (Gibbons & Hedeker, 1992).

Multilevel structure. Hierarchical linear models (HLMs), also known as mixed mod-

els or random-effects models, have been used in social sciences to measure the relation-

ship between constructs when data is collected in a nested structure, such as students

nested within classrooms (Hox, 2002; Raudenbush & Bryk, 2002). In this study, the

focus is on middle school students who are nested within English classrooms, who are

in turn, nested within different schools.
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Confounding variables. In addition to concerns about measurement error, I have

reason to worry about generating estimates of teacher practice across a wide range of

contexts, given the range of racial and socioeconomic composition across different class-

rooms. Students are not randomly assigned to classrooms, and therefore, there may

be possible student and class-level confounding variables that relate to both teacher

practice and student achievement. For example, the percentage of high-needs students

in the classroom may affect both the teacher practices in the classroom, as well as

affect the students’ learning gains by the end of the year.

These four issues of measurement error, collinearity, multilevel data, and confound-

ing variables have been addressed previously through the development of multilevel

latent variable modeling frameworks, which have been proposed by Rabe-Hesketh et

al. (2004) and Asparouhov and Muthén (2007), among others. However, when the

observed variables are ordered-categorical Likert-type items, the estimation of the

multidimensional multilevel latent variable models are typically extremely computa-

tionally demanding when the number of dimensions and the number of items is high.

For this study, I am interested in simultaneously modeling the relationships between

seven classroom-level dimensions of teacher practice and student academic achieve-

ment, where the seven dimensions are measured by a total of 36 Likert-type items.

Given this data structure, widely used estimation approaches (limited-information

weighted least squares, full-information maximum likelihood method with adaptive

quadrature, or Markov Chain Monte Carlo methods) to fit a structural equation model

with a seven-dimensional multilevel measurement model would be computationally

difficult.

4.4 Multilevel multidimensional plausible values model

A promising alternative is to draw from the multiple imputation literature (Rubin,

1987, 1996) and the work of Mislevy, Beaton, Kaplan, and Sheehan (1992) and utilize

multiple imputations of the latent trait as independent variables within a regression

or hierarchical linear model. Mislevy et al. (1992) devised a two-stage imputation ap-

proach for use with the National Assessment of Educational Progress (NAEP), which is
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followed by many large institutional surveys. These survey typically release individual

proficiency data as a fixed number of multiple imputations. These imputations, also

known as plausible values (PVs), are adjusted to account for measurement error in two

ways. First, they are Monte Carlo draws from posterior proficiency distributions for

each individual, and therefore incorporate measurement error and other sources of un-

certainty. Second, the posterior distribution is conditioned on the individual responses

to items on an assessment as well as a set of demographic and other background vari-

ables (Von Davier, Gonzalez, & Mislevy, 2009). This approach allows researchers to

“borrow strength” from other individuals in the sample that are similar to a given in-

dividual by shrinking the latent estimate to a conditional mean based on the observed

covariates. As described by Mislevy et al. (1992), it is important that the posterior

distribution is conditioned on key covariates that are related to the latent trait of in-

terest, as well as those covariates that will be included in the final model, including

the outcome variable (e.g., student achievement).

Yang and Seltzer (2016) described a multilevel extension of this plausible values ap-

proach, which they called the “Multilevel Latent Variable Plausible Values” approach.

The authors used a multilevel unidimensional measurement model in the first stage,

and a fully Bayesian estimation approach is used to impute values from the first stage

model. These plausible values are used as the predictor in a hierarchical linear out-

comes model. The point estimates and standard errors in the final outcomes model are

estimated employing the well-known formulas developed by Rubin (1987) to combine

the multiple imputations.

In this study, I expand upon the “Multilevel Latent Variable Plausible Values” ap-

proach to examine the relationship between the seven theoretical dimensions of teacher

practice (as measured by the Tripod student perception survey) and student academic

achievement. This expansion consists of changing the unidimensional multiple impu-

tation measurement model into a multidimensional multilevel item bifactor analysis

model. The bifactor model is an approach to handle the situation where a general con-

struct of interest (teacher effectiveness) is hypothesized to include several highly-related

domains (e.g., caring, support, academic press). I chose to use a bifactor model in this
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context rather than a unidimensional teacher practice dimension due to the desire to

concurrently examine the relationship between multiple types of teacher practice and

student achievement.

The bifactor model produces uncorrelated general and domain-specific group-level

factors that can be examined as unique predictors of student achievement, even when

all factors are in the same model (Chen, West, & Sousa, 2006). The bifactor model has

been previously used with a different measure of teaching effectiveness, the Classroom

Assessment Scoring System (CLASS; Pianta et al., 2008), to conceptualize the associ-

ation between domain-general and domain-specific aspects of teaching and preschool

children’s development (Hamre, Hatfield, Pianta, & Jamil, 2014). The multilevel ex-

tension of the bifactor model allows for the estimation of classroom “shared” perception

of overall teacher practice, classroom “shared” perception of each of the 7Cs, as well

as students’ latent deviation from the class overall mean.

The multilevel multidimensional plausible values approach accounts for the four

central concerns described in the previous section. The use of plausible values rather

than point estimates to represent the latent independent variables incorporates mea-

surement error in the outcome model. The bifactor structure accounts for the high

inter-correlations among the Tripod dimensions by specifying that the overall dimen-

sion of teacher practice and the specific 7Cs dimensions are mutually orthogonal. The

multilevel structure of the data is addressed by using multilevel models in both the

measurement and outcomes model. Lastly, possible confounders are accounted for

through conditioning on key covariates in the imputation model through a latent re-

gression specification, as well as including those same covariates as predictors in the

outcomes model.

However, this model is highly complex, and requires software that allows for the

estimation of multilevel multidimensional item factor analysis model with observed

categorical indicators, as well as the regression of the latent variables on observed

covariates. Given this complexity, it is important to examine the degree to which this

approach leads to different conclusions than other more widely-used scoring approaches.

The standard approach to produce classroom-level teacher practice scores is to average
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student item responses to estimate construct scale scores, then to average theses scores

to obtain classroom means. Another alternative would be to rely on conventional IRT

scale scores (e.g., Expected A Posteriori (EAP) scores) to get point estimates for the

key latent predictors. A third alternative would be to estimate conditional EAP scores

for the teacher practice predictor variables, where key classroom background covariates

are included in the scoring model so that all scores are not shrunk to the same grand

mean.

The overarching goal of the study is to demonstrate the usefulness of the multilevel

multidimensional plausible value approach using an illustrative example of measuring

the relationship between student perceptions of teacher practices and standardized test

score in English/Language Arts (ELA). Using the Tripod survey collected as a part of

the Measures of Effective teaching (MET) study, the following research questions were

addressed:

1. Research Question 1: How similar are scores from the different scoring ap-

proaches? How much uncertainty do we see in the estimates of teacher practice?

2. Research Question 2: How do the resulting inferences about policy-relevant

dimensions of teacher practices differ using standard scoring approaches from

those based on a multilevel multidimensional plausible values approach?

In the following sections, I describe the design of the MET study and the measures

collected. Second, I outline the multilevel multidimensional plausible values approach

and the implementation of this approach using flexMIRT R© (Cai, 2015) and the lme4

package in R (Bates, Maechler, Bolker, & Walker, 2015). Third, I present the results

of the study. Finally, I conclude with a discussion of the limitations and challenges of

the work and implications for policy and research.
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4.5 Data and methods

4.5.1 Sample

The Measures of Effective Teaching (MET) study was conducted during two school

years (2009-2010 and 2010-2011 years) in six districts in the United States. The pur-

pose of this study was to examine the reliability and validity of the various measures

of teaching effectiveness. A sample of approximately 3,000 teacher volunteers was re-

cruited from six urban districts: New York City Department of Education, Charlotte-

Mecklenburg Schools, Denver Public Schools, Memphis City Schools, Dallas Indepen-

dent School District, and Hillsborough County Public Schools.

I focus on students in Grades 6 to 8 in English classrooms during the 2009-2010

school year. Students were included in this study if they were in a participating middle

school English classroom that had at least five students who filled out the Tripod survey.

The final analytical sample includes 13,989 students, within 884 classrooms taught by

463 teachers. Table 4.1 describes the sample at the student-, class-, and teacher-level.

Thirteen percent of the students are classified as Gifted, 5% of students receive special

education services, 13% are English learners (EL), and approximately 62% of students

were eligible for free or reduced-price lunch (FRPL). Moreover, approximately 23% of

students are White, approximately 26% are Black, approximately 41% are Hispanic,

and 8% are Asian. Over half of the teachers in this sample have been teaching for

seven or more years, and 29% have a master’s degree or higher.

4.5.2 Measures

I use the secondary Tripod survey as a measure of teacher effectiveness (Ferguson,

2012). This measure was designed for middle and high school students, and asks

students to rate many aspects of the teacher’s behavior towards students. The Tripod

items are organized under seven constructs, called the 7Cs: Care, Control, Clarify,

Challenge, Captivate, Confer, and Consolidate. There are a total of 36 items in the

secondary survey, and students are asked to rate teacher practices using a Likert-type

response options with a 5-point scale (Totally Untrue; Mostly Untrue; Somewhat;
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Mostly True; Totally True). Table 4.2 provides the wording of the items, as well as the

7s dimension that each item measures and the mean and standard deviation of item

responses.

Tripod surveys were administered both on paper and online, with the participating

schools choosing the mode of administration. Student surveys were collected during

the 2009-10 school year prior to the state standardized test scores.

Student test scores on state-mandated exams were collected from administrative

records for the first two years of the study (i.e., 2009–2010 and 2010–2011) and up

to three years prior. The standardized test administered in 2010 (at the end of the

2009–10 school year) is the outcome variable in this model. Given that students in

each school district took a separate state standardized exam, scores were standardized

to have a mean of zero and a standard deviation of one within each grade and school

district.

4.5.3 Multilevel multidimensional plausible values model specification

I now discuss the logic of the two-stage approach to measure the relationship between

teacher practice and the end-of-year English/Language art standardized test scores. I

term the first-stage model a multilevel measurement-imputation model, and the second-

stage model a multilevel outcome model. I begin by first focusing on the specification

of the multilevel measurement-imputation model, and then by describing the outcome

model. The measurement model is depicted graphically in Figure 4.1.

Multilevel measurement-imputation model. Let there be p = 1, . . . , n items, and

i = 1, . . . , Nj students in classroom j, with j = 1, . . . , J groups. Let the response from

individual i in classroom j to item p be ypij, where ypij has Kp response categories, so

that ypij ∈ (0, . . . , Kp − 1). The overall sample size is N =
∑J

j=1Nj.

In this model, the latent variables for individual i in classroom j are partitioned into

two mutually exclusive parts: θij = (ϑj, ηij), where ϑj = (ϑj, ϑ1j, ϑ2j, ϑ3j, ϑ4j, ϑ5j, ϑ6j, ϑ7j)

is the vector of group-level (level-2) latent variables, and ηij is the individual-level (level-

1) latent variable. The multilevel item factor analysis model specifies the conditional

probability for the response to item p with Kp categories from student i in classroom
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j. I use a multidimensional extension of the graded response model (Samejima, 1969).

Let the cumulative category response probabilities be

P (ypij ≥ 1|ϑj, ηij) =
1

1 + exp
[
−
(
cp,k + aBp ϑj + apηij

)]
... (4.1)

P (ypij ≥ K − 1|ϑj, ηij) =
1

1 + exp
[
−
(
cp,K−1 + aBp ϑj + apηij

)]
The item parameters for item p include: a set of K-1 (strictly ordered) intercepts

cp,1, . . . , cp,K−1, the level-1 slope ap, and a conformable vector of level-2 item slopes

aB
′

p . The slopes (or discrimination) parameters are analogous to item factor loadings.

The category response probability is the difference between two adjacent cumulative

probabilities

P (ypij = k|ϑj, ηij) = P (ypij ≥ k|ϑj, ηij)− P (ypij ≥ k + 1|ϑj, ηij) (4.2)

where P (ypij ≥ 0|ϑj, ηij) is equal to 1 and P (ypij ≥ Kp|ϑj, ηij) is zero. In the mul-

tilevel bifactor model, an item always loads on the student-level general factor, the

classroom-level general factor, and a single classroom-level specific factor. There are

seven specific factors in this model at the classroom-level, which represent the seven

Tripod dimensions of teacher practice. The general factors and the specific dimen-

sions are jointly normally distributed and mutually orthogonal. Additional equality

constraints are placed on the specific factor between-level item slopes so that each

of the 7Cs specific factors can be seen as random deviations from the overall teacher

effectiveness factor ϑj.

In the imputation model, it is necessary to condition on all of the variables included

in the outcomes analysis model, including the outcome variable (Yang & Seltzer, 2016).

In level-1 (e.g., within-classroom) model, I model ηij as a function of the group mean
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ϑj and a set of student background covariates

ηij = ϑj + β(M)1ELA09ij + β(M)2ELA10ij + β(M)3WHITEij+

β(M)4FRPLij + β(M)5GIFTEDij + ε(M)ij, ε(M)ij ∼ N(0, σ2
(M)) (4.3)

In this model, ELA09ij is the estimate of student prior end-of-year standardized En-

glish/Language Arts test score, and ELA10ij is an estimate of student end-of-year stan-

dardized English/Language Arts test score (e.g., the outcome variable). The student

end-of-year test scores are standardized within district, subject, and grade. Addition-

ally, three student background characteristics are included: WHITEij is an indicator

for whether the student is white, FRPLij is an indicator variable representing whether

the student receives free or reduced price lunch (FPRL), and GIFTEDij is an indicator

for whether the student is labeled as gifted. This set of covariates was included because

they are hypothesized to be related both to student ratings of teacher practice, as well

as the outcome variable in the final model (end-of-year standardized English/Language

Arts test score). Descriptive statistics for the student and classroom covariates are re-

ported in Table 4.1.

All five covariates in Equation 4.3 are centered around their classroom means. This

group-mean centering allows ϑj in Equation 4.3 to have a useful interpretation: ϑj is

the mean rating of teacher practice in classroom j. This allows for investigation of

the within-classroom and between-classroom relations between perceptions of teacher

practice and student academic achievement. The student residual ε(M)ij is assumed to

be normally distributed with zero mean and variance σ2
(M).

The classroom overall teacher effectiveness latent variable ϑj is regressed on the

class averages of the student covariates and the class average of the outcome variable

(ELA10j):

ϑj =γ(M)00 + γ(M)01ELA09j + γ(M)02ELA10j + γ(M)03SPEDj+

γ(M)04WHITEj + γ(M)05FRPLj + γ(M)06ELj+ (4.4)

+ γ(M)07GIFTEDj + µ(M)j, µ(M)j ∼ N(0, τ(M))
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The contextual variables that were included in this model are: class average prior

year achievement (ELA09j), percentage students receiving special education services

(SPEDj), percentage of white students (WHITEj), percentage of students receiving free

or reduced price lunch (FRPLj), percentage of English Learners (ELj), and percentage

of gifted students (GIFTEDj). All of the predictors in Equation 4.4 are grand-mean

centered. The classroom-level residuals µ(M)j is assumed to be normally distributed

with means equal to zero and variance equal to τ(M).

Scores are produced from the multilevel measurement model based on the posterior

distribution of ϑ, conditional on the observed item responses Y, and the observed

covariates contained in the matrix X, and the vector of all estimable item and/or

structural parameters contained in γ:

P(ϑ|Y,X,γ) =
f (Y|ϑ,γ) f(ϑ|X)∫
f (Y|ϑ,γ) f(ϑ|X)dϑ

, (4.5)

where f (Y|ϑ,γ) is the likelihood distribution of the item responses, and f(ϑ|X) is

the prior distribution. Plausible values are estimated as Monte Carlo draws from the

posterior distribution in Equation 4.5, and the expected a posteriori (EAP) scores are

estimated as the expectation of the posterior (Bock & Mislevy, 1982).

Multilevel outcome model. A hierarchical linear model (HLM) is specified to mea-

sure the relationship between end-of-year student achievement in English (ELA10ij)

and student covariates, classroom-level covariates, and the latent teacher practice es-

timates. The level-1 (within-classroom) outcome model is

ELA10ij = β(Y )0j + β(Y )1jELA09ij + β(Y )2jWHITEij + β(Y )3jFRPLij

+ β(Y )4jGIFTEDij + ε(Y )ij, ε(Y )ij ∼ N(0, σ2
(Y )) (4.6)

I distinguish the regression parameters in the hierarchical outcome model (β(Y )j) from

those in the level-2 imputation model (β(M)) through the M and Y subscripts. The

five student-level covariates are the same as in the student-level measurement latent

regression model shown in Equation 4.3. In the within-classroom outcome model,

all of the predictors are centered around group means so that β(Y )0j represents the
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expected end-of-year standardized English/Language Arts test score for classroom j.

The coefficients for the level-1 predictors are treated as fixed in my analyses.

At level-2, I model classroom-mean spring reading achievement (β(Y )0j):

β(Y )0j =γ(Y )00 + γ(Y )01ELA09j + γ(Y )02SPEDj+

+ γ(Y )03WHITEj + γ(Y )04FRPLj + γ(Y )05ELj + γ(Y )06GIFTEDj

+ γ(Y )07OVERALLj + γ(Y )08CAREj + γ(Y )09CONTROLj (4.7)

+ γ(Y )10CLARIFYj + γ(Y )11CHALLENGEj + γ(Y )12CAPTIVATEj

+ γ(Y )13CONFERj + γ(Y )14CONSOLIDATEj + µ(Y )j, µ(Y )j ∼ N(0, τ(Y ))

At level 2, β(Y )0j is modeled as a function of the grand mean, γ(Y )00, class-level co-

variates, the estimates of teacher practice, and the random effect around the means,

µ(Y )j. The random effect is assumed to be normally distributed with mean 0 and

variance τ(Y ). In Equation 4.7, I am representing the estimates of latent teacher prac-

tice (ϑj, ϑ1j, ϑ2j, ϑ3j, ϑ4j, ϑ5j, ϑ6j, ϑ7j) by their Tripod names (OVERALLj, CAREj,

CONTROLj, CLARIFYj, CHALLENGEj, CAPTIVATEj, CONFERj, CONSOLIDATEj).

The key parameters of interest in the outcome model are γ(Y )07 through γ(Y )14, which

capture how differences between the J teachers with respect to the 7Cs relates to dif-

ferences in class-mean end of year achievement, holding constant the predictors in the

model. All of the variables in Equation 4.7 were centered around the grand means.

Unobserved differences between the school districts were controlled for by including

district fixed effects in the model.

4.5.4 Implementation

Four approaches were used to produce classroom-level teacher practice scores: (a)

standardized class mean scores, (b) standard expected a posteriori (EAP) scores, (c)

EAP scores that were from the multilevel item bifactor model with latent regression

on classroom and teacher covariates, and (d) multilevel plausible values.

In the first scoring approach, student item responses are averaged to estimated

construct scale scores, then these scores are aggregated to classroom means. Scores
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are produced for all 7Cs, but an overall teacher effectiveness dimension is not included

in the outcomes model given that the overall score will be highly correlated with each

of the other 7Cs in this approach. The class mean scores are standardized to have a

mean of zero and standard deviation of 1 within the sample.

The remaining scoring approaches rely on the specification of the multilevel mea-

surement model. The multilevel item bifactor analysis measurement model with latent

regression was estimated in flexMIRT R© item response modeling software, version 3

(Cai, 2015) using the Metropolis-Hastings Robbins-Monro algorithm (Cai, 2010b). The

item slopes for the general factor are fixed equal across levels, representing cross-level

measurement invariance. This constraint allows for the between-level general latent

variable (ϑj) to be interpreted as classroom “shared” perceptions of teacher effective-

ness, while the within-level latent variable (ηij) can be interpreted as the deviation from

the classroom mean. Additionally, equality constraints are placed on the between-level

specific factors, so that a single slope coefficient is estimated for each specific factor.

The level-2 (between) variance for the general dimension was freely estimated, relative

to a fixed within factor variance of 1.0. All of the specific factor variances are set

to 1.0, and all of the factors in this model are uncorrelated. The latent regression

equations shown in Equations 4.3 and 4.4 were estimated simultaneously with the item

parameters in the flexMIRT calibration.

Item slope and factor mean/variance estimates for the multilevel item bifactor anal-

ysis model are presented in Table 4.3. The between-level general variance is estimated

to be 0.30, implying an intraclass correlation (ICC) estimate of 0.23. The latent regres-

sion parameters are reported in Table 4.4. Students in classrooms with high percentages

of special education students and English Learners reported significantly higher levels

of teacher effectiveness. Additionally, the regression of the overall teacher effective-

ness latent variable on the class-aggregated student test score variable (ELA10j) was

significant, implying that a relationship in the outcomes model may be expected as

well.

The second and third scoring approaches use classroom level Expected A Posteri-

ori (EAP) scores, which are estimated using item parameters, regression coefficients,
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and variance components fixed to the maximum likelihood estimates from flexMIRT

calibration. For the jth classroom, let the EAP estimates be EAP(ϑj) and the corre-

sponding standard errors be SE(ϑj), where EAP(ϑj) is the expectation of the posterior

distribution of ϑj given in Equation 4.5. In the second scoring approach, EAP scores

are produced with a common prior distribution, and so the scores for classroom are

shrunk toward the grand mean teacher effectiveness value for the entire sample. In

the third approach, which I refer to as EAP scoring with conditional means, the prior

distribution f(ϑ|X) is conditional on the observed classroom-level covariates X. That

is to say, in the EAP with conditional means scoring approach, EAP(ϑj) scores for

classroom j are shrunk toward the expected value for classrooms who are similar in

key ways (e.g., classes with similar student compositional characteristics). For the

first three scoring approaches, scores were imported into R, and the multilevel out-

come model specified in Equations 4.6 and 4.7 was estimated using lme4 package in R

(Bates et al., 2015).

In the final scoring approach, I impute M=10 sets of values from the posterior in

Equation 4.5. Each set of the imputed values, along with the observed student and

classroom-level covariates, are termed an augmented data set. The multilevel outcome

model was estimated using lme4 for each augmented data set, resulting in 10 estimates

of the outcome parameters and 10 sets of parameter error variances. Rubin’s (1987)

formulas were used to combine the results across imputations and obtain an average

estimate and error variance of the average for the parameters in the outcomes model.

Letting γm(Y ) be the estimate for a fixed effect of interest based on the mth set of imputed

values, the average over the M=10 imputations is

γ(Y ) =
1

M

M∑
m=1

γm(Y ), (4.8)

which gives the marginal estimate of γ(Y ). The variance of this estimate consists of a
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between-imputation component (B) and a within-imputation component (W):

B =
1

M− 1

M∑
m=1

(
γm(Y ) − γ(Y )

)2
,

W =
1

M

M∑
m=1

V(γm(Y )), (4.9)

where V(γm(Y )) is the error variance connected with the fixed effect of interest based on

the mth set of imputed values. The total error variance for the estimate γ(Y ) is

V
(
γ(Y )

)
= W +

M + 1

M
B (4.10)

4.6 Results

Research Question 1: How similar are scores from the different scoring approaches?
How much uncertainty do we see in the estimates of teacher practice?

There were two main classes of scoring approaches: (a) classroom aggregate means

scores, and (b) scores based on the multilevel item bifactor measurement model (e.g.,

the EAP approach, the EAP with conditional means approach, and the plausible values

approaches). In the first approach, scores were produced for each of the 7Cs separately,

and therefore the scores were expected to be highly correlated. Table 4.5 presents the

Pearson correlations among the 7Cs when classroom scores are produced using aggre-

gated mean scores. Consistent with the findings of Raudenbush and Jean (2014), I

found that the Tripod 7Cs dimensions are highly correlated when using this standard

scoring approach. Therefore, I expect multi-collinearity issues when these scores are

included simultaneously as classroom-level predictors in the hierarchical linear outcome

model. By comparison, the scoring approaches that rely on the multilevel item bifactor

measurement model are already accounting for these high inter-correlations by includ-

ing a general factor that explains the shared variance among the dimensions. Table

4.6 presents the Pearson correlations among the 7Cs, where the scores are averaged

plausible values drawn from the multilevel item bifactor analysis model with latent

regression. It is clear that the use of the bifactor measurement model has produced
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scores for the 7Cs that are not highly inter-correlated.

The scores under the two EAP approaches were found to be very highly correlated

with each other (in the range of .85 to .99). Table 4.7 provides descriptive statistics for

the scores from the plausible values and two EAP approaches. The descriptive statistics

for the plausible values are based on averaging the sample descriptions (mean, SD,

min, max) for each dimension across the 10 imputations. While the means for each

dimension remain generally the same, the scores from the standard EAP approach

(where all scores are shrunk to the same grand mean) have smaller standard deviations

and smaller score ranges than the other two approaches. The difference between the

two EAP scoring approaches pertained to the prior distribution. In the EAP with

conditional means approach, the prior distribution f(ϑ|X) that is used is conditional

on observed covariates, whereas in the standard EAP approach, prior distribution f(ϑ)

assumes the grand mean is identical for all of the classrooms in the sample. In the

case of the Tripod survey, the likelihood distribution is based on all of the student item

responses in a classroom, which is contributing more information to the posterior than

the prior distribution. Therefore, it is not surprising that the factor scores from the

two EAP approaches are so similar.

However, given the EAP scores are point estimates based on posterior means, the

uncertainty (quantified by the standard errors) in the EAP scores is not carried through

to the final outcomes model. This is problematic because in the multilevel outcomes

model, the variance of the EAP scores will appear in the denominator of the estimate

of the regression coefficient. This variance consists of both error and true variance,

and inflates the denominator of the regression coefficients, causing the coefficients of

interest (those pertaining to the teacher practice variables) to be attenuated.

Figure 4.2 presents the level of uncertainty in classroom-level Overall teacher effec-

tiveness scores using the plausible values approach. Classroom scores on this dimension

are sorted, and the plausible score ranges are plotted as a vertical line for each class-

room. The red dashed horizontal lines represent the 25 and 75 percentile of scores.

As seen in Figure 4.2, the level of uncertainty in the teacher practice scores differs by

classroom, with some classrooms displaying a larger amount of variation within the
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plausible values. The level of uncertainty is due to multiple factors, including class-

room size and level of agreement among students regarding teacher practice. Figure

4.3 presents a similar set of plausible values intervals for the Challenge dimension. It

is clear that the dispersion of plausible values for the classroom overall score is far less

than that of the Challenge scores. This is due in part because the Challenge scale is

based on eight items, whereas the Overall score is based on 36 items.

Figure 4.4 presents side-by-side boxplots of the 10 sets of imputed values for the

Overall teacher effectiveness dimensions. These boxplots provide information about

the distributions of plausible values and how similar the 10 sets are to each other.

The distributions appear very similar across the 10 sets of plausible values, and large

outliers are not observed in any of the sets.

Research Question 2: How do the resulting inferences about policy-relevant dimensions
of teacher practices differ using standard class-aggregated mean scores from those based
on a multilevel multidimensional plausible values approach?

Table 4.7 presents a comparison of the outcome model results across the four scoring

approaches: (a) plausible values, (b) EAP scores with latent regression, (c) EAP scores

without latent regression, and (d) standardized class mean scores. The first column of

Table 4.7 displays the aggregated results from the outcome model that was estimated

using 10 sets of plausible values. The reported estimates and standard errors are

calculated following Equations 8 through 10. Using approach (a), the Overall teacher

effectiveness dimension was found to be moderately related to end-of-year student

achievement (B=.07, SE=.03, p<.05), controlling for the other predictors in the model.

The Control (classroom management) was found to be a significant predictor of student

achievement (B=.08, SE=.02, p<.0001), whereas Challenge was a modest predictor

of achievement (B=.04, SE=.02, p<.05). The other 7Cs dimensions (Care, Clarify,

Captivate, Confer, Consolidate) were not significantly related to student achievement.

The results are almost identical for the Plausible Values, EAP with conditional

means, and EAP scoring approaches. The standard error for the Overall dimension in

the plausible values approach is larger than the two EAP approaches, and the Challenge

dimension for the first EAP approach is slightly larger (B=.05, SE=.02, p<.01). In

general, the interpretations of the findings for these three approaches would be the
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same.

The standardized class means score approach results in different regression coef-

ficients for the 7Cs. Across all of the 7Cs predictors, the standard errors are larger

than for the EAP and plausible values predictors, due to collinearity issues in the

model. Control remains a significant predictor of student achievement (B=.08, SE=.03,

p<.01), but now Challenge is also a significant predictor (B=.18, SE=.06, p<.01). The

coefficients for Clarify and Confer are now negative, though they are not statistically

significant.

4.7 Discussion

Many of the key policy questions in education involve relating unobserved (latent)

characteristics of students, teachers, and schools (e.g., student engagement, teacher

instructional practice, school climate) to student achievement. In these analyses, data

are invariably multilevel, and the latent trait of interest is often measured by sur-

veys with some degree of measurement error. The multilevel latent variable plausible

values approach was proposed by Yang and Seltzer (2016), building off the multiple

imputation methods used for large-scale assessments (see Mislevy et al., 1992), to ap-

propriately handle measurement error in the predictors of a multilevel model. In this

study, I expanded upon the multilevel latent variable plausible values approach to use

a multilevel item bifactor analysis model as the measurement model for imputation.

The choice to use a bifactor model is based on the fact that the Tripod survey concep-

tualizes teacher effectiveness as a general teacher property that is composed of seven

interrelated domains (e.g., the 7Cs).

The multilevel multidimensional plausible values approach is outlined through an

illustrative example of student surveys of teacher practice. Recent education policy has

emphasized measures of teacher practice as an important lever for improving teacher

quality and student achievement. Among these measures, student surveys of teacher

practice have emerged as a popular and affordable choice for measuring what is oc-

curring in the classroom. When I applied the multilevel multidimensional plausible
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values approach to the Tripod data, I found that Overall teacher effectiveness was

strongly related with student performance in English, controlling for key student and

teacher background characteristics. Additionally, the Control (classroom management)

domain provided unique prediction of student’s academic achievement. That is to say,

classrooms that were well behaved produced comparatively large learning gains. Other

dimensions of practice that have been theorized to relate to student learning, such as

whether a teacher is caring or able to captivate a student’s interest, were not found to

be related to student learning, holding constant teacher’s overall level of effectiveness

and other dimensions of practice.

There are multiple reasons why classroom management (Control) stands out as the

only dimension of the 7Cs that is strongly predictive of student learning. There is a

large body of literature that has identified the importance of classroom management

skills as a precursor for learning (Brophy & Good, 1986; Emmer & Stough, 2001).

Another reason specific to the Tripod survey is that the Control dimension has the

highest intraclass correlation (percentage of variance between classrooms) of the di-

mensions and the largest distribution of classroom scores. That is to say, there is

more information to distinguish among teachers’ classroom management in the sam-

ple. Control items such as “Students in this class treat the teacher with respect” and

“Student behavior in this class is a problem” have higher ICCs than items from any

other domain, indicating that students are more able to agree on classroom behavior

than other dimensions of the teacher’s practice. Additionally, there is a much larger

distribution of Control scores than the other 7Cs, indicating students are better able

to differentiate between teachers with high and low levels of classroom management

skills.

The other central finding from this study is that in the context of relating Tripod

scores and student learning, I see very little gain from using the plausible values ap-

proach over more widely-used EAP scores. This finding differs from Yang and Seltzer

(2015), who found large gains in terms of the magnitude of regression coefficients in

the outcomes model from the plausible values method compared with EAP or summed

scores. In the Yang and Seltzer study, scores were imputed for teachers (level-1) and
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schools (level-2) based on a three item measure of teacher practice. In my study, scores

are estimated for classrooms (level-2) based on student (level-1) responses on a 36 item

scale, where there are a minimum of three items per dimension. In my sample, there

are on average 16 students per class with a total of 18,000 students, and so I am able

to get both (a) precise estimates of the item and structural parameters in the measure-

ment model, and (b) precise EAP scores for classrooms where the amount of shrinkage

to conditional means or the grand mean is minimal.

Conclusions regarding the predictive validity of the Tripod measure are limited by

the fact that the MET sample is a non-representative sample of students in districts,

as schools and teachers volunteered to participate in this research study. There is also

a fair amount of missing data due to inconsistencies in administrative records, which

further limits the representativeness of the sample. Additionally, in the imputation

scoring model, the parameters are fixed to MLE estimates, so the imputations do not

reflect all of the uncertainty from the model. A fully Bayesian approach could be

estimated to account for uncertainty in model parameters in the distribution posterior,

which might lead to a larger differentiation between the EAP and plausible values

scoring approaches.

Further work will be conducted to provide better insight into the conditions under

which the multilevel multidimensional plausible values approach improves upon the

inferences that can be drawn using simpler measurement approaches. It is likely that

the usefulness of this approach will depend on the interaction between the number

of items in the measurement model, the number of level-1 and level-2 sample sizes,

whether the latent variables of interest are at the individual or group level, and the

degree of collinearity among predictors in the imputation model.
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Table 4.1: Student, class, and teacher characteristics

Category Name M /% SD ICC
Outcome

End of year ELA score (spring 2010) 0.17 0.94 0.26
Student (N=13,989)

Male 0.49 0.50 0.01
Gifted 0.13 0.34 0.24
English learner (EL) 0.13 0.34 0.14
White 0.23 0.44 0.35
Black 0.26 0.45 0.49
Hispanic 0.41 0.48 0.36
Asian 0.08 0.27 0.34
Special education 0.05 0.22 0.24
Free or reduced price lunch (FRPL) 0.62 0.49 0.34
Prior year ELA score (spring 2009) 0.16 0.94 0.26

Classroom (N=884)
Male 0.50 0.14 —
Gifted 0.12 0.21 —
English Learner (EL) 0.14 0.18 —
White 0.23 0.30 —
Black 0.28 0.28 —
Hispanic 0.41 0.29 —
Asian 0.06 0.11 —
Free or reduced price lunch (FRPL) 0.64 0.31 —
Special education 0.07 0.12 —
Prior year ELA test score 0.09 0.66 —
Number of students per class 16.57 5.69 —

Teacher (N= 463)
Years of experience

0 to 3 years 0.27 0.44 —
4 to 6 years 0.19 0.39 —
7 or more years 0.55 0.50 —

Male 0.15 0.36 —
Masters degree or higher 0.29 0.45 —

Note. ICC = intraclass correlation, and refers here to the percent-
age of variance between schools.
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Table 4.2: Descriptive statistics for the Tripod student perceptions survey

Domain Item Item Wording Mean SD ICC

Care A10 My teacher in this class makes me feel that s/he re-

ally cares about me.

3.71 1.23 0.26

Care B146 My teacher seems to know if something is bothering

me.

3.12 1.31 0.25

Care B34 My teacher really tries to understand how students

feel about things.

3.57 1.19 0.25

Control B112 Student behavior in this class is under control. 3.36 1.24 0.25

Control B113* I hate the way that students behave in this class. 3.50 1.32 0.23

Control B114* Student behavior in this class makes the teacher an-

gry.

2.98 1.30 0.27

Control B138* Student behavior in this class is a problem. 3.31 1.27 0.28

Control B46 My classmates behave the way my teacher wants

them to.

3.13 1.20 0.28

Control B49 Students in this class treat the teacher with respect. 3.59 1.13 0.32

Control B6 Our class stays busy and does not waste time. 3.46 1.15 0.23

Clarify B1 If you don’t understand something, my teacher ex-

plains it another way.

4.04 1.04 0.20

Clarify B130 My teacher knows when the class understands, and

when we do not.

3.81 1.08 0.18

Clarify B136 When s/he is teaching us, my teacher thinks we un-

derstand even when we don’t.

3.60 1.20 0.18

Clarify B17 My teacher has several good ways to explain each

topic that we cover in this class.

3.92 1.04 0.24

Clarify B80 My teacher explains difficult things clearly. 3.86 1.07 0.21

Challenge B128 My teacher asks questions to be sure we are following

along when s/he is teaching.

4.29 0.96 0.19

Challenge B133 My teacher asks students to explain more about an-

swers they give.

4.06 0.98 0.20

Challenge B21 In this class, my teacher accepts nothing less than

our full effort.

3.97 1.06 0.20

Challenge B36 My teacher doesn’t let people give up when the work

gets hard.

4.00 1.09 0.20

Challenge B45 My teacher wants us to use our thinking skills, not

just memorize things.

4.10 1.01 0.17
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Challenge B59 My teacher wants me to explain my answers–why I

think what I think.

4.07 1.01 0.21

Challenge B70 In this class, we learn a lot almost every day. 3.79 1.09 0.22

Challenge B90 In this class, we learn to correct our mistakes. 4.00 1.03 0.22

Captivate B141* This class does not keep my attention–I get bored. 3.41 1.33 0.19

Captivate B29 My teacher makes learning enjoyable. 3.62 1.24 0.30

Captivate B44 My teacher makes lessons interesting. 3.59 1.21 0.29

Captivate B89 I like the ways we learn in this class. 3.83 1.00 0.26

Confer B129 My teacher wants us to share our thoughts. 3.89 1.11 0.24

Confer B135 Students get to decide how activities are done in this

class.

2.45 1.09 0.23

Confer B154 My teacher gives us time to explain our ideas. 3.73 1.10 0.26

Confer B155 Students speak up and share their ideas about class

work.

3.60 1.16 0.20

Confer A54 My teacher respects my ideas and suggestions. 3.79 1.12 0.23

Consolidate B145 My teacher takes the time to summarize what we

learn each day.

3.50 1.20 0.22

Consolidate B147 My teacher checks to make sure we understand what

s/he is teaching us.

4.01 1.06 0.24

Consolidate B58 We get helpful comments to let us know what we did

wrong on assignments.

3.77 1.15 0.21

Consolidate B83 The comments that I get on my work in this class

help me understand how to improve.

3.81 1.13 0.21

Note. ICC = intraclass correlation, and refers here to the percentage of variance between class-

rooms.

*Item is reverse-coded.
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Table 4.3: Item parameter estimates for the multilevel measurement model

Item a1 a2 a3 a4 a5 a6 a7 a8 a9
A10 1.90(.02) .43(.01) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 1.90(.02)
B146 1.36(.02) .43(.01) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 1.36(.02)
B34 2.03(.02) .43(.01) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 2.03(.02)
B112 0.86(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0.86(.02)
B113 0.21(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0.21(.02)
B114 0.53(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0.53(.02)
B138 0.50(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0.50(.02)
B46 1.03(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 1.03(.02)
B49 1.09(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 1.09(.02)
B6 0.99(.02) 0(—) .81(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0.99(.02)
B1 1.88(.02) 0(—) 0(—) .23(.01) 0(—) 0(—) 0(—) 0(—) 1.88(.02)
B130 1.46(.02) 0(—) 0(—) .23(.01) 0(—) 0(—) 0(—) 0(—) 1.46(.02)
B136 0.76(.02) 0(—) 0(—) .23(.01) 0(—) 0(—) 0(—) 0(—) 0.76(.02)
B17 2.13(.03) 0(—) 0(—) .23(.01) 0(—) 0(—) 0(—) 0(—) 2.13(.03)
B80 2.06(.02) 0(—) 0(—) .23(.01) 0(—) 0(—) 0(—) 0(—) 2.06(.02)
B128 1.28(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.28(.02)
B133 1.04(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.04(.02)
B21 1.27(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.27(.02)
B36 1.58(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.58(.02)
B45 1.45(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.45(.02)
B59 1.35(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.35(.02)
B70 1.73(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.73(.02)
B90 1.91(.02) 0(—) 0(—) 0(—) .32(.01) 0(—) 0(—) 0(—) 1.91(.02)
B141 1.11(.02) 0(—) 0(—) 0(—) 0(—) .55(.01) 0(—) 0(—) 1.11(.02)
B29 2.09(.02) 0(—) 0(—) 0(—) 0(—) .55(.01) 0(—) 0(—) 2.09(.02)
B44 2.19(.03) 0(—) 0(—) 0(—) 0(—) .55(.01) 0(—) 0(—) 2.19(.03)
B89 1.62(.02) 0(—) 0(—) 0(—) 0(—) .55(.01) 0(—) 0(—) 1.62(.02)
B129 1.09(.02) 0(—) 0(—) 0(—) 0(—) 0(—) .39(.01) 0(—) 1.09(.02)
B135 0.71(.02) 0(—) 0(—) 0(—) 0(—) 0(—) .39(.01) 0(—) 0.71(.02)
B154 1.98(.02) 0(—) 0(—) 0(—) 0(—) 0(—) .39(.01) 0(—) 1.98(.02)
B155 1.36(.02) 0(—) 0(—) 0(—) 0(—) 0(—) .39(.01) 0(—) 1.36(.02)
A54 2.06(.03) 0(—) 0(—) 0(—) 0(—) 0(—) .39(.01) 0(—) 2.06(.03)
B145 1.54(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) .25(.01) 1.54(.02)
B147 2.37(.03) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) .25(.01) 2.37(.03)
B58 1.72(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) .25(.01) 1.72(.02)
B83 1.76(.02) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) .25(.01) 1.76(.02)

Mean 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—) 0(—)
Var. .30(.02) 1(—) 1(—) 1(—) 1(—) 1(—) 1(—) 1(—) 1(—)
Note. Estimated Standard errors are in parentheses. Fixed parameters do not have
estimated standard errors.
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Table 4.4: Parameter estimates for the multilevel measurement model latent regression

Overall (class) Overall (student)

Covariate Mean SD Mean SD

Student level fixed effects (group mean centered)

Current year test score (spring 2010) — — 0.00 0.01

Prior year test score (spring 2009) — — 0.01 0.00

Gifted — — 0.02 0.02

White — — -0.04 0.02

Free Reduced Price Lunch (FRPL) — — 0.01 0.00

Classroom level fixed effects (grand mean centered)

Class average current year test score
(spring 2010)

0.25 0.07 — —

Class average prior year test score
(spring 2009)

-0.09 0.05 — —

% Gifted -0.05 0.11 — —

% White -0.09 0.08 — —

% FRPL 0.00 0.00 — —

% Special Education 0.81 0.17 — —

% English learner 0.34 0.11 — —
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Table 4.5: Pearson correlations among the class-aggregated scores for the 7Cs

Care Control Clarify Challenge Captivate Confer Consol.

Care 1.00

Control 0.54 1.00

Clarify 0.83 0.58 1.00

Challenge 0.80 0.65 0.88 1.00

Captivate 0.85 0.64 0.83 0.79 1.00

Confer 0.87 0.60 0.84 0.82 0.85 1.00

Consolidate 0.85 0.62 0.88 0.89 0.84 0.86 1.00

Table 4.6: Pearson correlations among averaged plausible values from the multilevel
measurement model

Overall Care Control Clarify Chall. Capt. Confer Consol.

Overall 1.00

Care -0.04 1.00

Control 0.20 -0.16 1.00

Clarify 0.00 -0.02 0.03 1.00

Chall. -0.11 -0.08 0.10 0.08 1.00

Capt. 0.10 0.07 -0.06 -0.01 -0.18 1.00

Confer 0.00 0.08 0.00 -0.04 0.00 -0.08 1.00

Consol. -0.10 0.03 -0.08 0.04 0.06 0.01 0.09 1.00

Note. These correlation from the bifactor measurement model where the specific
factors are orthogonal to the Overall dimension.
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Figure 4.1: Path diagram of the stage 1 multilevel bifactor measurement model

Overallj

Overallij

Care Control Clarify Challen. Captiv. Confer Consol.

FRPLWHITEELA10ELA09 GIFTED

SPED ELA09 ELA10 WHITE FRPL GIFTED ELL

BETWEEN

WITHIN

This figure shows the measurement model with latent regression. The variable names
are defined in Section 4.5.3.
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Figure 4.2: Caterpillar plot of classroom Overall teacher effectiveness plausible value
scores, sorted by class ranking
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NOTE: This plot displays the classroom-level plausible values for the overall teacher
effectiveness for a random sub-sample of 200 classrooms. This sub-sample, rather than
the full sample, is displayed in the figure because the full sample could not be neatly
fit into a single plot. The average plausible value score for each classroom is plotted
as a blue circle. The black horizontal lines represent the minimum and maximum
plausible value draw for each classroom, and vertical line represents the range of the
interval. The red dashed horizontal lines represent the 25 and 75 percentile of scores.
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Figure 4.3: Caterpillar plot of classroom Challenge plausible value scores, sorted by
class ranking
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NOTE: This plot displays the classroom-level plausible values for the overall teacher
effectiveness for a random sub-sample of 200 classrooms. This sub-sample, rather than
the full sample, is displayed in the figure because the full sample could not be neatly
fit into a single plot. The average plausible value score for each classroom is plotted
as a blue circle. The black horizontal lines represent the minimum and maximum
plausible value draw for each classroom, and vertical line represents the range of the
interval. The red dashed horizontal lines represent the 25 and 75 percentile of scores.
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Figure 4.4: Boxplot of the 10 sets of imputed values for the Overall teacher effectiveness
dimension

●

●

●

●

●
●

●

●●●●

●●●

●

●

●

●

●

●

●

●●●

●●
●

●●

●
●

●●

●

●

●

●

●

●

●

●
●

●

●

●
●●●

●

●

●

●
●
●

●

●
●
●

●

●

●

●

●

●

●

●

●

●

●
●●

●

●●

●

●●

●

●

●●

●

●

●●

●

●

●

●

●
●

●

●
●

●

●

●

●

●

●
●●
●
●

●

●

●
●●

●

●
●
●

●

●

●●●
●●●

●

●

● ●
●

●

●
●

●

●●

●
●

●

●

●

●

1 2 3 4 5 6 7 8 9 10

−
3

−
2

−
1

0
1

2
3

Overall

91



CHAPTER 5

A validity analysis of the Tripod survey

5.1 Abstract

This article develops a validity argument for the use of student surveys of instructional

practice to assess teacher effectiveness in summative teacher evaluations and profes-

sional development decisions. The Tripod Survey, a student perceptions survey that

has been administered to over 100,000 classrooms in the United States, is reported to

measure student ratings of seven theoretical dimensions (e.g., the 7CsTM) of teacher

effectiveness. Despite its use in teacher evaluation systems across the country, very

little in-depth psychometric analysis has been published on the Tripod survey. Using

data collected by the Measures of Effective Teaching (MET) Project in six large U.S.

school districts, I build a validity argument for the use of the Tripod Survey to measure

teacher practice in middle school English and math classrooms. These analyses found

that Tripod scores are fairly reliable and correlated with classroom observation ratings

and teacher value-added scores. However, caution is suggested in interpreting these

results as an endorsement for use in high-stakes teacher evaluations.

5.2 Introduction

Recent federal policies have catalyzed changes in teacher evaluation systems across

the country. Race to the Top (RTTT), a competitive grant program that begun in

2009, called for states who were competing for millions of dollars’ worth of funding

to establish more rigorous teacher evaluation systems that rely on multiple measures

(U.S. Department of Education, 2009). Additionally, in 2011, a program was started to

provide waivers to the Elementary and Secondary Education Act (ESEA). In order to

92



get a waiver, state education agencies were encouraged to develop teacher evaluation

systems that emphasized the use of multiple measures, with student growth used as a

significant factor in the evaluation system (Popham, 2013). According to the National

Council of Teacher Quality, between 2009 and 2012, 36 states and the District of

Columbia introduced new teacher evaluation policies (Doherty & Jacobs, 2013).

One of the measures that is being increasingly introduced in new teacher evaluation

systems is student perception surveys of instructional practice. Seven states now man-

date that student surveys are required as a component of teacher evaluations, while

26 other states allow for the use of students surveys in teacher evaluations (Doherty &

Jacobs, 2015). These surveys ask students about their opinions about specific teach-

ers and specific classrooms. The goal of these surveys is to provide fair and reliable

feedback to teachers regarding their students’ perceptions of the strengths and weak-

nesses of a range of teacher practices, including academic rigor, classroom management

skills, and academic support. Additionally, surveys are being used to guide professional

development programs (Bill & Melinda Gates Foundation, 2012).

Proponents of student surveys note that students are natural observers of the class-

room in which they spend their days, and provide feedback that adult observers cannot

get a single classroom observation (Ferguson, 2012). The main advantages cited by sur-

vey proponents are that survey results point to strengths and areas for improvement,

the items have face validity and reflect what teachers value, and survey results demon-

strate relatively high consistency (Bill & Melinda Gates Foundation, 2012).

The central concern raised about student surveys is that students may not be ob-

jective raters of their teachers (Marsh, 1987; Theall & Franklin, 2001; Liaw & Goh,

2003). As researchers from the Measures of Effective Teaching Project have acknowl-

edged, “although most of the concern regarding bias has focused on the achievement

gain measures, the non-test-based components could also be biased by the same un-

measured student traits that would cause bias with the test-based measures” (Kane et

al., 2013, pg. 6). Following the definition used in Centra (2003, p. 498), bias exists

when a “student, teacher, or course characteristic affects the evaluations made, either

positively or negatively, but is unrelated to any criteria of good teaching, such as in-
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creased student learning.” As acknowledged by Bell et al. (2012), teacher effectiveness

and contextual features of the classroom are intertwined, and therefore instruments

that measure teacher effectiveness should investigate the instrument’s sensitivity to

contextual features.

This study focuses on the Tripod Survey (Ferguson, 2010), which is the most widely-

used off-the-shelf student survey instrument (Bill & Melinda Gates Foundation, 2012).

The Tripod student perceptions assessment was developed by Ron Ferguson at Harvard

University, and is based upon classroom-level surveys developed by the Tripod Project

for School Improvement (Ferguson, 2010). The “tripod” describes the knowledge and

skills that are needed to deliver instruction effectively: (a) content knowledge, (b)

pedagogic knowledge and skills, and (c) the ability to connect with students on a

personal level. The Tripod survey focuses primarily on what teachers do and how the

classroom operates, which is operationalized as the Tripod 7Cs framework of teacher

effectiveness. The seven scales are: Care, Control, Clarify, Challenge, Captivate, Confer

and Consolidate, which are described in more detail later in the paper. The developers

state that the “Tripod survey results provide information that teachers can use to set

specific priorities for differentiated professional development and coaching support”

(Tripod Project, 2016). Additionally, some districts and states have decided to include

scores from the Tripod survey as a weighted component of an overall teacher evaluation

plan (see Table 2.1 Schweig, 2014)

The purpose of this paper is to explore the validity of the claims about teacher ef-

fectiveness that can be made using the Tripod secondary survey. Kane (2006) describes

the purpose of validity research as articulating an integrated argument to describe the

degree to which an instrument has been validated for a particular purpose. Validity

arguments have been previously developed for the use of value-added models (Haertel,

2013) and classroom observation protocols (Bell et al., 2012) in high-stakes personnel

decisions. Despite the recent wide-spread use of student surveys in teacher evalua-

tion systems across the country, very little validation work has been published on the

Tripod survey. This paper represents an advancement from current research for three

reasons: (a) it draws from current validity thinking to examine the evidence for sepa-
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rate purposes (in summative and formative teacher evaluations) of the Tripod survey,

(b) it takes advantage of a large, extant dataset that includes multiple measures of

teacher effectiveness, and (c) it relies on methodological advances to make inferences

regarding student surveys accounting for both the multilevel nature of school data and

contextual classroom features.

In the following sections, I describe an interpretive argument approach using Michael

Kane’s (2006) validity argument approach. I focus on two purposes of the Tripod

survey—use in a summative high-stakes teacher evaluation system and use for profes-

sional development decisions. I begin by describing the Kane framework for validity.

Then, I apply this validity framework to student survey data collected by the Measures

of Effective Teaching (MET) Project in English and math middle school classrooms

during the 2009–2011 school years in six U.S. school districts. Lastly, I reflect on the

use of this validity approach with student survey data and the remaining unresolved

validity issues regarding the high-stakes use of surveys.

5.3 The validity argument approach

Validity research is concerned with the degree to which an instrument has been vali-

dated for a particular purpose. In the analysis of the student ratings of teacher practice,

I rely on a validity argument framework to investigate the case for using the Tripod

student perceptions survey to measure the effectiveness of teachers. Michael Kane’s

(2006) “Validation” chapter serves as the framework for making a validity argument.

In this framework, an interpretive argument is first made, which discusses “the infer-

ences and assumptions leading from the observed performances to the conclusions and

decisions based on the performances” (Kane, 2006, pg. 23). Secondly, the validity

argument evaluates the level of empirical data to support each of these inferences and

assumptions, focusing on the proposed uses of the scores. The four central steps in the

interpretive argument with regards to the Tripod survey are outlined in Table 5.1 and

are described in more detail below.
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5.4 The interpretive argument for the Tripod survey

5.4.1 Scoring

The first step is broadly called scoring, but actually contains multiple important com-

ponents for making claims based on the Tripod Survey. The scoring argument holds

that teacher scores produced from the Tripod survey accurately capture dimensions of

instructional quality undistorted by other factors. The principal concerns in this step

are the degree to which scores are reflective of the dimensions of the survey, the degree

of bias in scores, and the appropriateness of the scoring model.

Dimensionality. The first stage of the scoring inference is to test the theoretical

dimensionality of the Tripod survey. The survey developer states that items map onto

seven dimensions of teaching practice, which are referred to as the 7Cs: Care, Con-

trol, Clarify, Challenge, Captivate, Confer and Consolidate (Ferguson, 2012). These

domains are defined in Table 5.2. Additionally, these dimensions have been further

grouped into two categories of practice: Press and Academic Support. Press is de-

fined as “keeping students busy and on task and pressing them to think rigorously and

persist in the face of difficulty” (Ferguson & Danielson, 2014, pg. 100), and contains

the Challenge and Control domains. Academic support is defined by “caring teacher-

student relationships, captivating lessons, and other practices that students experience

as supportive”, and contains the other five domains (Ferguson & Danielson, 2014, pg.

100). However, little psychometric work has been conducted to verify either the 7Cs or

the press and support dimensionality structure. The one reported analyses that I am

aware of was conducted by Ferguson (2010), who performed a factor analysis with class

averages of student survey responses and found the Control index was distinguished

from the other six Cs.

Bias. The second component of the scoring inference is to check for score bias.

Popham (2013) outlines several sources of rater bias that may be a concern, including:

(a) severity error – a rater’s predisposition to supply lower ratings independent of the

content being rated, (b) generosity error – the opposite of severity error, where the

rater will be more likely to use higher response categories, and (c) central-tendency
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error – the predisposition to use the middle rating category. A whole line of research

regarding response styles has been developed to examine the impact of these types of

rater bias on scores (e.g., De Jong, Steenkamp, Fox, & Baumgartner, 2008; Falk &

Cai, 2015), but this work has not so far been applied to student ratings of instructional

practice.

Scoring Model. The last component of the scoring inference is to examine how scores

are produced. Every method of score aggregation implies a scoring model, which can be

examined in terms of data fit. Tripod scores are typically created by averaging student

responses to items to the classroom level. Scores have also been reported in terms of

degree of agreement (percentage of student responding Mostly True or Totally True)

at the item and domain level. Furthermore, scores have been produced for the MET

study using multiple regression to adjust scores to account for student characteristics

and student baseline test scores (Kane et al., 2013). The residuals from this regression

form the adjusted classroom level student perception survey scores that are reported

in the MET study datasets. The fit of the scoring models can be examined by looking

at the similarity of scores across scoring models, as well as the how well various scores

predict key outcomes of interest (e.g., student test scores).

5.4.2 Generalization

The second step is generalization, which is concerned with the reliability and stability

of scores. If the intention is to use the Tripod scores for personnel decisions, the

generalization inference might be to all the courses the teacher taught that year. If

evaluations happen on a biennial basis, it is necessary to establish the consistency of the

Tripod scores for a given teacher across multiple school years. Therefore, the principal

focus of the generalization inference is the consistency of Tripod scores across different

class sections of as well as over time for a given teacher.

Reliability. The first component of this step is to examine the marginal reliability

of the Tripod item sets, as well as to examine within-group agreement in the ratings

of teachers within a classroom.

Stability. The second component of generalization is to examine the stability of
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scores across sections within a year and across years. The across-section and across-

year correlation of Tripod scores within a teacher is examined in this paper to estimate

the proportion of observed variation that is due to stable differences between teachers.

5.4.3 Extrapolation

The goal of the extrapolation argument is to measure how strongly student-reported

measures of teacher effectiveness are related to a broader understanding of teacher ef-

fectiveness. The first part of the extrapolation analyses in this study is to replicate the

correlational analysis in Kane and Cantrell (2010) and Kane and Staiger (2012) ex-

amining the relationship between classroom Tripod scores, value-added model (VAM)

scores, and classroom observation scores. However, in the correlational analyses pre-

sented here, I am using latent teacher practice scores from a multilevel item factor

analysis (IFA) measurement model (Kuhfeld et al., in preparation). I also expand upon

the previous analyses by looking at other measures of teacher practice and classroom

environment than those previously examined by Kane and Cantrell (2010), including

student happiness in the classroom and teacher content knowledge. The second part of

the extrapolation argument is to relate end-of-year student achievement and the Tripod

dimensions. The original validity question proposed by MET was whether “any ad-

ditional components of the evaluation (e.g., classroom observations, student feedback)

should be demonstrably related to student achievement gains” (Kane & Cantrell, 2010,

p. 5). While others have predicted teacher value-added with classroom-level Tripod

scores (see Raudenbush & Jean, 2014; Ferguson & Danielson, 2014), little work has been

done to directly relate student-level achievement outcomes and the Tripod domains.

This study uses the Tripod dimensions as predictors of student academic achievement

in a hierarchical linear model, controlling for student and classroom characteristics.

5.4.4 Implication

Implication is the final step in the interpretive argument, and this step is centrally

concerned with how scores will be used by various stakeholders. The same measure

can be valid for one purpose and invalid for another. In this step, I outline the specific
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proposed uses of the Tripod survey that have been discussed in the literature or pro-

posed by districts and states, and then review the evidence that supports or negates

each use. Specifically, the Tripod survey has been used previously as a weighted com-

ponent of a summative teacher evaluation, as well as to provide formative feedback

that can guide professional development and coaching efforts. Furthermore, poten-

tial unintended consequences of using these scores to measure teacher effectiveness are

considered.

5.5 The validity argument for the Tripod survey

For the validity argument, I use data from the Measures of Effective Teaching (MET)

project, which is the largest study of classroom teaching ever conducted in the United

States. Data were collected on a variety of measures of teacher quality over two aca-

demic school years, 2009–2010 and 2010–2011, within six large school districts in the

United States. More than 2,500 fourth- through ninth-grade teachers working in 317

schools participated in the study (White & Rowan, 2013).

5.5.1 Sample

The purpose of Measures of Effective Teaching (MET) Project was to examine the reli-

ability and validity of the various measures of teacher effectiveness. Teacher volunteers

were selected from six participating districts: Charlotte-Mecklenburg (North Carolina)

Schools, Dallas (Texas) Independent School District, Denver (Colorado) Public Schools,

Hillsborough County (Florida) Public Schools, Memphis (Tennessee) City Schools, and

the New York City (New York) Department of Education (White & Rowan, 2013).

I focus on students and teachers in Grades 6 to 8 in English and math classrooms.

The MET data also contains elementary students, who filled out an elementary version

of the Tripod survey. The properties of the elementary survey will be examined in

future work.

Table 5.3 summarizes the student, classroom, and teacher characteristics across

both years of the MET study in math and English middle school classrooms. The
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student Tripod responses in the 2009–10 school year were used as the calibration sample

for the Scoring and Extrapolation analyses. The total English sample in 2009–10

included 19,245 students, who were nested within 1,071 class sections taught by 572

teachers. The math sample in the first year of the study included 16,716 students,

who were nested within 907 class sections taught by 494 teachers. The student Tripod

responses collected in 2010–11 were used in the Generalization step to measure stability

of scores across years. The student sample in 2010–11 is smaller than 2009–10, and

consists of the students of the sub-sample of teachers that were in both years of the

study.

5.5.2 Measures

This study focuses on the student responses to the secondary Tripod survey, which

was administered in both years of the study. The Tripod survey asked students to

rate many aspects of teacher’s practices and behavior towards students. There are

36 Tripod items measuring teacher practice in the secondary survey. A Likert-type

response scale with a 5 response options (Totally Untrue; Mostly Untrue; Somewhat;

Mostly True; Totally True) was used. Table 5.4 provides the wording of the items and

the 7Cs dimension that each item is hypothesized to measure, along with the mean

and standard deviation of item responses for the students in middle school English and

math classrooms in 2009–10.

Tripod surveys were administered both on paper and online, with the participating

schools choosing the mode of administration. Paper surveys were distributed to stu-

dents with their names on peel-off labels that they removed before completing them,

so that no school personnel could use to identify respondents when surveys were com-

pleted. Study-specific barcodes remained on the survey to allow for the linking of

student responses to child characteristics. Similar verification procedures were used for

online administration, but with teachers distributing login codes with unique identifiers

(Bill & Melinda Gates Foundation, 2012).

As a part of the validity analysis, the student achievement measures, value-added

scores, teacher content knowledge, and classroom observation ratings will also be used.
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These measures are described below.

Student achievement. At grades 6-8, state end-of-year standardized assessments

administered in each district (typically in reading and mathematics) were used to

measure student achievement. All student achievement scores were first converted to

rank-based z-scores within district, subject, and grade. Both sets of student test scores

were used to create classroom section value-added model (VAM) scores (see White and

Rowan (2013) for a description of the VAM model).

Student-reported measures. In addition to the Tripod student perception items, the

student survey contained scales measuring effort exerted in class, happiness in class,

and the amount of test prep activities in the class. During the 2009-10 school year,

students also reported on their college aspirations and how often they read at home.

Student scale scores were created by taking the simple mean of the scale items. Class-

level scores were estimated by aggregating student scale scores using simple means.

Teacher Pedagogical and Content Knowledge. The Content Knowledge for Teaching

Assessment (CKT) was administered in the second year of the MET study. Separate

assessments were created and administered for grades 4-6 ELA, grades 7-9 ELA, and

grades 6-8 Mathematics.

Observation scores. A variety of observational protocols were used to assess class-

room quality based on a set of video recordings of classroom lessons. Each teacher

filmed multiple lessons teaching different topics, with one camera focused on the board

and other providing a 360 degree classroom view. The Classroom Assessment Scor-

ing System (CLASS; Pianta et al., 2008) and the Framework for Teaching (Danielson,

2007) are two of the more commonly-used observational protocols that were included

in the MET study. The CLASS measure assumes 10 dimensions of teaching practice

(grouped under four categories: Emotional Support, Instructional Support, Classroom

Organization, and Student Engagement), while the Framework for Teaching assumes

that there are eight dimensions of teacher practice (grouped under two categories:

Classroom Environment and Instruction). White and Rowan (2013) describe the rater

training and scoring procedures in detail. In general, raters scored classrooms using

each observation protocol focusing on 15-30 minute video segments, and class-level
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scores are produced by averaging raters’ scores to get a single segment score and then

calculating the harmonic mean across segments for a particular target of measurement.

5.6 Results

5.6.1 Scoring

As an exploratory step, I first fit a series of exploratory item factor analysis (EFA)

models (Cai, 2010a) with the secondary Tripod survey data, extracting up to four latent

dimensions. These models were fit to the student item responses, ignoring the nesting

of students of in classrooms. An oblique rotation method (oblique CF-Quartimax

rotation, described by Browne (2001)) was used to allow for the correlation of factors.

Item factor analysis models were fit independently to the English and math datasets.

The exploratory item factor analysis models were calibrated using full-information

maximum likelihood estimation in flexMIRT R© (Cai, 2015). As an additional source of

information, I also fit a unidimensional IRT model and examined the standardized Chen

and Thissen (1997) local dependence χ2 indices. These local dependence indices can

be used to detect residual associations between items, which may imply the presence

of unmodeled dimensions. These first exploratory steps ignore the multilevel nature of

the data, but can still provide important information regarding the dimensionality of

the data.

Results from the single-level EFA are available in the supplemental materials. A

unidimensional model appears to fit well, with all but three items (B113, B114, B138)

displaying a standardized factor loading above 0.40. For both subjects, the set of

items that Ferguson (2010) defines as Control (B112, B113, B114, B138, B46, B49,

and B6) formed a second factor in the two-dimensional and three-dimensional EFA

models. These items are primarily focused on student behavior in the classroom,

whereas the focus of the majority of the other items is on the teacher. This Control

dimension in the two-dimensional EFA is correlated 0.40 in the English sample and

0.42 in the math sample with the factor that is comprised of the remaining 29 items.

Additionally, the standardized Chen and Thissen (1997) local dependence χ2 indices
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showed extremely large χ2 values for the Control item set, indicating the existence of

an important unmodeled dimension to explain the relationship between these items.

In the three-dimensional EFA model, a small additional cluster appeared that contains

the items B141, B29, B44, B89, and B135, which relate to enjoyment of learning in the

classroom. This item cluster was found to be strongly correlated (.72 in English and

0.75 in the math sample) with the item cluster that contains the remaining 24 items.

I then performed a series of multilevel item factor analyses to test various hypoth-

esized factor structures. Multilevel item factor analysis models consider hierarchically

nested data wherein individuals are nested within a level-2 unit, such as classrooms.

This is an improvement over traditional item factor analysis models, which assume that

individuals are independent in the sample. These models can be thought of as con-

firmatory models, in that the researcher specifies the number of factors, the relations

between factors and observed item responses a priori. In the multilevel item factor

analysis model, the latent variables for individual i in classroom j are partitioned

into two mutually exclusive parts: θj =
(
ϑj,ηij

)
, where ϑj is the vector of level-2

(classroom-level) latent variables and ηij is the vector of individual-level (level-1) la-

tent variables. The classroom-level latent factors represent “shared” perception within

a class of teacher practices, and the student latent factors represent the students’ latent

deviation from the class section’s shared perception of the teacher. The specification

of the multilevel graded response model for ordinal item responses is provided as an

appendix.

Based on the exploratory analyses and prior theory, four different models were

compared. The first model is a multilevel unidimensional item factor analysis model in

which all of the items load on a single dimension of teacher practice. The second model

tested the Academic Support and Press framework that was described by Ferguson and

Danielson (2014). This model specifies two correlated factors at each level of the model.

The third model examines the structure suggested by the EFA models, which indicated

the Control dimension is a separate (but correlated) dimension from the other Six Cs.

Lastly, to examine the validity of the 7Cs structure, the final model that was estimated

is a multilevel extension of the item bifactor model (Gibbons & Hedeker, 1992). In
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this model, the common variance of each item is decomposed into contributions from

a group-level general dimension (influencing all items in the domain), a within-level

general dimension (influencing all items in the domain), and a group-specific dimension

(influencing only the items within a cluster). The factors in the fourth model are

uncorrelated, and due to estimation issues in this high-dimensional model, additional

item parameter constraints were imposed on the specific factor slopes. Path diagrams

for the four examined models are presented in Figure 5.1.

Model fit assessment for multilevel item factor analysis models is an open area of

research, and many of the commonly-used methods that exist for single-level models are

not currently available in existing software for multilevel item factor analysis models.

In Table 5.5, the estimated models are compared using the -2log-likelihood, and two

indices that are calculated using the log-likelihood: the Akaike information criterion

(AIC; Akaike, 1974) and the Bayesian information criterion (BIC; Schwarz, 1978). AIC

and BIC both incorporate penalties for model complexity, with the BIC imposing a

stronger penalty. For all of the described model fit indices, lower values indicate the

preferred model.

For both the math and English samples, parsimony (and the AIC and BIC) would

suggest a preference for the unidimensional model. The next best fitting model is the

Control and Six Cs correlated factors model.

As an additional check of the dimensionality of the Tripod survey, I used the stan-

dardized factor loading estimates from the multilevel bifactor model to calculate Ex-

plained Common Variance for a single Item (I-ECV; Stucky, Thissen, & Edelen, 2012).

I-ECV describes the proportion of an item’s common variance that is explained by the

general dimension,

I-ECVp =
λpg

2

λpg
2 + λps

2 , (5.1)

where λpg is the standardized factor loading for the pth item on the general dimension,

λps is the loading on the specific factor. In this scenario, items with higher I-ECVs

indicate a stronger relationship to the overall teacher practice construct that is being

measured by the general factor, and items with lower I-ECVs indicate that the item

more strongly measures one of the seven specific dimension. Table 5.6 presents the
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I-ECV values from the multilevel bifactor model for both subjects. For all of the items

outside of the Control dimension, the I-ECV ranged from .87 to .99, indicating that

these items are essentially unidimensional. The I-ECV for Control ranged from .12

to .78 in the English sample and .06 to .73 in Math, indicating these items are not

strongly related to the overall dimension.

Given the EFA findings, as well as the multilevel item factor analysis and I-ECV

results, the final model chosen is the correlated Six Cs and Control model. The Six

Cs contain all of the items that fall within the Academic Support domain defined by

Ferguson and Danielson (2014), as well as items that are intended to measure Challenge.

Therefore, I refer from here on to the Six Cs composite as the Support dimension.

Class-level scores from Control and Support model are used in the subsequent va-

lidity steps. As a comparison, the classroom-level score based on student responses to

all 36 items will also be analyzed in the subsequent validity steps, as this is the score

that is typically used in summative teacher evaluations. Table 5.6 presents the stan-

dardized factor loadings for the unidimensional and Control and Six Cs confirmatory

item factor analysis models for both subjects.

The second step in the Scoring inference is to examine bias in the classroom practice

scores. A major concern with student surveys is bias resulting from how students

use the response scale when rating teachers (Marsh, 1987). As described previously,

(Popham, 2013) outlined sources of rater bias related to use of the response scale that

could impact student ratings of teachers. If a teacher has a group of students that all

follow a certain rating style, this may lead to systematic bias in the ratings of teachers.

This issue of idiosyncratic use of the response scale can be examined within the

multilevel item factor analysis model. Traditional item factor analysis models assume

that the item parameters (intercepts and slopes) are fixed coefficients (e.g., common to

all respondents). By following the example of Maydeu-Olivares and Coffman (2006),

I can add an additional student-level latent factor to explicitly model the students’

tendency to use the response categories in a consistent but individually different man-

ner. For example, the individual response idiosyncrasy latent factor can accommodate

variance in responses due to students interpreting the category thresholds differently or
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due to generosity error (the tendency to always use the high response categories when

rating teachers). The item slopes for the random intercept ηRij are constrained equal

for all items, and the variance of the latent factor is fixed equal to 1.0, which allows ηRij

to represent individual differences in scale usage that are common across items. While

the random intercept model is not a formal test of rater individual differences (as in

Falk & Cai, 2015), it provides useful information about the degree to which student

use the response scale differently.

In addition to simply accounting for the response scale differences, it is of interest

to understand the student characteristics that are associated with idiosyncratic use of

response scales. To model this association, I add a latent regression component to the

model, allowing the random intercept latent variable ηRij to vary conditionally on a set

of student background variables

ηRij = BX
′

ij + εij. (5.2)

The multilevel item factor analysis model with the random intercept and latent re-

gression is depicted graphically in Figure 5.2. The results of the latent regression are

shown in Table 5.7. Of note, boys and gifted students are likely to use the response scale

in a manner that is significantly different than female and non-gifted students. The

direction and magnitude of the findings are similar for math and English classrooms.

The final step in the scoring inference is to examine scoring approaches. This pa-

per compares three different scoring methods. Using the estimated item parameters

from the multilevel item factor analysis calibration, estimates of the Control and Sup-

port scores are produced using Expected a Posteriori (EAP) scoring methods (Bock &

Mislevy, 1982). For the jth classroom, let the EAP estimate for a given dimension be

EAP(ϑj) and the corresponding standard errors be SE(ϑj). I compare the EAP scoring

method to the class-level aggregate of the student scale scores and the adjusted mean

score used in the MET study for the survey scales. The adjusted mean is produced
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following a class-level regression

SCALEj = β0 + β1TEST09j + β2WHITEj + β3SPEDj + β4FRPLj+

β5ELj + β6GIFTEDj + εj (5.3)

where SCALEj is the class-level simple mean of the student scale scores, which is re-

gressed on classroom-level averages of student characteristics. The contextual vari-

ables that were included in this model are: class average prior year achievement

(TEST09j), percentage students receiving special education services (SPEDj), per-

centage of white students (WHITEj), percentage of students receiving free or reduced

price lunch (FRPLj), percentage of English Learners (ELj), and percentage of gifted

students (GIFTEDj). The residuals ej from this regression form the adjusted classroom

level student perception survey scores.

These three scoring approaches were compared for three dimensions: (a) Control,

(b) Support (the Six Cs), and (c) the Overall dimension. Classroom scores from each

scoring approach were found to be strongly related to each other. The residual and

sum score method scores are correlated between .94 and .98. The EAP scores are

correlated with the other approaches between .85 and .93. For the subsequent validity

results, EAP scores are used to represent the Control and Support dimensions, while

the aggregated mean score is used for the Overall dimension. This decision was made

because the Overall score (based on all the items) that is used in summative teacher

evaluations is typically a simple mean score, so it is of interest to compare the reliability

of this score as well as the model-based EAP scores.

5.6.2 Generalization

Multiple indices were used to estimate the reliability and stability of classroom practice

scores, specifically focusing on three criteria (a) the interrelationship of items (Cron-

bach’s α), (b) the reliability and within-group agreement of Tripod classroom scores

(ρϑ, ICC(1), and ICC(2)), and (c) correlations between scores across sections and over

time (across-section and across-year correlation). Cronbach’s α was estimated based on
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student responses, ignoring the classroom structure of the data. A marginal reliability

index ρϑ summarizes the reliability of a measure as the proportion of variance in the

observed score that is due to the true score

ρϑ =
σ2
ϑ − σ2

e (ϑ)

σ2
ϑ

= 1− σ2
e (ϑ)

σ2
ϑ

(5.4)

where σ2
ϑ is the prior value of the variance of ϑ, and σ2

e (ϑ) is the marginal or average

error variance of ϑ. The error variance σ2
e (ϑ) can be computed from the estimated the

standard errors in a sample of N respondents:

σ̂
2

e =
1

J

J∑
j=1

SE2 (ϑj) (5.5)

where SE2 (ϑj) is the squared standard error for the jth classroom. Two indices are

used to calculate group score reliability: ICC(1) and ICC(2). ICC(1) measures the

proportion of the total variance that can be explained by group membership, and is

calculated as τ00
τ00+σ2 , where τ00 represents between-group variance and σ2 represents

within-group variance. ICC(2), measuring the reliability of the group-mean, is cal-

culated as (MSB-MSW)/MSB, where MSB is the between-group mean square from a

one-way random effects ANOVA model, and MSW is the within-group mean square

(Bliese, 2000). Lastly, for teachers that have multiple class sections in the MET sample,

I estimate the proportion of variance in classroom scores that is “stable” by examining

the correlation of scores within a teacher across class sections in a given year or between

years.

Results from the Generalization inference are presented in Table 5.8. All of the

dimensions were found to have high (>.80) Cronbach’s α and marginal reliability.

The ICC(1) values ranged from .27 to .39, indicating that the majority of variance in

scores is within classrooms. However, the Control dimension had the highest ICC(1)

estimates for both English and math, indicating that there is greater variance across

teachers in this domain. The across-section correlation was over .50 for all dimensions,

implying that more than half of the observed variation is due to stable differences

between teachers. However, the across-year correlation in Tripod scores were low for
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the English sample, ranging from .36-.51. Given that the Control dimensions contains

items that are mostly focused on student behavior in the classroom rather than teacher

characteristics, it is perhaps not surprising that this dimension has the consistently

lowest across-section and across-year correlation.

Another concern within Generalization is the level of uncertainty in scores across

the distribution of teacher effectiveness scores. Figures 5.3 and 5.4 display 95 percent

confidence intervals for 100 randomly sampled classrooms from the full sample of En-

glish middle school classrooms for the Support and Control Tripod scores, respectively.

The plots contain just a small sample of the total set of classrooms due to the difficulty

of presenting close to 1,000 class sections in a single plot. In the figure, class sections

are sorted by the Tripod score and the scores are plotted as circles. Ninety-five percent

confidence intervals are plotted as horizontal lines for each class section. Red horizontal

lines are plotted to show the 25th percentile and 75th percentile cut-offs. The width

of the confidence intervals varies somewhat between classrooms, but generally stays

consistent across the range of teacher effectiveness scores. These figures demonstrate

that the confidence intervals for the classroom Tripod scores are mostly overlapping,

with only a small subset of teachers that are definitively on the high or low end of

the distribution. Comparing or ranking classrooms within the middle of the distribu-

tion would not be advised, as these score intervals are almost completely overlapping.

Findings for math were very similar, and therefore are not shown here.

5.6.3 Extrapolation

First, I examined whether the Tripod scores are related to other measures of teacher

effectiveness in the expected direction. Table 5.9 contains Pearson correlations of the

Tripod scores with five other measures of teacher effectiveness: (a) domains from the

Classroom Assessment Scoring System for secondary classrooms (CLASS), (b) domains

from the Framework for Teaching (FFT), (c) class section averaged level of happiness

and effort exerted in class, (d) class section value-added scores, and (e) a teacher-level

Content Knowledge for Teaching score. Tripod scores were related to dimensions of

CLASS and FFT in the expected direction. The Control dimension is more strongly
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related to the CLASS classroom management domains (e.g., Behavior Management,

Negative Climate) than the Support or Overall dimension, providing confirming evi-

dence that Control is measuring classroom management behaviors. Not surprisingly,

the Tripod dimensions are strongly related to the student-reported scales, which were

collected as a part of the same student survey as the Tripod items. Interestingly, the

Overall domain is very strongly related to happiness and effort exerted in class, while

the Control dimension is only moderately related. All of the Tripod domains are signif-

icantly related to class section value-added model scores, with larger correlations seen

in the math classrooms. There was no significant relationship between teacher Content

Knowledge for Teaching scores and the Tripod scores.

Additionally, I examined the relationship between Tripod scores and student learn-

ing. Two different hierarchical linear model are specified in both English and math

to measure the relationship between student achievement at the end of the 2009-10

school year (TEST10ij) and the estimates of latent teacher effectiveness. In Model 1,

Control and Support are included as classroom-level predictors of student achievement.

In Model 2, the Overall Tripod score is included as a classroom-level predictor. The

level-1 specification of Model 1 is summarized below

TEST10ij =β0j + β1jTEST09ij + β2jWHITEij + β3jFRPLij+ (5.6)

β4jGIFTEDij + eij, eij ∼ N
(
0, σ2

)
,

where TEST10ij is the estimate of student current end-of-year standardized (ELA/Math)

test score and TEST09ij is the estimate of student prior year standardized (ELA/Math)

test score. Additionally, three student background characteristics are included: WHITEij

is an indicator for whether the student is white, FRPLij is an indicator variable repre-

senting whether the student receives free or reduced price lunch (FPRL), and GIFTEDij

is an indicator for whether the student is labeled as gifted. Descriptive statistics for the

student and classroom covariates are reported in Table 5.3. In the within-classroom

model, all of the predictors are centered around group means so that β0j represents

the expected end-of-year standardized (English/Language Arts or Math) test score for

class j. In addition, the slope coefficients for the level-1 predictors are treated as fixed
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in my analyses.

At level-2, I model classroom-mean spring achievement β0j:

β0j =γ00 + γ01TEST09j + γ02SPEDj+

+ γ03WHITEj + γ04FRPLj + γ05ELj + γ06GIFTEDj (5.7)

+ γ07SUPPORTj + γ08CONTROLj + µ0j, µ0j ∼ N(0, τ).

At level 2, β0j is modeled as a function of the grand mean, γ00, class-level covariates,

the Tripod domains (SUPPORTj and CONTROLj), and the random effect around the

means, µ0j. All of the predictors in Equation 5.6 are grand-mean centered. Unob-

served differences between the school districts were controlled for by including district

fixed effects in the model. The classroom-level residuals µ0j is assumed to be normally

distributed with means equal to zero and variance equal to τ . The key parameters of in-

terest in the outcome model are γ07 and γ08, which capture how the teacher practice di-

mensions relate to differences in class-mean end-of-year achievement, holding constant

the other predictors in the model. The second model fit in each subject is the same as

the first, except the Overall Tripod standardized mean score (OVERALLj) is substi-

tuted into the model in place of the Tripod domains SUPPORTj and CONTROLj.

Table 5.10 presents the results from the two hierarchical linear models (Models 1

and 2) for English and Math. For both subjects, Control is significantly related to end-

of-year student test scores. The Support dimension, comprised of the items from the

other Six Cs, is not a significant predictor after controlling for the other variables in the

model. That is to say, students who showed improved math and English achievement

were in classrooms with higher reported levels of classroom management. In Model

2, the Overall factor was found to be significantly related to end-of-year student test

scores for both subjects, but the coefficient for the Overall dimension is estimated to

be substantially lower than for the Control dimension. These findings imply that the

Control dimension should be of particular focus for school officials and policy makers

who are trying to explain classroom differences in student growth.
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5.6.4 Implication

This final step reviews whether the implications associated with the use of the Tripod

scores to evaluate teacher effectiveness are appropriate. Scores are currently used

in some school districts and states as a component of summative teacher evaluation

decisions. The evidence collected in this study indicates that the Overall and Control

scores show reasonable reliability and consistency across class sections, and that scores

are related in expected direction to other measures of teaching quality. Given the

confidence intervals in Figures 5.3 and 5.4, I do have evidence that most teachers’

score confidence intervals are overlapping, so care should be taken if scores are going

to be used to bin teachers into groups.

However, in the MET Project, no stakes are attached to scores, which limits the

interpretations that can be made regarding the scores’ summative purposes (e.g., identi-

fying teachers to potentially remove or reward). Teachers in this study were volunteers

who did not receive individual feedback from the study, and survey responses were

collected following a procedure where students’ responses could not be traced back to

an individual. Changes to the data collection process for summative purposes might

add additional concerns for the use of these scores for high-stakes decisions. Districts

could collect additional information regarding the fairness and accuracy of the data

collection procedures related to summative uses of the Tripod survey, focusing on is-

sues of confidentiality (are students told that responses are confidential?), accuracy

of attribution (has the student rating the teacher actually been in the classroom long

enough to fairly evaluate?), and bias (is the teacher in the classroom during the survey,

and if so, does he or she provide any additional instructions that may bias results?).

These additional pieces of evidence would help bolster the validity argument for using

Tripod scores to sort teachers for summative purposes.

Tripod scores are also being used to provide feedback for professional development

purposes. Again, the MET study was not designed to allow for direct investigation of

the effectiveness of Tripod score use for feedback and coaching. The evidence needed

to support this use could focus on two questions: (a) are scores provided to teachers

in a way that allows for the understanding of strengths and weaknesses, and (b) are
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coaching systems in place to support teacher growth? A report by the Bill & Melinda

Gates Foundation (2012) provides examples of efforts by the Green Dot Public schools

to meaningfully present Tripod results. The degree to which results are meaningful will

depend on the score reports that are used within the district or school. If the Tripod is

to be used to route teachers into a professional development program and to monitor

the teacher growth, additional evidence would be needed to demonstrate the Tripod’s

sensitivity to measuring growth in teacher effectiveness.

5.7 Conclusions

This article applies the validity argument approach outlined by Kane (2006) to the

use of the Tripod secondary survey to measure teacher effectiveness. Data from the

Measures of Effective Teaching (MET) Project was used to establish evidence of di-

mensionality, bias, reliability, and concurrent validity of the Tripod scores.

The validity argument consists of four steps. The scoring argument holds that

teacher scores produced from the Tripod survey accurately capture dimensions of in-

structional quality undistorted by other factors. I found that the 7Cs theoretical struc-

ture is not well supported. However, the Control (classroom management) dimension

was found to be a separate factor. Classroom management also appears as a cen-

tral domain in the CLASS classroom observational protocol, where it is referred to as

“Classroom Organization” (sub-domains include behavior management, productivity,

instructional learning formats), and the Framework for Teaching, where it is called

“Classroom Environment” (sub-domains include managing classroom procedures and

managing student behavior) (Kane & Staiger, 2012). The importance of classroom

management as a separate dimension that is predictive of student learning is sup-

ported by a body literature (Evertson, Emmer, Sanford, & Clements, 1983; Emmer

& Stough, 2001). The other Six Cs (Care, Clarify, Challenge, Captivate, Confer and

Consolidate) can be grouped together as a single measure of Support. The Support

dimension contains items that measure multiple types of teacher support that have

been previously been found to be important in the teacher quality literature, including

instructional support, and socio-emotional support (Lee, Smith, Perry, & Smylie, 1999;
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Pianta & Hamre, 2009). Given that six of the 7Cs are found to form a single composite

measure of teacher support, it is likely that this domain could be reliably measured in

less than the current 29 item length. Approaches to produce reliable short forms will

be investigated in future studies.

The second step is concerned with the generalization of scores that might have been

obtained with a different group of students or a different set of items. The reliabil-

ity/stability of the Tripod far exceeds that of value-added scores (Kane & Cantrell,

2010). The average across-section correlation for the Tripod Support scores was 0.67

for both English and Math, and the across-section correlation for the Control was 0.53

for English and 0.60 for Math. These findings indicate that the reliability of one ad-

ministration of the Tripod survey far exceeds a single classroom observation rating.

Estimation of reliability for classroom observation protocols depend on multiple crite-

ria, including the number of raters and number of lessons scored. Using highly-trained

raters who rated classroom observation videos, the MET study found that for most of

the observational protocols, at least four rated lessons, each with a different rater, were

required to achieve reliability in the neighborhood of 0.65 (Kane & Staiger, 2012).

However, using the MET data, we are unable to look at the stability of ratings

within a school year. All of the student ratings in this study were provided in the

spring of the school year. Ferguson (2010) has previously reported that the correla-

tion between student ratings across two time points (March and December) within

a school year ranged between 0.70 and 0.85. Therefore, we expect there to be some

non-zero variance due to rating occasion. A data collection design with student ratings

across multiple occasions and multiple section within a school year would allow for a

more thorough discussion of the generalizability of scores. This design would provide

more information about the percentage of the variance in the teacher scores that is

attributable to persistent differences among teachers.

In the third step, I examined the extrapolation of the Tripod survey scores to a

more broadly construed concept of teacher effectiveness. The Tripod Control scores

were found to be significant predictors of student academic achievement in both English

and Math, though Support was not a significant predictor. Significant correlations
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in the expected directions were also found between the Tripod Overall, Control, and

Support dimensions and dimensions of both the Classroom Assessment Scoring System

(CLASS) and Framework for Teaching observational protocols.

Given all of these findings, I have preliminary evidence to suggest that the Tripod

survey provides a reliable measure of teacher support and classroom management.

Additional evidence will need to be collected to determine whether it is reliable enough

support the use of the Tripod for high-stakes purposes. It is clear from the current

findings that when communicating scores to teachers and stake-holders, standard errors

of measurement should be included in addition to the scores to provide context for

comparisons across teachers. The caterpillar plots shown in Figures 5.3 and 5.4 make

it clear that rank-ordering or binning teachers who fall in the middle of the distribution

will lead to errors in judgment due to the uncertainty in scores.

Additionally, this study provides insights on uses of the Tripod in a professional

development context. Though the theoretical model of the Tripod 7Cs may still be

valid, I did not find that the 7Cs could be reliably differentiated with middle school

students’ ratings of their classrooms. Therefore, it is recommended that scores are not

reported separately for Care, Clarify, Challenge, Captivate, Confer and Consolidate,

as these scores are highly correlated and each less reliable than the composite Support

score. Furthermore, if Tripod scores are used to measure growth over time in response

to professional development, confidence intervals around scores provide context for

whether any observed growth falls within the range of uncertainty in scores.

The validity argument approach applied to the Tripod survey requires clearly out-

lining the warrants and claims for the instrument’s validity. This is an important step

for clarify the purpose and acceptable users of the measure. However, there are limita-

tions to this approach when examining the validity of an instrument using large data

sets such as the Measures of Effective Teaching data set. Various aspects of the survey

administration, including whether it is administered on paper or online, whether the

teacher is nearby as students fill out the survey, whether it is administered near the

start of the year or end of the year, could all affect the validity and reliability of the

measure. However, this kind of administration information is not generally available
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in large datasets. Additionally, large studies such as the MET typically collect data

for research purposes, so the conditions of data collection may be far different than a

typical operational use of the survey.

This study lays the groundwork for a validity argument approach for the Tripod

survey. Though the present investigation cannot demonstrate the validity of this survey

for high-stakes purposes, school districts that are collecting the Tripod or another

student survey measure as a component of a summative teacher evaluation could follow

the validity argument approach to illustrate the degree to which the reliability and

validity conclusions change when stakes are added.
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Table 5.2: Tripod 7Cs and description of the domains

Dimension Description
Control Control concerns the degree to which the class is both well-

behaved and on task.
Care Care concerns whether teachers have supportive relationships

with students.
Clarify Clarify concerns how effectively the teacher is able to help

students understand concepts taught in class.
Challenge Challenge concerns both effort and teacher’s insistence that

students persist in the face of difficulty.
Captivate Captivate pertains to how effectively the teacher is able to

hold the students’ attention in class.
Confer Confer concerns the level to which a teacher both gets stu-

dents to provide their ideas and welcomes their feedback.
Consolidate Consolidate concerns making learning coherent, giving feed-

back, and checking for understanding.
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Table 5.3: Student, classroom, and teacher demographic variables

English Classrooms Math Classrooms

2009–10 2010–11 2009–10 2010–11

Category Name M SD M SD M SD M SD

Student Characteristics N=19,406 N=8,153 N=16,716 N=7,710

Male 0.13 0.34 0.14 0.34 0.50 0.50 0.50 0.50

Gifted 0.13 0.34 0.15 0.36 0.12 0.32 0.11 0.31

English Learner (EL) 0.06 0.24 0.06 0.24 0.14 0.35 0.13 0.34

White 0.26 0.44 0.27 0.44 0.27 0.44 0.26 0.44

Black 0.28 0.45 0.28 0.45 0.29 0.45 0.27 0.44

Hispanic 0.36 0.48 0.34 0.47 0.35 0.48 0.36 0.48

Free/reduced lunch 0.62 0.49 0.62 0.49 0.61 0.49 0.61 0.49

Special Education 0.49 0.50 0.49 0.50 0.07 0.26 0.07 0.25

Prior year test score 0.16 0.94 0.21 0.93 0.13 0.94 0.20 0.89

End of year test score 0.17 0.94 0.19 0.93 0.15 0.94 0.16 0.91

Classroom Characteristics N=1,071 N=406 N=946 N=380

% Gifted 0.12 0.21 0.12 0.22 0.10 0.20 0.10 0.19

% ELL 0.14 0.18 0.15 0.19 0.15 0.17 0.15 0.18

% White 0.25 0.28 0.25 0.28 0.25 0.28 0.24 0.27

% Black 0.30 0.29 0.29 0.29 0.31 0.28 0.29 0.29

% Hispanic 0.37 0.31 0.37 0.30 0.37 0.29 0.37 0.28

% FRPL 0.64 0.30 0.65 0.29 0.65 0.30 0.64 0.29

Prior year test score 0.07 0.13 0.07 0.13 0.09 0.14 0.08 0.13

Number of students 23.6 6.10 24.9 6.50 23.8 7.10 25.6 7.20

Teacher Characteristics N=572 N=406 N=504 N=380

Years of experience 8.08 7.26 7.93 7.18 7.49 7.18 7.81 7.20

Male 0.15 0.36 0.16 0.37 0.29 0.45 0.26 0.44

White 0.58 0.49 0.56 0.50 0.51 0.50 0.54 0.50

Black 0.36 0.48 0.37 0.48 0.37 0.48 0.35 0.48

Hispanic 0.05 0.22 0.05 0.22 0.06 0.24 0.06 0.24

Master’s degree or higher 0.30 0.46 0.28 0.45 0.28 0.45 0.31 0.46

Value-added score 0.00 0.14 0.01 0.14 0.01 0.20 0.02 0.20
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Table 5.4: Item wording and descriptive statistics for the 36 Tripod student survey
items

Domain Item Item wording ELA Math

M SD M SD

Care A10 My teacher in this class makes me feel that

s/he really cares about me.

3.72 1.22 3.64 1.25

Care B146 My teacher seems to know if something is

bothering me.

3.14 1.31 3.05 1.32

Care B34 My teacher really tries to understand how stu-

dents feel about things.

3.60 1.18 3.47 1.22

Control B112 Student behavior in this class is under control. 3.39 1.23 3.36 1.26

Control B113* I hate the way that students behave in this

class.

3.53 1.32 3.49 1.34

Control B114* Student behavior in this class makes the

teacher angry.

3.00 1.31 2.92 1.33

Control B138* Student behavior in this class is a problem. 3.34 1.26 3.31 1.29

Control B46 My classmates behave the way my teacher

wants them to.

3.15 1.19 3.10 1.22

Control B49 Students in this class treat the teacher with

respect.

3.62 1.13 3.55 1.17

Control B6 Our class stays busy and does not waste time. 3.48 1.13 3.50 1.17

Clarify B1 If you don’t understand something, my

teacher explains it another way.

4.04 1.04 4.03 1.08

Clarify B130 My teacher knows when the class understands,

and when we do not.

3.81 1.07 3.82 1.11

Clarify B136 When s/he is teaching us, my teacher thinks

we understand even when we don’t.

3.62 1.19 3.54 1.23

Clarify B17 My teacher has several good ways to explain

each topic that we cover in this class.

3.94 1.04 3.91 1.10

Clarify B80 My teacher explains difficult things clearly. 3.88 1.07 3.85 1.13

Challenge B128 My teacher asks questions to be sure we are

following along when s/he is teaching.

4.30 0.96 4.39 0.94

Challenge B133 My teacher asks students to explain more

about answers they give.

4.07 0.97 4.12 0.97

Challenge B21 In this class, my teacher accepts nothing less

than our full effort.

4.01 1.05 4.02 1.06
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Challenge B36 My teacher doesn’t let people give up when

the work gets hard.

4.02 1.09 4.03 1.09

Challenge B45 My teacher wants us to use our thinking skills,

not just memorize things.

4.13 0.99 4.10 1.02

Challenge B59 My teacher wants me to explain my answers–

why I think what I think.

4.10 1.00 4.07 1.03

Challenge B70 In this class, we learn a lot almost every day. 3.81 1.07 3.99 1.04

Challenge B90 In this class, we learn to correct our mistakes. 4.05 1.02 4.08 1.02

Captivate B141* This class does not keep my attention–I get

bored.

3.42 1.31 3.37 1.35

Captivate B29 My teacher makes learning enjoyable. 3.62 1.23 3.49 1.29

Captivate B44 My teacher makes lessons interesting. 3.61 1.21 3.48 1.26

Captivate B89 I like the ways we learn in this class. 3.83 1.00 3.83 1.03

Confer B129 My teacher wants us to share our thoughts. 3.95 1.10 3.68 1.19

Confer B135 Students get to decide how activities are done

in this class.

2.45 1.07 2.30 1.07

Confer B154 My teacher gives us time to explain our ideas. 3.78 1.08 3.66 1.13

Confer B155 Students speak up and share their ideas about

class work.

3.64 1.15 3.54 1.18

Confer A54 My teacher respects my ideas and suggestions. 3.83 1.12 3.71 1.15

Consol. B145 My teacher takes the time to summarize what

we learn each day.

3.49 1.19 3.50 1.23

Consol. B147 My teacher checks to make sure we understand

what s/he is teaching us.

4.04 1.05 4.09 1.06

Consol. B58 We get helpful comments to let us know what

we did wrong on assignments.

3.81 1.14 3.69 1.19

Consol. B83 The comments that I get on my work in this

class help me understand how to improve.

3.84 1.11 3.69 1.16

Note. “Consol.” is an abbreviation for Consolidate.

* signifies an item that has been reverse-coded.
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Table 5.6: Multilevel item Factor analysis results with item explained common variance
(I-ECV)

Tripod
Domain

Item
English Math

Unid. 6Cs & Control I-
ECV

Unid. 6Cs & Control I-
ECVλ1 λ1 λ2 λ1 λ1 λ2

Care A10 .67(.01) .68(.01) 0(—) .97 .66(.01) .67(.01) 0(—) .98
Care B146 .57(.01) .58(.01) 0(—) .95 .56(.01) .57(.01) 0(—) .95
Care B34 .69(.01) .70(.01) 0(—) .98 .66(.01) .67(.01) 0(—) .98
Control B112 .43(.01) 0(—) .60(.01) .69 .41(.01) 0(—) .59(.01) .62
Control B113 .17(.01) 0(—) .46(.01) .12 .15(.01) 0(—) .45(.01) .06
Control B114 .31(.01) 0(—) .52(.01) .46 .27(.01) 0(—) .50(.01) .33
Control B138 .30(.01) 0(—) .57(.01) .43 .28(.01) 0(—) .57(.01) .33
Control B46 .49(.01) 0(—) .64(.01) .76 .46(.01) 0(—) .63(.01) .69
Control B49 .51(.01) 0(—) .63(.01) .78 .49(.01) 0(—) .62(.01) .73
Control B6 .48(.01) 0(—) .49(.01) .75 .44(.01) 0(—) .48(.01) .67
Clarify B1 .67(.01) .68(.01) 0(—) .99 .65(.01) .66(.01) 0(—) .99
Clarify B130 .60(.01) .61(.01) 0(—) .99 .59(.01) .59(.01) 0(—) .98
Clarify B136 .40(.01) .40(.01) 0(—) .96 .41(.01) .41(.01) 0(—) .94
Clarify B17 .70(.01) .71(.01) 0(—) .99 .69(.01) .70(.01) 0(—) .99
Clarify B80 .69(.01) .70(.01) 0(—) .99 .69(.01) .70(.01) 0(—) .99
Chall. B128 .55(.01) .56(.01) 0(—) .97 .53(.01) .54(.01) 0(—) .96
Chall. B133 .49(.01) .49(.01) 0(—) .95 .46(.01) .47(.01) 0(—) .95
Chall. B21 .55(.01) .55(.01) 0(—) .97 .54(.01) .54(.01) 0(—) .96
Chall. B36 .62(.01) .63(.01) 0(—) .98 .61(.01) .61(.01) 0(—) .98
Chall. B45 .59(.01) .6(.01) 0(—) .98 .56(.01) .57(.01) 0(—) .97
Chall. B59 .57(.01) .58(.01) 0(—) .97 .53(.01) .54(.01) 0(—) .96
Chall. B70 .64(.01) .65(.01) 0(—) .98 .60(.01) .60(.01) 0(—) .97
Chall. B90 .67(.01) .68(.01) 0(—) .99 .66(.01) .66(.01) 0(—) .98
Capt. B141 .53(.01) .53(.01) 0(—) .89 .52(.01) .52(.01) 0(—) .89
Capt. B29 .70(.01) .71(.01) 0(—) .97 .70(.01) .71(.01) 0(—) .97
Capt. B44 .71(.01) .72(.01) 0(—) .97 .71(.01) .71(.01) 0(—) .97
Capt. B89 .64(.01) .64(.01) 0(—) .95 .64(.01) .64(.01) 0(—) .95
Confer B129 .51(.01) .52(.01) 0(—) .94 .49(.01) .50(.01) 0(—) .94
Confer B135 .38(.01) .38(.01) 0(—) .87 .39(.01) .40(.01) 0(—) .88
Confer B154 .68(.01) .69(.01) 0(—) .98 .66(.01) .67(.01) 0(—) .98
Confer B155 .58(.01) .58(.01) 0(—) .96 .56(.01) .57(.01) 0(—) .96
Confer A54 .69(.01) .70(.01) 0(—) .98 .68(.01) .68(.01) 0(—) .98
Consol. B145 .61(.01) .62(.01) 0(—) .99 .59(.01) .60(.01) 0(—) .98
Consol. B147 .72(.01) .73(.01) 0(—) .99 .70(.01) .70(.01) 0(—) .99
Consol. B58 .64(.01) .65(.01) 0(—) .99 .63(.01) .64(.01) 0(—) .99
Consol. B83 .65(.01) .66(.01) 0(—) .99 .64(.01) .65(.01) 0(—) .99
Note. Only between-level standardized factor loadings are reported in this table. Due to
cross-level invariance constraints, the within-level loadings are equal to the values in the
table.
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Table 5.7: Latent regression results from the multilevel item factor analysis models
examining response bias

Variable English Math
Age .01(.00) .01(.00)
Male -.27(.03) -.23(.02)
Gifted .50(.08) .40(.03)
Special education .01(.05) .06(.02)
EL -.20(.05) -.12(.04)
FRPL -.03(.05) -.01(.00)
Black .04(.05) .10(.03)
Hispanic -.06(.04) -.12(.03)
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Table 5.9: Pearson correlations between Tripod domain scores and other measures of
teaching quality

Instrument and domain (if

applicable)

ELA Math

Support

Scorea

Control

Scorea

Overall

Scoreb

Support

Scorea

Control

Scorea

Overall

Scoreb

CLASS

Positive climate 0.29** 0.20** 0.30** 0.28** 0.19** 0.26**

Negative climate -0.25** -0.37** -0.33** -0.12** -0.35** -0.16**

Teacher sensitivity 0.24** 0.16** 0.29** 0.24** 0.09* 0.22**

Regard for student thoughts 0.20** 0.10* 0.27** 0.26** 0.09 0.24**

Behavior management 0.25** 0.41** 0.33** 0.16** 0.39** 0.23**

Productivity 0.21** 0.26** 0.25** 0.17** 0.24** 0.19**

Instructional learning formats 0.22** 0.15** 0.30** 0.21** 0.09* 0.19**

Content understanding 0.20** 0.16** 0.27** 0.14** 0.08 0.11*

Analysis and problem solving 0.18** 0.12** 0.26** 0.18** 0.04 0.15**

Quality of feedback 0.27** 0.12* 0.31** 0.24** 0.09* 0.21**

Instructional dialogue 0.26** 0.10* 0.28** 0.24** 0.03 0.18**

Student Engagement 0.32** 0.20** 0.32** 0.29** 0.23** 0.27**

Framework for Teaching

Creating respect 0.12** 0.31** 0.21** 0.17** 0.31** 0.22**

Using questioning techniques 0.14** 0.13** 0.15** 0.12** 0.18** 0.18**

Establishing learning culture 0.10* 0.24** 0.20** 0.18** 0.28** 0.24**

Managing class procedures 0.09* 0.25** 0.16** 0.08 0.27** 0.14**

Communicating with students 0.13** 0.23** 0.17** 0.15** 0.18** 0.20**

Managing student behavior 0.13** 0.36** 0.23** 0.12** 0.40** 0.20**

Engaging students 0.16** 0.28** 0.21** 0.18** 0.20** 0.21**

Using tests in instruction 0.15** 0.20** 0.19** 0.15** 0.18** 0.23**

Student-reported scales

Happiness in class 0.67** 0.39** 0.82** 0.67** 0.40** 0.64**

Effort exerted in class 0.67** 0.46** 0.67** 0.78** 0.42** 0.80**

Other

VAM score 0.09** 0.16** 0.13** 0.18** 0.25** 0.27**

Teaching Content Knowledge 0.07 0.02 0.04 0.01 0.05 0.06

Note. CLASS-S=Classroom Assessment Scoring System. * Correlation is significant at the .05

level, two-tailed. ** Correlation is significant at the .01 level, two-tailed.
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Figure 5.1: Path diagrams for the four confirmatory multilevel item factor analysis
models

(a) Unidimensional model
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Figure 5.1: Path diagrams for the four confirmatory multilevel item factor analysis
models–Continued

(c) Control and Support (Six Cs) model
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Figure 5.2: Path diagram for the multilevel item factor analysis model with random
intercept
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Figure 5.3: Confidence intervals for the Support Tripod scores for 100 sampled class-
rooms from the English sample
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NOTE: The blue dot represents the class section estimated score, and the black line
around the score represents the 95 percent confidence interval around the score. The
horizontal red dashed lines represent the 25th and 75th percentile scores.
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Figure 5.4: Confidence intervals for the Support Tripod scores for 100 sampled class-
rooms from the math sample.
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NOTE: The blue dot represents the class section estimated score, and the black line
around the score represents the 95 percent confidence interval around the score. The
horizontal red dashed lines represent the 25th and 75th percentile scores.
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5.8 Appendix

Let there be p = 1, . . . , n items. A student i is nested in a group j. Let the response

from individual i in group j to item p be ypij, where ypij has Kp response categories,

so that ypij ∈ (0, . . . , Kp − 1). Let there be i = 1, ..., Nj students in group j, with

j = 1, . . . , J groups. The overall sample size is N =
∑J

j=1Nj.

In this model, the latent variables for individual i in classroom j are partitioned

into two mutually exclusive parts: θij =
(
ϑj,ηij

)
, where ϑj is the vector of group-level

(level-2) latent variables, and ηij is the vector of individual-level (level-1) latent vari-

ables. The multilevel item factor (IFA) model specifies the conditional probability for

the response to item p with Kp categories from student i in classroom j. I use a multi-

dimensional extension of the graded response model (Samejima, 1969). The category

response probability is the difference between adjacent cumulative probabilities

P (ypij ≥ 1|ϑj, ηij) =
1

1 + exp
[
−
(
cp,1 + aB′

p ϑj + aW ′
p ηij

)]
... (5.8)

P (ypij ≥ K − 1|ϑj, ηij) =
1

1 + exp
[
−
(
cp,K−1 + aB′

p ϑj + aW ′
p ηij

)]
The item parameters for item p include: a set of K-1 (strictly ordered) intercepts

cp,1, . . . , cp,K−1, a conformable vector of level-1 slopes aB
′

p , and a conformable vector of

level-2 item slopes aW
′

p . The slopes (or discrimination) parameters are analogous to

item factor loadings. The category response probability is the difference between two

adjacent cumulative probabilities

P (ypij = k|ϑj,ηij) = P (ypij ≥ k|ϑj,ηij)− P (ypij ≥ k + 1|ϑj,ηij) (5.9)

where P (ypij ≥ 0|ϑj,ηij) is equal to 1 and P (ypij ≥ Kp|ϑj,ηij) is zero.

Given p = 1, ..., n items, i = 1, ..., Nj individuals in classroom j, and j = 1, . . . , J

classrooms, the observed data (marginal) likelihood function may take the following
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form:

L (γ) =
J∏
j=1

∫ Nj∏
i=1

[∫ n∏
p=1

P (Ypij = ypij|θij)f
(
ηij
)
dηij

]
f (ϑj) dϑj, (5.10)

where γ stands for the collection of freely estimated model parameters.
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CHAPTER 6

Conclusion

The present research implemented a full-information multilevel item factor analysis

model framework for a variety of different educational applications, with a specific

emphasis on student surveys for teacher evaluation purposes. Educational data is in-

herently multilevel, with students nested in classrooms within schools, districts, and

states. Full-information item factor analysis (IFA) models are a flexible set of mod-

els that can be used to make inferences about the latent variables (Bock et al., 1988;

Mislevy, 1986; Wirth & Edwards, 2007). However, the majority of contemporary

IFA models ignore the nesting of data and treat individuals and independent units.

Building upon the multidimensional item-level measurement model, the multilevel item

factor analysis (MLIFA) framework explicitly incorporates the nesting of individuals

within level-2 units into the statistical model. Additionally, multilevel IFA models

allow for the regression of latent traits on observed individual- and group-level covari-

ates. These highly-complex models can be estimated using the Metropolis–Hastings

Robbins–Monro (MH-RM) algorithm (Cai, 2010a, 2010b) implemented in flexMIRT

(Cai, 2015), which allows for efficient computation of item parameters and level-1 and

level-2 latent scores for a variety of item types and latent structures.

This dissertation investigated four research topics with the objectives of (a) pro-

viding an overview of multilevel IFA models applications in educational settings, (b)

proposing a new approach for assessing the goodness of fit of multilevel IFA models,

(c) comparing scoring approaches for producing level-2 latent score estimates in the

context of relating teacher instructional practice and student achievement, and (d) ex-

amining the reliability and validity of student ratings of teacher’s instructional practice.

Below, I summarize the conclusions within each of these research topics.
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6.1 Multilevel item factor analysis can be used to address a

variety of educational topics

The broad utility of multilevel IFA models is demonstrated with a set of policy-relevant

educational applications where the inference of interest is at the group-level. The three

applications described in this paper are related to large-scale summative assessments

and measures of teacher effectiveness, two of the most pressing and highly-debated

topics in education research currently (Baker, 2016; Popham, 2013). The first ap-

plication examined the estimation of school-level subscores within a Common Core

State Standards (CCSS) aligned student assessment. Using a simulation study, I

demonstrated that reliable school-level sub-domain scores could be estimated using

the software flexMIRT under conditions similar to an existing summative mathemat-

ics assessment, provided sufficient item coverage for each sub-domain. The second

application examined the classroom characteristics that are associated with positive

student ratings of teacher practice. A multilevel IFA model with latent regression was

estimated, and I found that classrooms with a high percentage of special education

students and higher levels of student-reported effort were more likely to have positive

ratings of teachers. However, ratings of teachers did not vary greatly by percentage of

minority students or students’ prior year test scores in English/Language Arts.

Finally, the third application was in the realm of Student Growth Percentiles (SGP),

a measure of student academic growth across school years. Given that the SGPs are

often aggregated to the classroom-level to produce a measure of teacher effectiveness

that is used in state teacher evaluation systems, a Cluster Growth Percentile (CGP) is

defined using the multilevel item factor analysis framework. The CGPs were found to

be sufficiently reliable for operational use under certain circumstances.
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6.2 Multilevel model fit can be addressed using a modified M2

statistic

This dissertation sought to extend the field of limited-information goodness-of-fit as-

sessment to the realm of multilevel item factor analysis models. This study proposed

and examined the properties a limited-information statistic for multilevel IFA models.

First, I demonstrated theoretically and with a simulated data example that the mul-

tilevel IFA model can be re-parameterized into a single-level item bifactor model that

is fit to the group-level data. Secondly, I utilized the established relationship between

the models to examine the utility of the limited-information goodness-of-fit statistic

M2 (Maydeu-Olivares & Joe, 2006) to detect misfit in re-formatted multilevel item re-

sponse data. Additionally, a Reduced M2 statistic was proposed to isolate the presence

of item-level misfit. Through a series of simulation studies, I found that the existing

M2 statistic is sensitive to the examined misspecifications of the item model, but that

the proposed Reduced M2 is slightly conservative (with Type I error rates consistently

below the nominal level). It is likely that the conservative nature of the Reduced M2

is due to the degree to which the first- and second-order margins have been collapsed.

6.3 Teacher practice scores produced from the multilevel model

are predictive of end-of-year test scores

This dissertation also examined the role of measurement error in attenuating the re-

lationship between measures of teacher instructional practice and student academic

growth. There were two goals of this study: (1) identify the teacher practices that are

most predictive of student achievement, and (2) compare various methods for producing

classroom-level latent scores that vary in the degree to which they accounted for stu-

dent characteristics and uncertainty in the estimates. Specifically, this paper describes

a multilevel multidimensional plausible values approach for producing classroom-level

latent scores. This first stage of this approach consists of specifying and imputing sets

of plausible values from a multilevel item bifactor measurement model implemented in

flexMIRT (Cai, 2015). In the second stage, I fit a hierarchical linear model to predict
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student achievement by the imputed teacher practice values. Using the 7Cs of teacher

practice measured by Tripod survey (Ferguson, 2010), the scores from the multilevel

multidimensional plausible values approach were compared with simple class means, an

Expected A Posteriori (EAP) approach, and EAP with conditional means approach.

I found that overall perceptions of teacher effectiveness, as well as perceptions of

a teacher’s classroom management practices, were strongly related with end-of-year

student academic achievement in middle school English classrooms, controlling for key

student and classroom background characteristics. Additionally, I found little gain in

using a multilevel plausible values approach to produce latent scores over more widely-

used EAP score methods, which do not account for score uncertainty. However, gain

(or lack thereof) from using plausible values is likely related to a combination of fac-

tors, including sample size, number of observed item responses used to measure the

latent dimension(s), and measurement error in latent predictors. Therefore, the con-

clusions from this study regarding the advantages or disadvantages of the multilevel

multidimensional plausible values approach do not necessarily generalize to other set-

tings where a set of interrelated latent variables are used as predictors in a hierarchical

linear model.

6.4 The Tripod survey of teacher practice is fairly reliable and

related to other teacher practice measures

The Tripod Survey (Ferguson, 2010) is the most widely-used off-the-shelf student sur-

vey instrument (Bill & Melinda Gates Foundation, 2012). The Tripod student percep-

tions survey focuses primarily on what teachers do and how the classroom operates,

which is operationalized as the Tripod 7CsTM framework of teacher effectiveness. Fol-

lowing the validity argument approach outlined by Kane (2006), I examined the evi-

dence of dimensionality, bias, reliability, and concurrent validity of the Tripod survey

of teacher practice.

The theoretical dimensionality of the Tripod Survey (e.g., the 7Cs of teacher prac-

tice) was not supported by the middle school student responses collected through the
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Measures of Effective Teaching (MET) data. Instead, I found support for a two-factor

structure, with a classroom management dimension (measured by the Control items)

and a composite Support dimension consisting of the remaining six theoretical domains

(e.g., Care, Clarify, Consolidate, Confer, Challenge, and Captivate). These findings are

in line with the results of Ferguson’s (2010) principal components analysis (PCA) using

classroom item means. He found that a dimension containing Care, Clarify, Consoli-

date, Confer, Captivate, and Challenge accounted for half of the observed item varia-

tion, and that Control (Press) was distinguished as separate dimension. Furthermore,

the importance of classroom management as a separate dimension that is predictive of

student learning is supported by previous research (Evertson et al., 1983; Emmer &

Stough, 2001).

The Control and Support dimensions of the Tripod survey were found to be reliable,

particularly compared to widely-used measures of teacher practice. Reliability of stu-

dent surveys is often summarized using a single index: Cronbach’s α. This study went

beyond this simple index and examined multiple criteria of reliability, including within-

group agreement in the ratings of teachers within a classroom, and across-section and

across-year correlation of Tripod scores. As noted by other researchers (e.g., Goldhaber

& Hansen, 2013; McCaffrey, Sass, Lockwood, & Mihaly, 2009), examining the tempo-

ral stability of teacher quality implicitly assumes that job performance is a relatively

stable attribute within teachers. If the dimensions of teacher practice measured by the

Tripod survey tend to be unstable characteristics, then the usefulness of teacher-based

accountability may be limited. In this study, the across-section and across-year cor-

relation within a teacher were used to estimate the proportion of observed variation

that is due to stable differences between teachers. The across-section correlation was

over .50 for the Support and Control dimensions, implying that more than half of the

observed variation is due to stable differences between teachers.

Finally, the Tripod survey was found to be related to other theoretically related

measures of teacher practice. Significant correlations in the expected directions were

found between the Tripod and class value-added scores, domains of the Classroom

Assessment Scoring System (CLASS) observational protocols, and domains within the
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Framework for Teaching observational protocol. Additionally, even after condition-

ing on key background variables (such as student prior achievement, race, gender) in

the analysis, the Tripod Control (classroom management) domain was found to be a

significant predictor of student academic achievement in both English and math.

This study provides insights into the use of the Tripod survey for high-stakes sum-

mative and formative purposes. Tripod Control and Support scores can be used to

reliably distinguish among teachers at the very high and low ends of the spectrum,

but most teachers scores contain overlapping confidence intervals. Therefore, it is not

recommend that these scores be used to sort teachers into groups based on the middle

of the distribution. Additionally, confidence intervals should be provided to aid in

teacher’s understandings of comparisons with other teachers or with school or district

averages.

If Tripod scores are used for the purposes of prompting teachers to reflect on their

practice or for directing teachers to further training, it is not recommended that sep-

arate scores be provided for Care, Clarify, Consolidate, Confer, Challenge, and Cap-

tivate. These six domains form a single dimension, and therefore the scores for each

separate domain represent a less reliable estimate of the composite Support domain.

The fact that the Support dimension contains multiple components that can be seen

as conceptually different (e.g., Care and Challenge) does not indicate that these do

not exist theoretically as separate characteristics of teachers. It merely implies that

middle school students appear unable to differentiate among teachers who are Caring

vs. Challenging, and generally see their teacher as either high or low on all of these six

domains (Care, Clarify, Consolidate, Confer, Challenge, and Captivate).

6.5 Future directions

This study helped to demonstrate the broad range of applicability of multilevel IFA

models. The results of this study suggest five areas for future research, each of which

is addressed briefly below.
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6.5.1 Examine parameter recovery across various conditions

I have conducted a preliminary series of simulation studies regarding the accuracy of

estimation of item parameters and latent scores. However, a more systematic exam-

ination of the accuracy of MH-RM estimation across various sample sizes per group,

group sample sizes, and range of ICCs would be warranted. Additionally, preliminary

evidence indicates that providing accurate starting values improves the efficiency of

estimation, particularly when ICCs are low and the level-2 variances are estimated in

relation to fixed level-1 variances. In case of very small level-2 variances, estimation of

the model may be difficult due do boundary limit on the variances (e.g., variances are

constrained to be greater or equal to zero), and so parameterizations such as the mul-

tilevel “Rasch” item bifactor model used in Chapter 4 should be further investigated.

6.5.2 Expand the multilevel limited information fit statistics to include

unbalanced data

The current work represents an important first step in extending the assessment of

model goodness of fit to multilevel item factor analysis models. However, the current

study is limited to unidimensional multilevel IFA models with balanced level-2 units. In

the future, I will work on expanding the limited-information goodness of fit framework

to allow for evaluating multilevel IFA models with unbalanced data.

6.5.3 Disentangle measurement error and substantive within-classroom

variance

The standard approaches for modeling student survey data assumes that variance be-

tween classrooms is measuring meaningful differences in instructional quality, but that

variance within classrooms represents noise (Marsh et al., 2012). Item intraclass cor-

relations for the Tripod items in my analysis range from .18 to .32, indicating that the

majority of the variance for the items is within-classrooms. If all of this within-class

variance is believed to be noise, I would be forced to conclude that there is very little

signal about consistent teacher practice among the noise in the ratings.
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The goal of the Tripod is to measure classroom-level phenomena. However, many of

the items on the Tripod survey contain wording that focus on the teacher’s interaction

with an individual student rather than the classroom as a whole. For example, one

Tripod item is “My teacher wants me to explain my answers–why I think what I

think”. In this scenario, it seems implausible that all variance within the class is

rater error, as the teacher is unlikely to act in the exact same manner for all students.

As described by Schweig (2014), it is possible that classrooms contain micro-climates,

where individual students have legitimately different experiences with instruction in

a particular classroom. In reality, the within-classroom variance likely represents a

combination of true differences in the perceptions of teachers, measurement error, and

systematic differences in students’ ratings due to differences in the use of response

scales or other student characteristics.

This paper used a random intercepts model to try to explain a portion of the

within-classroom disagreement. Alternative models that allow for a more systematic

exploration of within classroom differences should be developed and explored.

6.5.4 Shorten the Tripod survey

The current work examined the reliability and validity of the 36-item secondary Tripod

survey. Given that my analyses indicate that the full-length version of the survey

provided reliable feedback, it is desirable to find ways to shorten the survey in a manner

that reduces participant burden and class time loss while maintaining an acceptable

level of reliability.

There are two major techniques that could be used to reduce the survey burden. The

first retains all of the items, but splits the survey items across forms so that students

within a class only respond to a subset of items. The second approach reduces the

length of the survey so that all students are administered a shorter form that takes less

time to respond to. The advantage of the first approach is that content coverage of the

survey is maintained, but it assumes that all students are interchangeable and therefore

all within-classroom variation is noise, which may not be a tenable assumption. The

second approach is useful if the reliability of the overall score is the bigger priority over
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content coverage, as a reliable overall score may be attainable using only a small set

of informative items. However, this approach may not allow for reliable reporting of

subscores.

Within the first approach, multiple techniques may be used to distribute items to

students to reduce response burden. Items could be split into two separate forms,

the two forms would be randomly assigned to students in the class. A more complex

version of this is to use Balanced Incomplete Block (BIB) forms, where items are split

into forms in a way that allows for an analysis of all of the items across forms. Lastly,

a sample of students could be selected from each class to fill out the entire survey. In

this last technique, the participant burden for those selected remains the same, but

the overall class time loss is lower if the remaining students can focus on instructional

activities.

For the second approach, items for a short form may be selected based on criteria

related to item information or based on maximizing the relationship of the scores to

some external criteria. Choosing items based on item information criteria, estimated

through item factor analysis methods, would maximize the marginal reliability of the

short form. However, depending on the goal of the measure, maximizing the rela-

tionship of a short form with an external criteria (e.g., a criterion measure of teacher

quality) may be more important than maximizing reliability. For example, say that

we are interested in creating a short form of the Tripod survey that contains the set

of teacher practices items that are most strongly related to whether a student shows

gains in academic achievement. Partial least squares regression, a predictive modeling

technique that allows for highly collinear predictors, could be used to measure the set

of items that best predict student achievement.

6.5.5 Examine the stability of the Tripod survey within a school year

According to the website of the Tripod survey, “Tripod survey results provide infor-

mation that teachers can use to set specific priorities for differentiated professional

development and coaching support” (Tripod Project, 2016). Since the survey is inex-

pensive and relatively brief to administer (particularly with shortened forms), teachers
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are now being encouraged to implement the survey multiple times throughout the

school year. This repeated administration allows teachers to have a chance to adapt

to the feedback provided by the survey.

However, loss of classroom instruction time due to repeated teacher evaluation

activities is a reasonable concern. Additionally, it is not clear that the survey is sensitive

to changes in teacher practices over time in a way that would allow for professional

development goal setting or monitoring. Furthermore, introducing multiple ratings

may add additional noise if students rate teachers systematically differently based on

time of day, day of the week, or month within the school year.

Therefore, I am interested in (a) the stability of ratings over time within a school

year, and (b) sensitivity of the survey measure to changes in practice as a results of

a professional development intervention. An initial study by Ron Ferguson indicated

that the correlations over time (corrected for measurement error) in classroom level

responses in December and March of the same school year ranged between 0.70 and

0.85 (Kane & Cantrell, 2010). To address the stability question more thoroughly, a

generalizability study similar to those that have been done with classroom observa-

tions (e.g., Kane & Staiger, 2012) could be conducted. This study would examine the

variance in the survey reflecting consistent differences in practice between individual

teachers (as opposed to variation attributable to the student raters, or the class sec-

tion being taught, or the time of year of the rating). However, this requires multiple

ratings within a school year, which is not provided by the MET data, so additional

data sources would need to be explored. Secondly, data could be collected alongside a

professional development intervention to measure whether students using the Tripod

survey respond differently before and after the intervention. These two lines of re-

search would provide important validity evidence about the Tripod’s ability to provide

feedback for professional development purposes.

144



Bibliography

Abrami, P. C., d’Apollonia, S., & Rosenfield, S. (2007). The dimensionality of student

ratings of instruction: What we know and what we do not. In The scholarship

of teaching and learning in higher education: An evidence-based perspective (pp.

385–456). Springer.

Adams, R. J., Wilson, M., & Wu, M. (1997). Multilevel item response models: An

approach to errors in variables regression. Journal of Educational and Behavioral

Statistics , 22 (1), 47–76.

Akaike, H. (1974). A new look at the statistical model identification. Automatic

Control, IEEE Transactions on, 19 (6), 716–723.

American Statistical Association. (2014). ASA statement on using value-added models

for educational assessment. Author.

Asparouhov, T., & Muthén, B. O. (2007). Computationally efficient estimation of

multilevel high-dimensional latent variable models. In Proceedings of the 2007

JSM meeting in Salt Lake City, Utah, Section on Statistics in Epidemiology (pp.

2531–2535).

Baker, E. L. (2016, March). Research to Controversy in 10 Decades. Educational

Researcher , 45 (2), 122–133.

Baker, E. L., Barton, P. E., Darling-Hammond, L., Haertel, E., Ladd, H. F., Linn,

R. L., . . . Shepard, L. A. (2010). Problems with the use of student test scores to

evaluate teachers. Washington, DC: Economic Policy Institute.

Bates, D., Maechler, M., Bolker, B., & Walker, S. (2015). lme4: linear mixed-effects

models using Eigen and S4.

Bell, C. A., Gitomer, D. H., McCaffrey, D. F., Hamre, B. K., Pianta, R. C., & Qi,

Y. (2012). An argument approach to observation protocol validity. Educational

Assessment , 17 (2-3), 62–87.

Bennett, W. J. (2002). Preface: What works in teaching. In L. T. Izumi & W. F. Evers

(Eds.), Teacher Quality. Hoover Institution Press.

Betebenner, D. (2009). Norm-and criterion-referenced student growth. Educational

Measurement: Issues and Practice, 28 (4), 42–51.

145



Bill & Melinda Gates Foundation. (2012). Asking Students about Teaching Student

Perception Surveys and Their Implementation. Seattle, WA.

Bishop, Y. M., Fienberg, S. E., & Holland, P. W. (1975). Discrete multivariate analysis:

theory and practice. Springer Science & Business Media.

Bliese, P. D. (2000). Within-group agreement, non-independence, and reliability: Im-

plications for data aggregation and analysis. In K. J. Klein & S. W. J. Kozlowski

(Eds.), Multilevel theory, research, and methods in organizations: Foundations,

extensions, and new directions (pp. 349–381). San Francisco, CA, US: Jossey-

Bass.

Bock, R. D., & Aitkin, M. (1981). Marginal maximum likelihood estimation of item

parameters: Application of an EM algorithm. Psychometrika, 46 (4), 443–459.

Bock, R. D., Gibbons, R., & Muraki, E. (1988). Full-information item factor analysis.

Applied Psychological Measurement , 12 (3), 261–280.

Bock, R. D., & Mislevy, R. J. (1982). Adaptive EAP estimation of ability in a

microcomputer environment. Applied Psychological Measurement , 6 (4), 431–

444.

Brophy, J., & Good, T. L. (1986). Teacher behavior and student achievement. In

M. Witrock (Ed.), The third handbook of research on teaching (pp. 328–375).

New York: Macmillan.

Browne, M. W. (1984). Asymptotically distribution-free methods for the analysis of co-

variance structures. British Journal of Mathematical and Statistical Psychology ,

37 (1), 62–83.

Browne, M. W. (2001). An overview of analytic rotation in exploratory factor analysis.

Multivariate Behavioral Research, 36 (1), 111–150.

Browne, M. W., & Cudeck, R. (1993). Alternative ways of assessing model fit. In

K. A. Bollen & J. S. Long (Eds.), Testing structural equation models (Vol. 154,

pp. 136–162). Newbury Park, CA: Sage.

Bush, G. W. (2001). No Child Left Behind (No. 10-110). Washington, DC: US

Department of Education.

Cai, L. (2010a). High-dimensional exploratory item factor analysis by a Metropo-

lis–Hastings Robbins–Monro algorithm. Psychometrika, 75 (1), 33–57.

146



Cai, L. (2010b). Metropolis-Hastings Robbins-Monro algorithm for confirmatory item

factor analysis. Journal of Educational and Behavioral Statistics , 35 (3), 307–

335.

Cai, L. (2015). flexMIRT version 3: Flexible multilevel multidimensional item analysis

and test scoring. Seattle, WA: Vector Psychometric Group.

Cai, L., & Hansen, M. (2013). Limited-information goodness-of-fit testing of hierar-

chical item factor models. British Journal of Mathematical and Statistical Psy-

chology , 66 (2), 245–276.

Cai, L., Maydeu-Olivares, A., Coffman, D. L., & Thissen, D. (2006). Limited-

information goodness-of-fit testing of item response theory models for sparse

2P tables. British Journal of Mathematical and Statistical Psychology , 59 (1),

173–194.

Cai, L., Yang, J. S., & Hansen, M. (2011). Generalized full-information item bifactor

analysis. Psychological methods , 16 (3), 221.

Camburn, E. M. (2012, November). Review of “Asking Students about Teaching”.

Boulder, CO: National Education Policy Center.

Centra, J. A. (2003). Will teachers receive higher student evaluations by giving higher

grades and less course work? Research in Higher Education, 44 (5), 495–518.

Chen, F. F., West, S. G., & Sousa, K. H. (2006). A comparison of bifactor and

second-order models of quality of life. Multivariate Behavioral Research, 41 (2),

189–225.

Chen, W.-H., & Thissen, D. (1997). Local dependence indexes for item pairs using

item response theory. Journal of Educational and Behavioral Statistics , 22 (3),

265–289.

Chetty, R., Friedman, J. N., & Rockoff, J. E. (2011). The long-term impacts of

teachers: Teacher value-added and student outcomes in adulthood (Working paper

No. 17699). Cambridge, MA: National Bureau of Economic Research.

Danielson, C. (2007). Enhancing professional practice: A framework for teaching.

ASCD.

Darling-Hammond, L., Amrein-Beardsley, A., Haertel, E., & Rothstein, J. (2012).

Evaluating teacher evaluation. Phi Delta Kappan, 93 (6), 8–15.

147



De Jong, M. G., Steenkamp, J.-B. E., Fox, J.-P., & Baumgartner, H. (2008). Using

item response theory to measure extreme response style in marketing research:

A global investigation. Journal of marketing research, 45 (1), 104–115.

Doherty, K., & Jacobs, S. (2013). State of the States 2013 Connect the Dots: Us-

ing evaluations of teacher effectiveness to inform policy and practice. National

Council on Teacher Quality.

Doherty, K., & Jacobs, S. (2015). State of the States 2015: Evaluating Teaching,

Leading and Learning. National Council on Teacher Quality.

Emmer, E. T., & Stough, L. M. (2001). Classroom management: A critical part

of educational psychology, with implications for teacher education. Educational

psychologist , 36 (2), 103–112.

Evertson, C. M., Emmer, E. T., Sanford, J. P., & Clements, B. S. (1983). Improving

classroom management: An experiment in elementary school classrooms. The

Elementary School Journal .

Falk, C. F., & Cai, L. (2015). A Flexible Full-Information Approach to the Modeling

of Response Styles. Psychological Methods .

Ferguson, R. F. (2010). Student perceptions of teaching effectiveness (Discussion brief

from the National Center for Teacher Effectiveness and the Achievement Gap

Initiative). Boston, MA: Harvard University.

Ferguson, R. F. (2012). Can student surveys measure teaching quality? Phi Delta

Kappan, 94 (3), 24–28.

Ferguson, R. F., & Danielson, C. (2014). How Framework for Teaching and Tripod

7Cs evidence distinguish key components of effective teaching. In T. J. Kane,

K. A. Kerr, & R. C. Pianta (Eds.), Designing Teacher Evaluation Systems: New

Guidance from the Measures of Effective Teaching Project. San Francisco, CA:

Jossey-Bass.

Fox, J.-P. (2010). Multilevel Item Response Theory Models. In Bayesian Item Response

Modeling (pp. 141–191). Springer New York.

Fox, J.-P., & Glas, C. A. (2001). Bayesian estimation of a multilevel IRT model using

Gibbs sampling. Psychometrika, 66 (2), 271–288.

Gibbons, R. D., & Hedeker, D. R. (1992). Full-information item bi-factor analysis.

148



Psychometrika, 57 (3), 423–436.

Goldhaber, D., & Hansen, M. (2013). Is it Just a Bad Class? Assessing the Long-term

Stability of Estimated Teacher Performance. Economica, 80 (319), 589–612.

Goldhaber, D. D., Brewer, D. J., & Anderson, D. J. (1999). A three-way error compo-

nents analysis of educational productivity. Education Economics , 7 (3), 199–208.

Goldstein, H., & Steele, F. (2005). Multilevel factor analysis models for continuous

and discrete data. In A. Maydeu-Olivares & J. J. McArdle (Eds.), Contemporary

Psychometrics. A Festschrift to Roderick P. McDonald. Mahwah, NJ: Lawrence

Erlbaum.

Haertel, E. H. (2013). Reliability and validity of inferences about teachers based on

student test scores (14th William H. Angoff Memorial Lecture). Princeton, NJ:

ETS.

Hamre, B., Hatfield, B., Pianta, R., & Jamil, F. (2014, May). Evidence for General

and Domain-Specific Elements of Teacher–Child Interactions: Associations With

Preschool Children’s Development. Child Development , 85 (3), 1257–1274.

Hanushek, E. A., & Rivkin, S. G. (2006). Teacher quality. Handbook of the Economics

of Education, 2 , 1051–1078.

Hill, H. C., Schilling, S. G., & Ball, D. L. (2004). Developing measures of teachers’

mathematics knowledge for teaching. The Elementary School Journal , 105 (1),

11–30.

Hox, J. (2002). Multilevel analysis: Techniques and applications. Mahwah, NJ:

Lawrence Erlbaum Associates.

Joe, J. N., Tocci, C. M., Holtzman, S. L., & Williams, J. C. (2013). Foundations of

observation: Considerations for developing a classroom observation system that

helps districts achieve consistent and accurate scores. MET Project Policy and

Practice Brief. Seattle, WA: Bill & Melinda Gates Foundation.

Kamata, A. (2001). Item Analysis by the Hierarchical Generalized Linear Model.

Journal of Educational Measurement , 38 (1), 79–93.

Kane, M. T. (2006). Validation. In R. L. Brennan (Ed.), Educational measurement

(4th ed., pp. 17–64). Westport, CT: American Council on Education/Praeger

Publishers.

149



Kane, T. J., & Cantrell, S. (2010). Learning about teaching: Initial findings from

the Measures of Effective Teaching Project. Seattle, WA: Bill & Melinda Gates

Foundation.

Kane, T. J., McCaffrey, D. F., Miller, T., & Staiger, D. O. (2013). Have We Identified

Effective Teachers? Validating Measures of Effective Teaching Using Random

Assignment (MET Project Research Paper). Seattle, WA: Bill & Melinda Gates

Foundation.

Kane, T. J., & Staiger, D. O. (2008). Estimating teacher impacts on student achieve-

ment: An experimental evaluation. National Bureau of Economic Research.

Kane, T. J., & Staiger, D. O. (2012). Gathering Feedback for Teaching: Combining

High-Quality Observations with Student Surveys and Achievement Gains. (MET

Project Research Paper). Seattle, WA: Bill & Melinda Gates Foundation.

Kennedy, M. M. (1999). Approximations to indicators of student outcomes. Educa-

tional Evaluation and Policy Analysis , 21 (4), 345–363.

Kuhfeld, M., Cai, L., & Monroe, S. L. (in preparation). Full-information multilevel

item factor analysis with applications.

Lee, V. E., Smith, J. B., Perry, T. E., & Smylie, M. A. (1999). Social Support,

Academic Press, and Student Achievement: A View from the Middle Grades

in Chicago. Improving Chicago’s Schools. A Report of the Chicago Annenberg

Research Project. Chicago, IL: Consortium on Chicago School Research.

Liaw, S.-H., & Goh, K.-L. (2003). Evidence and control of biases in student evaluations

of teaching. International Journal of Educational Management , 17 (1), 37–43.

Lockwood, J. R., & Castellano, K. E. (2015). Alternative statistical frameworks for

student growth percentile estimation. Statistics and Public Policy , 2 (1), 1–9.

Lu, I. R., Thomas, D. R., & Zumbo, B. D. (2005). Embedding IRT in structural

equation models: A comparison with regression based on IRT scores. Structural

Equation Modeling , 12 (2), 263–277.
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