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 Various semiconductor nanocrystals are currently being studied for their potential 

in optoelectronic devices such as photovoltaics, lasers, and lighting. Indium phosphide 

(InP) nanocrystals are particularly noteworthy due to their reduced toxicity and increased 

environmental sustainability as compared to other semiconductor nanocrystals. Indium 

phosphide nanocrystals are defect prone but can be passivated with a shell material such 

as zinc selenide (ZnSe) to mitigate this property and create stable highly luminescent 

QDs. Due to indium phosphide’s relatively small band gap and the aforementioned 

stability, InP/ZnSe QDs can be used to make efficient green, red, and near IR emitters.  

 

 Chapter 1 of this work will begin with an exploration of the structure of indium 

phosphide zinc selenide quantum dots (QDs). The crystal and electronic structure of InP 

will be used to form a framework for the interpretation of the absorption and emission 

properties of InP/ZnSe QDs. This will be done by considering the existing literature on 

cadmium selenide (CdSe) QD nanocrystals. These two semiconductor nanocrystals share 

a zinc-blende crystal structure, and both have band structures with two degenerate 

valence bands at the band edge. In semiconductor QDs charge carriers can be described 

using an effective mass approximation determined by the curvature of these bands. This 

will lead to a discussion of envelope functions and fine structure states within those 

envelope functions. Finally, chapter 1 will include a shortened synthesis of three 

variations of InP/ZnSe nanoparticles that will be discussed in future chapters.  

 

 Using the framework created in Chapter 1, Chapter 2 will relate these envelope 

functions and fine structure states to the absorption and emission of the corresponding 

transitions. This interpretation will discuss the factors that contribute to the line widths of 

these particles and will introduce the concept of homogeneous and inhomogeneous 

distributions in ensemble measurements. This will be explored through the use of the 

photoluminescence excitation spectrum (PLE) and polarization resolved PLE. In order to 

fully explain the width of the excitation spectra it will be necessary to recognize and 

characterize two forms of inhomogeneous broadening, size inhomogeneity and interfacial 

inhomogeneity. This interfacial inhomogeneity leads to an inhomogeneity in the band 

offsets of InP and ZnSe which complicates the spectroscopy of these QDs. 

 

 Chapter 3 will introduce time resolved spectroscopies. Direct comparison with 

time resolved photoluminescence (TRPL) experiments with radiative lifetimes calculated 

using the Einstein relations will show that a thermal Boltzmann distribution between the 

non-emissive, and emissive states are required to relate the two values, as is predicted by 
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the fine structure discussed in chapter 1. Furthermore, the observed radiative lifetime 

varies across the emission band as predicted by the Einstein relations. This property can 

be used to determine the extent of aggregation in samples by looking at deviations in 

radiative lifetime due to Förster resonant energy transfer (FRET). 

 

If during the shelling of InP/ZnSe QDs, the presence of indium is not carefully 

controlled, excess indium can become incorporated into the ZnSe shell. This leads to the 

formation of indium-based transient traps in the shell. Indeed, most published synthesis 

do not control for this variable, and thus these traps contribute significantly to the 

photoluminescent properties of published InP/ZnSe QDs. The indium-based shell 

transient traps are positioned between the valence band of the InP core, and the ZnSe 

shell valence band. This has the effect of trapping holes in the shell until they can tunnel 

into the valence band. Trapped holes have very small overlap with the electron 

wavefunction, and therefore do not contribute directly to the absorption or emission. 

Instead, they provide a reservoir state in thermal equilibrium with the emissive bright 

state, leading to delayed band edge emission. This increases the observed radiative 

lifetime by up to 30% for larger QDs. The equilibrium formed by process has a larger 

ratio of holes in the core to shell as opposed to the system short times after the cooling 

process, which has comparatively more holes in the shell. 

 

 In higher fluence conditions the InP/ZnSe QDs can absorb a second photon either 

simultaneously or sequentially. When this happens a biexciton forms. Biexcitons 

primarily recombine by Auger recombination. Auger recombination is when instead of a 

biexciton recombining radiatively, two carriers recombine and transfer their momentum 

to the two remaining carriers. This can create very high energy or “Hot” carriers. These 

hot carriers are of great interest because they are known to be able to perform chemical 

reactions that can lead to the degradation and quenching of photoluminescence in QDs. 

Minimizing or controlling these “hot” carriers is of utmost importance to increasing the 

stability of InP/ZnSe QDs at high fluences. Biexciton measurements can be measured in 

TRPL, but the increased time resolution of Transient Absorbance (TA) makes for easier 

and more accurate measurements. TRPL and TA biexciton measurements will be 

compared to extract information about the energetic position of the biexciton emitting 

state as compared to the single exciton emitting state. 

 

As mentioned above, trapped holes exhibit minimal overlap with the electron 

wavefunction, and also interact weakly with the valence band. When two excitons are 

created if one of the holes cools into a trap state, it will be unable to efficiently undergo 

Auger recombination. This creates a pseudo-trion, where there are two electrons in the 

conduction band and a single hole in the valence band. The trapped hole, now held in a 

trap away from the core, induces an electric field across the QD that decreases the 

electron-hole interaction and slows the observed radiative lifetime compared to that of the 

analogous trion. This pseudo trion state that will be referred to as an XT state has an 

observed radiative lifetime that is a factor of four longer than the biexciton state, enabling 

precise determination of these rates through the comparison of both time-resolved 

photoluminescence (TRPL) and transient absorption (TA) measurements. 
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 Chapter 4 will consider numerous possibilities regarding the chemical/structural 

identity of the indium-based transient traps. It will be shown that a zinc vacancy being 

charge compensated by a substitutional In3+ ion is the most likely candidate. Raman 

spectroscopy will be used to probe the structural characteristics of the QD and to 

elucidate the position of excess indium in the QD. This discussion on hole core 

equilibriums will be expanded to coupled thiols, which can function as hole acceptors, 

which can trap off holes for extended periods of time, up to hundreds of nanoseconds. 

 

 InP/ZnSe QDs hold great promise for the development of optoelectronic devices 

with enhanced environmental sustainability and reduced toxicity compared to other 

semiconductors. However, the presence of indium-based traps has significant 

implications for the photophysics and working lifetime of devices making use of 

InP/ZnSe QDs. Current literature on these particles is naïve to the contributions of these 

traps and the fingerprints of these traps can be seen in many key papers. This work, and 

the work it is based on, seeks to carefully disentangle the properties of the InP/ZnSe QD 

from those contributed by the traps in order to allow for accurate assignments. 
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Chapter 1. Introduction to Semiconductor Nanocrystals 
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1.1 Introduction  

 To make meaningful interpretations of complex spectroscopic measurements, it is 

essential to have a firm grasp of the underlying theory governing the photophysical 

processes. This chapter aims to elucidate how the photophysical processes within indium 

phosphide zinc selenide (InP/ZnSe) quantum dots (QDs) originate from the crystal structure 

and how they can be related to similar systems like cadmium selenide (CdSe). Additionally, it 

will introduce key characteristics of these QDs that will be explored throughout this work. 

For example, fine structure will be a focal point of discussion in all of the following chapters, 

as it plays a pivotal role in interpreting band edge processes within these QDs. This chapter 

will also include a simplified version of the synthesis of InP/ZnSe QDs. Small variations to 

this synthesis will be shown to have significant implications for the photophysics of these 

particles, and so the QDs in this study will have names reflecting their synthesis method. 

 

1.2 Crystal and Electronic Structure of Indium Phosphide 

 Indium phosphide (InP) quantum dots (QDs) belong to the III-V semiconductors, named 

as such because they consist of elements from Group III (e.g., aluminum, gallium, and 

indium) and Group V (e.g., nitrogen, phosphorus, arsenic, and antimony) of the periodic 

table. The combination of different III-V semiconductors allows for the customization of 

their electronic and optical properties to suit specific applications. Indium phosphide is 

widely utilized in optoelectronic devices due to its capability to absorb and emit light across 

a broad range from infrared to visible wavelengths. 

 

 

 
Figure 1.1: A) Zincblende crystal of the indium phosphide unit cell. B) Two 

interpenetrating face-centered-cubic lattices separated by the vector (
𝑎

4
)(�̂� + �̂� + �̂�), where 

𝑎 is the lattice constant.  

 

 Under standard temperature and pressure conditions, indium phosphide can exhibit two 

crystal structures: the thermodynamically favored zincblende crystal structure and the 

metastable wurtzite structure. However, the synthesis methods for wurtzite InP QDs are 

relatively new and not well-optimized. Consequently, this research will focus on quantum 
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dots with a zincblende crystal structure. In the zincblende structure, both the cation and anion 

occupy face-centered cubic arrangements, with each slightly offset from the other by the 

vector (
𝑎

4
)(�̂� + �̂� + �̂�), where 𝑎 is the lattice constant as shown in figure 1.1.1 

 

 In InP, the lowest energy electronic transition is dominated by movement of an electron 

from the 2P orbital of the phosphorus anion to the 5s orbital of the indium cation2. This 

transition corresponds to a direct band gap minimum at the Γ point in the Brillouin zone of 

the crystal lattice, representing a wavevector with zero velocity. The band gap at this position 

is 1.35 eV, which corresponds to a bulk emission wavelength of approximately 900 nm. 

 

 

 The curvature near of the bands in a band structure diagram such as the one shown in 

figure 1.2 is interpreted using the Kronig-Penney model, which describes the motion of a 

charge carrier in a one-dimensional periodic potential.1 This approximates the periodic 

potential experienced by a carrier as it moves across the crystal lattice in a specific direction 

defined by its wavevector. The Kronig-Penney model simplifies this potential by representing 

it as a periodic series of potential wells separated by potential barriers. This concept can be 

 

 
Figure 1.2: The band diagram of bulk InP showing the position of both the conduction 

band and the light hole, heavy hole, and split-off hole valence bands.3 This plot has an x 

axis in terms of K, the wavevector, and a Y axis that is E(k) or the energy of a carrier with 

some wavevector. 
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expanded into more complex models such as the nearly-free electron model or the tight-

binding model, which employ different potentials to better approximate specific crystalline 

systems. A solution to this system was found by Felix Bloch as shown in eq 1.1.4 

 

(Eq 1.1) 𝛹(𝑥) = 𝑢(𝑥)𝑒𝑖𝑘𝑥 

 

 This equation contains the free electron solution 𝑒𝑖𝑘𝑥 modified by a function 𝑢(𝑥)which 

has the same periodicity as the crystal lattice. The wavevector 𝑘 is described by the equation: 

 

(Eq 1.2) 𝑘2 =
2𝑚𝐸

ℏ2  

 

 One of the conclusions of the Kronig-Penney model is that when we make use of the free 

electron wavefunction and a periodic lattice, the boundary conditions enforced by this 

periodicity creates regions of allowed and unallowed carrier energies called bands and band 

gaps respectively1. In order for an electronic transition to occur the ground state electron 

must be excited from its initial position in the valence band and end in a state with an 

allowed energy in the conduction band. The forbidden carrier energies between these levels 

cause a minimum transition energy that is dependent on the material referred to as that 

material’s band gap.  
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A) 

 
B) 

 
Figure 1.3: Example valence and conduction bands relative to “vaccum” for a number of 

II-VI and III-V semiconductors from A) Aldakov et al.5 B) Stevanović et al.6 

 

   

The band gap of a luminescent material can generally be approximated by observing the 

wavelength of the band edge emission, however determining the relative position of one 

material’s band gap to another provides significant challenge.5,6 Figure 1.3 shows that 

different groups find large differences in the offset relative to vacuum for the same materials. 

A naïve approach to determining these band offsets is to use the ionization energy of a 

material, or the energy required for a material to eject an electron from its valence band into 

the vacuum. This value represents the distance from the valence band to the vacuum level. 

The band gap can then be subtracted from the ionization energy to find the conduction band 

level. However, this naïve approach fails to account for the complexities of how these band 

positions shift in response to surface chemistry even in high vacuum conditions. 
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Characteristics like ligands, surface dipoles, pH, and even what crystal facet is being 

measured can shift the conduction and valence band levels by amounts greater than 2 eV. 

This means that finding the relative band offsets for a heterostructure such as InP/ZnSe can 

be difficult. Often the relative band offsets of a heterostructure cannot be easily measured and 

one must make assumptions based on the spectroscopic data available. 

 

This interpretation is made more complex by the size of the nanocrystal. The Kronig-

Penney model and the band offsets shown in figure 1.3 are both accurate only in the case 

where the crystal size is very large with respect to the carrier wavefunction, i.e., “bulk.” This 

is certainly not the case in QDs, which by definition use small crystal volumes to confine the 

carriers. The relatively low number of atoms in these crystals, on the order of hundreds to 

thousands, makes treatment of QDs as large molecules a reasonable consideration. However, 

the technical difficulty of modeling that number of heavy atoms computationally is often 

prohibitively expensive. Towards that end effective mass models are used as a 

computationally cheap way of modeling the electronic structures of QDs. 

  

1.3 Effective Masses and Envelope Functions 

To gain insight into the spectroscopic properties of quantum dots (QDs), effective mass 

models are employed to provide a semiquantitative understanding. In the effective mass 

approximation, the mass of a carrier is described by the curvature of the band edge. In 

InP/ZnSe the band edge is at the Γ point. Near the Γ point these bands can be approximated 

to be parabolic and the effective mass of these carriers becomes a constant value unique to 

each band given by the relation: 

 

(Eq 1.3)   
1

𝑚𝑒𝑓𝑓
=

1

ℏ2 (
𝑑2𝐸

𝑑𝑘2) 

 

As shown in figure 1.2, the valence band at the Γ point is split into the degenerate 

𝐽3/2 (light/heavy hole) bands and the 𝐽1/2 (split-off hole) band, where the subscript stands for 

the total angular momentum 𝐽. This angular momentum 𝐽 is the sum of the spin quantum 

number (ms) and the orbital quantum number (ml). The spin quantum is determined by the 

electron spin and can be either ±1/2 . The orbital quantum number is determined by what 

atomic orbital the carrier resides in before the transition. For InP the band edge electron 

resides in an indium 5s (ml = 0) orbital while the hole resides in a phosphorous 2p orbital (ml 

= ±1). InP has relatively strong spin orbit coupling, and as such ms and ml are not conserved 

during transitions. Instead, the sum of the two values 𝐽 is conserved. At wavevectors close to 

but not at the Γ point the 𝐽3/2 band is further split into the 𝐽𝑚 = ±3/2 and 𝐽𝑚 = ±1/2  sub-

bands where 𝐽𝑚 is the projection of 𝐽 in the Z direction.  

 

 The curvature of the conduction band in InP gives an electron mass of .073 𝑚𝑜 where 

𝑚𝑜is the free electron mass. Alternatively, we can perform this same operation on the 𝐽𝑚 =
±3/2 and 𝐽𝑚 = ±1/2 valence sub-bands to get -.058𝑚𝑜 and -0.12𝑚𝑜 respectively.4 This 

negative effective mass is referred to as the hole effective mass and represents the vacancy 

left behind by the electron transferring to the conduction band. This vacancy is modeled as a 

virtual particle to a great degree of success. The respective valence bands are therefore 

referred to as the heavy hole and light hole bands respectively, with the remaining 
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𝐽1/2 valence band being referred to as the split-off hole with a mass of -0.12𝑚𝑜. Generally, as 

a convention the negative sign of the hole mass is dropped. 

 

 The effective mass of carriers can be utilized to determine an excitonic Bohr radius, 

which corresponds to the typical separation between an electron and a hole that are mutually 

attracted by Coulombic forces. This concept draws inspiration from atomic orbitals, where 

the Bohr radius represents the average distance between an electron and the nucleus. 

Similarly, the excitonic Bohr radius characterizes the average separation between an electron 

and a hole within their Coulombic attraction. The formation of this atom-like structure, 

comprising the bound electron-hole pair, is known as exciton. The equation for finding the 

Bohr radius of an atom is given by: 

 

(Eq 1.4)  𝑎0 =
4𝜋𝜀0ℏ2

𝑚𝑜𝑒2  

 

 When eq 1.4 is solved for the hydrogen atom in a vacuum the excitonic Bohr radius 𝑎0 is 

found to be .053 nm. In order to find the exciton Bohr radius in a material it is necessary to 

incorporate the reduced effective masses (𝜇𝑒𝑓𝑓) of the charge carriers and the relative 

permittivity of the material (𝜀𝑟). 

 

(Eq 1.5)   𝑎𝑥 = 𝜀𝑟
𝑚𝑜

𝜇𝑒𝑓𝑓
𝑎0 

 

 The exciton Bohr radius of a material gives a scale for the confinement of an exciton. As 

the size of the material in which the exciton is confined moves from bulk towards the exciton 

Bohr radius the exciton is forced to occupy a smaller volume which leads to increased 

spacing between the allowed energy levels of the carriers. In a QD the exciton is confined 

within an approximately spherical volume, it can therefore be analogized to the "particle in a 

sphere" toy model. The solutions to the Schrödinger equation for a particle in a sphere are 

given by the spherical Bessel functions, along with the spherical harmonics, which form a set 

of orthogonal basis functions. In the context of the Schrödinger equation the spherical Bessel 

functions represent the probability amplitude distribution of a carrier, characterized by its 

effective mass within the QD. These spherical Bessel functions are denoted as 𝛼𝑙,𝑛
  where 𝑙 

and 𝑛 are the dual index roots. These roots describe a series of atomic-like orbitals referred to 

as the envelope functions as shown in figure 1.4. 
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Figure 1.4: Example of a series of S like (𝑙=0) envelope functions.  

 

 Electronic transitions in direct band gap semiconductors are referred to by the 

participating envelope function and by the carriers involved. For example, a transition that 

involves the 1S electron and the 1S heavy hole would be denoted as a 1𝑆𝑒 − 1𝑆3/2 transition. 

A transition involving an electron and the split-off hole would be a  1𝑆𝑒 − 1𝑆1/2 transition. In 

order for electron-hole recombination to occur the overlap of the wavefunctions of these two 

envelope functions must be nonzero. In cases where the boundary for both the electron and 

hole are in the same place (such as in the case of infinite potential wells) this leads to a series 

of selection rules as shown below. 

 

∆𝑛 = 0 : The radial quantum number (root indices 𝑛) must be equal. 

 

∆𝑙 = 0 : The wavefunctions must be of the same kind; S-S, P-P etc. 

 

∆𝑚 = 0 : The angular quantum number must be equal. 

 

 The energy of a given envelope function is given as eq 1.6 and the sum of the energy of 

the electron and hole envelope functions along with the band gap of the material give the 

energy of any given transition. A diagram of the relative position of these energy levels for 

both the electron and hole in a core only QD is shown in figure 1.5. 

 

(Eq 1.6)   𝐸𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 =
ℏ2𝛼𝑙,𝑛

2

2𝑚𝑒𝑓𝑓𝑎2
 

 

(Eq 1.7)   𝐸𝑡𝑟𝑎𝑛𝑠𝑖𝑡𝑖𝑜𝑛 = 𝐸𝐵𝐺 + 𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑛 𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 + 𝐸ℎ𝑜𝑙𝑒 𝑒𝑛𝑣𝑒𝑙𝑜𝑝𝑒 
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Figure 1.5: Set of electron and hole envelope functions determined by the curvature of 

their respective bands. The energy of a given transition is shown as the difference in energy 

between the two contributing states. 

 

 Nanocrystal structures are named for the ways in which the electron and hole 

wavefunctions are confined. By coating the core of a QD with a shell of another material it is 

possible to control the extent of confinement of the electron and hole independently. In a 

type-1 system both carriers are strongly confined to the core by a shell with both a higher 

energy valence and conduction band energy level. A type 2 structure has one carrier confined 

to the core, while the other carrier is confined mostly to the shell. In a quasi-type 2 or type 

1.5 system one carrier is confined to the core while the other carrier is able to delocalize 

across both the core and shell. In practice the electron and hole are never exactly confined to 

the same volume, (even in nominally type 1 band offsets) and this relaxes the ∆𝑛 restriction 

allowing for 1S-2S transitions. Additionally, real crystals may not be spherically symmetric 

and so the ∆𝑙 restriction may not hold, allowing for the possibility of S-P transitions.  
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 Based on the relative positions of the conduction and valence bands in InP and ZnSe it is 

possible to assign this as a type 1.5 structure. As shown in figure 1.6B the hole is strongly 

confined to the core while the conduction bands of the InP and ZnSe are close enough in 

energy to allow the electron to delocalize across both the core and shell. In later chapters it 

will be shown that the extent to which the electron delocalizes through the shell depends on 

the shell thickness, and that for particles with thicker shells the electron may not be fully 

delocalized. 

 

1.4 Fine Structure  

 Section 1.3 built a framework of allowed envelope function transitions between two 

charged carriers, however due to the double degeneracy of the 1𝑆𝑒 state with respect to spin 

direction, and the fourfold degeneracy of the 1𝑆3/2 (due to the degeneracy of the light and 

heavy hole, along with the spin direction degeneracy of both) the 1𝑆𝑒 − 1𝑆3/2 transition is 

eightfold degenerate with respect to the projection of its total angular momentum.  A 

theoretical analysis of the band-edge exciton structure in CdSe QDs was laid out by Efros et 

al. in 19967,8. In CdSe the lowest split-off hole transition has a transition energy significantly 

above the band edge and is not considered. While the split-off hole is significantly closer to 

the band edge in InP, at only 110 meV separation, this simplification still works well for 

interpreting the band edge dynamics of InP QDs. Due to the similarities between the effective 

masses and band structure of zincblende CdSe and zincblende InP, the well understood fine 

structure of CdSe QDs can be used as a framework for understanding the fine structure of InP 

QDs. Chapter 2 will discuss the pitfalls of drawing direct comparisons between InP and 

CdSe, but the comparison is valuable for the discussion of band-edge fine structure.  

 

 

  
Figure 1.6: A) Example core/shell/shell QD structure showing key structural components. B) 

Diagram of how the bulk bandgap of the QD varies across a cross section of the QD (black) 

with calculated conduction band minimum after confinement (red) and calculated valence 

band minimum (blue) after confinement. 
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 The band-edge fine structure will become critically important to the emission of these 

QDs, as Kasha’s rule holds true for QDs, and virtually all of the emission comes from the 

lowest allowed envelope function transition (1𝑆𝑒 − 1𝑆3/2). Therefore, the angular 

momentum fine structure states within the 1𝑆𝑒 − 1𝑆3/2 envelope transition are the key to 

understanding the emission properties of these QDs. Efros et al. in 1996 calculated that the 

eightfold degenerate exciton predicted by the band gap diagram is split by the electron-hole 

exchange interaction and the shape anisotropy into five levels as shown in figure 1.77,8. Two 

of the five states, including the lowest energy state, are dark, having nearly zero oscillator 

strength. The oscillator strength of the other three levels depends strongly on crystal size, 

shape, and electric field. The relative ordering of the energy levels is also heavily influenced 

by these parameters. These energy levels are named for the projection of their total angular 

momentum onto the Z axis. 

 

    e-- h+

exchange
shape anisotropy

±2
±1L (x,y)

0L   (z)

±1U (x,y)

0U   (z)

J = 2

J = 1

1S(e)-1S3/2(h)

 
Figure 1.7: Fine structure levels of the 1𝑆𝑒 − 1𝑆3/2 envelope function with the 

corresponding polarizations under the experimentally supported assumption of a slightly 

oblate geometry.7–10 

 

 In a perfectly spherical zincblende particle with no shape anisotropy, the ±2, ±1L and 0L 

states are degenerate and have no oscillator strength. The higher energy 0U and ±1U states are 

also degenerate and taken together, form an isotropic oscillator. The energetic separation 

between the upper (singlet) and lower (triplet) states is determined by the electron-hole 

exchange interaction. The fine structure becomes more complicated when spherical 

symmetry is broken.11  In the case of slightly oblate or prolate (D∞h) particles, the exchange 

interaction leads to different orderings of the angular momentum fine structure states. The 

anisotropy breaks the degeneracies of the ±2 and ±1L states and mixes the ±1U and ±1L states. 

As a result, the experimentally observed lowest (weakly) allowed transition is a planar, x,y 

polarized oscillator and some of the x,y oscillator strength is lost from the upper states. 

Further symmetry reduction (to C2v or lower) breaks the x,y degeneracy and can result in the 

lowest allowed transition being  linearly polarized.11   
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 Temperature dependent studies on InP QDs indicate that the lowest excited state is only 

very weakly allowed, and most room temperature emission comes from thermal population of 

a slightly higher energy partially allowed state. Consistent with these assignments, Brodu et al. 

also assign the lowest energy dark and bright states to the ±2 and ±1L states, respectively.12   

The energy separation of these states has been shown to be on the order of 5 – 10 meV and 

increases with decreasing particle size. Time-resolved Photoluminescence (TRPL) studies 

show that there is a strongly allowed excited state well above the emitting bright state. This 

bright-bright splitting increases from 40 to 147 meV as the particle size is decreased from 3.3 

to 2.4 nm. The strongly allowed upper allowed states can be assigned to the ±1U, 0U states, as 

discussed by Efros et al.1  All the above results can be understood in terms of an energy level 

scheme in which the lowest state is dark, there is a weakly allowed state at slightly higher 

energy and strongly allowed states at considerably higher energy.  

 

1.5 Colloidal Synthesis 

 Previous sections have developed the theory behind the structure of InP/ZnSe QDs, 

however a core goal of this work is connecting synthetic controls to the electronic properties 

of these QDs. This section will cover the most simplified description of a colloidal synthesis 

of InP cores and the shelling of InP/ZnSe/ZnS core/shell/shell particles. These syntheses 

were performed by collaborators at Nanosys Inc.13–20 While the core and shell synthesis 

shown here is based on work by Peng et al, some syntheses use additional treatment and 

purification steps.21 

 

 For a typical InP core synthesis In(acetate)3 is reacted with tri(octyl)phosphine and/or 

tri(methylsilyl)phosphine in octadecene (ODE) at ~270 °C. When the desirable particle sizes 

are reached, the reaction is stopped by removing from heat. Without any further surface 

treatments, InP cores are defect prone and tend to have very low QY. In order to passivate 

defects a ZnSe shell is grown over the InP core. ZnSe is chosen for its significantly higher 

energy valence band and because the lattice parameter, the side length of the unit cell, is a 

close match. Zincblende structures of InP and ZnSe have a ∼3% lattice mismatch, facilitating 

epitaxy of ZnSe shells onto InP cores. When undergoing shelling, the InP core QDs 

synthesized using the above procedure were maintained at 270 °C then after the addition of 

Zn(myristate)2 and a Se suspension in ODE they are heated to 300 °C. With a relatively small 

lattice mismatch of 5% between ZnSe and ZnS, an additional thin ZnS shell can be 

epitaxially grown onto the InP/ZnSe core/shell QDs to improve chemical stability of the 

QDs. This is done by adding sulfur-ODE at 300 °C. 

 

 The overall indium-to-phosphorous ratio of these QDs is of particular interest and has 

been determined through inductively coupled plasma (ICP) elemental analysis. This analysis 

gives complete In/P/Zn/Se/S elemental ratios. Particle dimensions (core size and shell 

thicknesses) are determined through a combination of the elemental analysis results and core 

size determinations from calculations based on known sizing curves.22 This gives core 

diameters and shell thicknesses that are consistent with both the absorption spectra and the 

elemental ratios. The determination tacitly assumes that the P/Se and P/S elemental ratios 

give the core-to-ZnSe and core-to-ZnS volume ratios (ignoring the differences in molar 

volumes), essentially assuming that there is no phosphorous in the shells. The overall particle 

diameters calculated this way agree with sizes determined by transmission electron 
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microscopy (TEM) imaging as shown in figure 1.8, within the uncertainties of the 

measurements. 

 

 

 
Figure 1.8: Transmission electron microscopy images of A) InP cores B) InP/ZnSe/ZnS 

core shell particles. 

 

 The indium-to-phosphorous ratio measured by ICP gives rise to another synthetic handle. 

In the synthesis provided above, if no steps are taken to remove the excess indium used in the 

synthesis of the core before shelling, then the resulting particles will be synthesized with an 

overall indium-to-phosphorous ratio that ranges from 1.4 to 2.0. These samples with 

uncontrolled indium content are referred to as nonstoichiometric particles and are 

abbreviated as NSx.xx where x.xx is the shell thickness of the particle being studied. In 

addition to nonstoichiometric particles this work will look at two more types QDs with 

further levels of purification. The second set are referred to as core derivatized, CDx.xx. 

These particles undergo an additional step after core synthesis in which they are exposed to 

an excess of zinc oleate, which creates a monolayer of zinc coating the core. This decreases 

the amount of excess indium that is incorporated into the QD during shelling, generally 

leading to a 1.05-1.4 indium-to-phosphorus ratio. Finally there are stoichiometric particles, 

Sx.xx. These particles undergo the most significant purification. They are exposed to excess 

zinc oleate after core synthesis to create a zinc monolayer to protect the InP core, after which 

they are precipitated and then redispersed in a solution for shelling without the presence of 

leftover indium precursor. When this purification is performed, the indium-to-phosphorous 

ratio is much closer to stoichiometric, typically .99-1.05. This agreement further establishes 

the core/shell morphology of these particles and indicates that they are not extensively 

alloyed.  

 

1.6 Conclusions 

 This chapter has created a framework by which the electronic characteristics of an indium 

phosphide quantum dot can be reasonably interpreted based on the electronic and structural 

properties of the materials involved. This includes a description of the way in which the band 

gap of the material is dependent on the size of the nanocrystal, allowing for the tunability of 

emission across the visible range. In addition, the fine structure of these quantum dots will be 
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key to the interpretation of their band edge dynamics. Importantly it showed that the lowest 

fine structure level, ±2, is entirely dark and that at room temperature all emission comes from 

the faintly allowed ±1L state which is x,y polarized. In addition, this chapter has classified 

InP/ZnSe/ZnS quantum dots into three categories: nonstoichiometric, core derivatized, and 

stoichiometric, each characterized by different ratios of indium to phosphorus and distinct 

interfacial treatments. This framework is poised to serve as a valuable tool for the analysis 

and interpretation of experimental data when complex trapping mechanisms are introduced in 

later chapters. 
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Chapter 2. Causes of Absorbance Congestion, Photoluminescence Width, and Stokes Shift 

in Indium Phosphide Zinc Selenide QDs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



18 
 

 

2.1 Introduction 

 Chapter 1 identified the allowed electronic transitions in quantum dots. This chapter will 

focus on relating these electronic transitions to ensemble observables that will determine 

their efficacy in device applications. InP QDs are primarily intended for use in optoelectronic 

devices, and therefore characteristics such as the wavelength of light emitted and the color 

clarity of QD ensembles is of great interest. For photoluminescence down converting QDs 

(QDs intended to be excited at a blue wavelength and then emit at a target wavelength for use 

in a display or for lighting) the relationship between absorption cross section and emission 

wavelength is of great importance. This chapter will identify ways in which both the 

absorption and emission spectra of these QDs are complicated by considerations that don’t 

significantly contribute to the features of their cadmium-based counterparts. Specifically, it 

will identify strong dipoles at the core-shell interface which make large contributions to the 

absorbance and photoluminescence widths that are unique to the InP/ZnSe spectra. It will 

also show that these considerations allow for the interpretation of the Stokes shift, absorption 

congestion, and emission width of InP using the same theoretical framework that is used for 

their cadmium-based counterparts and that was discussed in the previous chapter. 

 

2.2 Congested Absorbance and Broad Photoluminescence Spectra 

A comparison of the absorption spectra of core only InP QDs and other types of core only 

QDs such as CdSe or CdTe (cadmium telluride) shows a significant difference in the extent 

of congestion in the absorption spectrum as shown in figure 2.1. CdSe and CdTe QDs have 

multiple peaks in the absorption spectrum that can be assigned using the envelope functions 

laid out in chapter 1. Some of the congestion in these spectra can be assigned to the 

contribution of transitions involving the split-off hole. The split-off hole envelope function 

transitions similar to their spin 3/2 counterparts but are shifted to higher energies by the spin 

orbit splitting of their valence band (Δo). This Δo has values in the bulk of 110 meV for InP, 

920 meV for CdTe, and 430 meV for CdSe1–3. The separation of the spin 3/2 and 1/2 valence 

bands in QDs varies slightly from the bulk Δo, but it gives a rough approximation of the 

expected contribution of the split-off hole states to the absorbance spectrum. This accounts 

for some of the differences in the absorption spectra of core only QDs, however when a shell 

is placed on CdSe or CdTe there is only a small change in the congestion of their absorbance 

spectra. When a shell is put on an InP core as shown in figure 2.1D, it becomes virtually 

impossible to identify the energetic position of any specific transition above the 1𝑆𝑒 − 1𝑆3/2. 
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Figure 2.1: Absorption (black) and emission (red) spectra with Stokes shift and FWHM of 

the emission labelled for A) CdSe core of 4.5 nm diameter. B) CdTe core of 3.6 nm 

diameter. C) InP core of 3.1 nm (coated with a zinc monolayer to allow for measurable 

luminescence). D) InP/ZnSe nonstoichiometric core shell particle with 2.9 nm core and 

1.65 nm shell. 

 

The interpretation of this congested absorption spectrum is difficult without an 

understanding of the mechanisms that lead to the broadness of these transitions. As such we 

must take the time to examine the literature on what features contribute to the ensemble 

linewidths such as those shown in figure 2.1. As discussed in chapter 1 each allowed 

transition between carrier envelope functions has a set of fine structure states. In addition to 

the fine structure states, there are a number of vibrationally excited states that make up the 

phonon progressions. The contributions of the phonon progressions are apparent in low-

temperature single particle emission spectra and allow determination of the phonon energies.4 

There is often a high density of phonon states that are not individually resolved. Their 

presence shifts the absorption maximum to higher energies and the PL maximum to lower 

energies, compared to the zero-phonon line. 
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The acoustically broadened zero-phonon line of the ±1L of the 1𝑆𝑒 − 1𝑆3/2 transition has 

been reported at temperatures ranging from 4 to 220 kelvin in single particle 

photoluminescence studies.4 It has been shown to have a FWHM that varies from 5 meV to 

30 meV over that range. Comparing the single particle and ensemble PL measurements there 

is a significant difference in the observed FWHM. This difference in width is usually 

assigned to inhomogeneous distributions, or distributions in the structural properties of 

individual QDs within the ensemble. For QDs this is generally referenced in terms of size 

distributions. QDs in an ensemble have slight variance in size, and therefore a difference in 

the confinement energies and emission wavelength. This variance in emission wavelength 

leads to broadening in the ensemble measurement and is observed to be very close to 

Gaussian. When two Gaussian functions are convolved, (such as the homogeneous and 

inhomogeneous linewidths) the resulting function is also a Gaussian. The width of the 

resulting Gaussian depends on the widths of the two original Gaussian functions being 

convolved. The convolution of two Gaussian functions with standard deviations (widths) σ1 

and σ2 results in a Gaussian function with a standard deviation (width) given by: 

 

(Eq 2.1)  σ𝑐𝑜𝑛𝑣𝑜𝑙𝑣𝑒𝑑 = √σ1
2 + σ2

2 
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Figure 2.2: A) PLE of zinc treated, 3.1 nm diameter InP core particles B) PLE spectra of 

CD-2.28 InP/ZnSe/ZnS QDs with the detection window at several different wavelengths 

across the PL band. At the observation wavelength there is a sharp peak corresponding to 

the scattered excitation beam. 
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 In order to determine the width of inhomogeneous broadening a photoluminescence 

excitation spectrum (PLE) can be performed where the PL intensity at a specific detection 

energy is measured as a function of excitation energy. The nature of a PLE spectrum is that 

by choosing a specific detection energy one can select a narrow slice (within the 

homogeneous width) of the inhomogeneously broadened population. As such, the PLE 

spectra should be relatively narrow, having widths determined by the homogeneous 

broadening in both the absorption and PL spectra.  Importantly, if size inhomogeneity is the 

dominant form of inhomogeneous broadening, then the PLE spectra obtained at different 

detection wavelengths should be very similar, differing only slightly with the change in 

confinement energy associated with emission at that wavelength as is seen in the cores shown 

in figure 2.2A. As figure 2.2B shows, this is not observed in InP/ZnSe. 

 Instead, there is a significant change in the linewidths at the different observation 

wavelengths, and the spacing between the 1S3/2-1Se absorption and emission peaks changes 

in a way impossible to interpret with size inhomogeneity alone. Size inhomogeneity would 

predict a linear relationship between the detection window and the absorption peak with a 

slope that is very near to 1, instead InP/ZnSe QDs have a slope that is nearly half that, as 

shown in figure 2.3. 
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Figure 2.3: Plot of the observed PLE 1S-1S peak energy as a function of the detection 

energy for zinc treated InP core QDs and for core-derivatized QDs. The CD-1.54, CD-2.05 

and CD-2.54 particles have 2.76 nm cores; the others have 2.9 nm cores. Also shown are 

calculated curves (stars connected by lines) based on the model presented later in figure 

2.5, as will be discussed in the text.  

 

 To achieve the required QY to obtain accurately measurable photoluminescence, InP 

cores need to undergo passivation. This passivation process involves treating them with zinc 

oleate, resulting in the formation of a zinc monolayer coating on the QDs. The zinc 

monolayer has minimal effects on the position of the absorption and emission of the QD. In 

the PLE experiments conducted on these passivated InP cores, shown in figure 2.2A, it is 

observed that the energy difference between the 1S3/2-1Se and 1P-1P transitions is larger in 

the higher detection energy PLE spectra. Additionally, the ratios of the 1S3/2-1Se and 1P-1P 

quantum confinement energies (i.e., transition energies minus the bulk bandgap energy) are 

nearly constant, approximately 1.55 in all cases. For a simple particle-in-a-sphere model, the 

ratio of 1P and 1S energies is represented by the ratio of the first zeros of the spherical Bessel 

functions, j1(11)/j0(01), which is numerically 1.43.1 This experimental value of 1.55 is in 

reasonable agreement with the expected value for a core-only particle, as it would be for a 

simple particle-in-a-sphere. TEM images taken of the InP cores in figure 2.2A were used to 
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measure the size distribution and it was found to be 3.1 ± 0.3 nm. (For TEM images see S.I.) 

By comparing the calculated exciton energies of 2.8 and 3.4 nm InP particles, the width of 

the inhomogeneous energy distribution due to size can be determined. This calculated width 

is found to be slightly larger than the total observed inhomogeneous width of 138 meV. This 

leads to the conclusion that within the measurement uncertainty of the TEM sizing, the 

dispersion in the cores corresponds to the entire observed energy dispersion. 

However, the spectroscopy of InP/ZnSe QDs cannot be explained by a simple 

combination of homogeneous and inhomogeneous size broadening. This is seen from an 

examination of the PLE spectra of the InP/ZnSe QDs in figure 2.2B. Deposition of a ZnSe 

shell makes the exciton energy much less sensitive to core size dispersion than the case of the 

InP core-only particles. This is due to reduced electron quantum confinement in the core-

shell particles. Otherwise stated, the ratio of how the exciton energy changes with core size, 

dEx/drcore, varies with the extent to which the electron is delocalized into the shell and 

therefore with the ZnSe shell thickness. The effective mass approximation calculations 

described in reference5 can be used to compare these red-emitting InP/ZnSe/ZnS QDs having 

2.5 nm thick ZnSe shells with their initial cores and a calculated ratio of the derivatives 

dEx/drcore of 0.64 is obtained.  This allows estimation of the size inhomogeneity in the 

core/shell/shell particles. If we take the core size dispersion in the core-derivatized particles 

to be the same as that measured for the above core-only particles, then following shell 

growth, this corresponds to a size inhomogeneity of 0.64 x 138 meV = 88 meV in the final 

core/shell/shell QDs. When this calculated size inhomogeneity is convolved with the single 

particle line widths at room temperature as found in reference4 it does not account for the 

observed ensemble emission linewidth.  

We suggest that the widths of the 1S3/2-1Se absorption, and PL peaks can be understood in 

terms of two types of inhomogeneity: size inhomogeneity and core/shell interface 

inhomogeneity. Later we will show that this core/shell interface inhomogeneity also allows 

for the interpretation of the Stokes shift and conjested absorbance in the PLE. Size 

inhomogeneity affects the spectra in the well-understood way as discussed above: larger 

particles have less quantum confinement and therefore have lower energy optical transitions. 

The mechanism by which the nature of the core-shell interface affects the spectroscopy is 

through an electrostatic interaction produced by the core-shell interfacial dipole. The core 

facets in InP/ZnSe QDs are either In or P terminated, and there are core-shell dipoles 

associated with In-Se and with P-Zn interfacial bonding. Depending on the relative number 

of In-Se and P-Zn interfacial bonds, the net electric dipole can point either away from or 

toward the InP core. We further note that an InP core having both types of interfacial dipoles 

can produce internal electric fields that may break the inversion symmetry. A relaxation of 

inversion symmetry could cause transitions that would be forbidden in particles that are 

otherwise nearly spherically symmetric to have some oscillator strength. 
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Figure 2.4:  Schematic of the quantum confined energy levels of a QD with two different 

types of core/shell interfaces in InP/ZnSe particles. 

 

 These interfacial dipoles can be understood in terms of relative electronegativities: 

selenium has a larger electronegativity than phosphorous (2.55 compared to 2.19) and zinc 

has a slightly smaller electronegativity than indium (1.65 compared to 1.78).6  In the case of 

an indium terminated core surface, the presence of an In-Se bond gives the indium a more 

positive charge than one that is only bonded to phosphorus.  Thus, the presence of In-Se 

bonding at the core-shell interface will result in a dipole pointing away from the core. 

Alternatively stated, the presence of In-Se interfacial bonds results in an InP core that is net 

positively charged, shifting the core conduction and valence bands further from the vacuum 

level. The opposite occurs with P-Zn bonds at the core-shell interface. We note that the larger 

electronegativity differences and hence the larger dipoles are expected with In-Se bonding. 

The relative number of In-Se versus P-Zn interfacial bonds determines the magnitudes of the 

band offset shifts. This ratio can vary from one particle to another, giving rise to band offset 

inhomogeneity. We suggest that this is a significant source of spectral inhomogeneity in the 

case of InP/ZnSe core/shell QDs.  

Band offset inhomogeneity can have dramatic effects on the exciton energy because the 

quantum confinement energies of the electrons and holes change by different amounts in 

response to changes of the InP core conduction and valence band potentials. This is because 

of differences in the spatial extents of the electron and hole wavefunctions. Holes have large 

effective masses and there is a large offset to the ZnSe valence band.1  They are therefore 

well localized to the core, and their energies closely follow the InP valence band potential. 

Electrons have small effective masses and a small potential offset to the ZnSe conduction 

band. They are therefore more delocalized into the ZnSe shell, and their energies vary less 

than the hole energies with changes in the core potential. EMA calculations, as described in 

reference7 indicate that small changes in the core potential can result in significant changes in 
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the exciton energy.  Specifically, we calculate that raising the core potential by 50 meV 

lowers the exciton energy by about 30 meV.   

We note that the energetic effects of a core-shell dipole are analogous to the effects of 

surface dipoles associated with polar ligands on single-component nanoparticles.8–18  Such 

dipoles can shift the conduction and valence bands by several hundred meV, and shifts 

approaching these magnitudes are expected from dipoles at core-shell interfaces. The extent 

to which this occurs is determined by the relative amounts of In and P termination on an 

individual core with the spectroscopic and energetic effects of the net interfacial dipoles 

indicated schematically in figure 2.4.  The effect of core-shell interfacial dipoles and their 

effect on the spectroscopy of InP/ZnSe QDs has recently been reported and analyzed in terms 

of some of the same considerations shown in figure 2.4.6   

In the context of these energetic considerations, we can consider the assignment of the 

continuum absorption seen in the PLE spectra at 200 – 700 meV above the 1S3/2-1Se peak.  

The intensity of this absorption also depends on the composition of the reaction mixture used 

for the first layer of ZnSe shell deposition, and hence the nature of the core-shell interface as 

shown in figure 2.5B. We find that the presence of excess indium during the initial shell 

deposition decreases the amount of the high energy continuum absorption, consistent with 

the mechanism in figure 2.4.  
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Figure 2.5: A) Photobleaching by lithium borohydride of NS-1.65 with a residual that shows 

the position of the 1S3/2-1Se and 1S1/2-1Se transitions. B) Comparison of the absorbance 

spectrum of NS-1.65 which has an indium-selenium rich interface, with CD-1.65 which has a 

comparitively phosphorous-zinc rich interace. Both are normalized to the first exciton peak. 

 

The evaluation of this assignment involves an analysis of figure 2.5A, which presents a 

photoreduction spectra. This assignment focuses on the 1S3/2-1Se and 1S1/2-1Se transitions 

which are both bleached when an electron is introduced to the 1Se state through 

photopbleaching, while higher-energy transitions remains mostly unaffected. The 

experimental setup involves titrating a quantum dot (QD) sample with small quantities of 

lithium borohydride. When a QD is excited through photon absorption, lithium borohydride 

has the capability to donate an electron into the valence band hole created by the excitation, 

thereby leaving an electron in the conduction band and negatively charging the QD. This 
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process leads to the partial filling of the 1Se state, which, in turn, results in a decrease in 

intensity of all transitions that involve the placement of an electron in this state. 

 

 We also note that in a transient absorbance spectrum the bleach following low power 

excitation is also due to partial filling of the conduction band 1Se state.19 Consistent with the 

photobleaching results, previously reported TA spectra show that exciton formation results in 

the same lack of bleaching above the 1S1/2-1Se transition.5,20 These considerations indicate 

that the transition producing the continuum absorption cannot involve the 1Se state and it 

must be assigned to transitions to higher energy conduction band states. 

 

This understanding finally allows assignment of the cause of the comparative congestion 

of the absorption spectrum in InP/ZnSe QDs when compared to other semiconductor QDs. It 

is a combination of the small Δo of InP, and the interfacial dipole mechanism. The first leads 

to a greater number of states in the observed range, while the second leads to a distribution in 

the position of these states relative to the 1𝑆𝑒 − 1𝑆3/2 transition (as shown in figure 2.4) 

causing a large broadening of these higher energy states. Additionally, the interfacial dipole 

mechanism contributes a new mechanism of inhomogeneous broadening to the PL. However, 

the lack of observed 1𝑆𝑒 − 1𝑃 transitions in the photobleached and TA spectra suggests that 

this inhomogeneity does not lead to a significant deviation from inversion symmetry.  

 

2.3 Stokes Shift 

For a complete modeling of the PLE data presented in figures 2.2 and 2.3 in the previous 

section it is important to address the Stokes shift. The Stokes shift in CdSe and CdTe have 

both been successfully interpreted using a combination of fine structure and phonon 

progressions. However there have recently been questions as to the efficacy of this 

assignment for InP/ZnSe QDs. The spectroscopy of InP nanocrystals that are either 

unpassivated, passivated by HF etching or by deposition of a ZnS shell have been reported by 

Janke et al.21  Large Stokes shifts are seen in InP nanocrystals passivated by either method, 

and they conclude that this is due to radiative recombination of a conduction band electron 

and a hole trapped at crystal defects or at zinc dopants in the InP core.  This assignment of 

the Stokes shift is very different than an assignment to phonon progressions and angular 

momentum fine structure.  If the Stokes shifted PL were due to the recombination of a 

trapped hole with a conduction band electron, the polarization of the emitting oscillator 

would randomly oriented, and the luminescence would be unpolarized.  

This section will examine the polarized and unpolarized PL and PLE spectra of very high 

quality InP/ZnSe/ZnS particles as a function of InP core size and ZnSe shell thickness.  We 

also examine core only InP particles which are surface passivated by adsorbed zinc ions. 

These results are compared with results obtained for CdSe, CdTe and CdSe/CdS core/shell 

particles. In all cases, the results can successfully be interpreted in terms of the angular 

momentum fine structure, phonon progressions, size inhomogeneity and inhomogeneities 

brought about by the nature of the core-shell interface. 
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Figure 2.6: A) Size dependent absorption and PL spectra for red (2.9 nm core) and green 

(1.45 nm core) emitting InP/ZnSe/ZnS particles showing the large effect of changes in core 

size with similar overall volume. B) Dependence of the Stokes shift on shell thickness for a 

series of InP/ZnSe/ZnS QDs having identical 2.9 nm InP cores showing a smaller but 

measurable effect.  

 

In quantum dots, the Stokes shift of the band edge emission originates from two causes: 

phonon progressions and angular momentum fine structure. The role of angular momentum 

fine structure in the Stokes shift has been described in a series of papers by Efros et al.22–25  

The energetic separation between the upper (singlet) and lower (triplet) states is determined 

in large part by the electron-hole exchange interaction as was shown in figure 1.7.  The 

electron-hole exchange interaction predicts that the Stokes shift should scale inversely to the 

size of the particle as demonstrated in figure 2.2A and should scale inversely to shell 

thickness as shown in figure 2.2B. This is because the electron hole exchange interaction is 

coulombic, and scales with the inverse of the average distance between the carriers. A smaller 

particle decreases the average distance between carriers, while a shell increases the volume 

accessible to the electron increasing their average distance. 

It is noteworthy that as additional layers of ZnSe are added to the shell of the quantum 

dot in figure 2.2B, the Stokes shift decreases by approximately 10%. However, after adding 

1.8 nm of shell, the Stokes shift levels off, showing little further change. A similar change in 

behavior at 1.8 nm will be observed again in chapter 3 when calculating the photon cross-

section of the 1S3/2-1Se transition. This suggests that at the point where 1.8 nm of ZnSe shell 

has been added, the effect of further electron delocalization becomes minimal, leading to the 

stabilization of the Stokes shift and absorption characteristics. 

  PLE experiments can be polarization resolved to get further insight into the fine structure 

states at the band edge. In this experiment, the excitation light is vertically polarized and 

photo-selects those QDs having their absorption oscillators aligned with the polarization of 

the light. Both horizontally and vertically polarized detection signals are measured giving the 

relative orientation of the emitting oscillator. The excitation wavelength dependent 
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anisotropies are defined in eq 2.2 where Ipar (Iperp) is the PL intensity when the detection 

polarization is parallel (perpendicular) to the excitation polarization. 

(Eq 2.2)  𝑟 =
𝐼𝑝𝑎𝑟−𝐼𝑝𝑒𝑟𝑝

𝐼𝑝𝑎𝑟+2𝐼𝑝𝑒𝑟𝑝
, 

 For any specified excitation and detection energies, the measured anisotropy depends on 

the relative orientations of the absorbing and emitting oscillators. A few limiting cases are of 

particular interest. When the absorbing and emitting oscillators have the same polarizations, a 

positive anisotropy is obtained. Specifically, r = 0.4 when the absorbing and emitting 

oscillators are colinear, and r = 0.1 when the oscillators are coplanar or when either oscillator 

is planar, and the other linear oscillator is in that plane. When the absorbing and emitting 

oscillators are perpendicular, a negative anisotropy is obtained, r = -0.2. With these limiting 

cases, it is possible to qualitatively analyze the anisotropy spectra in figure 2.7 in terms of the 

polarizations indicated in figure 1.7. 
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Figure 2.7:  PLE anisotropy spectra for InP/ZnSe/ZnS particles having core diameters of 

1.85 nm (green) and 2.9 nm (red) with approximately 2 nm thick ZnSe shells and for 

CdSe/CdS particles having a core diameter of 4.0 nm and a 1.2 nm monolayer CdS shell. 

Vertical lines indicate the Stokes shift for the corresponding particle.  
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 When the QD is excited very near the observation wavelength the likelihood that the 

absorbing and emitting state are the same is very high and as such we expect a positive 

anisotropy. It is of interest to note the lowest energy crossover point in figure 2.7 from 

positive to negative anisotropy occurs at an energy that almost exactly matches the Stokes 

shift energy.  In the 1S3/2-1Se envelope transition most of the oscillator strength is in the x,y-

polarized ±1U and z-polarized ±0U state, and the absorption maximum is close to the 

midpoint energy of these states. The Stokes shift is the energy difference between this 

absorption maximum and the maximum of the emission from the ±1L state. The anisotropy 

zero also occurs at the midpoint between these energies and is therefore very close to the 

absorption maximum where the x,y-polarized ±1U and z-polarized ±0U state would have 

roughly equivalent contributions leading to an unpolarized transition.  The qualitative 

behavior of the anisotropy spectra is consistent with the assumption that most of the Stokes 

shift can be assigned to energy splitting in the angular momentum fine structure.  

 In a QD with oblate geometry luminescence occurs from the (x,y-polarized) ±1L state, 

and the detection energy is set to the center of this band in these polarization studies. At 

higher excitation energies, most of the excitation is to the higher lying, more strongly 

allowed ±1U and 0U fine structure levels. It is important to note that excitation on the low 

energy side of the ±1U and 0U states selectively excites the x,y-polarized ±1U state, and 

excitation on the high energy side of these states selectively excites the z-polarized ±0U state. 

As the excitation energy is increased above the detection energy, excitation is to primarily the 

±1L states at the lowest energies, and the ±1U states at slightly higher energies. Below the 

midpoint of the ±1U and 0U states, both the emitting and the dominant fraction of the 

absorbing oscillators are x,y polarized and figure 2.7 shows that in this low energy regime, a 

positive anisotropy is observed. When excitation is to the blue of the midpoint between the 

±1U and 0U states, most of the absorption is to the z-polarized 0U state, and a negative 

anisotropy is observed. The lowest energy anisotropy zero occurs at an energy between the 

±1U and 0U states, corresponding to about 67 and 125 meV for the red and green 

InP/ZnSe/ZnS QDs, respectively. At excitation energies above the blue edge of the 1S3/2-1Se 

absorption bands, the spectroscopy is complicated by many transitions involving other 

envelope functions. 26,27  However, just as with the 1Se-1S3/2 transition, the low energy edges 

of these transitions are dominated by absorption into the lower energy, x,y-polarized fine 

structure levels. Following relaxation to the emissive x,y-polarized ±1L level of the 1S3/2-1Se 

band, the higher energy positive anisotropy is observed.  

 This assignment is consistent with the data in reference28, which indicates that in InP/ZnS 

QDs, the dark/bright (±2/±1L) and bright/bright (±1U/±1L) splittings decrease with increasing 

core size. Figure 2.7 also presents an analogous anisotropy spectrum for CdSe/CdS particles 

having a comparable exciton energy. The most obvious difference is that the exchange 

interaction is considerably smaller in the larger diameter CdSe/CdS particles.  This is also 

consistent with the results in reference 29, which reports smaller dark/bright splittings and 

hence smaller exchange interactions for CdSe/CdS, that also decrease with increasing core 

size and shell thickness.   

This is in line with the assignment that the Stokes shift is determined by the fine 

structure, asymmetric phonon broadening, and the previously mentioned band offset 

inhomogeneity and is not due to trap emission as proposed Janke et al. With this 

understanding it is now possible to accurately model the PLE spectrum. 
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2.4 Calculated Photoluminescence Excitation Spectrum 

This model allows for semiquantitative analysis of the PLE spectrum near the band edge. 

Analysis starts by first considering the simple case of a non-zero homogeneous width and a 

single inhomogeneous (due to size inhomogeneity) distribution. The PLE intensity with 

detection at Ed and excitation at Ex is given by: 

 

(Eq 2.3) 0( , ) ( ) ( ) ( )d x H d H x II E E dE G E E G E E E G E E= − +  − −  

 

 E0 is the center emission wavelength, E is the splitting between the absorbing and 

emitting states, and GH(E) and GI(E) are the homogeneous and inhomogeneous energy 

distributions, respectively. The value of E gives the fine structure contribution to the overall 

Stokes shift. These values of E0 vary with the nature of the core-shell interface, as described 

by the model in figure 2.4.  With this additional source of inhomogeneity, the convolution 

integral in equation 2.3 becomes:  

 

(Eq 2.4) 0 0 2 0( , ) ( ) ( ) ( ) ( )d x H d H x I I cI E E dE dE G E E G E E E G E E G E E= − +  − − −   

 

 Where GI2(E) is the inhomogeneous distribution associated with the core-shell band 

offsets with Ec as its center. Similarly, the analogous treatment with the same energy 

distributions results in an expression for the 1S3/2-1Se PL intensity, given by:  

 

(Eq 2.5) 0 0 2 0( ) ( ) ( ) ( )d H d I I cPL E dE dE G E E G E E G E E= − − −    

  

 Evaluation of equations 2.3 – 2.5 requires the use of parameters to model the energy 

distribution functions GH(E), GI(E) and GI2(E). However, fitting the PLE maxima in figure 

2.3 and considering the widths of the PL and PLE spectra imposes constraints on the 

functional forms and parameters used in the GH(E), GI(E) and GI2(E) distribution functions. 

The initial approach of assuming Gaussian distributions with standard deviations σH, σI and 

σI2 proves to be a poor approximation. Based on single particle and photon-correlation 

Fourier spectroscopy,4 InP/ZnSe QDs show an asymmetric phonon broadening to the 

emission described by a Gaussian having a 40% the total amplitude and a width that is 2.5 

times larger than the central part of the homogeneous spectrum.  Specifically, for the 

homogeneous emission spectrum: 

 

(Eq 2.6)  ( )2 21
( ) exp / 2

2
H H

H

G E E 
 

= −   for E > 0 

 

(Eq 2.7)  
( ) ( )2 2 2 20.6 0.4

( ) exp / 2 exp / 2(2.5 )
2 2

H H H

H H

G E E E 
   

+ = − + −
 for E < 0. 
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 The homogeneous absorption spectrum reverses the negative and positive energy phonon 

contributions and has a tail to the blue. Although based on the results of photon correlation 

spectroscopy, this model is not unique; any functional form that has a long low-energy tail 

gives the same qualitative result.  

 

The parameters used to fit the curves in figure 2.3 are given in terms of full-width-half-

maximum widths, which are related to the Gaussian sigma values by the equation, w = 

σ(8ln2)-1/2. All the calculated curves in figure 2.3 take wH to be 76 meV, so the broad 

homogeneous width in the second term of equation 2.6 is 190 meV.  Figure 2.3 finds the 

center energies for the core-only and the core-derivatized QDs having 2.9 and 2.76 nm cores 

to be 2.049, 2.006 and 2.026 eV, respectively. For both types of core-derivatized particles the 

splitting between the absorbing and emitting states, ΔE, is taken to be 52 meV, and the total 

(size and offset) inhomogeneous widths, wItot = (wI
2 + wI2

2)1/2, are 110 meV. We note that the 

core particles have somewhat larger values of E, 79 meV, compared to 52 meV for the 

core/shell QDs.  This is consistent with the larger exchange interaction in the core-only 

particle, as discussed above. 

The fits to the results in figure 2.3 give only the total inhomogeneous width (wItot). 

Separating the amounts of the size and offset inhomogeneities requires an accurate measure 

of the core size dispersion. Values of wItot are obtained from the fits in figure 2.3, so using 

TEM images we can determine wI, and therefore values of wI2 are obtained. As mentioned 

previously TEM images were taken of the InP cores in figure 2.2A and the size distribution 

and it was found to be 3.1 ± 0.3 nm. In the case of these cores the width of the 

inhomogeneous energy distribution due to size was found to be slightly larger than the total 

observed inhomogeneous width of 138 meV. The core size dispersion in the core-derivatized 

particles was assumed to be similar to that measured for the core-only particles. The effective 

mass approximation calculations described earlier and in reference5 gives a ratio of the 

derivatives dEx/drcore of 0.64. This corresponds to a size inhomogeneity of 0.64 x 138 meV = 

88 meV in the final core/shell/shell QDs. With a total (size plus offset) inhomogeneous width 

of 110 meV derived from figure 2.3, an offset inhomogeneous width of 66 meV is calculated.  

This calculation shows that inhomogeneity of the core-shell interface makes large 

contributions to both the absorbance congestion, and photoluminescence width. The 

contribution from the offset inhomogeneity to emission widths is approximately 75% of the 

contribution of size inhomogeneity. This factor is currently uncontrolled in virtually all 

synthesis observed in the literature and gives a new avenue from which to engineer narrower 

emitting InP/ZnSe QDs. 

 

2.5 Conclusion 

This chapter identified ways in which both the absorption and emission spectra of 

InP/ZnSe QDs are complicated by considerations that don’t significantly contribute to the 

features of their cadmium-based counterparts. The widths of the 1S3/2-1Se absorption, PL 

peaks and the presence of the detection energy dependent continuum absorption in the PLE 

spectra can be understood in terms of two types of inhomogeneity: size inhomogeneity and 

core/shell interface inhomogeneity. Size inhomogeneity affects the spectra in a well-
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understood way: larger particles have less quantum confinement and therefore have lower 

energy optical transitions. The mechanism by which the nature of the core-shell interface 

affects the spectroscopy is through an electrostatic interaction produced by the core-shell 

interfacial dipole. While the effect of size inhomogeneity has been well understood in both 

InP and CdSe, and there are many currently techniques to minimize it, the effect of band 

offset inhomogeneity has previously been unknown and is somewhat to unique the InP/ZnSe 

system. This work has laid the groundwork for quantitative measurement of the effect of 

band offset inhomogeneity that can be used in synthesis optimization.  

 

2.6 Experimental Methods 

 Static absorption spectra were measured using a Cary 50 UV−vis spectrophotometer. 

Polarization resolved PLE and Static luminescence spectra were measured on a Jobin-Yvon 

Fluorolog 3.  
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Chapter 3. Time Resolved Spectroscopy of Indium Phosphide Quantum Dots 
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3.1 Introduction 

 Accurate prediction of radiative lifetimes is a starting point for the design of QDs 

intended for device applications. This chapter will demonstrate how absorbance 

experiments can be used to calculate the photon cross-section of a QD and relate that to 

the radiative lifetime. Comparison with Time Resolved Photoluminescence (TRPL) 

experiments will show that a thermal Boltzmann distribution between emissive and non-

emissive states is required to relate the two values, as is predicted by the fine structure 

discussed in chapter 1. Furthermore, the observed radiative lifetime varies across the 

emission band in a way that is predictable using the Einstein relations. This property can 

be used to determine the extent of aggregation in samples by looking at deviations in the 

wavelength dependent radiative lifetime due to Förster resonant energy transfer (FRET).  

If during the synthesis of InP/ZnSe QDs, the presence of indium is not carefully 

controlled during the shelling, excess indium can become incorporated into the ZnSe 

shell. Early in this project it was discovered that the photophysical properties of InP/ZnSe 

QDs with indium to phosphorous ratios near 1:1 behaved differently than those with 

larger indium to phosphorous ratios. It was determined, and will be thoroughly explored 

in this chapter, that this excess indium contributed to the formation of transient hole traps. 

These shallow hole traps allow for holes to equilibrate between the valence band and the 

traps states, leading to significant effects on the TRPL decay. 

 In higher fluence conditions the InP/ZnSe QDs can absorb a second photon either 

simultaneously or, more often, sequentially. When this happens a biexciton forms. 

Biexcitons have their own fine structure that can be interpreted by considering the 

corresponding literature on CdSe QDs.1 In InP QDs this new fine structure has an 

allowed transition as its lowest state and, based on the comparative oscillator strengths of 

the exciton and biexciton, predicts a radiative lifetime on the order of a few nanoseconds. 

However, the observed radiative lifetime is significantly faster, governed primarily by the 

Auger recombination rate.  

 Auger recombination is a process that competes with biexcitons recombining 

radiatively. In this process two carriers recombine and transfer their momentum to either 

of the two remaining carriers. This can create very high energy or “hot” carriers. These 

“hot” carriers are of great interest because they are known to be able to perform chemical 

reactions that can lead to the degradation and quenching of photoluminescence in QDs. 

Minimizing or controlling the generation of these “hot” carriers is of utmost importance 

to increasing the stability of InP/ZnSe QDs at high fluences. TRPL and TA biexciton 

measurements will be compared to extract information about the energetic position of the 

biexciton emitting state as compared to the single exciton emitting state. Additionally, the 

indium based transient traps will be shown to contribute to biexciton kinetics. Biexcitons 

states involving a trapped carrier will exhibit significant deviations in behavior from their 

counterparts without a trapped carrier, and these differences will allow for synthetic 

control over the formation of “hot” carriers.  
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3.2 Absorbance, Emission and Radiative Lifetime Relationships 

Accurate prediction of the radiative lifetimes is a starting point for the design of QDs 

based applications. Absorption intensities and radiative lifetimes are related to each other 

through the Einstein A and B coefficients. The Einstein A coefficient is of particular 

interest because it represents the rate at which an excited state spontaneously emits a 

photon. In a two-level system the radiative lifetime of a transition is one over the Einstein 

A coefficient.  

The Einstein A coefficient is calculable using the particle core and shell volumes 

along with the wavelength-dependent “absorption coefficient,” α, of the bulk materials. 

At 350 nm, α = 2.0 e+5 cm-1 for ZnSe and α = 6.8 e+5 cm-1 for InP. This value is much 

higher for InP because 350 nm is much further above the bandgap in InP than it is for 

ZnSe, and therefore at this wavelength InP has a much larger density of states. We 

evaluate the QD absorption at 350 nm and equate this to the absorption of equal volumes 

of the bulk materials. This assumes that there are no quantum confinement effects at this 

wavelength. 350 nm is more than 1 eV above the exciton, so this is a good 

approximation. The relative volumes or core and shell materials can be determined by 

ICP (induction coupled plasma spectrometry), and the total volume of the average QD 

can be determined through TEM or by using published sizing curves.2 Knowing the 

volume of the QD allows for easy interconversion from the “absorption coefficient”, α in 

cm-1 to the absorption cross-section σ cm2. Eq 3.1 can then be used to relate the photon 

cross-section to a molar extinction coefficient that can be used in the determination of the 

Einstein A.3–5 

 

(Eq 3.1)  𝜎(𝑐𝑚2) = 2.303(1000𝑐𝑚3/𝑙𝑖𝑡𝑒𝑟)𝜀/𝑁𝑎 

 

(Eq 3.2) A = 2.88𝑥10−15 𝑛2

𝜆4 ∫ 𝜀(𝜆) 𝑑𝜆 

 

These calculations are initially used to determine the absorption coefficient at 350 

nm, however emission in QDs come from the lowest allowed envelope function, the 

1𝑆𝑒 − 1𝑆3/2 transition. Using the absorbance spectrum to find the ratio of cross-section at 

350 to the 1𝑆𝑒 − 1𝑆3/2 absorbance peak allows for the determination of the Einstein A of 

the 1𝑆𝑒 − 1𝑆3/2 transition. 
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 Figure 3.1B shows a change in behavior in the absorption cross section of the first 

exciton as additional layers of ZnSe shell are added to the InP/ZnSe QD. Initially there is 

an increase in the absorption cross section of 30%, however after 1.8 nm this increase 

slows and levels off. There are two processes that affect this value, the delocalization of 

the electron into the shell as more shell is added, increasing the oscillator strength and the 

decrease in overlap as the electron expands past the confinement of the hole. The increase 

in oscillator strength suggests that the former is the larger effect, and the inflection 

suggests that the electron does not significantly further delocalize after 1.8 nm of shell is 

added. This is in strong agreement with figure 2.6 of the previous chapter, which showed 

a similar trend of electron delocalization with shell thickness. 

 When radiative lifetimes are computed with this method they are typically on the 

order of a few nanoseconds. However, it's crucial to understand that these calculated 

oscillator strengths pertain to the entire 1𝑆𝑒 − 1𝑆3/2 transition, whereas the fine structure 

state that is performing the emission has only a fraction of that intensity.1,6,7 Additionally, 

chapter 1 pointed out that the lowest energy state is dark. The splitting between the 

emitting (±1L) and dark (±2) states is very small which leads to roughly half of the 

exciton population exists in the dark exciton state at any given moment.8 The close 

proximity of the emitting (±1L) and dark (±2) states effectively doubles the observed 

radiative lifetime. In oblate geometries such as those experimentally observed the 0L 

state is high enough above the ±1L and ±2 states that it does not meaningfully contribute 

to the Boltzmann distribution. Consequently, the observed radiative lifetime determined 

by TCPC amounts to around 30 nanoseconds on average, as shown in figure 3.2, 

resulting in an intrinsic radiative lifetime of approximately 15 nanoseconds for the 

emitting (±1L) state. 
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Figure 3.1: A) Absorption spectrum of 3 nm diameter core and core derivatized QDs 2.9 

nm core diameter with 1.33 nm, 2.28nm, and 2.72 nm shell thicknesses normalized to first 

exciton. Intensity at 350 nm is shown using a reference line. B) Calculated absorption 

cross section  𝜎(𝑐𝑚2) of a series of core derivatized QDs with identical cores and varying 

shell thicknesses. 
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 Direct measurement of radiative lifetimes is typically performed using time-

resolved photoluminescence (TRPL) experiments. In these experiments, a light pulse is 

split into two beams. One beam is directed to a photodiode as a timing reference, while 

the other passes through the sample. Light from the sample is then directed through a 

monochromator and put onto a detector. Using the difference in arrival time between the 

timing pulse and the detector it becomes possible to measure the average observed 

radiative lifetime of a sample for specific wavelength ranges. 

 The photoluminescence kinetics of a molecule or quantum dot can provide 

insights into the emitting states and their dynamics. In its simplest form, the luminescent 

species can be conceptualized as a two-level electronic system undergoing radiative 

relaxation. In a more comprehensive scenario, the decay rate of the excited state is a 

combination of radiative and nonradiative rates. Generally, the observed radiative lifetime 

τ, which is the inverse of the decay rate, is what is measured in these experiments. The 

observed lifetime can therefore be expressed as 1/τ = 1/𝜏𝑟 + 1/𝜏𝑛𝑟 . In QDs, nonradiative 

decay is often facilitated by defect sites serving as electron-hole recombination centers. 

This process competes with photoluminescence decay and reduces the PL quantum yield. 

Exceptionally high-quality QDs lack such recombination centers, leading to sluggish 

nonradiative electron-hole recombination. Consequently, they exhibit near unity PL QYs, 

and their PL decays closely align with radiative decay times. This relationship is 

described by: 

 

(Eq 3.3) PLQY =  
𝑘𝑟

𝑘𝑟+𝑘𝑛𝑟
 

 

 However, these relations only hold true for uniform populations, or populations in 

which each QD has the same radiative and non-radiative rates. In a sample with an 

ensemble of QDs there can be members that have a variety of defects that contribute non 

radiative rates to some number of QDs. In this case the QY is the sum of QYs of each 

unique population of QDs in the ensemble weighted by what percent of the ensemble 

they make up. 
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Figure 3.2: Radiative lifetimes of stoichiometric particles determined by TCPC, with 

between 2.9 and 3.05 nm diameter cores with shell of thicknesses varying from 1-3 nm. 

 

 In an InP/ZnSe nanocrystal increasing the shell thickness changes three factors 

that contribute to determining the radiative lifetime. Increasing the overall size of the 

particle increases the number of oscillators (unit cells) in the exciton transition and 

thereby increases the radiative rate. This effect is partially countered by a decrease in the 

electron-hole overlap, decreasing radiative rate. The electron-hole overlap quantifies the 

spatial overlap between the wave functions of an electron and a hole in a semiconductor 

crystal lattice. It can be expressed as: 

 

(Eq 3.4) 𝑆 = ∫ 𝜓𝑒−  𝜓ℎ+𝑑𝑣 

 

 Where 𝜓𝑒− is the wavefunction of the electron and 𝜓ℎ+ is the wavefunction of the 

hole. Another factor affecting the radiative rate is the decrease in fine structure splitting 

with increasing particle size as demonstrated in figure 2.6.  This has the effect of 

increasing the population of the bright state and thereby decreasing the radiative lifetime. 

However due to the small splitting between the emissive and non-emissive fine structure 

states this is a very small effect.  The combined contributions of these factors are 
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observed to be a small net increase in the radiative rate (decrease in the radiative lifetime) 

with increasing shell thickness as shown in figure 3.2. 

 When performing TRPL experiments it is important to prevent reabsorption 

effects and Förster resonance energy transfer (FRET). The extent of reabsorption depends 

on the optical density of the sample at the first exciton. To minimize reabsorption effects 

the optical density at the first exciton was kept below .05 OD for the measurements taken 

in figure 3.2 and 3.3. Reabsorption involves the emission and subsequent absorption of a 

photon by different QDs, causing delayed and red-shifted emission.4 FRET is a 

phenomenon in which energy is transferred from one excited QD (donor) to another 

nearby QD (acceptor) through nonradiative dipole-dipole coupling.9 A redshift in the 

emission is the result of both processes as energy transfer is favored when the donor QD 

has a larger bandgap than the acceptor. While these processes share a conceptual 

similarity, they differ in their mechanisms. Reabsorption scales with the optical density of 

the sample and is relatively straightforward to calculate. The efficiency of FRET is highly 

dependent on the distance between the donor and acceptor molecules and scales as the 

inverse sixth power of the distance. This means that FRET is most efficient at very short 

distances (typically in the range of a few nanometers to around 10 nm).  
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Figure 3.3: A) Radiative lifetime of an ensemble of QDs as the emission wavelength being 

observed is varied. B) The fits of radiative lifetime from A as a function of the change in 

the cube of the frequency. 

 

 FRET can be evaluated by performing a spectral reconstruction, tracking the 

radiative lifetime of a sample across multiple wavelengths. In the absence of FRET, the 

radiative lifetime's variation should scale with one over the wavelength cubed, as was 

shown in equation 3.2, whereas the presence of FRET would result in longer lifetimes at 

the red edge of the sample's spectrum. The one over wavelength cubed relationship is 

generally plotted in terms of frequency cubed, which then gives a linear fit in the limit of 

no aggregation as shown in figure 3.3B. Deviation from the linear fit then allows for the 

determination of the extent of aggregation in a sample. Aggregation can have significant 

detrimental effects on the QY of QDs. One can consider the possibility that the QDs form 

aggregates in solution and that there is FRET between QDs in these aggregates. In this 
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case, the exciton can hop from particle to particle until it finds one with fast nonradiative 

processes, and this could quench PL from the entire aggregate. Thus, when extensive 

FRET occurs, one would expect to observe an overall faster PL decay and for the blue 

edge of the PL spectrum to exhibit much shorter decays than the red edge beyond what is 

predicted by the frequency cubed dependance of Einstein A relationship. 

 The argument presented above hinges on the implicit assumption that the 

absorption and emission spectra of these particles are primarily influenced by 

inhomogeneous broadening. Comparative analysis of the linewidths observed in 

ensemble measurements and those from analogous single-particle investigations reveals a 

noteworthy distinction. Specifically, the linewidths measured from single nanoparticles 

exhibit a significantly narrower profile when compared to the broader linewidths 

observed in ensemble measurements.8 In other words, the broadening of spectral lines 

within the ensemble arises primarily from variations in the local environments, band 

offsets, and/or sizes of individual nanoparticles. Refer back to chapter 2 for a full 

discussion of the role of inhomogeneity in ensemble measurements. 

This section has shown that in the case of stoichiometric particles the TRPL decay 

is interpretable using the well-established methodology put in place for cadmium based 

QDs. Calculations of the photon cross-section of these QDs follow the same trend in the 

extent of electron delocalization with shell thickness that was shown in figure 2.6. This 

photon cross-section was related to a radiative lifetime, and that radiative lifetime was 

related to the observed TRPL data using the fine structure discussed in the previous two 

chapters. It has also explored a variety of ways in which the ensemble measurements can 

be complicated by factors such as concentration and FRET. This framework will be key 

for the interpretation of the more complex dynamics of the nonstoichiometric and core 

derivatized particles. 

 

3.3 Single Exciton Trap Dynamics 

The effects of transient trapping in these particles were first noticed during 

determination of QD lifetimes. The TRPL of particles with indium to phosphorous ratios 

greater than 1.05 showed a slow rise component that varied from a few hundred 

picoseconds to nanoseconds with increasing shell size as shown in figure 3.4.10,11 This 

unusual behavior has not been seen in CdSe QDs. Semiconductor QDs often contain 

impurities and/or defects that may create energy levels that are within the band gap of 

that QD. If these defects are far enough inside of the band gap so as to prevent the 

trapped carriers from thermally repopulating to the band edge, then they will become 

irreversibly trapped.12 These carriers end up eventually undergoing nonradiative 

recombination, leading to a drop in the QY. The InP/ZnSe QDs used in this study all have 

high QYs, usually in excess of 90%, and narrow linewidths. This along with the data 

presented in chapter 2 points to emission from a thermal repopulation of the band edge 

from a trap state.  
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Figure 3.4: A) PL decays of a S-2.51 QD obtained following 423 nm excitation with detection 

at the 624 nm PL maximum. Also shown is a fit curve corresponding to a 28 ns single 

exponential decay   B) Examples of the first 1.5 ns of a stoichiometric particle with a nearly 

100% instrument-limited rise time is also shown (red curve) and core derivatized QD with a 

biexponential rise time of 162 ps 13.5%, and 1750 ps 9.0% (black curve). For comparison, the 

instrument limited response is shown in blue. The instrument limited response is what would 

be observed if carrier cooling processes were fast and emission from the sample was 

instantaneous compared to the timescale of the experiment. 

 

Both the amplitudes and the time constants of the risetime are strongly dependent 

on the shell thickness. In addition, the PL risetimes observed in the thicker shell core-

derivatized QDs have larger amplitudes and longer time constants than previously 

reported for the nonstoichiometric QDs.5,11,13  In the case of the thickest shells, there is 

clearly a distribution of time constants for the risetimes, and the kinetics cannot be 

adequately fit to a single exponential.  In these cases, the kinetics are fit to a 

biexponential rise. The most accurate fits to the data of the thinner shell core-derivatized 

QDs also use a biexponential risetime. The longest components in the thick shell core-

derivatized particles are greater than 1 ns, which is much longer than the approximately 

350 ps used to fit the nonstoichiometric QD rise kinetics. The PL risetimes are assigned 

to hole tunneling from shell traps to the core valence band. With this assignment, the PL 

kinetics indicate that there are more traps having slower hole tunneling times to the core 

in the particles having thicker shells.  

We can assume that at the blue excitation wavelength used here (423 nm) the 

holes quickly become localized in either the core or the shell and this localization to some 

extent persists as hole cooling proceeds. In this case, it follows that excitation into the 

ZnSe shell will result in a larger probability of hole trapping than excitation into the InP 

core. If we further assume that the trap density in the ZnSe shell is uniform (independent 

of shell thickness or distance from the core), it follows that the total number of traps 

should scale with the total shell volume. (Further discussion of this assumption follows, 

below.)  With these assumptions, it follows that the fractional magnitude of the slowly 

rising component of PL kinetics should be proportional to the fraction of nascent holes 
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produced in the shell and therefore should scale linearly with the fraction of the QD 

absorbance due to the shell. This fraction is given as fSA = αZnSeVS/(αZnSeVS+ αInPVC), 

where VS and VC are the shell and core volumes, respectively, and αZnSe and αInP are the 

respective 423 nm bulk material absorption coefficients. Such a plot is shown in figure 

3.5A.   
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Figure 3.5: A) Plot of the fraction of slow PL risetime of the core-derivatized QDs as a 

function of the fraction of 423 nm photon cross section due to the ZnSe shell. Also shown is a 

linear fit to the data having an x-intercept of 0.57.  B) Fraction of the thermally equilibrated 

hole population in trap states as a function of shell volume for the nonstoichiometric and core-

derivatized QDs having high and low excess indium concentrations, as indicated. A linear fit 

through the core derivatized data points is shown, having an x-intercept of 25 nm3.   

 

The fraction of the hole population in these states is given by f = 1 – τ0/τ, where τ 

and τ0 are the measured PL and intrinsic radiative lifetimes, that is, the lifetimes in the 

presence and absence of the traps, respectively. A plot of this fraction as a function of 

shell volume for the nonstoichiometric and core-derivatized QDs is shown in figure 3.5B. 

At equilibrium, the thickest shell QDs (specifically, CD-2.28, CD-2.51, CD-2.54 and CD-

2.72) have about 35% of the hole population in traps and 65% in the valence band.  These 

QDs show about 23 - 25% slow rise component, with the remainder of the PL appearing 

promptly. The product of the equilibrium fraction of the holes in the valence band and the 

fraction of the PL that appears immediately gives the overall fraction of the holes that 

initially cool directly to the valence band. We conclude that in the above QDs having the 

thickest shells, about 50% relax directly, and the other 50% of the holes initially cool into 

traps. Hole tunneling then tends toward the valence band until stabilizing at the final 

equilibrium value. 

The analysis of hole dynamics reveals that while traps located in much of the 

inner part of the ZnSe shell may be involved in hole trapping, their fast-tunneling times 

do not significantly contribute to the observed risetime in the photoluminescence (PL) 

kinetics. Figure 3.5A illustrates that no observable risetime is evident when the fraction 

of the shell absorbance is less than approximately 57% at the 423 nm excitation 

wavelength. The x-intercept of 0.57 in figure 3.5A corresponds to the shell thickness of 

the thinnest ZnSe shells in the core-derivatized series, approximately 1.3 nm. 
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Consequently, it is concluded that long-lived hole trapping (greater than about 40 ps) 

occurs primarily for traps situated in the region of the shell that is more than about 1.3 nm 

(equivalent to approximately 4.5 ZnSe monolayers) away from the core. 

The hole tunneling times exhibit a rapid increase with increasing distance 

between the trap and the core, which explains why very long tunneling times are 

observed only in the QDs with the thickest shells. This behavior can be understood 

through effective mass approximation calculations of the valence band hole 

wavefunction.11 These calculations indicate that the wavefunction amplitude decays 

exponentially close to the shell, with a characteristic decay length of about 0.28 nm 

(approximately 1 ZnSe monolayer). Consequently, hole tunneling times are expected to 

increase exponentially with the number of ZnSe monolayers separating the trap from the 

core. For instance, a trap located one monolayer closer to the core would exhibit a 

tunneling time approximately 7.39 times faster, or about 5.5 ps, which would be 

indistinguishable from the instrument limited response with the present time resolution. 

This analysis highlights that there may be a significant fraction of traps closer to 

the core, but their rapid tunneling times render them undetectable with the ~40 ps time 

resolution employed in the study. It's noteworthy that this simple model predicts very 

long tunneling times for traps situated close to the shell's outer interface, exceeding 

several nanoseconds. However, such extended tunneling times are not observed in the PL 

kinetics, where the longest components are on the order of 1-2 ns. The simple model does 

not account for trap-to-trap tunneling, which may be relevant for the slowest trap-to-core 

tunneling times. Trap-to-trap mobility is a well-known phenomenon and has been 

analyzed in terms of direct and superexchange mechanisms.14 

As discussed earlier the equilibrium formed between the trap states and the 

valence band fine structure states shown in figure 3.6A lead to a decrease in the 

population of holes in the emitting (±1L) state. This leads to significant increases in the 

observed radiative lifetime. In the case of the largest QDs the increase in observed 

radiative lifetime between the stoichiometric and core derivatized particles is upwards of 

50% as shown in figure 3.6B. The difference in the contribution of trapping to the 

observed radiative lifetime between the core derivatized and nonstoichiometric QDs can 

be understood in terms of the radial distribution of these traps which is determined in 

large part by the core/shell interface. This radial distribution will be elucidated further in 

chapter 4. 
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Figure 3.6: A) Angular momentum fine structure energy levels of the lowest exciton in II-VI 

and III-V QDs. Optically allowed (forbidden) levels are indicated with solid (dotted) lines and 

are in equilibrium with the bright ± 1L state.1,6  Also indicated are the hole trap states in 

equilibrium with the bright exciton state, which is specific to InP/ZnSe QD having indium 

dopants in the ZnSe shell. B) Radiative lifetimes of the stoichiometric (open squares), 

nonstoichiometric (stars) and core derivatized (high indium, closed circles and low indium, 

closed diamonds) QDs as a function of ZnSe shell volume. Also shown are linear fits to the 

core derivatized QDs (solid red line) and the stoichiometric QD (dashed red line) lifetimes. 

These lines intersect at a shell volume of 33 nm3.   
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In order to function as transient traps these trap states must exist in between the 

InP core valence band level and the ZnSe shell valence band level. From the model in 

figure 2.4 it follows that trap to valence band tunneling should be more energetically 

favorable when the interfaces have more Zn/P character, that is, when PL detection is on 

the red edge of the PL band. The more energetically favorable hole transfer reaction 

would be expected to proceed faster, reducing the time constant and/or apparent 

amplitude of the slow rise component. Figure 3.7B shows that this predicted difference 

across the PL band results in small, but easily observed differences in the PL kinetics of 

the CD-2.72 particles. As seen in figure 3.7, the blue edge gives a significantly slower PL 

risetime. With 600 and 648 nm detection, we get the risetimes and amplitudes indicated 

in the aforementioned figure.  
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Figure 3.7: A) Rise kinetics obtained in the red (648 nm) and blue (600 nm) regions of the CD-

2.72 QDs PL spectrum, as indicated in the inset. The kinetics are fit to a fast (instrument 

limited) component and slower biphasic risetime. The fitting risetimes and amplitudes are 

indicated in the figure. A faster rise is observed on the red edge of the PL spectrum. B) 

Measured fraction of the total PL that occurs as delayed emission as a function of detection 

wavelength for the CD-2.72 QDs.  

 

In references10,15 the kinetics of delayed emission associated with holes having an 

equilibrium between the core-localized valence band and the shell-localized trap states 

were measured. The radiative lifetime of these QDs is about 30 ns, and the delayed 

emission is defined as having a decay time of greater than 75 ns. As depicted in figure 

3.7, this equilibrium favors a larger fraction of the hole population being in the traps in 

the case of the dominantly In/Se interface, that is, on the blue edge of the PL spectrum.  

This is shown by the fraction of delayed PL as a function of detection wavelength and 

that the variation predicted by the model in figure 2.4 is observed.  
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The band offset model introduced in chapter 2 has allowed for a complete 

interpretation of the complex and counterintuitive trap dynamics of the low fluence TRPL 

decay. The introduction of indium based transient hole traps in the shell creates both slow 

rise and delayed emission. This delayed emission can increase the observed radiative 

lifetime of these particles by up to 50%, which in turn has a large impact on the durability 

of these QDs as they are subjected to higher and higher fluences. Biexcitons formation 

rates in devices scale with the radiative lifetime, and as such this trapping has a direct 

effect on device stability. 

 

3.4 Biexcitons and Trions 

 When there are more carriers in a single QD than an electron hole pair, trions and 

biexcitons can be formed. Trions come in two types: negative and positive. In a negative 

trion (T-) the QD has two electrons in the conduction band and a single hole in the 

valence band. Conversely a positive trion (T+) has two holes in the valence band and a 

single electron in the conduction band. If a QD has both two electrons in the conduction 

band and two holes in the valence band this is referred to as a biexciton (XX). For both 

trions and biexcitons the primary recombination pathway is Auger recombination. In 

Auger recombination an electron and hole recombine nonradiatively, and instead of 

emitting a photon, the energy is transferred to the remaining charge carriers. This leads to 

charge carriers with energies well beyond the band gap of ZnSe/ZnS or most other shell 

materials. These processes are diagramed in figure 3.8. Charge carriers with energy well 

outside of the band gaps of the shell materials are colloquially referred to as “hot” 

carriers. While in the field of semiconductors “hot” carriers refers to any carrier outside 

of a thermal Boltzmann distribution, we will use the term here to refer to carriers with 

energies of ~2 eV above their respective band edge. 

 

 
Figure 3.8: Diagrams showing the number of carriers, and whether there are “hot” carriers 

produced for an exciton, negative trion, and biexciton. 
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 Trion dynamics have important implications for the design of electroluminescent 

devices. These devices use a current to inject electrons and holes into QDs instead of 

relying on absorption of higher energy photons. When a positive voltage is applied to the 

device, this voltage helps to push holes from the anode (positive electrode) toward the 

quantum dots. The injected holes accumulate in the valence band of the quantum dots. 

When a negative voltage is applied to the device, electrons are pulled from the cathode 

(negative electrode) toward the quantum dots. These injected electrons accumulate in the 

conduction band of the quantum dots. Any imbalance in the rate at which electron and 

holes are injected into the QD can lead to the formation of trions, and control over the 

injection rate can help determine which flavor of trion is formed. Due to trions 

recombining primarily nonradiatively through Auger recombination an imbalance in the 

injection rates can significantly decrease the electroluminescence quantum yield (ELQY) 

and device lifetime. 

 In addition, there are consumer lighting applications for which the intensity of 

incident light on QDs in a device leads to absorption outpacing emission. This can 

occasionally cause QDs to absorb a second photon before the emission of the first photon 

leading to the formation of a biexciton. This has significant implications for InP based 

QDs intended for high flux applications compared to those intended for low flux 

applications. Unlike Auger recombination of trions, where there is only one “hot” carrier, 

in biexciton Auger recombination both of the carriers have the potential to be “hot.” The 

odds of Auger recombination producing a “hot” electron or “hot” hole is referred to as the 

Auger branching ratio. 
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Figure: 3.9 A) TA decay of S-2.51 B) Photobleached TCPC decay for NS 2.01. 

Plots of C) biexciton and D) trion Auger rates for a variety of InP QDs. 

 

 To determine the biexciton Auger recombination rate a combination of transient 

absorption (TA) and time-resolved PL spectroscopy were used. Because of the higher 

time resolution (limited only by the femtosecond pulse width), TA spectroscopy is most 

commonly used to measure the Auger dynamics in ensemble samples of semiconductor 

QDs. It is limited by a significantly lower rep rate, and a significantly lower signal to 

noise. Despite the lower time resolution (typically 30 – 90 ps), time-correlated single-

photon counting (TCSPC) PL spectroscopy can also be used to measure these dynamics 

in all but the most rapidly relaxing QDs. TCSPC has a significantly higher rep rate and an 

arbitrarily high signal to noise. The combination of these two methods gives unique fits 

for the biexciton Auger rate. Fits of the kinetics measured through both TCPC and TA 

show a single exponential decay of the biexcitons, with a time constant of 60 – 100 ps 

varying with shell volume as shown in figure 3.9 C.  

 

 In the study of single exciton and biexciton recombination rates, various types of 

carrier traps can play significant roles. Carrier localization and trapping can influence 

biexciton dynamics. In core/shell QDs, lattice strain is inherent due to the core/shell 

structure, which can lead to defects at the interface. The presence of these defects adds 
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complexity to the understanding of Auger dynamics at either sharp or graded interfaces. 

Researchers, such as Beane et al., have employed TA spectroscopy to investigate the 

impact of hole localization or partial trapping at the core/shell interface in CdSe/ZnSe 

nanocrystals. 13  Their findings suggest that interfacial hole trapping can have substantial 

effects on biexciton Auger dynamics. In addition, surface traps, often caused by 

incomplete ligation during QD synthesis, are among the most common forms of carrier 

traps. Dopants can also lead to carrier trapping. 14-15 Despite the potential presence of 

these traps, the PLQY of the samples studied here are very high, usually exceeding 90%. 

This high QY indicates that these samples do not experience significant contributions 

from surface or interfacial traps which would act as electron-hole recombination centers. 

 The negative trion lifetimes shown in figure 3.9B and D were determined by 

TCPC experiments performed on photobleached samples. In this experiment a QD 

sample is titrated with small amounts of lithium borohydride. After a QD is excited 

lithium borohydride can donate an electron into the hole left in the valence band, leaving 

an electron in the conduction band, and negatively charging the QD. Further excitations 

while that electron is in the conduction band will lead to the formation of negative trions. 

These negatively charged QDs are stable for tens of minutes before recovering. The 

extent of photobleaching can be determined through an absorption experiment by 

measuring the decrease in absorbance of the 1S3/2-1Se and the 1S1/2-1Se transitions. Due 

to the conduction band state filling a negatively charged QD will have roughly half of the 

transition strength of the uncharged QD for transitions including the 1Se envelope 

function. This was discussed in chapter 2 and shown in figure 2.5. 

 In the photobleached TCPC experiment, there is a long-lived component that 

matches that of the unreduced QDs. In addition, there is a dominant 250-300 ps decay 

component, having an amplitude that increases with the amount of added borohydride as 

shown in figure 3.9B.  This component is assigned to the trion lifetime. There is a slower, 

very small (a few percent of the total) transient of about 3 – 4 ns that also increases with 

the amount of added borohydride.  This component is assigned to borohydride quenching 

of the uncharged excited state QDs. There is also a small decay component of about 50 ps 

that is typically about 10% of the total and increases with borohydride concentration 

more rapidly than does the dominant 250-300 ps component.  This component is assigned 

to multiply charged QDs. Throughout these studies, the concentration of borohydride is 

chosen to give a relatively large 250 – 300 ps decay without getting too much of the ~ 80 

ps component.  Similar measurements have been made on several different 

stoichiometric, nonstoichiometric, and core derivatized QDs. The results in figure 3.9D 

show that a linear correlation between the trion Auger time and the total particle volume 

is obtained. This makes good sense in terms of the volume scaling of the overlap integral 

of a QD with the conduction band electrons delocalized over the entire InP/ZnSe 

structure as was shown in the previous chapters. This is similar to CdSe/CdS, for which 

kT- and kT+ have been independently measured as a function of core diameter and shell 

thickness.16 

 The radiative rates are calculated using the Einstein relations connecting the 

absorption cross section to the radiative rate as described earlier in the chapter.3–5  This 

calculation uses the calculated neutral QD, trion and biexciton relative oscillator 

strengths, and requires an accurate determination of the lowest exciton extinction 



52 
 

coefficients to determine the oscillator strength for the QD → X transition.1,5–7,17 

Evaluation of these rates gives the radiative lifetimes of XX and T- as 1.25 and 2.5 ns, 

respectively.  As shown in figure 3.9C and D, the timescales for the biexciton and trion 

Auger process are less than 100 and several hundred picoseconds, respectively.  This is 

much faster than the calculated radiative lifetimes. As such, subtraction of the radiative 

rate from the measured biexciton and trion decay times is a small correction and is 

ignored in this treatment. 

 

(Eq 3.5) XX → X   kXX    (biexciton Auger) 

(Eq 3.6) XX → X + hυ  krxx ~ (1.25 ns)-1   (biexciton radiation) 

(Eq 3.7) T- → QD-  kT-    (trion Auger) 

(Eq 3.8) T- → QD- + hυ krT- ~ (2.5 ns)-1   (trion radiation) 

 

 Positive trions have been demonstrated in the literature, but universally have been 

shown to be immediately and largely irreversibly detrimental to the photostability of the 

QD.18 This makes direct measurement of the positive trion Auger time difficult. However, 

to a good approximation, we can take the overall biexciton Auger rate to be a sum of 

electron and hole Auger rates, i.e., negative and positive trion rates,  kXX = 2(kT- + kT+), or 

alternatively stated in terms times, 1/τXX = 2(1/τ+ + 1/τ-) where τXX, τ+ and τ- are the 

biexciton, positive trion and negative trion Auger times, respectively.19  We note that the 

fraction of electron excitation in the biexciton Auger process is given by fe = τ+/(τ+ + τ-) = 

2τXX/τ- and that the fraction of hole excitation can then be written as fh =1 - fe. The values 

of 1/kT+ shown in figure 3.9D are only for cores with diameters of approximately 2.9 nm. 

The biexciton and trion Auger recombination rates are size dependent, and that causes 

calculated electron fe and hole fh excitation fractions to also be size dependent as is 

shown in figure 3.10. 
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Figure 3.10: Ratio of hot carrier creation calculated from the relative contributions of 

negative and positive trions to the biexciton Auger rate. 

 

 In addition to the Auger recombination rates, the energetic position of the 

biexciton and trion bands are of interest. In an analogous fashion to the spectral 

reconstruction used in chapter 2 for determination of FRET, spectral reconstruction can 

be performed on trion and biexciton TRPL spectra shown in figure 3.11A-B. In figure 

3.11B the sample is excited with fluences that generate large numbers of biexcitons 

(roughly 1/2 -2/3 of the emission amplitude). After the first nanosecond of the decay all 

of the biexciton processes have resolved and the spectral reconstruction matches that of 

the single exciton. However, for the first hundred picoseconds the biexciton makes up the 

majority of the signal and redshifts the emission spectrum. The central limit theorem 

allows for calculation of the biexciton emission maximum. The complimentary TA 

experiment for determining these bands shown in figure 3.11C is complicated by the 

stimulated emission (S.E.) from the fully allowed XX and negative trion emissive state. 

 An analogous TA experiment can be performed with a photobleached sample to 

determine the emission of the negative trion. However, the low repetition rate of the TA 

experiment makes the required time to take the measurement long compared to the 

stability of the photobleached sample. This limits the negative trion measurements to 

TRPL and prevents easy determination of the energetic position of the negative trion 

states. 
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Figure 3.11: A) spectral reconstruction showing the shift in emission maximum due to the 

contribution of emission from the negative trion. B) Spectral reconstruction showing the 

shift in peak maximum due to emission from the biexciton under high flux. C) Transient 

absorbance experiment showing the overall change in absorbance over 1.3 nanoseconds. 

D) Relative contribution of recoveries from time components assigned to the biexciton and 

single exciton to the t=5 ps transient absorbance spectrum. 

 

 The TRPL experiments are rather straightforward to interpret and allow for 

accurate determination of the emission wavelength of the negative trion even at relatively 

low concentrations. Figure 3.11A demonstrates a small redshift that has been well 

documented in the literature. This redshift is referred to as the trion binding energy. TRPL 

of the biexciton is also easy to interpret in theory, however in practice the sub-hundred 

picosecond time scale makes accurate determination of the emission band significantly 

more difficult. TA is even more difficult to interpret due to the contribution of absorbing 

transitions and stimulated emission of the excited states.10,20–23 

 In the TA measurement shown in figure 3.11C-D there are three species of QDs 

present; unexcited QDs (G), singly excited QDs(X), and doubly excited QDs (XX). In the 

ground state there is no stimulated emission, and the transitions are all G-X. This forms 

the background. At long times (>100ns) the transient absorbance spectrum will fully 

decay back to the ground state, giving a difference spectrum of zero at all wavelengths. 

The singly excited state is more complex. First, for the population that is excited, the G-X 
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transitions have been replaced with X-XX transitions. In addition, there is now a small 

stimulated emission (S.E.) contribution from the X-G transitions. 

 For the population that has been doubly excited, those in a biexciton state, the 

1𝑆𝑒 − 1𝑆3/2  and 1𝑆𝑒 − 1𝑆1/2 regions are fully bleached and do not have any further 

absorbance transitions. Therefore, the only XX state contribution at the band edge is the 

XX-X S.E. transition. Interpretation of these complex summed signals becomes 

identifiable due to the large differences in the decay constants of the constituent QD 

species. The biexciton has been shown to decay on the 100ps timescale, while the exciton 

decays on the order of 40ns. On the timescale of the biexciton decay, the single exciton 

decay can be taken to be constant. In addition, it is important to assume that all electrons 

and holes cool to the Boltzmann equilibrium determined lowest energy states at time 

constants fast compared to the instrument timescale (~1ps). This is reasonable, as 

electron and hole cooling processes in this system have been shown to be a few 

picoseconds.1  
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Figure 3.12: The relative position of the peak wavelength of the “biexciton band” determined 

by the TA experiment as a function of shell size compared to the low flux absorbance and 

emission peaks.  
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 At times shortly after the pump has arrived all cooling processes are complete and 

our population of G, X, and XX state QDs has been prepared. If we take this t=5 ps 

difference spectrum to be our baseline, then on the timescale of 100 ps two processes 

occur. As doubly excited QDs decay they create X state QDs. As this process occurs 

stimulated emission from the biexciton decreases linearly with population. In addition, 

single excitons are formed, and X-XX transitions appear along with the corresponding X-

G stimulated emission. These two changes both allow less light through and appear as an 

increase in absorbance. Therefore, the difference between t=1 ps and t=100 ps 

corresponds to three features: the XX-X S.E. the X-G S.E. and the X-XX absorption 

bands. In addition to this, the weaker transition strengths should cause the X-G S.E. to be 

a significantly lower relative contribution than the XX-X state S.E. Untangling these 

complex contributions is difficult without a large set of assumptions. However, the 

position of the band-edge peak with the time constant corresponding to the biexciton 

Auger time can be assigned as a combination of equal parts X-XX absorbance and XX-X 

S.E. from the biexciton. The peak that is observed for this feature is narrow, with a 

similar width to the absorbance of the lowest G-X transition. This suggests that the X-XX 

absorbance and XX-X S.E are very close in energy and an approximation of the biexciton 

binding energy. This is shown in figure 3.12 in which the position of this biexciton band 

is plotted relative to the ground state absorbance and excited state luminescence. This 

binding energy affects the energetic favorability of forming a biexciton and likely 

contributes significantly to the biexciton formation rate. The interpretation performed 

here ignores many factors that complicate this spectroscopy such as spectral shifts due to 

stimulated emission and the contribution of absorbance and stimulated emission to each 

species of QD in the TA spectrum. However, it lays the groundwork for further study of 

the energetics of biexcitons and trions. 

As discussed earlier the formation and ejection of “hot” carriers is the primary 

degradation pathway of QDs under high fluences. This section has shown that the 

likelihood of a biexciton being created and the ratio of “hot” electrons and “hot” holes is 

modulated by shell size. QDs with thicker shells are more likely to form biexcitons and 

those biexcitons are more likely to create “hot” electrons. Both of these factors are 

important considerations when designing QDs for device applications. This section has 

lightly explored the effect of core and shell size on the energetic favorability of forming a 

biexciton which is an underexplored area in InP/ZnSe with large implications on device 

stability. 

 

3.5 Biexciton Trap Dynamics 

Following the exploration of the role of traps in single photon dynamics found in 

section 3.3 one may question to what extent these transient trap states contribute to the 

photophysics at biexciton fluences. To begin, one can perform the comparison of a 

stoichiometric QD and a core derivatized QD with roughly equivalent cores and shell 

volumes in both TA and TCPC. These experiments show that samples with trapping 

contributions to the single photon decay also show trapping contributions in the biexciton 

lifetimes. The biexciton Auger recombination component can no longer be fit to a single 

exponential, and instead must be fit to a biexponential as shown in figure 3.13B. One 
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component of this biexponential has an Auger recombination rate that matches the 

comparable stoichiometric QD, however it also has a component that is nearly 4 times 

slower. This component has a slower Auger recombination rate than the negative trion 

and scales proportionally to the biexciton amplitude with changes in fluence.24 We assign 

the former component which exists in both stoichiometric and non-stoichiometric QDs to 

biexcitons having both holes in the InP core (XX state) and we assign the latter 

component as biexcitons which have one hole trapped in the ZnSe shell (XT state) as 

shown in figure 3.13A.  
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Figure 3.13: A) Energy level diagram and electron and hole dynamics in the negative trion XT 

and XX states. B) Cartoon showing the contributions of the XX and XT states to the first 4 ns 

of a TCPC decay curve. C) Comparison of the negative trion times (open circles) and the XT 

state decay times (filled circles) as a function of ZnSe shell thickness. 

 

At wavelengths higher in energy than the stimulated emission of the contributing 

states the magnitude of the TA bleach depends primarily on conduction band state 

filling.20,21,23  Both the XX and XT states have two conduction band electrons and 

therefore result in bleach magnitudes that differ only by the magnitude of the exciton 
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absorbance. This difference is given by the square of the electron-hole overlap integral. 

The situation is slightly more complicated for PL kinetics. The intensity of the PL, and 

hence the amplitude of the PL decay component, depends on the oscillator strength of the 

optical transitions involved in the luminescence. The XT state has only one valence band 

hole, compared to two in the XX state. This situation has been analyzed in papers by 

Efros et al.,25,26 and the conclusion is simple: the presence of two valence band holes in 

the XX state gives it a factor of 2 larger oscillator strength compared to the negative 

trion, which is analogous to the XT state. This factor of 2 difference in the oscillator 

strength predicted by Efros et al. should only differ by changes in electron-hole overlap 

caused by the presence of the trapped hole. The trapped hole in the shell produces an 

electric field that perturbs the conduction band electrons and the remaining valence band 

hole. Thus, the different valence band occupancies and different electron-hole overlap 

integrals result in transitions involving absorption and PL of the XX and XT states having 

different oscillator strengths. These effects can be quantified, allowing the determination 

of the XT state fraction from the PL and TA kinetics, which can then be compared. The 

TA biexciton bleach recovery kinetics and PL biexciton kinetics are given by; 

 

(Eq 3.9) ( )( ) exp( / ) exp( / )XX XX XT XT XTA t const P t P K t − =  − + −  

 

(Eq 3.10) ( )( ) ' 2.0 exp( / ) exp( / )XX XX XT XT XTI t const P t P K t =  − + −  

 

PXX and PXT are the XX and XT state populations, respectively, and KXT is the square of 

the ratio of XT and XX electron-hole overlap integrals. The presence of two valence band 

holes in the XX state and only one in the XT state gives a factor of 2.0 in the biexciton 

radiative rate. The unperturbed overlap integral is defined as 
2

2

1 1e hS SS =   , and in 

terms of this quantity, the perturbed overlap integral is then given by 
2 2

e h XTS K  = . 

The fraction of the slow components seen in the TA and PL experiments, FTA and FPL, 

respectively, are given by; 

 

(Eq 3.11) 
/

XT
TA

XX XT XT

P
F

P K P
=

+
 (Eq 3.12)   

(2.0 / )

XT
PL

XT XX XT

P
F

K P P
=

+
  

 

We can define the fraction of biexciton XT states formed, f = PXT / (PXX + PXT), which can 

be written in terms of FTA and FPL. 

 

(Eq 3.13) 
( )

( )

1/

1 1/ 1

XT TA

XT TA

K F
f

K F
=

+ −
 

 

(Eq 3.14) 
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( )

2.0 /
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XT PL

XT PL

K F
f

K F
=

+ −
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KXT is the amount that the trapped hole changes the extent of electron-hole 

overlap. From a comparison of the XT and negative trion recombination rates for the red 

QDs, the presence of the trapped hole reduces the extent of electron-hole overlap and 

thereby increases the radiative lifetime by about 15%-20%. To the extent that the Auger 

rate scales with the electron-hole overlap, the ratio of XT state and negative trion rates 

corresponds to the values of KXT. However, the relationship between the negative trion 

and XT recombination rates is not constant in thin shells. This suggests the presence of 

another XT state quenching process in the thinnest shells. It is proposed that the observed 

shorter XT state lifetimes in these shells are due to hole tunneling from the XT state to 

the XX state, effectively quenching the XT states. The hole tunneling time from XT to 

XX states is estimated to be on the order of 2 nanoseconds in the case of the thin-shelled 

red QDs, which is not observed in QDs with thicker shells.24 This indicates that 

significant tunneling occurs primarily from traps located close to the core-shell interface. 
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Figure 3.14: Fraction of the biexciton decay that is in the slow component from the TA (open 

red circles) and PL (open black circles) measurements as a function of shell thickness. The black 

line is a linear fit to the PL fraction and gives an x-intercept of 0.64 ± 0.08 nm. Evaluating 

equations 3.11 and 3.12 gives the initial fraction of the population in the XT state from TA (solid 

red) and from PL (solid black). We conclude that applying these corrections to the TA and PL 

data brings them into agreement. 
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A line fit through the photoluminescence data in figure 3.14 suggests that QDs 

with ZnSe shells thinner than approximately 0.64 nm (equivalent to about two ZnSe 

monolayers) would have no XT state population. This observation can be explained by 

considering the penetration of the valence band wavefunction into the shell. It implies 

that any hole trap within the first two monolayers of the shell is sufficiently coupled to 

the valence band, preventing the observation of XT states in these QDs.  

Comparison of the negative trion and XT times in QDs with smaller core sizes 

shown in figure 3.13C are consistent with this explanation. The extent to which the hole 

wavefunction is delocalized into the ZnSe shell decreases with increasing core size and 

exciton wavelength. Thus, the smaller core QDs have greater valence band extension into 

the ZnSe shell than the larger core QDs. More quantitatively, the amount of the valence 

band delocalization into the shell is given by: 

 

(Eq. 3.15) 
2

24
c

c

r h

h h
r

f r dr
+

=   

 

where rc is the core radius and h is the shell thickness. Calculated values of fh are 0.0475, 

0.0654, and 0.0831 calculated for the 2.9 nm, 2.56 nm, and 2.32 nm diameter cores, 

respectively, reflecting the observed trend in XT tunneling times.24   

 

The observed exciton PL risetimes and the XT → XX relaxation both correspond 

to trap to valence band hole tunneling. The PL risetimes increase with increasing core size, 

increasing from ≈ 50 ps for the 2.32 nm core, to ≈ 1 ns for the thickest shell 2.9 nm core 

QDs.10,11  These values can be compared to the XT → XX times estimated above (330 ps 

to ≥ 2 ns), and we note that these times are approximately a factor of 3 – 6 slower.  Simple 

tunneling theory gives charge transfer tunneling rates that vary with the barrier height and 

width,28   

 

(Eq. 3.16) ( )exp 2CTk x − , with 2 *m V =  

 

where x is the barrier width, V is the barrier height and m* is the effective mass of the hole. 

Thus, for any given barrier width, a smaller barrier height will result in faster tunneling. It 

is important to note that the height of the barrier above the initial and final hole states 

depends on the overall energetics. With this consideration, the difference in the hole 

tunneling rates to form the exciton versus the XX state can be qualitatively understood in 

terms of the energetics. The energetic difference arises because of differences in the 

electron-hole and hole-hole Coulombic interactions.24  The calculated energetic differences 

reflect the fact that the electron extends far more into the shell than does the hole. In the 

cases involving trapped holes, the energetics depend on the location of the trap and 

calculated values are taken as the average over the ZnSe shell. The following Coulombic 

energies are calculated for a QD having a core diameter of 2.9 nm and a ZnSe shell 

thickness of 2.5 nm:  electron-electron, Ee-e = 62 meV; electron-hole, Ee-h = -80 meV; hole-

hole, Eh-h = 143 meV; electron-trapped hole, Ee-th = -35 meV; hole-trapped hole, Eh-th = 20 

meV.  The energy difference for hole tunneling to form an exciton is given by; 

ΔEX = Ee-h - Ee-th = -45 meV. By comparison, the XT to XX energy difference is given by  
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(Eq 3.17) ΔEXX = EXX – EXT = (Ee-e + Eh-h + 4Ee-h) – (Ee-e + Eh-th + 2Ee-h + 2Ee-th) = 33 meV. 

 

The conclusion that comes from this calculation is that the hole tunneling to 

convert an XT state to an XX state is about 78 meV less energetically favorable than the 

simple case of hole tunneling to form the exciton.  This is primarily because of the large 

hole-hole repulsion in the XX state. This difference in energetics has the effect of 

providing a larger tunneling barrier, V, in equation 3.16, for the biexciton case, which 

slows the XT → XX hole tunneling. While this qualitatively agrees with the experimental 

result, a more quantitative assessment of XT to XX hole tunneling dynamics would 

require knowing the distribution of trap energies as well as the trapped hole radial 

distribution and would therefore be speculative.  

 

3.6 Conclusion 

This chapter has shown that the InP/ZnSe QDs have complexities that make 

significant contributions to their spectroscopic properties that have not been documented 

in previous QD systems. Indium doped into the shell leads to the formation of transient 

traps that lead to slow rises and delayed emission in the TRPL. This delayed emission 

significantly lengthens the radiative lifetime of QDs with large trap contributions. TA 

experiments were performed to determine that the indium-based traps were transiently 

trapping holes. 

The role of biexcitons in the degradation pathways of these QDs was discussed, 

and this was shown to be largely attributable to the formation of “hot” electrons and 

holes. The ratio of “hot” electrons and “hot” holes produced by Auger recombination is 

described by the Auger branching ratio. Control over this ratio is an important factor in 

producing biexciton stable InP/ZnSe QDs. 

 Additionally, the indium-based transient traps were shown to contribute to 

biexciton kinetics. Biexciton states involving a trapped carrier exhibit significant 

deviations in behavior from their counterparts without a trapped carrier, and these 

differences allow for synthetic control over the Auger branching ratio. The presence or 

absence of these transient traps contribute to all aspects of InP/ZnSe photophysics, 

allowing for modification of properties such as radiative lifetime, and Auger branching 

ratio. These two properties are core to high flux and electroluminescent device-based 

considerations. 

 

3.7 Experimental Methods 

Transient absorption spectroscopy measurements were performed using a home-built 

apparatus previously described.20  Pulses were produced by a Clark CPA 2001 light source, 

and detection was with a Princeton Instruments LN2-cooled CCD and a 0.6 m low 

dispersion spectrograph. Samples were made with 0.3 µM QDs in degassed, anhydrous 
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octane in rapidly stirred 1-cm pathlength cuvettes. The transient spectra were obtained 

following a chopped, 387.5 nm, 1 kHz pulsed excitation.  

 

Time-resolved photoluminescence decays were measured using pulses at 1 MHz from 

a cavity-dumped, frequency-doubled Coherent 900-F MIRA mode-locked Ti:sapphire laser 

operating at 415 nm. For measurements of biexciton decay kinetics, pulses were focused 

through a 10X microscope objective into a 1-cm pathlength cuvette containing 0.3 µM 

QDs in degassed, anhydrous octane with rapid stirring. Buildup of ions is always a concern 

in high repetition rate experiments. We find that the PL kinetics were independent of the 

stirring rate at the highest stir rates, which were maintained throughout the biexciton PL 

studies. The microscope objective was not used, and the ≈ 3 mm diameter excitation beam 

was unfocussed for measurements of negative trion kinetics. The luminescence was 

collected in a back-scatter geometry and imaged through a ¼ m monochromator with a 150 

groove/mm grating onto a Micro Photon Devices 50µ PDM single photon avalanche 

detector (SPAD). The time-correlated single photon-counting decays were accumulated 

using a Becker-Hickl SPC-130 EMN board. Accurate measurement of the biexciton and 

negative trion kinetics requires the accurate determination of instrument response function 

(IRF), which was discussed previously.11 In the present study, IRF was refined further and 

taken to be a 42 ps full-width-half-maximum (fwhm) Gaussian and a triexponential tail.  

Specifically, IRF(t) = exp(-t2/635) at t < 0 and IRF(t) = (1 - f)exp(-t2/635) + f [0.06exp(-

t/3τexp) + 0.56exp(-t/τexp) + 0.16exp(-2.5t/τexp) + 0.32exp(-4.0t/τexp) ]  at t > 0.  The 

parameters are taken to be f = 0.245 and τexp = 157 ps at 625 nm and are f = 0.280 and τexp 

= 145 ps at 600 nm.  

 

Negatively charged QDs were prepared from photoreduction by lithium 

triethylborohydride, using a similar procedure to that previously reported.16,27–29  Briefly, 

about 10 µL of a 0.1 M lithium triethylborohydride in toluene solution was added to an 

approximately 3 µM QD solution in a mixed solvent of 0.9 mL toluene and 0.1 mL THF, 

and the solution was loaded into a sealed cuvette in a glove box.  The extent of 

photoreduction was found to reach its steady state after a few minutes of exposure to room 

light. 
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Chapter 4. Role of Zinc Vacancies as Transient Traps in Indium Phosphide Quantum Dots 
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4.1 Introduction  

The present chapter considers several possibilities for the transient traps discussed 

in the previous chapter and will identify the traps as zinc vacancies in the ZnSe shell 

lattice being charge compensated by an In3+. This assignment will be done through a 

combination of experiment and calculation. Density functional theory calculations on 

small ZnSe clusters containing different indium-associated impurities were used to 

characterize several possible trapping species.  The assignment to the In3+/VZn
2- species is 

supported by literature precedents and by both experiment and calculation. In addition, 

this chapter makes and then tests the prediction that it should be possible to increase the 

trap density by reaction with oleic acid and decrease the trap density by the reaction with 

zinc oleate or zinc acetate. Raman spectroscopy will be used to characterize the radial 

distribution of the indium in the shell as a proxy for the location of the In3+/VZn
2- traps in 

the shell. 

This chapter will demonstrate the extent of coupling between the In3+/VZn
2- and 

the surrounding matrix by use of hexadecanethiol (HDT). HDT is a hole acceptor and 

will be shown to be able to accept holes from the In3+/VZn
2- traps near the QD surface. It 

was already shown in the previous chapter that there is an equilibrium formed between 

traps in the shell and the valence band. This demonstration of traps coupling to the 

system outside the QD has large implications for electroluminescence devices (ELD). In 

these devices QDs are not excited by photons, instead an electron is directly injected into 

the conduction band, and holes are injected into the valence band electrochemically. 

 

4.2 Identity of Indium Based Traps 

 The dynamics reported in the previous chapter require that the trap species has a 

lowest energy level close to that of the quantum confined hole, and consideration of these 

energetics is crucial to assigning the trapping species. Estimates of the InP-ZnSe valence 

band offset vary over a significant range, from about 0.5 to 1.0 eV. Perhaps the most 

reliable estimate is from photoemission data, which puts the valence band offset at 0.97 

eV.1  In the case of red-emitting QDs the hole quantum confinement energy is calculated 

to be 0.22 eV, putting the quantum confined hole energy 0.75 eV above (closer to the 

vacuum level) the ZnSe valence band edge.  If the trap is in thermal equilibrium with the 

valence band, then the trap energy must be within the Boltzmann distribution at room 

temperature (26 meV) of this value. The uncertainty of this value is partially determined 

by the uncertainty of the InP-ZnSe valence band offset. Furthermore, this trap depth is 

necessarily approximate because the presence of interfacial dipoles which as discussed in 

chapter 2 shifts the valence band versus trapped hole energies by several tens of milli-

electron volts. Apart from its energy, the other characteristic of the hole trap is that 

radiative recombination with the conduction band electron is nearly or completely 

forbidden. 

In order to determine the chemical species responsible for this trapping behavior 

density functional theory calculations were conducted by collaborators.2 These 

calculations were used to rule out some candidates and provided other candidate species 

that could be ruled out experimentally. In the core of the QDs, indium exists primarily in 
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the In3+ oxidation state. While In3+ could theoretically be considered as a trapping 

species, it is unlikely to be oxidized further to create reversible traps. The energy levels 

associated with In3+ oxidation would be too high to facilitate reversible hole trapping. 

One possibility considered was the reduction of indium ions to In2+ before their 

incorporation into the ZnSe shell. In2+ ions can act as hole traps in some materials. 

However, DFT calculations suggested that In2+ would be a deep trap, not suitable for 

reversible hole trapping. The formation of indium dimers in the shell was also 

considered. However, DFT calculations showed that these dimers would also result in 

deep trapping levels, making them unsuitable for reversible hole trapping.2 

Alternatively, the trap might be localized on another species whose presence is 

enabled by incorporation of indium into the shell. Since many InP/ZnSe syntheses 

involve the use of ZnCl2, the presence of chloride ions was considered. It was 

hypothesized that chloride ions might be incorporated into the ZnSe lattice as dopants, 

possibly in combination with In3+. However, experiments involving rigorously chloride-

free QDs demonstrated that the reversible hole traps were not associated with chloride 

ions. Initially, zinc vacancies (VZn
2-) were considered as potential traps. While DFT 

calculations shown in figure 4.1 suggest that these vacancies occur at close to the correct 

energy level, the experimental dependance on indium concentration suggested that the 

zinc vacancies alone do not act as hole traps. It is only when these vacancies were 

partially charge-compensated by the presence of an adjacent substitutional In3+ that they 

exhibited trapping behavior. The proposed In3+/VZn
2- species was found to be the most 

likely candidate for the reversible hole traps in the InP/ZnSe/ZnS QDs due to its 

energetics, which closely matched the experimentally observed trap energies. 
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Figure 4.1: Calculated molecular orbital energies for ZnSe clusters of the indicated number of 

ZnSe subunits with no substitution (black), In3+ substitution plus zinc vacancy (red, two 

different positions for each of the three smallest clusters), and uncompensated zinc vacancy 

(blue).  All calculated orbitals with energies between -8.0 and -2.5 eV are shown, and all of 

these are doubly occupied. 2 

 

In bulk ZnSe, optically detected magnetic resonance (ODMR) results show that 

zinc vacancies with a -2 charge (VZn
2-) give rise to an energy level 0.66 eV above the top 

of the ZnSe valence band.3,4 This measured energy is consistent with values recently 

obtained from DFT calculations, supporting the assignment.14  Zinc vacancies in bulk 

ZnSe that are charge compensated by an adjacent (substitutional) In3+ ion  have also been 

studied and their energetics determined by transient photocurrent measurements.5  These 

measurements put the acceptor energy of the singly charged vacancy adjacent to the In3+ 

(the In3+/VZn
- electron acceptor or In3+/VZn

2- hole acceptor complex) close to that of the 

zinc vacancy, 0.59 eV above the ZnSe valence band.  Localization of the trapped hole 

results in a strong local electric field which distorts the surrounding lattice. Thus, the 

trapping energy includes a significant contribution from electron-phonon coupling, as 

found for surface traps in CdSe and CdS.6–8  This energy is 0.16 eV lower than that 
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inferred above for the valence band hole, which is well within the uncertainty of the 

reported band offsets. It follows from the energetics that the presence of the adjacent In3+ 

stabilizes the doubly negatively charged zinc vacancy and makes it about 70 meV harder 

to oxidize. 

 

 
53, -5.89 eV                                                    49, -5.85 eV 

 
34, -5.92 eV                                           31, -5.91 eV 

 

Figure 4.2: The highest energy occupied orbital of the four ZnSe structures having a zinc 

vacancy and a substitutional indium (atom in brown).2 

 

The calculated highest occupied molecular orbital (HOMO) for the compensated 

vacancies shown in figure 4.2 is composed mainly of p orbitals on the four Se atoms 

surrounding the vacancy, with only slight participation from other atoms.  This hole 

orbital should have a negligible overlap integral with the electron in the lowest 

conduction band orbital, which is delocalized over both the InP core and the full ZnSe 

shell, leading to a negligible rate of radiative recombination. Figure 4.2 also shows that 
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the HOMO level of the transient trap state occupies only a few unit cells in volume and is 

in strong agreement with the predicted negligible overlap. 

Assignment to an In3+/VZn
2- species is also consistent with several other 

experimental results. Significant trapping requires the presence of at least a small indium 

excess.9 Furthermore, in QDs having an overall indium concentration that exceeds a 

small excess, the extent of trapping is indium concentration independent.  This implies 

that not all indium dopants are associated with traps and that zinc vacancies, by 

themselves, either do not occur at significant concentrations or are not hole traps. Two 

types of experimental results indicate that while in a specific QD ensemble the indium 

concentration is constant, the vacancy concentration can be varied. These results involve 

measuring the PL risetime kinetics of the CD-2.72 QDs following reaction with excess 

zinc carboxylate or excess carboxylic acid. The CD-2.72 QDs are chosen for these studies 

because prior to any treatment, they exhibit a large, slow risetime component in the PL 

kinetics that can be easily and accurately measured.5   

 

(Eq 4.1) 2 2

2 12 ( ) ( ) ( )Zn n Zn nRCOO QD V Zn RCOO QD V− − −

+
⎯⎯→+ +⎯⎯  

 

Addition of alkyl carboxylic acids or zinc carboxylates shifts the reaction 

equilibrium toward products or reactants, respectively, as one would expect from Le 

Chatelier’s principle. We have performed this reaction with zinc acetate at room 

temperature and zinc oleate at room temperature and 100 °C. We note that the 

corresponding reaction with zinc acetate cannot be run at 100 °C; the surface ligands 

become labile at elevated temperatures and the oleate ligands can be replaced by acetate, 

resulting in the loss of colloidal stability. Figure 4.3 shows that following treatment at 

room temperature, the risetimes with zinc oleate and acetate are essentially identical. 

Figure 4.3 also shows that the reaction with zinc oleate at 100 °C results in a decrease in 

the risetime that is larger than that obtained at room temperature. This is especially true 

for the slowest risetime component. Diffusion of the zinc ions through the ZnSe lattice is 

expected to be faster at elevated temperatures. The temperature dependence of the 

fraction of vacancies that are filled suggests ion diffusion through the lattice, rather than 

solution diffusion of the zinc precursor species, is the rate limiting step in this reaction. 

However, the observed temperature dependence may also reflect a temperature 

dependence of the equilibrium constant, with incomplete relaxation of the higher 

temperature equilibrium upon cooling.  
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Figure 4.3: Normalized PL kinetics and fits for QDs following A) no treatment, room 

temperature exposure to excess zinc oleate, and room temperature exposure to excess oleic 

acid. Also shown is a calculated curve corresponding to an instantaneous risetime (IRF 

limited) B) Exposure to excess zinc oleate and zinc acetate at room temperature, zinc oleate at 

100 ºC, and the PL kinetics before treatment.  Also shown is a calculated curve corresponding 

to an instantaneous risetime (IRF limited). 

We note again that much larger slow risetime components are observed in the 

core-derivatized QDs compared to nonstoichiometric QDs, indicating that the core-

derivatized QDs have much higher trap densities.10 This observation is also consistent 

with the assignment of the traps to In3+/VZn
2- impurities. The essential difference between 

these types of QDs is the nature of the core-shell interface. The core-derivatized QDs 

have had the cores treated with an excess of zinc carboxylate, added to the reaction 

mixture immediately following core growth. This results in zinc ion adsorption and/or 

indium-to-zinc ion exchange on the core surface. Thus, we conclude that in the core-

derivatized QDs, the core-shell interface has a larger contribution of P-Zn bonding, rather 

than In-Se bonding. From the model in figure 2.4 it follows that trap to valence band 

tunneling should be more energetically favorable when the interfaces have more Zn/P 

character, that is, when PL detection is on the red edge of the PL band. In addition, the P-

Zn bonding partially mitigates the lattice strain associated with the mismatch of InP and 

ZnSe lattice constants. The lattice mismatch expands the ZnSe lattice, and this effect is 

minimized in the case of the core-derivatized QDs. The DFT calculations show that the 

presence of a zinc vacancy locally contracts the lattice2.  Lattice contraction is 

energetically less favorable when the lattice has been expanded by the presence of the 

interface with InP. Thus, we suggest that vacancy formation is more energetically 

favorable near a P-Zn rich interface, and this results in the core-derivatized QDs having 

greater trap densities than their nonstoichiometric counterparts.  
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4.3 Raman Spectroscopy for Characterizing Spatial Distribution of In3+/VZn
2-  

Probing the location of defects in quantum dots is one of the most challenging 

aspects of QD spectroscopy. Raman experiments provide valuable insights into the 

vibrational modes associated with the electronic states of quantum dots and allow for the 

investigation of the core-shell interface, which is crucial for understanding and tailoring 

the interfacial properties of these QDs as discussed in prior sections. In a Raman 

experiment, the incident light is tuned to match the energy of an electronic transition in 

the sample of interest. By doing so, the Raman scattering efficiency is greatly enhanced 

for certain vibrational modes that are associated with the resonantly excited electronic 

states. The optical phonons of bulk InP and bulk ZnSe span the regions 300−350 and 

200−260 cm-1, respectively11,12. The Raman spectra of pure InP nanocrystals are 

dominated by the longitudinal optical (LO) phonon at 349 cm-1 and what is generally 

assigned as the transverse optical (TO) phonon at 306 cm-1.13 Resonance Raman spectra 

of InP nanocrystals of widely varying sizes and qualities show peaks fairly close to these 

bulk frequencies plus the overtones of these modes. 

Excitation into the lowest energy transition of the QD produces an electron-hole 

pair that is primarily localized in the InP core and therefore gives the largest resonance 

enhancement to the InP phonon modes. However, at wavelengths near the first transition, 

the Raman spectrum is dominated by fluorescence, which is many orders of magnitude 

more intense than the Raman scattering. To overcome this challenge in most QD systems, 

quenching with thiols or amines is performed to minimize this fluorescence. However, in 

the case of InP/ZnSe QDs, the ZnSe shell provides strong confinement to the hole and 

prevents fast quenching. As a result, Raman studies of InP/ZnSe are limited to transitions 

far enough above the band edge where fluorescence is minimal, allowing for better 

examination of the phonon modes. Excitation at 501.7 nm is slightly above the 

fluorescent region and produces excitons that are mostly core localized, but significantly 

spill out into the first few monolayers of shell. At this wavelength, the ZnSe and InP 

phonons have comparable intensities. The result is that excitation in this region is 

diagnostic of the core-shell interfacial phonon modes. As the excitation energy is tuned 

further blue to 457 nm and then to the 400 nm region it becomes resonant with transitions 

increasingly delocalized into the ZnSe shell and leads to resonance enhancement of 

primarily ZnSe phonon modes. The difference in phonon intensities and line-shape as the 

excitation wavelength is varied are apparent in figure 4.4. 
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Figure 4.4: A) S-2.51 and B) NS-1.68 at 3 wavelengths (501.7, 457.9, and 410 nm) with the 

intensity normalized at the ZnSe LO phonon peak at ~257 cm-1. These show the effect of varying 

the excitation wavelength on the Raman spectrum. 

 

Comparing the spectra of any given structure at 410, 457.9, and 501.7 nm, there 

are two obvious trends. First, the intensities of the ZnSe modes increase relative to those 

of the InP modes as the excitation is tuned to shorter wavelengths. This is a 

straightforward consequence of the considerations that were just discussed. Second, the 

lower-frequency component of the ZnSe feature becomes relatively weaker as the 

excitation is tuned from 501.7 to 410 nm. This strongly suggests that the lower-frequency 

component of the ZnSe phonon modes is dominated by motions of ZnSe groups at or 

very near the interface with the InP core, as the lowest-energy excitons extend only 

slightly into the shell. 

The shift to higher wavenumbers of the higher frequency ZnSe component by 2−6 

cm-1 at bluer excitation wavelengths also supports this observation. A similar 

phenomenon was observed in previously studied CdSe/CdS core/shell quantum dots.14 In 

that case, the frequency of the CdS LO phonon peak decreased from 301 cm-1 to 285−290 

cm-1 as the excitation wavelength was tuned from 5000 cm-1 above the lowest, core-

localized excitonic transition to resonance with that lowest exciton. This shift indicated 

that the CdS modes at the interface with the CdSe core were of lower frequency than the 

CdS modes in the bulk shell. This behavior can be explained as the result of elastic 

expansion of the shell due to the larger lattice constant of the core along with a 

contribution from the mixing of lower-frequency CdSe phonon modes with the CdS 

modes near the interface. This interpretation gains further support from the spectra of 

InP/ZnSe core/shell quantum dots with varying shell thicknesses.  

As mentioned in chapter 1, the synthesis of core-derivatized QDs includes treating 

the InP cores with Zn(OA)2 prior to purification and shell growth.  This results in the core 

surface being preferentially Zn-terminated and/or having a very thin zinc phosphide 

surface layer, which is less prevalent in the case of the stoichiometric and 

nonstoichiometric QDs. As a result of the change in interfacial bonding, the spectrum 

obtained for the CD-2.55 QDs shown in figure 4.5 has similarities and differences when 
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compared to the S-2.51 and NS-2.25 spectra. The CD-2.55 spectrum shows the same 

reduced intensity in the 210-235 cm-1 region as does the S-2.51, indicating the lack of 

indium at the core-shell interface. Instead, it is likely that the core-shell interface has 

zinc-phosphorous bonding formed by ion exchange upon core derivatization. The core-

derivatized spectrum shows additional intensity at approximately 252 cm-1, causing the 

peak maximum to shift from 247.8 to 249.5 cm-1 and broaden from 12.0-14.5 cm-1 

FWHM. We tentatively assign this high frequency feature to interfacial modes associated 

with interfacial zinc-phosphorous bonding.  
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Figure 4.5: Raman spectra of the ZnSe and InP phonon regions excited at 457.9 nm of S-

2.51, CD-2.55 and NS-2.25 QDs. Also shown is the spectrum for the S-2.51 QDs 

following correction for the compression caused by the presence of the thicker ZnS. This 

correction shifts the spectrum 2.7 cm-1 to lower frequencies. See experimental methods for 

the correction method. 
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The difference in interfacial bonding affects the lattice strain in the shell. The 

presence of comparatively long In-Se bonds increases the strain on the proximal ZnSe 

lattice. Conversely an intermediate layer having P-Zn bonds can result in relatively close 

packed zinc ions partially mitigating the lattice strain on the ZnSe side of the InP-ZnSe 

interface. The expansion of the ZnSe lattice due to In-Se interfacial bonding leads to a 

more favorable environment near the core/shell interface for doping the relatively large 

indium ions. This results in an increased indium concentration near the core-shell 

interface. Conversely, we predict the opposite behavior at P-Zn rich interfaces. Closely 

packed zinc ions counteract the tendency for excess indium atoms to accumulate at the 

core-shell interface. Consequently, in QDs with core-derivatized structures, the 

distribution of indium dopants is observed further out in the ZnSe shell.  

This is supported by the risetimes observed in core-derivatized and 

nonstoichiometric QDs as seen in chapter 3. Nonstoichiometric QDs showed significantly 

faster rise times at similar shell volumes. This suggests that the indium-based traps are 

nearer to the core than in their core-derivatized counterparts. Taken together these two 

datapoints suggest that the solubility of these traps in the ZnSe shell is largely governed 

by strain forces. This also shows that interfacial bonding has a significant impact on the 

extent of trapping. 

 

4.4 Coupling of In3+/VZn
2- to the Environment  

This section analyzes the PL risetime and the subsequent decay kinetics of QDs 

with and without an adsorbed hole acceptor, HDT. HDT is used in this study because its 

hole acceptor energetics are such that holes can form an equilibrium between being on 

the HDT, in hole traps, or in the core-localized valence band. Other hole acceptors were 

considered, but were either unreactive, or like methylbenzene thiol (MBT) were too good 

of a hole acceptor leading to irreversible hole transfer. These kinetics are strongly 

dependent on the nature of the core–shell interface and the thickness of the ZnSe shell. As 

discussed in the previous chapter long risetimes and delayed emission are most 

significant in core-derivatized QDs and are not seen in stoichiometric and to a much 

lesser extent in nonstoichiometric QDs. Similarly, we find that treatment with HDT 

results in much smaller effects on the PL kinetics when applied to nonstoichiometric and 

no effect when applied to stoichiometric particles. Because of these considerations, the 

present study focuses on core-derivatized QDs. 

The addition of HDT results in small changes in the overall PL quantum yield. 

The CD-2.72 QDs shown in figure 4.6 exhibit a 10–20% decrease in quantum yield that 

is fully reversible upon ligand exchange with zinc oleate. This drop in PL QY is probably 

due to the formation of surface carrier traps upon ligand exchange with HDT. However, 

the possibility of some fraction of the HDT ligands acting as irreversible hole acceptors 

cannot be excluded.  
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Figure 4.6: PL risetime kinetics for CD-2.72 A) without and B) with HDT. Also shown are fit 

curves (red) and curves corresponding to the instrument response function convolved with a fast 

rise and 32 ns decay (blue). 

 

Finite PL risetimes are assigned to holes being transiently localized in shell traps 

before relaxing to the valence band. As shown in figure 4.6 prior to the addition of HDT, 

the CD-2.72 QDs exhibit an obvious slow PL risetime that can be fit to a biexponential. 

This biexponential has approximately 300 ps and 2.0 ns components having roughly 

comparable amplitudes, each making up ∼9% of the total PL intensity. The addition of 

HDT dramatically reduces the amplitude and timescale of the risetime. The magnitude of 

the short component is slightly reduced (from 8.8 to 7.5%), and the long-risetime 

component is essentially eliminated. This is because a sufficiently rapid interfacial charge 

transfer equilibrium is established such that hole transfer from the outermost shell-

localized traps efficiently competes with tunneling to the QD core, resulting in a loss of 

much of the slow PL risetime. 
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Figure 4.7: A) PL decays of CD-2.72 QDs without (black curve) and with (red curve) HDT. 

The inset shows the same data and fits, extended to longer times, on a log scale. The decays 

are normalized such that the areas under the decays are proportional to the intensity in the 

static PL spectrum. Also shown are fit (blue) curves corresponding to 33.2 ns (87.3%), 97 ns 

(11.4%), and 800 ns (1.33%) for the QDs without HDT and 27.5 ns (73.3%), 75 ns (24%), and 

800 ns (2.7%) for the QDs with HDT. B) Fraction of the total PL that occurs as delayed 

emission as a function of detection wavelength for the CD-2.72 QDs. 

 

Delayed emission also involves the same traps, specifically thermal population of 

the traps diminishes the hole population in the valence band, thereby slowing the rate of 

band edge luminescence. As mentioned previously, these traps do not act as 

recombination centers, and although their presence alters the PL kinetics, they do not 

affect the overall quantum yield. This produces an equilibrium between the thiols and the 

valence band. The population of the shell-localized traps corresponds to a reservoir of 

hole states that eventually tunnel to the core-localized valence band, resulting in delayed 

emission. The amount of delayed emission is increased by the additional reservoir which 

is created by the presence of HDT ligands.  

The PL decays shown in figure 4.7A obtained with and without HDT show a large 

amplitude, relatively short decay followed by smaller amplitude, and much longer decay 

components. The radiative lifetime for InP/ZnSe/ZnS QDs having these dimensions and 

no In3+/VZn
2- transient traps is about 30 ns, and these decay curves show minor 

differences in the shorter-lived (∼30 ns) component. This larger amplitude short decay 

represents prompt band edge emission without the formation of an equilibrium. The small 

amplitude longer decay has components on the order of hundreds of nanoseconds and 

represents the contribution of HDT to the trap equilibrium. 

Figure 4.7B also shows that the delayed emission is an increasing fraction of the 

total PL decay as the observation wavelength is moved from the red to the blue edge of 

the PL spectrum. This can be understood in terms of the model discussed in chapter 2 and 

diagramed in figure 2.4 in which position of the valence band is controlled by core–shell 

interfacial dipoles. This model predicts that the bluer QDs with more In/Se rich interfaces 

would have a valence band at higher energy than the P/Zn rich interfaces. This would 
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shift the equilibrium towards the HDT ligands in the first case, and away in the latter case 

as is seen in figure 4.7. 

This delayed emission is not observed in stoichiometric QDs. This is because 

without In3+/VZn
2- transient traps the ZnSe shell provides too great of a potential barrier to 

allow for the hole to transfer. This in turn suggests that the presence of these traps can 

allow for holes to be electrochemically injected into the valence band through 

equilibrium dynamics at much lower potentials than would be required to deposit them 

through the ZnSe shell. This decrease in required overpotential is a twofold benefit for 

ELD applications, increasing energy efficiency and lowering the voltage requirements of 

the surrounding matrix. 

 

4.5 Conclusions 

Numerous possibilities regarding the chemical/structural identity of the reversible 

traps observed in the PL dynamics of InP/ZnSe/ZnS QDs have been considered. Through 

a combined approach involving experimental data and calculations, it has been shown 

that these traps are associated with zinc vacancies (VZn
2-) that are partially charge-

compensated by substitutional In3+ ions. Density functional theory (DFT) calculations 

have indicated that zinc vacancies can produce states with energies and orbital 

characteristics suitable to serve as traps. This assignment is supported by the proximity of 

the experimentally inferred trap energies to the energy level of the defect assigned to a 

zinc vacancy/substitutional indium complex in indium-doped bulk ZnSe. Additionally, it 

was demonstrated that traps can be added or removed by exposing the QDs to excess zinc 

carboxylate or carboxylic acid, further reinforcing the proposed identification.  

Raman spectroscopy was used to probe the structural characteristics of the QD 

and to elucidate the position of excess indium in the QD. In a nonstoichiometric 

synthesis, where interfacial chemistry is not well controlled, indium was found to 

accumulate near the core shell-interface. Changes in the core-shell interface, such as 

treatment with zinc oleate before shelling, were shown to modulate the position of the 

traps in the shell, which in turn affects the time it takes for a hole to tunnel back into the 

core.  

Additionally, it was shown that the In3+/VZn
2- transient traps allow for the 

formation of an equilibrium with hole acceptors near the surface leading to delayed 

emission. This delayed emission is not observed in stoichiometric QDs. Without the 

presence of In3+/VZn
2- transient traps the ZnSe shell provides too great of a potential 

barrier to allow for the hole to efficiently transfer. This in turn suggests that the presence 

of these traps can allow for holes to be electrochemically inserted into the valence band 

through equilibrium dynamics at much lower potentials than would be required to deposit 

them through the ZnSe shell. 
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4.6 Experimental Methods 

TRPL methods in this chapter are the same as those discussed in the previous 

chapter. For information on how DFT calculations were performed see Reference 2. 

Raman experiments were performed with samples contained in 1 mm fused silica 

cuvettes, and the Raman scattering was collected in a backscattering geometry Excitation 

at 501.7 and 457.9 nm was obtained from an argon-ion laser. Excitation at 410 nm was 

obtained from a frequency-doubled Ti:sapphire laser producing 1−2 ps pulses at 82 MHz. 

The wavenumber axes were calibrated by using the 801 cm-1 cyclohexane line. The 

excitation beam was focused onto the sample by using a 10× microscope objective at an 

average power of about 0.75 mW, and typically a signal was accumulated for 60 min on 

each sample. 

 The Raman spectra of the stoichiometric S-2.51 QDs provide a good comparison 

to both the core-derivatized and nonstoichiometric particles. However, the S-2.51 

particles have a relatively thick ZnS outer shell that is lacking in the core-derivatized and 

nonstoichiometric particles.  This causes compression of both the InP core and the ZnSe 

inner shell, shifting both types of peaks in the Raman spectra to higher frequencies15.  

The magnitude of ZnSe phonon shift can be accurately calculated and this correction can 

be applied to the spectra. This calculation uses the shift of the InP LO phonon peak as a 

calibration of the internal pressure to calculate the shift of the ZnSe phonon peak. In 

determining the internal pressure and applying this correction, the calculation uses the 

respective Grüneisen parameters (𝛾 = 1.24 InP, 1.55 ZnSe), bulk moduli (K = 71 GPa for 

InP and 62.4 GPa for ZnSe) and LO phonon frequencies of InP and ZnSe (352 cm-1, 248 

cm-1).  

Eq 4.2   𝛾 =
∆𝜔

𝜔

𝑉

∆𝑉
=

∆𝜔

𝜔

𝑃

𝐾
 

P is the pressure due to the ZnS shell. Combining this expression for the InP core and the 

ZnSe shell and taking the pressure on both to be the same we get: 

Eq 4.3  
∆𝜔𝑍𝑛𝑆𝑒

∆𝜔𝐼𝑛𝑃
=

𝛾𝑍𝑛𝑆𝑒𝐾𝐼𝑛𝑃𝜔𝑍𝑛𝑆𝑒

𝛾𝐼𝑛𝑃𝐾𝑍𝑛𝑆𝑒𝜔𝐼𝑛𝑃
 

This ratio is 1.002, which means that to within a few hundredths of a 

wavenumber, simply shifting the entire spectra by the amount required to align the InP 

LO phonon peaks will also correct for any ZnS compression effects in the ZnSe peaks. 

We note that this is not true of most materials and is purely coincidental in the InP/ZnSe 

system. The corrected spectrum of the S-2.51 QDs is shown in figure 4.5. 
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Supporting Information 

 

 

Table 1. Characterization of Samples 

QD 

Name 

Core 

Diameter 

/ nm 

Shell 

Thickness 

/ nm 

In/P 

ratio 

Risetime / 

ps 

Percent 

Rise 

Radiative 

lifetime / 

ns 

S-1.0 3.0 1.0 0.97 - 0.0 32.1 

S-2.0 3.0 2.0 1.04 430 3.6 31.6 

S-2.51 3.05 2.51 0.99 360 2.4 28.1 

NS-1.65 2.9 1.65 1.16 480 6.0 32.3 

NS-1.68 2.9 1.68 1.54 355 8.2 33.5 

NS-2.25 2.9 2.25 1.63 375 12.4 33.4 

NS-2.01 3.04 2.01 1.52 330 8.4 32.0 

CD-1.52 2.76 1.52 1.14 590 3.5 38.9 

CD-1.79 2.76 1.79 1.17 660 3.8 37.8 

CD-2.34 2.76 2.34 1.17 700 12 38.2 

CD-2.54 2.76 2.55 1.13 60, 1040 12.0, 13.5 42.3 

CD-1.31 2.9 1.31 1.26 610 1.8 33.4 

CD-1.34 2.9 1.34 1.28 302 0.8 33.8 

CD-1.41 2.9 1.41 1.22 - 0.0 36.3 

CD-1.58 2.9 1.58 1.27 - 0.0 36.7 

CD-1.59 2.9 1.59 1.35 507 1.2 36.5 

CD-1.95 2.9 1.95 1.28 351 6.5 36.7 

CD-2.28 2.9 2.28 1.44 89, 844 14.4, 9.1 43.0 

CD-2.51 2.9 2.51 1.37 85, 1050 13.2, 9.8 43.2 

CD-2.72 2.9 2.72 1.31 162, 1750 13.6, 9.0 47.7 
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Table 2.  Dimensions and PL Decay / TA Bleach Kinetics 

Sample 
core 

diameter 

/ nm 

QD 

volume / 

nm3 

XX time / 

ps 

XT time / 

ps 

Fraction 

slow (PL) 

Fraction 

slow (TA) 

Negative 

trion time / 

ps 

NSY-

1.22a 
2.32 56.5 20 115 - 0.37 130 

NSO-

1.85b 
2.56 128.4 55 200 0.31 - 230 

CD-1.31 2.9 88.2 66 276 0.12 0.17 290 

CD-1.33 2.9 90.7 65 285 0.11 0.18 275 

CD-1.41 2.9 98.4 64 290 0.19 0.3 289 

CD-1.52 2.76 102.4 70 310 0.12 0.12 275 

CD-1.58 2.9 116.3 69 300 0.2 0.34 287 

CD-1.59 2.9 117.5 76 319 0.17 0.33 290 

NS-1.6 2.9 119.2 70 315 0.17 0.34 287 

NS-1.68 2.9 128.8 74 340 0.23 0.42 280 

CD-1.79 2.76 133.2 72 330 0.18 0.24 275 

NS-1.9A 2.9 157.9 80 355 0.14 0.32 282 

NS-1.9B 2.9 157.9 75 335 0.19 0.35 290 

CD-1.95 2.9 164.8 80 355 0.33 0.5 305 

CD-2.04 2.76 168.4 80 360 0.31 0.49 280 

NS-2.25 2.9 212.7 84 365 0.38 0.66 295 

CD-2.34 2.76 215.7 90 380 0.33 0.54 310 

CD-2.28 2.9 218.3 85 365 0.35 0.56 290 

CD-2.54 2.76 253.1 95 385 0.41 0.6 320 

CD-2.51 2.9 260.4 90 370 0.43 0.65 320 

CD-2.72 2.9 305.1 100 380 0.49 0.71 330 

a the yellow QD photon cross section was too small to obtain PL biexciton kinetics.  
b the orange QDs are insufficiently stable to obtain reliable TA kinetics. 
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Figure S1: TEM images of CD 2.72 showing size distributions and lattice fringes. 

 

 




