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This study is to investigate the fundamental problems of extracting and analyzing

head and face related visual cues in multi-level. In the coarse level, the problem

of head pose estimation is studied; and in the fine level, the problems of 1) facial

feature detection and localization, especially eye features; and 2) eye dynamics,

including tracking and blink detection, are studied. Algorithms frameworks for

solving these problems and the experimental evaluations are presented. We first

describe our contribution in the detailed level visual cue analysis, including facial

feature detection, eye tracking and blink detection. Following that, the head pose

estimation for images are discussed. Face super-resolution algorithms as a potential

solution for obtaining more visual details are also presented.

Facial feature detection is solved in a general object detection framework

and the performance over eye localization is presented. The dependency distance

based on the features’ empirical mutual information is used to cluster the features,

such that a binary tree can be formed to represent the structure of the object

feature space. The binary tree representation partitions the object feature space

into compact feature subspace in a coarse to fine manner. In each compact feature

subspace, independent component analysis (ICA) is used to get the independent

sources, whose probability density functions (PDFs) are modeled by Gaussian
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mixtures. When applying this representation for the task of object detection, a

sub-window is used to scan the entire image and each obtained image patch is

examined using Bayesian criteria to determine the presence of an object.

After the eyes are automatically located with the binary tree-based prob-

ability learning, interactive particle filters are used for simultaneously tracking the

eyes and detecting the blinks. Eye blink pattern as an important visual cue for

both attentiveness analysis and fatigue indication can thereby be obtained. The

particle filters use classification based observation models, in which the posterior

probabilities are evaluated by logistic regressions in tensor subspaces. Extensive

experiments are used to evaluate the performance from two aspects, 1) blink de-

tection rate and the accuracy of blink duration in terms of the frame numbers;

2) eye tracking accuracy. Experimental setup for obtaining the benchmark data

in tracking accuracy evaluation is also presented. A marker based commercial

motion capturing system is used to provide the ground-truth. The experimental

evaluation demonstrates the capability of this approach.

Besides detailed facial feature analysis, the coarser level analysis, head

pose estimations, also plays an important role, such as in human-computer inter-

action systems. In this work the problem is formulated as a multi-class classifi-

cation problem. We propose using a subspace analysis in wavelet space followed

by a geometric structural analysis to solve the problem of classification with non-

perfectly aligned face images. Different subspace techniques are compared for a

fundamental understanding of head pose space structure.

Most head and face visual cue analysis approaches require that the image

resolution is high enough to extract sufficient visual details. However, due to the

physical constraints, the resolution of the input videos might be limited. There-

fore, super-resolution is proposed to reconstruct more visual details about facial

features. We first use an inter-pixel interference elimination approach, which is

a general approach to arbitrary images. Although reasonable reconstruction can

be obtained with low aliasing artifacts, the magnification factors are still limited.

xix



An identity dependent regression model in subspaces is proposed as an alterna-

tive. High magnification factors can be obtained. The relevance model between

the low-resolution face images and their high-resolution counterparts is obtained,

which is used to inversely reconstruct the high-resolution face images. Occluded

low-resolution images can also be reconstructed using un-occluded training sam-

ples.

A multi-level analysis of the head and face related visual cues are very im-

portant for a smart human-interface system. We present possible solutions in this

work, and extensive experimental trials are done to evaluate and validate the pro-

posed approaches. On top of the knowledge we learned using such approaches, the

recognition of attentions and behaviors can be solved by a semantic interpretation

of such visual cues, which indicates the further study direction.

xx



Chapter I

Introduction
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I.A Motivation

Advances in computer vision techniques boost the applications of ma-

chine understanding of human behaviors, such as human computer interface (HCI)

systems [5, 6], driver’s safety assistance systems [7, 8, 9, 10], and video surveil-

lance systems [11, 12, 13, 14]. Variant application scenarios impose different types

of tasks and challenges, however, some fundamental vision problems are similar.

Such basic visual modules can be used in different applications. For example, in

HCI systems, the challenge is to develop non-invasive vision modules that have

the ability to interact with computerized equipment without need for special ex-

ternal equipment. Figure I.1 gives an example application of the HCI systems,

which utilizes head gesture to control the computers. In the fine level, facial fea-

tures are defined, detected and tracked so that higher level descriptions can be

obtained. Such descriptions include the finer level visual cues, such as the blinks

and eye gaze directions; as well as the coarser level visual cues, such as the head

poses and the facial expressions. These visual cues can be further analyzed to

formulate a semantic description of the human subject’s behavior. In this way,

a better perceptual interface between the computers and the human subjects can

be obtained. The similar idea can also be used for driver’s safety assistance sys-

tems. Such multi-level visual cues as 1) the finer level detail like eye blinks; and

2) the coarser level analysis like head poses, play an important role for driver’s

attentiveness analysis. Eye blink patterns can be used for evaluating the driver’s

alertness, and the head pose estimates can be used for determining the driver’s

focus of attention. These visual modules can be shared by different applications,

such as video surveillance systems and human computer interaction systems, and

thus attract broader interest. In this work, we focus on the study of general head

and face related visual modules that can be easily adapted into variant application

contexts. The study includes both the detailed level analysis: 1) facial feature

detection and localization, especially eye localization; 2) eye blink detection; and
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Figure I.1: An example application of the HCI system

the coarser level analysis: 3) head pose estimations. Also, face super-resolution

reconstruction algorithms are discussed. This provides a possible solution when

image resolutions are limited by the physical constraints.

Eye blink pattern is an interesting indicator of a human subject’s atten-

tiveness. Studies show that eye blink duration has a close relation with a subject’s

drowsiness [7]. The openness of eyes, as well as the frequency of eye blinks, im-

plies the level of a person’s consciousness [15]. Also, eye blinks can be used as a

method of communication for people with severe disabilities, in which blink pat-

terns are interpreted as semiotic messages [6, 16, 17]. This provides an alternate

input modality to control a computerized equipment. The duration of eye closure

determines whether the blink is voluntary or involuntary. Long voluntary blinks

are interpreted according to the predefined semiotics dictionary, while short invol-

untary blinks are ignored. From the computer vision point of view, there are two

challenges for a blink detection system:

1. the problem of automatically locating the eyes;
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2. the problem of eye tracking and blink detection.

We solve the automatic eye localization task in a more general context, such that it

can be easily generalized to other systems. A binary tree representation is used to

describe the object’s feature space structure, such that its probability distribution

can be learned accordingly. The learned probability can be used for object detec-

tion, including the facial feature detection and localization. Specifically, we use it

for the task of automatic eye localization. After eyes are automatically located,

eye tracking and blink detection are simultaneously realized by interactive particle

filters.

Many “smart” systems are devoted to determining the human’s identity

and activities across different scenarios. Head pose is an important visual cue for

scene interpretation and human-computer interaction [10, 18, 19]. In most appli-

cations, head pose is determined by both the pan angle β and the tilt angle α

as shown in the top right image of Figure I.2. It can be used for the subject’s

attentiveness analysis. Figure I.2 gives some examples of the potential applica-

tions. Besides that, head pose estimation is also very useful to provide a front-end

processing for analyzing face images from different views. Many appearance-based

face detection, recognition and facial expression classification systems are designed

for a single view, and these algorithms require the input face images well-aligned

and properly normalized. The performance degrades drastically under the ap-

pearance changes caused by head pose changes. Accurate head pose estimation

can provide necessary information to build a mapping between the side-view faces

and the frontal view faces. One approach is to reconstruct the frontal view faces

with face images of other views. In [20], an example in multi-view facial expression

recognition is given. This requires a continuous pose estimation. Another approach

is to select the best view-model for detection and recognition [21, 22]. We focus

on providing a subject-independent pose estimator which covers a wide range of

pose angles and is capable of classifying head poses at a fine resolution. The main

challenge is the robustness to face alignment and background. A two-stage frame-
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Figure I.2: Illustration of the head pose determination. Top right: illustrate the
pose estimation problem (to determine the angles α and β); the other three figures:
examples of the typical applications of the head pose estimation.

work is presented and evaluated, which combines the holistic statistical subspace

analysis together with the geometric structure analysis for more robustness.

State of the art techniques improve the performance of such visual mod-

ules to a large extent, however, for most techniques, the performance also relies

on the quality of the input videos. In general, the spatial resolution of images is

limited by the optical imaging systems as well as the transmission media. Instead

of challenging the limit of the hardware, super-resolution reconstruction techniques

provide an alternative way to meet the capability of the display devices as well as

the requirements of the successive visual computing processes. For low-resolution

video input, appropriate resolution enhancement algorithms can provide more de-

tails, which attracted considerable attention from the computer vision researchers

during the past several years [23].
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I.B Outline

In chapter Chapter II, the related works are reviewed and a short survey

is given. In chapter Chapter III, we present the framework for probability learning

with the proposed binary-tree based representation. The motivation, algorithm

framework and experimental evaluations are described in details. The feature

dependencies are studied to form a tree representation that is capable to extract

the statistical parts in a coarse-to-fine manner. At any level, the probability of

the feature subset can be recursively estimated from its subtrees. The tree is

built in a top-down fashion and the feature distribution is learned bottom-up. A

general object representation is obtained by this way, which can be used for object

detection. Automatic eye detection and localization problem can be regarded as a

special application.

In chapter Chapter IV, we present a system that simultaneously tracks

eyes and detects eye blinks. Two interactive particle filters are used for this pur-

pose, one for the closed eyes and the other one for the open eyes. Each particle

filter is used to track the eye locations as well as the scales of the eye image patches.

The performance is carefully evaluated from two aspects: the blink detection rate

and the tracking accuracy. The blink detection rate is evaluated using videos

from varying scenarios, and the tracking accuracy is given by comparing with the

benchmark data obtained using the Vicon motion capturing system. The set-up

for obtaining benchmark data for tracking accuracy evaluation is presented and

experimental results are shown.

In chapter Chapter V, a two-stage approach is proposed to address the

issue of head pose estimation with un-perfectly aligned face images. The two-stage

approach combines the subspace analysis together with the topography method.

The first stage is based on the subspace analysis of Gabor wavelets responses.

Different subspace techniques were compared for better exploring the underlying

data structure. In the second stage, the pose estimate is refined by analyzing finer
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geometrical structure details captured by bunch graphs. We examined 86 poses,

with the pan angle spanning from −90o to 90o and the tilt angle spanning from

−60o to 45o. Detailed experimental evaluations are presented.

In chapter Chapter VI, two resolution enhancement algorithms are pro-

posed: one is a general resolution enhancement algorithm, which is realized by iter-

atively estimating and eliminating inter-pixel interference from neighboring pixels;

and the other one is realized by learning a regression model in tensorPCA subspace

to get a relevance model between high-resolution face images and their counter-

parts. Experimental evaluation on varying inputs, including faces, synthetic text

subjects, as well as license plates, validates the algorithm. Chapter Chapter VII

summarizes the work and gives the concluding remarks.
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II.A Automatic Eye Localization

Robust and reliable eye localization is an important preprocessing step

towards the development of user interfaces that are capable of analyzing user’s at-

tentiveness, such as analyzing the focus of attention for intelligent rooms [12, 24],

driver’s fatigue analysis for intelligent vehicle systems [8, 25, 26], and analyzing

the awareness of surrounding environments in [9, 27]. Many efforts have been

sought to capture the essential physical and emotional information obtainable

from analyzing the eyes, such as eye gaze analysis [18, 26] and blink pattern

classification [6, 7, 15, 17, 28, 29, 30]. In the other hand, numerous existing

face detection and recognition algorithms also require accurate face alignment.

Eye locations are usually used to provide useful information for face localization

and alignment [31, 32]. Study shows that eye localization has a noticeable im-

pact on face recognition accuracy [32]. Accurate eye localization is important for

a successful face detection and recognition system. General eye detection algo-

rithms can be categorized into two classes: traditional image appearance based

approaches [8, 24, 25, 31, 32] and active illumination based approach [26, 33, 34].

Traditional image appearance based approaches usually use visual appearance fea-

tures, for instance, textures, color features and geometrical structures; while active

illumination based approaches use the physiological properties of eye pupils un-

der infra-red lightings. For IR illumination based approaches, additional hardware

settings are required at the image acquisition step, which limits the potential ap-

plications. The central problem is the robustness to the external illumination vari-

ations for outdoor applications, which is still an open challenge. In this work, the

statistical structure of eyes is studied to get a general object representation model

for the task of automatic eye detection and localization, which is an appearance

based model.

Applying machine learning techniques to study the visual statistical struc-

ture of objects is a research topic that has received considerable interest since the



10

late 70’s. The work is built upon studies from two closely related communities:

computer vision and machine learning. Techniques presented in [35, 36, 37] sum-

marize the earliest work in this area. Enormous efforts have continued since then.

The research efforts start from the point of what makes a good feature [38].

Efforts are made towards finding the best feature descriptor for object detection.

Here, best is defined with respect to the feature’s ability to discriminate object

image patches from background image patches. There are descriptive features

designed for the specified target object, such as shape features for pedestrian de-

tection [39], skin color features for face detection [31], and statistical features like

eigen-face for face recognition [40]. In the past decade, more research interests

have been directed towards the study of generic feature descriptors for general ob-

ject representation, such as the the scale-invariant salient feature detectors [41][42].

On the contrary, another stream of recent research focuses on the discrimination

information between objects and background. Features are defined as the statisti-

cal discriminative information between the object and background. For example,

in [43], the best set of wavelet coefficients extracted from the SVM training pro-

cedure was used for object detection. In [44], integral image features found by a

cascade of AdaBoost classifiers were proposed for a fast object detection.

The individual features can be grouped together so as to get a semantic

structure. Instead of studying individual contributions of each element, features

are grouped to form feature cliques. The statistics of the feature cliques as well

as their relationships are studied to get a global concept, or part-based object

representation [44, 45, 46, 47, 48]. In Figure II.1 we use an eye example to illustrate

the idea. From the empirical distributions of the pixels, we can see that some pixels

have closer statistical similarities while others do not. This implies that the features

may have varying statistical correlations and can be studied in cliques. In [45] and

[48], concept of parts was proposed to represent local structures that have explicit

physical correspondences, such as arms, heads, torsos etc. In relation to this,

others have shown interest in defining parts based on the statistical dependencies
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of features [44, 46, 47]. We refer to such parts as statistical parts. Objects can

hence be represented by the relationship between statistical parts together with

the part’s statistics, which is referred to as statistical structure of the object.

Statistical structure of an object can be characterized using its probabil-

ity density function. Bayesian criterion states that given the true distributions,

Bayesian criterion can provide us an optimal classifier. Accordingly, the object de-

tection/classification problem can be reformulated as a problem of finding the ratio

of posterior probabilities [49]. This motivates us to find the statistical structure

that best organize the low-level features, such that a more accurate PDF esti-

mator for the object can be obtained. In [47] a restricted Bayesian network was

proposed that clearly stated the concept of learning feature dependencies. This ap-

proach demonstrated how component based detection and recognition algorithms

can achieve good performance. However, the proposed restricted Bayesian network

assumes that object parts only exhibit a first order dependency, which implies an

assumption that all parts have the same scale and the high order dependencies

between features are ignored. In this work, we propose using a binary tree repre-

sentation, which is capable to analyze the object feature space in a coarse to fine

fashion.

II.B Eye Tracking and Blink Detection

Eye blink detection has attracted considerable research interest from the

computer vision community. In literature, most existing techniques use two sep-

arate steps for eye tracking and blink detection [6, 15, 17, 28, 29, 50]. For blink

detection systems, there are three types of dynamic information involved: 1) the

global motion of eyes; 2) the local motion of eye pupils; and 3) the eye open-

ness/closure. Accordingly, an effective eye tracking algorithm for blink detection

purposes needs to satisfy the following constraints:

• Track the global motion of eyes;
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Figure II.1: Examples of the feature’s empirical distributions: pixel intensity for
the eye samples.

• Maintain invariance to local motion of eye pupils;

• Classify the closed-eye frames from the open-eye frames.

Once the eyes’ locations are estimated by the tracking algorithm, the differences

in image appearance between the open eyes and the closed eyes can be used to find

the frames in which the subjects’ eyes are closed, such that eye blinking can be

determined. In [15], template matching is used to track the eyes and color features

are used to determine the openness of eyes. Detected blinks are then used together

with pose and gaze estimates to monitor the driver’s alertness. In [28, 30], blink

detection is implemented as part of a large facial expression classification system.

Differences in intensity values between the upper eye and lower eye are used for

eye openness/closure classification, such that closed-eye frames can be detected.

The use of such low-level features makes the real-time implementation of the blink

detection systems feasible. However, for videos with large variations, such as the

typical videos collected from in-car cameras, the acquired images are usually noisy

and with low-resolution. In such scenarios, simple low-level features, like color and

image differences, are not sufficient. Also, temporal information is used by some

other researchers for blinking detection purposes. For example, in [6, 17, 50], a
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human-computer interaction system exploiting eye blinks is presented to provide

a possible new solution that can be used by highly disabled people. The image

difference between neighboring frames is used to locate the eyes, and the temporal

image correlation is used thereafter to determine whether the eyes are open or

closed. In [29], the dense motion field estimated from dense optical flow describes

the motion patterns, in which the eye lid movements can be separated to detect

eye blinks. The ability to differentiate the motion related to blinks from the global

head motion is essential. Since face subjects are non-rigid and non-planar, it is

not a trivial work.

Such two-step based blink detection system requires that the tracking al-

gorithms are capable of handling the appearance change between the open eyes and

the closed eyes. In this work, we propose an alternative way that simultaneously

tracks eyes and detects eye blinks.

II.C Head Pose Estimation

Over the past several years, head pose estimation remains as an active

research topic. Good head pose estimation algorithms should be independent with

the subjects’ identity as well as the surrounding environments. If there are multiple

images available, pose position in the 3D space can be recovered using the face

geometry. The input could be video sequences from single camera [10, 20, 51, 52]

as well as images from multiple cameras [39, 53]. Following techniques have been

proposed: 1) feature tracking, and 2) multi-modal information fusion.

Tracking-based Approach

Feature tracking, including tracking the local salient features [20, 52]

or the geometric features [10, 51] usually can be used to evaluate the relative

deformation from a reference frame, such that the relative 3D head pose change

can be recovered. In [52], Horprasert et al. show that 5 points are sufficient to

recover the head pose by tracking, with the anthropometric data given. A first
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stage was used to recover a subjects gender, race and age from the appropriate

table of anthropometric data, and then a second stage is performed to estimate

the pose by salient facial point tracking. The 5 points they used are the 4 eye

corners as well as the nose point. In [20], Braathen et al. proposed to use multiple

particle filters to track the pre-defined facial features so that the head pose can be

estimated. In [10, 51], the image differencing and ellipse fitting were suggested as

the geometric feature for tracking the head pose.

Multi-modal Information Fusion

In [39, 53], the joint statistical property of the image intensity and the

depth information were studied. View-based eigen-spaces from both the intensity

images and the depth images are computed to reconstruct all available views of

a new subject. This is used as a prior model. The pose-change from the prior is

computed using a Kalman filter and then used to estimate the head pose.

With only static images available, the 2D head pose estimation problem

has presented a different challenge. There is no temporal dynamic information,

so that the focus of the research is on what is the best data space to describe

the pose information and how to effectively estimate the pose. 2D pose estimate

can be used as the front-end procedure for multi-view face analysis [21, 54] (such

as detection and recognition); as well as providing the initial reference frame for

3D head pose tracking. In [55], the author investigated the dissimilarity between

poses in transformed feature space such as Gabor wavelet coefficients and Principal

Component Analysis (PCA). This study indicates that identity-independent pose

can be discriminated by prototype matching with suitable filters. Various efforts

have been put to investigate the 2D pose estimation problem [21, 22, 54, 56, 57, 58]

and they are mainly focused on the use of statistical learning techniques, such as the

support vector classification (SVC) in [21], kernel Principal Component Analysis

(KPCA) in [54], multi-view eigen-space in [57], eigen-space from best Gabor filters

in [56], active appearance model (AAM) in [59], manifold learning in [22] and

graph embedded analysis in [58] etc. In table Table II.1, a detailed comparison of
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the literatures is summarized. All these algorithms are based on the features from

entire faces. The use of holistic face features requires that the face samples are

well-aligned and properly scaled. However, the output from face detectors usually

cannot satisfy such requirement, which will cause the deterioration in the accuracy.

Some researchers also explored the problem by utilizing the geometric structure

constrained by representative local features [60, 61]. In [60], the authors extended

the bunch graph work from [62] to pose estimation. The technique provides the idea

to incorporate the geometric configuration to 2D head pose estimation. In [61],

Gabor wavelet network (GWN), which is constructed from the Gabor wavelet

coefficients of local facial features, was used to estimate the head poses. However,

the use of geometric configuration encounters two problem: 1) how to be identity

independent; 2) the computational cost from the exhaustive search. In this work, a

two state head pose estimation framework is presented, which combines the holistic

statistical analysis and the geometric configuration analysis.

II.D Face Video High Resolution Reconstruction

Image super-resolution is defined as the process to estimate the higher-

resolution images from images with lower-resolutions. Traditionally, the terminol-

ogy is only used for the problem of recovering a single image from multiple low-

resolution input, which are different samples of the same scene [3, 4, 63, 64, 65, 66].

Non-redundant information from the given input is used to reconstruct the higher-

resolution image. The concept has been extended to incorporate the work of

recovering a higher resolution image with single image input [2, 67, 68, 69, 70,

71, 72, 73, 74]. Since the high resolution images that can produce the same low-

resolution image are not unique, the super-resolution reconstruction problem is

ill-conditioned. Super-resolution problem has been criticized as impossible be-

cause it seeks to recover the information that has been lost, however, the successes

of recent super-resolution algorithms proved that it is solvable.
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Table II.1: A comparative view of existing head pose estimation approaches.

References Input Data Approach Comments
Kohsia Video Tracking Real-time

et.al [10] sequence head outline Omni-directional camera
Requires good outline
detection and tracking

Braathen Video Particle filtering Easy to generate
et.al [20] sequence facial features 3D face model

Manual initialization
Y. Li Static SVC Actual angles

et.al [21] images regression Sensitive to Illumination
and alignment

S. T. Li Static Kernel Machine Accurate classification
et.al [22] images learning Pan angle only

Requires good alignment
Cordea Video Tracking Real-time
et.al [51] sequence head outline Requires good outline

detection and tracking
Horprasert Video Tracking 5 Real time
et.al [52] sequence facial features Requires anthropometric data
Morency Intensity images 3D view-based User independent
et.al [53] Depth images eigen-spaces Requires additional

depth information
Chen static Manifold Manifold representation

et.al [54] images learning Limited to ±10o

Requires good alignment
Wei Static Eigen-space for Good generalization

et.al [56] images Gabor features Pan angle only
Requires good alignment

Fu Static Graph Embedded Continuous pan angle estimate
et.al [58] images Analysis Tilt angle not considered

Requires good alignment
Kruger Static Gabor Wavelet Precise pan and tilt angels

et.al [61] images Network Pose range limited
Two-stage Static Subspace Good generalization
(subspace+ images + Both pan and tilt angles
topography) Geometric constraint Tolerant small mis-alignment

Higher computational cost
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To recover a higher-resolution image from multiple low-resolution sam-

ples, most existing techniques solve the problem in a two-step manner: motion es-

timation followed by the back projection from the low-resolution image pixels onto

the high-resolution grid. Some techniques concentrate on the re-sampling proce-

dure during image degradation [63, 66]; while some others are focused on finding

an appropriate regularization for the ill-conditioned problem [3, 4, 65, 75, 76, 77].

In [63], Baker et al. proposed to use dense optical flow for estimating

the sub-pixel motion, so as to find the corresponding pixel values residing on

the uniform high-resolution lattices. The reconstructed higher-resolution images

are used again to refine the motion estimate, accordingly, the higher-resolution

image is repeatedly estimated. However, accurate dense optical flow estimation

requires sufficient textures. The lack of the texture will cause ambiguity in motion,

so that aliasing will occur. In [66], non-uniform sampling was considered and

reconstruction was based on a convex set constraint. Sub-pixel motion estimation is

still necessary for re-sampling over a denser grid, and for regions without sufficient

texture, aliasing will be a problem. However, most algorithms for re-sampling

on the denser high-resolution grid only require local operation for both motion

estimation and back-projection, hence they are very computationally efficient.

Different from the re-sampling algorithms, the forward model defines

super-resolution as an inverse problem, which can be represented in both the fre-

quency domain and the spatial domain [75]. Correspondingly, algorithms in both

frequency domain and spatial domain were studied. The earliest significant work

on frequency domain algorithms can be dated back to 1984 [64]. In [64], pure

global translational motion of the camera was considered as the only source for

variations between input frames. Before quantization, the t-th observations Io(x; t)

were related to the source Is by:

Io(x; t) = Is(x + ∆t), t = 1, · · · , R; (II.1)

where ∆t describes the translational motion for the t-th observation. It can also
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be represented in the frequency domain as:

F{Io(x; t)} = ej2π(∆T
t w)F{Is(x)}. (II.2)

Considering impulse sampling, the Continuous Fourier Transform (CFT) of the

scene Io = F{Io} is related to the Discrete Fourier transform (DFT) of the shifted

and sampled low-resolution images, which is Il(w; t), via aliasing:

Il(w; t) =
1

T1T2

+∞∑
i1=−∞

+∞∑
i2=−∞

Io(
w1

N1T1

+
i1
T1

,
w2

N2T2

+
i2
T2

; t);w = (w1, w2); (II.3)

where T1 and T2 are sampling intervals; N1 and N2 are respectively the magnifica-

tion factor in each direction. Equation (II.2) and (II.3) are combined together to

solve the discrete Fourier transform (DFT) of the observed images. Inverse DFT

is then applied to reconstruct the high-resolution images. This computationally

efficient model, although sensitive to the modeling error and hard to include local

motion, has brought further researches into the frequency domain techniques.

Spatial domain approaches describe the generative deterioration models

directly in the image domain. If Ih and Il are, respectively, lexicographically

ordered high-resolution images and its corresponding low-resolution images, the

commonly used forward model can be described as follows:

L = A1 × · · · ×AaH + n;

H = [Ih(t− p), · · · , Ih(t + p)];

L = [Il(t− p), · · · , Il(t + p)]. (II.4)

A1, · · · ,Aa separately model the different deterioration procedure, such as optical

blur, sampling error etc. Noise n is assumed as additive. This spatial domain rep-

resentation is able to incorporate non-global motion, as well as spatially varying

deformation. Additional constraints are needed for solving this ill-conditioned in-

verse problem. Different a-priories have been proposed [3, 4, 65, 76, 77]. Borman

et al. [3] and Capel et al. [77] proposed to solve it in a Bayesian framework, with
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MAP estimators using Huber edge-penalty function [78] as the a-priori. Uniform

additive Gaussian noise model is assumed. In [4], Zomet et al. proposed to use

a robust regularization as an additional constraint. It is a variant of the back-

projection method. The median vector was used to update the gradient vector for

more robustness. The performance of such algorithms relies on the consistency

between the apriority assumption and the data. In [76], Farsiu et al. proposed an

alternate approach, which uses L − 1 norm minimization and robust regulariza-

tion based on a bilateral prior, to accommodate different types of data and noise

models. These forward algorithms are batch algorithms, which process the entire

image simultaneously, which requires expensive large matrix operations and the

complexity is in the order of the square of the image size. A large memory buffer

is also required for such computations.

Recently, researchers, mostly from the computer vision society, have ex-

tended the super-resolution concept to reconstruct high-resolution image from

single image input. Different from interpolation using different kernels, such as

replication, bilinear, bicubic and other edge-preserving kernels [79, 80], these algo-

rithms introduce additional prior knowledge learned from other available images

with similar structure. The prior knowledge adds more compatible details so as to

reduce the perceived loss [2, 67, 68, 69] as well as to facilitate the image represen-

tation ability. For example, in [70, 71, 72, 73, 74], face super-resolution is used to

improve the recognition ability. In general, these generative algorithms can do a

better job than deconvolution or interpolation. In [67], Freeman et al. proposed to

use Markov Random Field (MRF) to model local image structures; and the idea of

high-frequency prediction for super-resolution reconstruction was proposed. In [2],

Baker and Kanade proposed to solve the super-resolution problem from the view of

recognition. Pixel-wise matching is used to add more details. In [81], a combina-

tion of these two was presented for improvement. In [82], the spatial and temporal

constraints are used to regularize the learned priors for a better reconstruction.

In this work we present a novel super-resolution framework. We adopt
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the similar idea of high-frequency loss compensation for multi-frame based super-

resolution reconstruction. The rationale is based on the observation that low-

resolution deterioration comes from the inter-pixel interference between neighbor-

ing points, due to the low-pass filtering nature of the image acquisition device as

well as the sampling process. For each pixel, the interference from its neighboring

pixels is estimated and subtracted, so that a refined estimate of the scene can be

obtained. Experimental evaluation shows that the algorithm is effective when the

magnification factor is low.

In case of large magnification factor is desired, learning-based super-

resolution reconstruction algorithms utilizing the structure of face images should be

considered. The problem of face super-resolution has certain uniqueness. Different

from the other super-resolution problems, face images have a nice statistical struc-

ture. Many learning based face super-resolution algorithms have exploited such

structural similarities [23, 65, 70, 71, 72, 73, 74, 82]. Essentially, these learning

algorithms are used to find out the most appropriate model to describe the statis-

tics between the high-resolution image and its low-resolution counterpart. Local

patch based descriptor [23, 70, 73, 74, 82] as well as global template-type model are

used [65, 71, 72]. Although local patch based models have their advantages, they

will be problematic when occlusion occurs. In [65], Capel etc. proposed to use

the PCA subspace as the feature representation and MAP estimation framework

is incorporated to explore the underlying statistical structure of the face images.

In [71], the idea is extended to use tensor face representation [83] to explicitly ac-

commodate the multiple modes of variations in facial shape, expression, pose and

illumination. However, as pointed in [84], the multi-linear tensor face representa-

tion treats each image as a single feature vector, by which the spatial localization

ability is lost. Also, the high-dimensionality of the tensor space makes the al-

gorithm still suffers from the curse of dimensionality dilemma. In this work, we

propose to use tensorPCA subspace as the face representation, which is a specific

case of the Concurrent Subspace Analysis described in [85]. The relevance model
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between the projected tensors from the low-resolution images and their counterpart

from the high-resolution images is studied. A regression model is proposed based

on a Maximum-likelihood estimation framework. This is still based on a global face

representation, which makes the algorithm capable for partially occluded images.



Chapter III

Probability Learning in

Automatic Eye Detection with A
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III.A Algorithm Overview

Object detection can be viewed as a binary classification problem that

exhaustively classifies all image patches as either object or background. The image

patches with sufficient high probability of being object indicate the presence of the

object at the current locations. Each image patch can be represented by either

pixels’ intensity values or the transformed domain features. We use X to denote

the feature vector for an image patch. The feature vector takes value ~x. Knowing

the probabilities Pr(object|X = ~x) and Pr(background|X = ~x), the optimal class

label of X, denoted as L(X), is determined by Bayesian criteria using the following

classification rule:

L(X) =





object if Pr(object|X=~x)
Pr(background|X=~x)

> 1;

background otherwise.
(III.1)

According to the curse of dimensionality coined by Bellman [86], the com-

plexity of estimating PDFs grows exponentially with the increase of the dimension-

ality of the space. This rapid growth in complexity outpaces the computational

and memory storage capabilities of computers. Furthermore, if the density function

needs to be estimated for a given set of high-dimensional samples, the number of

samples required for accurate density function estimation also grows exponentially.

With a fixed number of training samples, the capability to accurately estimate the

density is limited. Therefore, it is essential to reduce the dimensionality for accu-

rate PDF estimation. There are many research efforts to address this issue, such

as subspace projections like PCA [87, 88], LDA [88] and ICA [89]. However, most

objects are constituted by variant substructures which have unique appearances

and statistical structures. For example, human faces are composed of variant parts

such as eyes, nose, lip and cheek, etc. These substructures may appear to have

different distributions, hence it is unclear whether a single subspace transformation

is sufficient to describe the object and extract the discriminant information. In

this work, we focus on studying the feature space structure, such that the original
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feature space can be partitioned into meaningful low-dimensional subspaces, or

parts, for more accurate probability density estimation.

Given feature sets X1 = {X11 , · · · , X1n} and X2 = {X21 , · · · , X2n}, we

can obtain two feature vectors X1 = (X11 , · · · , X1n) and X2 = (X21 , · · · , X2n).

If X1 and X2 are independent, the joint PDF Pr(X1,X2) can be obtained by

computing two marginal PDFs Pr(X1) and Pr(X2) separately, which is:

Pr(X1,X2) = Pr(X1)Pr(X2). (III.2)

According to previous discussion, to avoid the curse of dimensionality, it is al-

ways preferable to model the probability in a lower-dimensional space spanned by

the feature vectors, especially when the sample size is limited. Hence, computing

Pr(X1) and Pr(X2) separately is preferred to estimating Pr(X1,X2) directly. This

motivates us to find the partition that the obtained feature cliques are as indepen-

dent as possible. The feature dependencies are used to find such a partition.

Finding a partition of the feature space that best describes the feature

space structure is equivalent to learn the statistical parts. A tree model is proposed

for this purpose. Specifically, a binary tree is used. This tree-type model extracts

statistical parts of the object from coarse to fine. Each subtree represents a statis-

tical part of the object at a given scale. The leaf nodes model the finest detail we

study. Also, the tree structure shows the connection between different parts. We

use a clustering method based on the dependency distance, which is evaluated from

features pairwise mutual information, to help partition the feature space. For each

set of features, cliques with the least inter-dependency are found. The tree grows

by separating the most independent feature cliques into different subtrees. The

procedure is repeated, until the obtained feature subspaces are compact enough,

which means every pair of features in the obtained subspace are highly dependent.

Consequently, as the tree grows, the dependency between features from the same

subspace increases. At any level, the PDF of the entire feature space can be re-

cursively estimated from feature cliques in its subtrees, whose dimensionality is

much lower. For each obtained low dimensional feature clique, its PDF is modeled
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by Gaussian mixtures of the independent components obtained from independent

component analysis (ICA) [89]. The tree is built in a top-down fashion and the

feature distribution is learned bottom-up. Figure III.1 gives an diagram of the ob-

ject representation and posterior estimation. The DCT transformation is used to

get image features that are robust to the global illumination variations. We use

a window size of 8 pixels to compute the DCT coefficients and each block is nor-

malized using the corresponding DC component. While other features can surely

be used, in this work, features refers to the normalized DCT coefficients unless

otherwise specified.

Figure III.1: Diagram of the object detection framework.
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III.B Finding the Least Inter-dependent Feature Cliques

Each feature clique formed by closely correlated features can be explained

as a statistical part. Features from the same statistical part have higher depen-

dency; while features from different statistical parts are less correlated. We focus

on learning the object’s statistical structure that can represent an object by con-

nected statistical parts from different scales.

Mutual information is a metric for evaluating the co-information between

random variables. It measures the amount of information one random variable

contains about the other, or mutual dependency. We use mutual information

estimated from empirical distributions to evaluate the feature dependency. If two

features are completely independent, we cannot derive any information about one

feature from the other. In such case there is no co-information between these two

features and the mutual information reaches the minimum, which is 0. Mutual

information is defined in terms of entropies [90]:

I(X1; X2) = H(X1) + H(X2)−H(X1, X2). (III.3)

H(Xi) is the entropy of two features Xi, i = 1, 2, and H(X1, X2) is the joint

entropy. They are defined as follows [90]:

H(Xi) = −
∑

Pr(Xi) log Pr(Xi); (III.4)

H(X1, X2) = −
∑∑

Pr(X1, X2) log Pr(X1, X2). (III.5)

Mutual information is actually the KL divergence [90] between the joint proba-

bility mass function Pr(X1, X2) and the product of the marginal probability mass

function Pr(X1) and Pr(X2):

I(X1; X2) =
∑
X1

∑
X2

Pr(X1, X2) log
Pr(X1, X2)

Pr(X1)Pr(X2)
. (III.6)

Its maximal value is attained if there exists a bijective mapping between the values

of X1 and X2. On the other extreme, I(X1; X2) drops to zero if X1 and X2 are
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statistically independent. Knowing the empirical distribution of the features, the

pairwise mutual information can be estimated individually.

In order to evaluate whether the features in a feature clique have sufficient

dependency, we define a compact feature space as follows:

¦ Compact feature space: Given a feature space X = {X1, · · · , XN}, where

Xi are component features. Subset X ′ = (Xs1 , · · · , XsM
) forms a compact

feature space (with respect to θ) if for any 1 ≤ i, j ≤ M(i 6= j), the mutual

information between components Xsi
and Xsj

satisfies:

I(Xsi
; Xsj

) > θ;

where θ is a predefined threshold.

By working towards obtaining compact feature spaces, the pursued partition should

tend to separate the independent features into different feature subspaces while

preserving more correlated features in the same subspace. This definition contains

ambiguity since subsets of a compact feature space also satisfy the definition. This

may cause over-partitioning of the feature space. However, as we will see later,

this relaxed definition only considers the within-set information, which simplifies

the problem of identifying the compact feature space to a large extent. Also, over-

partitioning can be controlled by an additional constraint: once a feature subset is

identified as a compact feature subset, no further partition will be done. For such

partition purpose, we define the following two variables:

Between-set Mutual Information

With the mutual information estimated from empirical distributions, if

two feature subsets X1 and X2 are close to independent, we have:

I(X1; X2) ' 0; ∀X1 ∈ X1 and ∀X2 ∈ X2.

I(X1; X2) is the empirical pairwise mutual information between X1 and X2. There-

fore the average pair-wise mutual information satisfies:

M(X1;X2) =
1

|X1||X2|
∑

Xi∈X1

∑
Xj∈X2

I(Xi; Xj) ' 0; (III.7)
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where | • | is the number of features in the set. M(X1;X2) is called “between-set

mutual information”. For a given partition of the feature set, if we can find the

subsets that have the between-set mutual information lower than a given threshold,

these two subsets can be regarded as conditionally independent.

Within-set Mutual Information

Since the definition of the compact feature space only considers within-

set information, the compactness of a feature subset can be easily examined to

evaluate whether the features constitute a compact feature space. In other words,

compactness determines whether the feature subspace needs further decomposi-

tion. We use “within-set mutual information” to evaluate the compactness, C(X1),

which is defined as the average pairwise mutual information between features from

the same subset.

C(X1) =
1

|X1|(|X1| − 1)

∑

Xi,Xj∈X1;Xi 6=Xj

I(Xi; Xj). (III.8)

With the features’ pairwise mutual information, between-set mutual in-

formation and within-set mutual information, we use a clustering scheme adapted

from traditional K-means clustering to find the feature cliques with the least inter-

dependency. Instead of using Euclidean distance, we use mutual information to

measure the dependency distance. Two features are “closer” if they have higher

dependency. In other words, highly dependent features have smaller dependency

distances. Since the mutual information increases with feature dependency, we use

a monotonically decreasing function of the mutual information as the dependency

distance measure:

D(Xi; Xj) =
1

1 + I(Xi; Xj)
. (III.9)

Other monotonically decreasing functions can also be used.

Traditional K-means clustering groups the continuous data points into

clusters, whose centroids are used as the prototypes for each cluster. In our case

each data point is an image feature and the data space under investigation is dis-

crete. This requires that the prototypes of each cluster be redefined. We use the



29

feature that has the smallest average dependency distance to all the other features

from the same cluster as the prototype. The stopping criterion is modified accord-

ingly so that the clustering procedure stops when no feature changes cluster label.

This clustering procedure guarantees the decreasing nature of the between-set mu-

tual information, such that less dependent features are separated into different

clusters.

The same as in K-means clustering, the number of the clusters, K, should

be determined. K is selected in the clustering process by iteratively increasing K

until there exists at least one set X1, such that:

C(X1) > δS.

δS is a linear function of θ (the threshold to determine the “compact feature set”).

Larger δS generates more parts while smaller δS leads to fewer partitions. We

determine δS according to the prior knowledge about the subject. For eye subjects,

we use the mean of the first 500 greatest features’ (out of 2048 DCT coefficients for

a 32× 64 image patch) pairwise mutual information as δS. Experiments show that

the algorithm is relatively stable with respect to δS. When we change δS from the

mean of the first 500 greatest features’ pairwise mutual information to the mean

of the first 1000 greatest features’ pairwise mutual information, output from the

following clustering process does not have significant change.

The clustering procedure can be summarized in Algorithm 1. δW is a

threshold determined from the prior knowledge of the subject in a similar way

to δS. This procedure gives a way to find the feature cliques with the least

inter-dependency. Suppose the current feature set can be partitioned into clus-

ters X1,X2, · · · ,XK . Without loss of generality, we denote the two clusters that

have the minimal between-set mutual information as X1 and X2.

To further avoid the over-partitioning problem mentioned above, we use

an additional merging step. Suppose the size of X1 is greater than the size of X2.

Let A = X1. If there are multiple subsets whose between-set mutual information
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Algorithm 1 Clustering with dependency distance.
Step 1: Evaluate the compactness of the current feature set X , C(X ). If

C(X ) > δS ,

no further partitioning is needed for X and the procedure stops. The current feature space is

compact enough. Otherwise continue to the following steps.

Step 2: Estimate the pairwise mutual information for features in X by their empirical distri-

bution, using Eq. III.6. Calculate feature dependency distance defined by Eq. III.9.

Step 3: For k = 3, · · · ,K, perform clustering by the following steps:

1. Randomly select k points X̂l (l = 1, · · · , k) from X as the prototypes for k clusters;

2. Initialize error ε with a large number;

3. While ε > 0:

(a) Assign each point Xi into cluster ζi by evaluating Xi’s dependency distance to

the cluster prototypes X̂l, D(Xi; X̂l):

ζi = arg min
l

D(Xi; X̂l). (III.10)

k clusters Xl (l = 1, · · · , k) can be obtained;

(b) Let ε equal to the number of features that change cluster labels;

(c) For each cluster, update the prototype as follows:

X̂l ← arg min
X̂l∈Xl

1
|Xl|

∑

Xi∈Xl

D(Xi; X̂l); (III.11)

4. Compute the compactness for each feature cluster C(Xl), l = 1, · · · , k.

(a) If ∀C(Xl) < δS , let k = k + 1 and repeat from step 1;

(b) If for all clusters Xl, we have C(Xl) > δS ;, proceed to step 2;

(c) Otherwise we only concentrate on feature subsets that require further partition:

for each cluster with C(Xl) < δS , let X = Xl and repeat from step 1.
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Algorithm 2 Continue of the Algorithm 1.
Step 4: Calculate the between-set mutual information for each pair of clusters;

Step 5: Find the two clusters with the minimal between-set mutual information M0 =

mini,j M(Xi,Xj) and the maximal between-set mutual information M1 = maxi,j M(Xi,Xj);

1. If the maximal between-set mutual information M1 < δW , where δW is a given thresh-

old, this implies that any two clusters are sufficiently independent. It indicates that

the substructures represented by each cluster are not correlated and each of them can

be handled independently;

2. Otherwise go to the tree construction step described in the next section.

with A is smaller than δW , which means M(A;Xq) < δW , we merge these subsets

and get

B =
⋃

M(A;Xq)<δW

Xq.

A and B are the pursued independent feature cliques. This partition is recursively

done for each feature subset. The details for constructing the tree are introduced

in the next section.

III.C Tree Construction and Likelihood Learning

The above process generates two feature cliques A and B whose inter-

dependency is sufficiently low. However, both subsets are still highly correlated

with the remaining subsets. This means A and B can be considered as conditionally

independent with respect to the union of the remaining subsets C = X \ (A ∪B).

Suppose A = {X1, · · · , Xn}, for simplicity, from now on we use Pr(A) to represent

the probability density distribution of the feature vector (X1, · · · , Xn). Similarly,

we have Pr(B) and Pr(C). This gives the following equation:

Pr(A,B,C) = Pr(A,B|C)Pr(C)

≈ Pr(A|C)Pr(B|C)Pr(C); (III.12)
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where Pr(A|C) and Pr(B|C) can be written as:

Pr(A|C) =
Pr(A, C)

Pr(C)

and

Pr(B|C) =
Pr(B, C)

Pr(C)
. (III.13)

From Eq. III.12 and III.13, the joint probability for X = A ∪B ∪ C is:

Pr(X ) ≈ Pr(A|C)Pr(B|C)Pr(C)

=
Pr(A,C)Pr(B, C)

Pr(C)
. (III.14)

The equation Eq.III.14 shows that, as desired, for each set of features, the prob-

ability can be computed in several low-dimensional subspaces instead of in the

original feature space. Also, this naturally leads to a binary tree representation

for describing the feature space’s statistical structure. We keep C as the parent

node. Subsets C ∪ A and C ∪ B are features passed to the subtrees for further

tree construction. Each subtree is recursively divided in a similar manner by

identifying the most independent feature cliques. The procedure is illustrated in

Figure III.2. In Figure III.3, we use a color diagram to show the procedure of the

tree construction for human eyes. Only the first two levels are shown for the left

eye. For illustration purposes, this color diagram is based on the pixel intensity

features instead of the DCT features we used. The tree structure describes the

feature space’s statistical structure and each subtree represents a statistical part

at a certain scale. As we traverse deeper towards leaves of the tree, the statistical

part representation reveals more local details.

Although object detection problems can be solved using binary classifi-

cation techniques, it is different from the traditional binary classification in the

sense that the negative samples are not well defined, especially for object detec-

tion in unconstrained scenes. That is to say, unlike positive samples, there is no

such explicit representative structure for negative samples. One way to solve this

problem is to evaluate how far the sample is deviated from the positive samples in
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Figure III.2: Illustration for constructing the binary tree (first two levels). The
first level feature set: A ∪B ∪C. The second level feature sets: A1 ∪B1 ∪C1 and
A2 ∪B2 ∪ C2 (A1 ∪B1 ∪ C1 = {X} \B and A2 ∪B2 ∪ C2 = {X} \ A).

partitioned subspaces. In each subspace, PDFs for positive samples and negative

samples are estimated separately. Figure III.1 also illustrates this idea.

After the tree construction, each node of the tree is a clique constituted

by highly correlated features. The relationship revealed by the tree, such as parent-

child, siblings etc., describe how related two parts are. Each clique of features is

a more compact representation for a certain local structure of the object whose

probability can be estimated in a subspace with lower dimensionality. Given the

same amount of training samples, probability estimation for each clique is easier

and more accurate than that of the original feature space.

According to Eq. III.14, the joint probability for A ∪ C, B ∪ C and C

are needed for estimating the probability of X . A∪C and B ∪C are the subtrees

following C, which can be estimated recursively using Eq. III.14 until reaching

leaf nodes. This recursion gives the final equations to estimate the probabilities as
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Figure III.3: Illustration of the tree construction (first two levels). In each node,
the top image: the clustering results; the bottom image: two most independent
cliques highlighted in blue and cyan and other features in gray.

follows (for both object class and background class):

Pr(X|object) =

∏
Xi∈Ωleaf

Pr(Xi|object)∏
Xi∈Ωleaf

Pr(Xi|object)
, (III.15)

Pr(X|background) =

∏
Xi∈Ωleaf

Pr(Xi|background)∏
Xi∈Ωleaf

Pr(Xi|background)
, (III.16)

where Ωleaf is the set composed of leaf nodes and Ω̄leaf is the set composed of

non-leaf nodes.

Eq. III.15 and III.16 indicate that only two kinds of joint probabilities

need to be estimated:

1. Features’ joint probability for the feature clique represented by leaf node;

2. Features’ joint probability for the feature clique represented by non-leaf node.
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In both types of feature cliques, the dimensionality of the feature space is sig-

nificantly lower than the original un-partitioned space, such that the probability

estimation is easier and more accurate.

III.D Probability Estimation in Subspaces

The tree representation partitions the original feature space into sub-

spaces with lower dimensionality. In each subspace, the component features are

highly correlated. Although we can use a non-parametric way to learn the distrib-

ution, the computation cost is proportional to the size of the training sample set.

This is computationally expensive. Another widely used method for probability

estimation is to use the Gaussian mixture as a parametric model. However, due

to the high correlation between features, the covariance matrix is ill-conditioned,

hence the direct use of the Gaussian mixture modeling is not applicable. The

high correlation between features implies that there is redundancy between fea-

tures. We propose to first use ICA for reducing the redundancy. By using ICA

projection, we take the assumption that highly dependent features are the mix-

tures of a small number of underlying independent sources. According to [89], ICA

actually finds the independent sources that models the higher-order (higher than

the second order) statistics of the observation. Mutual information between the

outputs is minimized so as to reduce the redundancy. After identifying the inde-

pendent sources, the distribution of each source can be modeled individually using

Gaussian mixtures. The informax ICA proposed in [89] is used for computing the

ICA projection.

Let samples from the current feature subset be X = {Xi}, where Xi =

[X i
1, X

i
2, · · · , X i

N ]T. Suppose the N -dimensional samples are generated from s in-

dependent sources yi = [yi
1, · · · , yi

s]
T, where s < N , we have:

Xi = Wyi. (III.17)

W is the mixing matrix. The goal of ICA is to find a linear mapping U such that
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the un-mixed sources ŷi satisfies:

ŷi = UXi = UWyi.

Infomax is one way to find the un-mixing matrix U. It maximizes the joint entropy

of the outputs, whose learning rule is derived by using the maximum likelihood

function. The signal mixing process gives:

Pr(X) = | detU|
∏

Pr(y).

With the independence assumption of the sources, the likelihood can be written

as:

L(y,U) = log | detU|+
∑

k

log Pr(yk).

Infomax gives the learning algorithm as [89]:

∆U ∝ ∂L(y,U)

∂U
UTU. (III.18)

After computing the un-mixing matrix, the underlying independent sources can

be recovered. Each independent source is modeled individually with a mixture of

Gaussians as:

yk ∼
∑

j

ω
(k)
j N (µ

(k)
j , σ2(k)

j ); (III.19)

where N (µ
(k)
j , σ2(k)

j ) is a Gaussian with mean µ
(k)
j and variance σ2(k)

j . The overall

probability is:

Pr(y) =
∏

k

Pr(yk). (III.20)

We use Expectation-Maximization (EM) to estimate the mixture of Gaussians from

training samples. Both positive samples and negative samples are modeled in the

same way.

Considering the class label, object posterior probability and background

posterior probability are learned individually using Eq. III.12∼Eq. III.19. For each

feature clique Xi, the posterior probability can be estimated by:

Pr(Xi|object) = | detU(i)
p |

∏
Pr(y = U(i)

p ~x|object), ~x ∈ Xi
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and

Pr(Xi|background) = | detU(i)
n |

∏
Pr(y = U(i)

n ~x|background), ~x ∈ Xi.

U
(i)
p and U

(i)
n are the ICA un-mixing matrices in subspace Xi for positive samples

and negative samples respectively. With these posteriors, Bayesian criterion gives:

L(X) =





Object if

Q
Xi∈Ωleaf

Pr(Xi|object)
Q
Xi∈Ωleaf

Pr(Xi|background)
Q
Xi∈Ωleaf

Pr(Xi|object)
Q
Xi∈Ωleaf

Pr(Xi|background)
> η;

Background otherwise.

(III.21)

The negative samples are far from sufficient to cover all possible back-

ground scenes, especially when the scenes are unconstrained. In other words, the

probability estimate for background samples can only include the known back-

ground. Due to the lack of sufficient prior knowledge, for unknown backgrounds,

the posteriors estimated for both classes could be very low. This implies that sim-

ply using the ratio Pr(X=~x|object)
Pr(X=~x|background)

as in the Bayesian criterion is not sufficient.

Although this can be alleviated by training in a bootstrap way such that more

problematic negative samples can be added into the training step by step, we also

use the posterior of the positive samples for the classification decision. Now the

decision criterion becomes:

L(X) =





Object if Pr(X=~x|object)
Pr(X=~x|background)

> η and Pr(X = ~x|object) > η′;

Background otherwise.

(III.22)

III.E Experimental Evaluation

In this section, we present a performance evaluation of the algorithm

and discuss some implementation issues and challenges. We specifically apply the

proposed algorithm for the task of human eye detection and localization. In our

implementation, we use normalized 8 × 8 DCT features although other features

may also be viable.
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III.E.1 Determining the Threshold Parameters η and η′

The thresholds η and η′ controls the sensitivity of the detector. From the

Bayesian criterion, the optimal value for η should be ratio of the priors. However,

the priors are usually unknown for real-world data. We propose to determine the

optimal η and η′ from experimental ROC curves. We use two sets of samples, one

for training and one for testing. Each sample is an image patch. Figure III.4 gives

some examples of the training and testing samples used for eye detection. The top

rows in Figure III.4 show training examples and the bottom rows in Figure III.4

show testing examples. We have 2011 positive examples and 8019 negative exam-

ples for training; and another 450 positive examples and 7307 negative examples

for testing. Eye samples in both the training samples and the testing samples are

from the left eye. For a fair comparison, training samples and testing samples

are from different databases: training samples are from the FERET database [91];

and testing samples are from the Caltech face database. The typical background

in these two databases are different, which directly causes the apparent difference

in negative samples.

Figure III.4: Training and testing examples. The top rows are training eye samples
and non-eye samples respectively. The bottom rows are the corresponding testing
examples. The size of the samples is 32× 64.

Using the test sets, we examine the ROC curves at different thresholds.

With fixed η, each η′ gives one ROC curve. A set of ROC curves can be generated in
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such a way. Figure III.5 gives an example of the set of ROC curves. η is selected to

yield a desired ROC characteristic. Here we choose the value that can achieve the

highest detection rate with a certain false alarm rate (10% in our implementation).

The ROC curve also helps us determine the range of η′. A similar approach is used

to refine η′. With η′ fixed within the range determined previously and changing

η, we choose the desired ROC curve similarly. Figures Figure III.5-Figure III.6

give the ROC curves for determining η and η′ respectively. According to the ROC

curves, we set η = 1 and η′ = 3× 10−6.
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Figure III.5: ROC curves used to determine η and η′. Each ROC curve is obtained
with a fixed η.

III.E.2 Comparison with Closely Related Approaches

After the threshold parameters are determined, we compare the proposed

algorithm with three existing methods. Two of the three can be regarded as the in-

termediate steps of using the final tree model. In the first method we use Bayesian

criteria directly. A simple Gaussian mixture model is used to learn the entire

object’s PDF. In the second method, we consider the parts as disjoint and inde-

pendent, therefore, the object is partitioned into independent and non-overlapped

subsets. This model differs from our final tree-structure model in the aspect that
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Figure III.6: ROC curves used to determine η and η′. Each ROC curve is obtained
with a fixed η′.

all subspaces found in this way are regarded as disjoint and independent. If the

partition result is X1, · · · ,Xs, the probability is:

Pr(X1, · · · ,Xs|object) =
s∏

i=1

Pr(Xi|object); (III.23)

Pr(X1, · · · ,Xs|background) =
s∏

i=1

Pr(Xi|background); (III.24)

In [92], the authors also proposed using clustering for grouping feature

vectors. Parent structure features are used, which describe the neighborhood de-

tails. Each cluster is constituted of similar feature vectors from the same distrib-

utions, hence the object’s PDF is obtained by individually computing the feature

vector’s PDF. We also compare with this approach.

For all these methods, the performance is shown by ROC curves in Fig-

ure III.7. The same training and testing sets as described in previous section are

used. The comparison shows that partitioning the feature space into indepen-

dent feature subspaces has a great contribution to the performance. Without the

partition step, the probability estimates hardly provide useful information for clas-

sification at all. Also, as expected, without considering the relationship between
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Figure III.7: ROC curves for the algorithm proposed compared with three closely
related approaches. “Binary tree” is the proposed approach.

the subsets in varying scales, which means that the subsets (i.e., the parts) are con-

sidered as disjoint and independent, the performance is inferior to our proposed

approach.

III.E.3 Evaluation Over Face Images

In this section, the performance of eye detection in face images is eval-

uated. The main challenge is the ability to differentiate the eyes from the other

facial parts. We have 311 test face images from the GRAY FERET database [91].

The same training set as used in previous sections is exploited to learn the model

and images used in training are not included in the testing data set. Images are

normalized to a given size, such that the detection can be done at a fixed scale.

At each pixel, its surrounding neighborhood is examined to determine whether it

is an eye image. If it is an eye, the location is marked. An exhaustive search over

the entire image is used. Non-maxima suppression can be used afterwards for a
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Figure III.8: Successful detection and localization of left eye. The detections are
marked by red circles.

clean detection. Since the training sample set only includes the left eyes, we only

consider the detection of the left eye as a correct detection. Figure III.8 gives some

examples of accurate detection results. Figure III.9 gives some detection exam-

ples where the localization error is high. Figure III.10 gives bad detection results,

including false alarms and mis-detections.
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Figure III.9: Correct detections with large localization error. The detections are
marked by red circles.

Table III.1: Summary of the eye detection results for the proposed algorithm. The
testing images are from the FERET database. The accuracy rate is counted over
all the detected results. Close detections are merged to remove multiple detections.

No. of the Left eye False Mis- Right eye
samples detected detection detection detected

311 296 23 9 19
100% 92.43% 7.26% 2.95% 5.99%

We evaluate the performance quantitatively. The detection accuracy is

92.43% with a false alarm rate 7.26%. Detection accuracy is counted as ratio of the

correct detections v.s. the number of the objects, and the false alarm rate is the

ratio of the images containing false detections v.s the number of the images. It is

worth noting that the proposed algorithm can learn the subtle difference between

the left eye and right eye when we only use left eyes samples for training. This

suggests that the difference between the left eyes and the right eyes should be con-

sidered in training. Our experimental results show that only 5.99% of the images

give right eye detections, which is also included in Table Table III.1. Table Table

III.1 summarizes the results.

III.E.4 Detection in Complex Background

We also evaluate the algorithm with a much harder set of images with

complicated background, using images from the Face Recognition Grand Chal-
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Figure III.10: False detections and mis-detections. The detections are marked by
red circles.

lenge (FRGC) database. The database contains indoor and outdoor images with

relatively large illumination variations. The database has been evaluated using a

commercial system by Viisage, which utilizes a 3D face mesh model to locate the

eyes. The Viisage system provides correct detection for most images. However,

there is a subset of images where Viisage system generates low confidence. This

subset is called bad image dataset. This subset was released by FRGC organizer

for eye localization studies. Also, the results from the Viisage system are also

provided by FRGC organizers for performance evaluation purposes. In this work,

we evaluate the performance of the proposed algorithm over the bad image subset,

and compare it to the provided Viisage results. In each image, there is only a

single person with a frontal or near frontal view. Some example images are shown

in Figure III.11.

To lower the computational cost, we use a skin-color face detection step

to reject the most unlikely areas. In order to avoid mis-detection from this step,

we use a very low threshold for rejection. The reason for using skin-color is also

because of this adjustable parameter. For every image, each single remaining blob

gives a face candidate, and each image may contain several face candidates. These

face candidates are investigated individually for eye detection. The size of each

face candidate region gives a rough initialization of the scale s, which is used to

resize the eye patch to size 32 × 64. We also examined 0.8s and 1.2s to find the
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Figure III.11: Example images from the FRGC eye localization database. (Images
are rescaled to 0.4× 0.4 of the original size).

best eye candidate. The sub-windows slide every 2 pixels to further decrease the

computational cost.

The left eye detector is flipped horizontally to obtain the right eye de-

tector. The neighboring detections are merged by non-maxima suppression of the

Bayesian ratio. Only the local maxima of the Bayesian ratio are kept. If more

than 2 local maxima are present, we use a geometric constraint to remove false

detections. Some examples of the raw detection are shown in Figure III.12. In

Table Table III.2 we summarize the obtained results. The detected results are

categorized into four classes: good detection for both eyes, one eye detected, false
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Figure III.12: Examples of detection results from the FRGC ‘’bad” image database.
The first and the third rows: the raw detection; the second and the fourth rows:
results after non-maxima suppression and geometric constraint.

detection and mis-detection. Figure III.13 illustrates how we categorize the detec-

tion results. The red point in Figure III.13 is the true location of the center of the
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Figure III.13: Illustration of how we categorize the detection results.

Table III.2: Detection results for the “bad-image” data set from FRGC database:
comparison between the results from the proposed Binary Tree (BT) algorithm
and the results from the Viisage system.

Number Good One eye Mis-detection False
of the detection detected detection

samples BT / Viisage BT BT / Viisage BT / Viisage
915 736 / 635 33 43 / 64 103 / 216

100% 80.44% / 69.40% 3.61% 4.70% / 6.99% 11.26 % / 23.61%

eye (marked by a human observer). The blue cross shows the detected result. We

use a manually labeled data set as the ground-truth to evaluate the performance.

To avoid the bias from the prior knowledge of the algorithm, a human subject with

little computer vision background is asked to label the data. We have to keep in

mind that the ground-truth is subjective, which introduces certain error. We eval-

uate the distance in the normalized images, which means the distance is evaluated

on the eye image patch that has been re-scaled to 32 × 64. If the detection is lo-

cated within the red rectangle defined by the normalized distance ∆h and ∆w, the

detection is considered correct. If both eyes are correctly detected, the detection

is a good detection. If one eye is correctly detected while the other one is not,

this detection is categorized into the “detect-one-eye” category. In Table Table

III.2, ∆w = 32 and ∆h = 24 pixels (evaluated on the scaled eye image patch) is

used to evaluate a correct detection. The results from the Viisage system are also

listed for comparison. More results are shown in Figure III.14, Figure III.15 and
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Figure III.16; where each figure gives detections for one subject.

Figure III.14: More detection results for the same subject under varying imaging
conditions. In order to show the location accuracy of the detection, only face areas
are shown. Different color marks the output from the left and right eye models.

By using normalized DCT features (or other feature such as DC-free
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Gabor wavelets), the algorithm exhibits certain ability to handle illumination vari-

ations. Figure III.15 and Figure III.16 give some typical examples with the raw

detection overlayed on the original images, where each figure contains 6 images

from the same subjects under certain illumination changes. It shows that the al-

gorithm has the ability to handle illumination variations in a certain extent. The

top-right image in Figure III.15 shows an example of a mis-detection. The ar-

tificial indoor illumination shifted the color distributions, such that the detected

skin-color blob gives a wrong estimate of the initial scale. This in turn caused

the mis-detection of eyes. It is similar for the middle-left image in Figure III.15,

which is a false detection. Illumination changes in eye detection problem have

been tackled by using IR illuminations and the red-eye effect, however, it requires

additional hardware setup and handling extreme illumination conditions is still an

open challenge.

The histogram of the localization error ε can be used to evaluate the

localization ability. The localization error ε is the Euclidean distance defined in

the normalized image. More specifically, if we normalize the eyes to size 32 × 64,

and map both the manually obtained ground-truth P0 and the detected results Pd

accordingly such that P0 → P̂0 and Pd → P̂d, the localization error ε is computed

as:

ε = ‖P̂0 − P̂d‖.

In Figure III.17(a), the histograms of the localization error are shown. Left eye and

right eye are evaluated separately, which are shown in left and right respectively.

For comparison, the corresponding histograms of the results from the Viisage sys-

tem are also shown in Figure III.17(b). The numbers of false detection are also

marked with a blue line for comparison. The results indicate that although the

proposed algorithm has a higher detection rate, the localization ability is not bet-

ter. However, since the detection is done in a sparser grid (sub-window slides every

2 pixels) for faster computation, this is a possible source of the localization error.

Also, some more complex post processing other than non-maxima suppression,
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Figure III.15: Detection results for the same subject under certain illumination
changes. Different color marks the output from the left and right eye models.
Each image is subsamples to 0.125×0.125 of the original image size.

such as using the centroid of the connected detections, could be used to obtain a

better performance.

The text of this chapter, in part, is a reprint of the material as it appears

in: Junwen Wu and Mohan M. Trivedi, “A Binary Tree for Probability Learning

in Eye Detection.” in Proceedings of the IEEE FRGC Workshop, in Conjunction
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Figure III.16: More detection results for the same subject under certain illumina-
tion changes. Different color marks the output from the left and right eye models.
Each image is subsamples to 0.125×0.125 of the original image size.

with CVPR 2005, San Diego, CA, 2005 and Junwen Wu and Mohan M. Trivedi,

“A Binary Tree Based Probability Learning in Eye Detection: Framework and

Evaluations.” Submitted for Publication, IEEE Transactions on System, Man and

Cybernetics. I was the primary researcher of the cited material and the co-author

listed in these publication directed and supervised the research which forms a basis

for this chapter.
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(a) The location error distribution for the proposed algorithm (BT + Bayesian). Left eye and right eye are shown

in the left and right figures respectively.
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(b) The location error distribution for the given results from Viisage system. Left eye and right eye are shown in

the left and right figures respectively.

Figure III.17: Histograms of the localization error. Top row shows the results from
the proposed algorithm, and the bottom row shows the results from the Viisage
system. Right column: right eye; left column: left eye.



Chapter IV

Simultaneous Eye Tracking and

Blink Detection with Interactive

Particle Filters

53



54

IV.A Algorithm Overview

In this work we present an algorithm that simultaneously track eyes and

detect eye blinks. We use two interactive particle filters, one tracks the open eyes

and the other one tracks the closed eyes. The set of particles that gives higher

confidence is defined as the primary particle set and the other one is defined as the

secondary particle set. Estimates of the eyes’ location, as well as the eye class labels

(open-eye v.s. closed-eye), are determined by the primary particle filter, which is

also used to re-initialize the secondary particle filter for the new observation. For

each particle filter, the state variables characterize the location and size of the eyes.

We use auto-regression (AR) models to describe the state transitions, where the

location is modeled by a second order AR and the scale is modeled by a separate

first order AR. The observation model is a classification-based model, which tracks

eyes according to the knowledge learned from examples instead of the templates

adapted from previous frames. Therefore, it can avoid accumulation of the tracking

errors. A regression model in the tensor subspace is exploited to measure the

posterior probabilities of the observations. Other classification/regression models

can be used as well. Figure IV.1 gives the diagram of the system.

IV.B Dynamic Systems and Particle Filters

The dynamics of eyes can be modeled by a dynamic system. Due to the

fact that open eyes and closed eyes appear to have significantly different appear-

ances, a straightforward way is to model the dynamics of open-eye and closed-eye

individually. We use two interactive particle filters for this purpose. The posterior

probabilities learned by the particle filters are used to determine which particle

filter gives the correct tracks, and this particle filter is thus labeled as the primary

one. Since the particle filters are the key part of this blink detection system, in

this section, we present a detailed overview of the dynamic system and its particle

filtering solutions, such that the proposed system for simultaneous eye tracking
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Figure IV.1: Flow-chart for eye blink detection system.

and blink detection can be better understood.

IV.B.1 Dynamic Systems [102, 104, 111, 114, 116]

A dynamic system can be described by two mathematical models. One is

the state-transition model, which describes the system evolution rules. The other

one is the observation model, which shows the relationship between the observable

measurement of the system and the underlying hidden state variables. The state

evolution can be represented as a stochastic process {St} ∈ Rns×1 (t = 0, 1, · · · ),



56

where:

St = Ft(St−1,Vt). (IV.1)

Vt ∈ Rnv×1 is the state transition noise with known PDF p(Vt). The dynamic

system is observed at discrete times via realization of the stochastic process, which

is modeled as follows:

Yt = Ht(St,Wt). (IV.2)

Yt (t = 0, 1, · · · ) is the discrete observation obtained at time t. Wt ∈ Rnw×1 is

the observation noise with known PDF p(Wt), which is independent from Vt. For

simplicity, we use capital letters to refer to the random processes and lowercase

letters to denote the specified realizations of the random processes. For example,

Y0:t is used to represent the sequence of the random variables {Y0,Y1, · · · ,Yt}
and y0:t is one realization of this sequence.

Both Ft and Ht are general stochastic processes. Given that these two

system models are known, the problem is to estimate any function of the state f(St)

using the expectation E[f(St)|Y0:t]. If assuming Ft and Ht are linear, and the two

noise PDFs, p(Vt) and p(Wt), are Gaussian, the system can be characterized

by a Kalman filter [93]. In previous decades, variants of the Kalman filter were

widely used for tracking problems, due to its simplicity and closed-form solution.

Unfortunately, most dynamic systems cannot be simplified by the linear system

and Gaussian noise assumptions, where Kalman filtering techniques only provide

the first-order approximations for such dynamic systems. The non-Gaussianity

and non-linearity thus need to be incorporated for more accurate studies. The

Extended Kalman Filter (EKF) [93] is one way to handle the non-linearity. A

more general framework is provided by particle filtering techniques. The particle

filter is a Monte-Carlo solution for general form dynamic systems. As an alternative

to the EKF, particle filters have the advantage that, with sufficient samples, they

approach the Bayesian estimate. In other words, although particle filters also

give approximate solutions, when enough particles present, these approximations

approach optimal.
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IV.B.2 Review of a Basic Particle Filter

Particle filters are sequential analogues of Markov Chain Monte Carlo

(MCMC) batch methods. They are also known as Sequential Monte Carlo methods

(SMC). Particle filters are widely used in positioning, navigation and tracking for

modeling a dynamic system [94, 95, 96, 97, 98, 99, 100]. The basic idea of particle

filtering is to use point mass, or particles, to represent the probability densities.

The tracking problem can be expressed as a Bayes filtering problem, in which

the posterior distribution of the target state is updated recursively when a new

observation comes in:

p(St|Y0:t) ∝ p(Yt|St;Y0:t−1)

∫

St−1

p(St|St−1;Y0:t−1)p(St−1|Y0:t−1)dSt−1. (IV.3)

The likelihood p(Yt|St;Y0:t−1) is the observation model, and p(St|St−1;Y0:t−1) is

the state transition model.

The particle filter is a Monte-Carlo implementation for the Bayes fil-

ters. There are several versions of the particle filters, such as Sequential Impor-

tance Sampling (SIS) [101, 102, 103, 104, 105]/Sampling-Importance Resampling

(SIR) [103, 105, 106], auxiliary particle filters [105, 107] and Rao-Blackwellized

particle filters [100, 105, 108, 109] etc. All particle filters are derived based on the

following two assumptions. The first assumption is that the state-transition is a

first order Markov process. If we have the PDF:

St|St−1 ∼ pSt|St−1(S|St−1).

Then the state transition model in Eq. IV.3 can be written as:

p(St|St−1;Y0:t−1) = p(St|St−1). (IV.4)

The second assumption is that the observations Y1:t are conditionally independent

given known states S1:t; which implies that each observation only relies on the

current state. With known PDF:

Yt|St ∼ pY|S(Y|St),
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we have:

p(Yt|St;Y0:t−1) = p(Yt|St). (IV.5)

These two assumptions simplify the Bayes filter in Eq. IV.3 to:

p(St|Y0:t) ∝ p(Yt|St)

∫

St−1

p(St|St−1)p(St−1|Y0:t−1)dSt−1. (IV.6)

Exploiting this, particle filter uses a number of particles (ω(i), s
(i)
t ) to sequentially

compute the expectation of any function of the state, which is E[f(St)|y0:t], by:

E[f(St)|y0:t] =

∫
f(st)p(st|y0:t)dst =

∑
i

ω
(i)
t f(s

(i)
t ). (IV.7)

This is the theoretical foundation of all particle filters.

IV.B.3 SIS/SIR Particle Filter

In SIS/SIR particle filters [101, 102, 103, 104, 105, 106], the filtering

distribution p(st|y0:t) is approximated by a weighted set of particles: {(ω(i)
t , s

(i)
t ) :

i = 1, · · · , N}. ω
(i)
t are called importance weights, which satisfy:

N∑
i=1

ω
(i)
t = 1. (IV.8)

At each time t, the cloud of the particles empirically measures the posterior distri-

bution of the state given the past observations, or π(st|s0:t−1,y0:t). Eq. IV.6 tells us

that the estimation is achieved by a prediction step,
∫
st−1

p(st|st−1)p(st−1|y0:t−1)dst−1,

followed by an update step, p(yt|st). At the prediction step, the new state ŝi
t is

sampled from the state evolution process Ft−1(s
(i)
t−1, ·) to generate a new cloud of

particle filters. The empirical distribution of this new cloud of particles is an ap-

proximation to the conditional probability distribution of st given the observations

up to time t− 1, which is π(st|s0:t−1,y0:t−1). With the predicted state ŝi
t, an esti-

mate of the observation is obtained and is used in the update step to correct the

posterior estimate. Each particle is then re-weighted in proportion to the likelihood

of the observation at time t.
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Different from the SIS particle filters, SIR particle filters have a “resam-

pling” step. By resampling, samples with low importance ratios are eliminated and

samples with high importance ratios are multiplied, so that the degeneracy problem

can be alleviated. There are different resampling schemes, such as the sampling

by residue [104] and systematic sampling [110]. SIR and SIS can also be combined

under the idea of “resampling when necessary”. As suggested by [101, 111, 112],

resampling is only necessary when the effective number of particles is sufficiently

low. In this way, divergence between the empirical density and the true one can

be controlled. We use the combination of SIS and SIR in our work. The SIS/SIR

algorithm can be summarized as in Algorithm 3.

Algorithm 3 SIS/SIR particle filter
1: For i = 1, · · · , N , draw samples from the importance distributions (prediction step):

s(i)
t ∼ π(st|s0:t−1,y0:t); (IV.9)

2: Evaluate the importance weights for every particle up to a normalized constant (update

step):

ω̂
(i)
t = ω

(i)
t−1

p(yt|s(i)
t )p(s(i)

t |s(i)
t−1)

π(s(i)
t |s(i)

0:t−1,y0:t)
; (IV.10)

3: Normalize the importance weights:

ω
(i)
t =

ω̂
(i)
t∑N

j=1 ω̂
(j)
t

∏
i = 1, · · · , N ; (IV.11)

4: Compute an estimate of the effective number of the particles:

Neff =
1

∑N
i=1(ω

(i)
k )2

; (IV.12)

5: If Neff < θ, where θ is a given threshold, we perform resampling. N particles are drawn

from the current particle set with probabilities proportional to their weights. Replace the

current particle set with this new one, and reset each new particle’s weight to 1
N .

π(s
(i)
t |s(i)

0:t−1,y0:t) = π(s
(i)
t |s(i)

t−1,y0:t) is also called the proposal distribu-

tion. A common and simple choice is to use the prior distribution [113] as the

proposal distribution, which is also known as a bootstrap filter. For simplicity, we

use the bootstrap filter in our work. Therefore, the weight update step Eq. IV.10
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now becomes:

ω̂
(i)
t = ω

(i)
t−1p(yt|s(i)

t ). (IV.13)

IV.C The Proposed Interactive Particle Filters

The appearance of eyes presents significant changes when blinks occur.

To effectively handle such appearance changes, we use two interactive particle

filters, one for open eyes and another one for closed eyes. These two particle filters

are only different in the observation measurement. In the following sections, we

present the three elements of the proposed particle filters: state transition model,

observation model and prediction/update scheme.

IV.C.1 State Transition Model

The system dynamics, which are described by the state variables, are

defined by the eye’s location and the size of the eye image patches. The state

vector is: St = (ut, vt; ρt), where (ut, vt) defines the location and ρt is the scale.

ρt is used to define the size of eye image patches and normalize them to a fixed

size. In other words, the state vector (ut, vt; ρt) means that the image patch under

study is centered at (ut, vt) and its size is 32ρt × 64ρt, where 32 × 64 is the fixed

size of the eye patches we use in our study.

A second-order autoregressive (AR) model is used for estimating the eyes’

movement. The AR model has been widely used in particle filter tracking literature

for modeling the motion. It can be written as:





ut = ū + A(ut−1 − ū) + Bµt

vt = v̄ + A(vt−1 − v̄) + Bµt

; (IV.14)

where:

ut =


 ut

ut−1


 and vt =


 vt

vt−1


 . (IV.15)
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ū and v̄ are the corresponding mean values for u and v respectively. As pointed

out by [114], this dynamic model is actually a temporal Markov chain. It is ca-

pable of capturing complicated object motion. A and B are matrices representing

the deterministic and the stochastic components respectively. A and B can be

either obtained by a maximum-likelihood estimation or set manually from prior

knowledge. µt is the i.i.d. Gaussian noise.

We use a first-order AR to model the scale transition, which is:

ρt − ρ̄ = C(ρt−1 − ρ̄) + Dηt. (IV.16)

Similar to the motion model, C is the parameter describing the system determin-

istic component, and D is the parameter describing the system stochastic compo-

nent. ρ̄ is the mean value of the scales, and ηt is the i.i.d. measurement noise.

We assume ηt is uniformly distributed. The scale is crucial for many image ap-

pearance based classifiers. An incorrect scale causes a significant difference in

the image appearance. Therefore, the scale transition model is one of the most

important prerequisite for obtaining an effective particle filter for measuring the

observation. Experimental evaluation shows that the AR model with uniform i.i.d

noise is appropriate for tracking the scale changes.

IV.C.2 Classification-based Observation Model

In literature, many efforts have been done to address the problem of

selecting the proposal distribution [95, 115, 116, 117, 118]. A carefully selected

proposal distribution can alleviate the sample depletion problem, which refers to

the problem that the particle-based posterior approximation collapses over time to

a few particles. However, the introduction of complicated proposal distributions

greatly increases the computational complexity. Also, the selection of a good

proposal distribution is not a trivial issue.

In this work, we focus on a better observation model p(yt|st). The ra-

tionale is based on the observation that combined with the resampling step, a
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more accurate likelihood learning from a better observation model can move the

particles to areas of high likelihood. This will in turn mitigate the sample de-

pletion problem, leading to a significant increase in performance. In literature,

many existing approaches use simple on-line template matching [96, 98, 99, 119]

to get the observation model, where the templates are constructed from low-level

features, such as color, edges, contour etc, from previous observations. The likeli-

hood is usually estimated based on a Gaussian distribution assumption [108, 117].

However, such approaches in a large extent rely on a reasonably stable feature

detection algorithm. Also, usually a large number of the single low-level feature

points are needed. For example, the contour-based method requires that the state

vector be able to describe the evolution of all contour points. This results in a

high dimensional state space. Correspondingly, the computational cost is expen-

sive. One solution is to use abstracted statistics of these single feature points, such

as using color histogram instead of direct color measurement. However, this causes

a loss in the spatial layout information, which implies a sacrifice in the localiza-

tion accuracy. Instead we use a subspace-based classification model for measuring

the observation to get a more accurate probability evaluation. Statistics learned

from a set of training samples are used for classification instead of simple template

matching and online updating, such that the problem of error accumulation can be

alleviated. The likelihood estimation problem, p(y
(i)
t |s(i)

t ), becomes a problem of

estimating the distribution of a bernoulli variable, which is p(y
(i)
t = 1|s(i)

t ). y
(i)
t = 1

means that the current state generates a positive example. In our eye tracking

and blink detection problem, it represents that an eye patch is located. Logistic

regression is a straight-forward solution for this purpose. Obviously, other existing

classification/regression techniques can be used as well.

Such classification-based particle filtering framework makes simultaneous

tracking and recognition feasible and straightforward. There are two different ways

to embed the recognition problem. The first approach is to use a single particle

filter, whose observation model is a multi-class classifier. The second approach is
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to use multiple particle filters, where for each particle filter its observation model

uses a binary classifier designed for a specific object class. The particle filter

who gets the highest posterior is used to determine the class label as well as

the object location, and at the next frame t + 1, the other particle filters are

re-initialized accordingly. We use the second approach. Individual observation

models are built for open-eye and closed-eye separately, such that two interactive

sets of particles can be obtained. The observation models contain two parts: tensor

subspace analysis for feature extraction, and logistic regression for class posterior

learning. The two parts are individually discussed below. Posterior probabilities

measured by particles from these two particle filters are individually denoted as

po = p(yt = 1oe|st) and pc = p(yt = 1ce|st) respectively; where yt = 1oe refers to

the presence of an open-eye and yt = 1ce refers to the presence of a closed-eye.

Subspace Analysis for Feature Extraction

Most existing applications of using particle filters for visual tracking in-

volve high-dimensional observations. With the increase of the dimensionality in

observations, the number of particles required increases exponentially. Therefore,

lower dimensional feature extraction is necessary. Sparse low-level features, such as

the abstracted statistics of the low-level features, have been proposed for this pur-

pose. Examples of the most commonly used features are color histogram [118, 120],

edge density [95, 121], salient points [122] and contour points [98, 99] etc. The

use of such features makes the system capable of easily accommodating the scale

changes and handling occlusions, however, the performance relies on the robustness

of the feature detection algorithms. Instead of these variants of low-level features,

we use eigen-subspace for feature extraction and dimensionality reduction. Eigen-

space projection provides a holistic feature representation that preserves spatial

and textural information. It has been widely exploited in computer vision applica-

tions. For example, eigen-face has been an effective face recognition technique for

decades. Eigen-face focuses on finding the most representative lower-dimensional



64

space in which the pattern of the input can be best described. It tries to find a set

of “standardized face ingredients” learned from a set of given face samples. Any

face image can be decomposed as the combination of these standard faces. How-

ever, this principal component analysis (PCA) based technique treats each image

input as a vector, which causes the ambiguity in image local structure. Also, with

the increase of the the input image size, the computational cost increases.

Instead of PCA, in [83, 84, 123], a natural alternative for PCA in image

domain is proposed, which is the multi-linear analysis. Multi-linear analysis offers

a potent mathematical framework for analyzing the multi-factor structure of the

image ensemble. For example, a face image ensemble can be analyzed from the

following perspectives: identities, head poses, illumination variations and facial

expressions. Multi-linear analysis uses tensor algebra to tackle the problem of dis-

entangling these constituent factors. By this way, the sample structures can be

better explored and a more informative data representation can be achieved. Un-

der different optimization criterion, variants of the multi-linear analysis technique

have been proposed. One solution is the direct expansion of the PCA algorithm,

TensorPCA from [84], which is obtained under the criteria of the least reconstruc-

tion error. Both PCA and tensorPCA are unsupervised techniques, where the

class labels are not incorporated in such representations. Here we use a supervised

version of the tensor analysis algorithm, which is called tensor subspace analysis

(TSA) [123]. Extended from locality preservation projections (LPP) [124], TSA

detects the intrinsic geometric structure of the tensor space by learning a lower

dimensional tensor subspace. We compare both observation models of using ten-

sorPCA and TSA. TSA preserves the local structure in the tensor space manifold,

hence a better performance should be obtained. Experimental evaluation validates

this conjecture. In the following paragraphs, a brief review of the theoretical fun-

damentals of PCA, tensorPCA and TSA are presented.

I. PCA for subspace projection

PCA is a widely used method for dimensionality reduction. PCA offers a
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well-defined model, which aims to find the subspace that describes the direction of

the most variance and at the same time suppress known noise as well as possible.

The subspace from PCA projection is spanned by the principal eigenvectors of

the covariance matrix, which is shown in Eq. IV.17. Suppose the samples are

represented by vectors {xi}, i = 1, · · · , N , where xi ∈ Rn×1, the covariance matrix

is:

Σ =
1

N

N∑
i=1

(xi − µ)(xi − µ)T. (IV.17)

µ is the sample mean, defined by:

µ =
1

N

N∑
i=1

xi. (IV.18)

The principal components are computed by solving the eigenvalue problem of

Eq. IV.19 [88]:

ΣV = VΛ; (IV.19)

where Λ = diag(λ1, λ2, · · · , λn) is the diagonal eigenvalue matrix whose diagonal

entries λ1 > λ2 > · · · > λn are the corresponding eigenvalues of Σ. V is the matrix

whose columns are the corresponding eigenvectors. The eigenvalues of the covari-

ance matrix indicate the amount of information preserved on the corresponding

principal directions. By picking the eigenvectors with the largest eigenvalues, the

information lost is minimized in the mean-square sense. Different levels of data

abstraction can be controlled by the number of the chosen eigenvectors, which

also preserves a varying amount of energy of the original data. The reduced PCA

subspace is formed by the first P eigenvectors, and the transformed vectors can be

represented as:

zi = VT
Pxi; (IV.20)

where VP is the n × P matrix formed by the first P eigenvectors and zi is the

obtained projection vector.

For frame t, each particle i determines an observation x
(i)
t given its state

(u
(i)
t , v

(i)
t ; ρ

(i)
t ). PCA is used to extract the corresponding features z

(i)
t . Now the

observation model becomes the problem of computing the posterior p(y
(i)
t = 1|z(i)

t ).
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PCA provides a powerful linear technique for data reduction. Images

are naturally represented as second-order tensors (matrices). However, in order to

use PCA to get subspace, the matrices are rewritten as vectors in lexicographical

order, which introduces ambiguities in the local spatial structure. Because of this,

tensor space analysis is used instead for efficient computation as well as avoiding

such ambiguities.

II. TensorPCA and TSA subspaces

Tensor space analysis handles images using its natural 2D matrix repre-

sentation, which better preserves the local spatial structure of images. TensorPCA

subspace analysis projects a high-dimensional rank-2 tensor onto a low-dimensional

rank-2 tensor space, where the tensor subspace projection minimizes the recon-

struction error. Different from the traditional PCA, tensor space analysis provides

techniques for decomposing the ensemble in order to disentangle the constituent

factors or modes. Since the spatial location is determined by two modes: horizon-

tal position and vertical position, tensor space analysis has the ability to preserve

the spatial location, while the dimension of the parameter space is much smaller.

As a generalization of the traditional PCA, tensorPCA is defined over

the second-order tensor space. Similarly as the traditional PCA, the projection

finds a set of orthogonal bases that information is best preserved. Also, tensorPCA

subspace projection decreases the correlation between pixels while the projected

coefficient indicates the information preserved on the corresponding tensor basis.

However, for tensorPCA, the set of bases are composed by second-order tensors

instead of vectors. If we use matrix Xi ∈ RM1⊗M2 to denote the original image

samples, and use matrix Zi ∈ RP1⊗P2 as the tensorPCA projection result, tensor-

PCA can be simply computed by [84]:

Zi = ǓTXiV̌. (IV.21)

The column vectors of the left projection matrix Ǔ are the eigenvectors of matrix

SU =
N∑

i=1

((Xi −Xm)(Xi −Xm)T);
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and the column vectors of the right projection matrix V̌ are the eigenvectors of

SV =
N∑

i=1

((Xi −Xm)T(Xi −Xm));

while Xm = 1
N

∑N
i=1 Xi. The dimensionality of Zi reflects the information pre-

served, which can be controlled by a parameter α. For example, assume the left

projection matrix is computed from SU = ǓCǓT, then the rank of the left pro-

jection matrix Ǔ is determined by:

P1 = arg min
q
{
∑q

i=1 Ci∑M1

i=1 Ci

> α}; (IV.22)

where Ci is the i-th diagonal element of the diagonal eigenvalue matrix C (Ci > Cj

if i > j). The rank of the right projection matrix V̌, P2, can be decided similarly.

Both PCA and TensorPCA are unsupervised techniques. It is not clear

whether the information preserved is optimal for classification. Also, only the

Euclidean structure is explored instead of the possible underlying non-linear local

structure of the manifold. The Laplacian based dimensionality reduction tech-

nique is an alternate way which focuses on discovering the non-linear structure of

the manifold [125]. It considers preserving the manifold nature while extracting

the subspaces. By introducing this idea into tensor space analysis, the following

objective function can be obtained [123]:

min
U,V

∑
i,j

‖UTXiV −UTXjV‖Di,j; (IV.23)

where Di,j is the weight matrix of a nearest neighbor graph similar to the one used

in LPP [124]:

Di,j =





exp {− (
Xi
‖Xi‖−

Xj
‖Xj‖ )2

2
}, if Xi and Xj are from the same class;

0, if Xi and Xj are from different classes.

(IV.24)

We use the iterative approach provided in [123] to compute the left and right

projection matrices Ǔ and V̌. The same as tensorPCA, for a given example X,

TSA gives:

Zi = ǓTXiV̌. (IV.25)
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Similarly as the traditional PCA, at each frame t, the i-th particle deter-

mines an observation X
(i)
t from its state (u

(i)
t , v

(i)
t ; ρ

(i)
t ). Tensor analysis extracts

the corresponding features Z
(i)
t . Now the observation model becomes computing

the posterior p(y
(i)
t = 1|Z(i)

t ). For simplicity, in the following section, we omit the

time index t and denote the problem as p(y(i) = 1|Z(i)). Logistic regression is a

natural solution for this purpose, which is a generalized linear model for describing

the probability of a bernoulli distributed variable.

Logistic Regression for Modeling Probability

Regression is the problem of modeling the conditional expected value of

one random variable based on the observations of some other random variables,

which are usually referred to as dependent variables. The variable to model is called

the response variable. In the proposed algorithm, the dependent variables are the

coefficients from the tensor subspace projection: Z(i) = (z
(i)
1 , · · · , z

(i)
k , · · · ), and the

response variable to model is the class label y(i), which is a bernoulli variable that

defines the presence of an eye subject. For closed-eye particle filter, this bernoulli

variable defines the presence of a closed eye; while for open-eye particle filter, this

variable defines the presence of an open eye.

Generalized linear models are largely used in regression, whose relation-

ship between y(i) and its dependent variables (z
(i)
1 , · · · , z

(i)
k , · · · ) can be written

as:

y(i) = g(β0 +
∑

k

βkz
(i)
k ) + e; (IV.26)

where e is the error and g−1(•) is called the link function. The variable y(i) can be

estimated by:

E(y(i)) = g(β0 +
∑

k

βkz
(i)
k ). (IV.27)

Logistic regression is one type of the generalized linear models, which

uses the logit as the link function. Logit is a function as follows:

logit(p) = log(
p

1− p
). (IV.28)
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It models a number p between 0 and 1. Considering the response variable in our

application, it is an indication of the presence of an eye subject, which clearly has

a bernoulli distribution, logistic regression can be used to estimate the probability

of the response variable as follows:

p(y(i) = 1|Z(i)) =
eβ0+

P
k βkz

(i)
k

1 + eβ0+
P

k βkz
(i)
k

. (IV.29)

This provides a way to estimate of the class posterior probability.

IV.C.3 State Update

The observation models for open-eye and closed-eye are individually trained.

We have one TSA subspace learned from open-eye/non-eye training samples, and

another TSA subspace learned from closed-eye/non-eye training samples. Each

TSA projection determines a set of transformed features, which are denoted as:

{Z(i)
oe } and {Z(i)

ce }. Z
(i)
oe is the transformed TSA coefficients for the open eyes and

Z
(i)
ce is the transformed TSA coefficients for the closed eyes. Correspondingly, for

open-eye and closed-eye, individual logistic regression models are used separately

for modeling pc and po as follows:

p(i)
o = poe(y

(i) = 1|Z(i)
oe ); p(i)

c = pce(y
(i) = 1|Z(i)

ce ). (IV.30)

The posteriors are used to update the weights of the corresponding particles, as

indicated in Eq.IV.13. The updated weights are ω
(i)
c and ω

(i)
o .

If we have

max
i

p(i)
o > max

i
p(i)

c , (IV.31)

it indicates the presence of open eyes, and the particle filter for tracking the open-

eye is the primary particle filter. Otherwise the eyes of the human subject in the

current frame are closed, which indicates the presence of a blink, and the particle

filter for the closed-eye is determined as the primary particle filter. At frame t,

assume the particles for the primary particle filter are {(u(i)
t , v

(i)
t ; ρ

(i)
t ; ω

(i)
t )}, then
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the location (ut, vt) of the detected eye is determined by:

ut =
∑

i

ω
(i)
t u

(i)
t−1; vt =

∑
i

ω
(i)
t v

(i)
t−1; (IV.32)

and the scale ρt of the eye image patch is:

ρt =
∑

i

ω
(i)
t ρ

(i)
t−1. (IV.33)

We compute the effective number of particles Neff . If Neff < θ, we per-

form re-sampling for the primary particle filter. The particles with high posteriors

are multiplied in proposition to their posteriors. The secondary particle filter is re-

initialized by setting the particles’ previous states to (ut, vt, ρt) and the importance

weights ω
(i)
t to uniform.

IV.D Experimental Evaluation

The performance is evaluated from two aspects: the blink detection ac-

curacy and the tracking accuracy. There are two factors that explain the blink

detection rate: first, how many blinks are correctly detected; second, the detec-

tion accuracy of the blink duration. Videos collected under different scenarios are

studied, including indoor videos and in-car videos. A quantitative comparison is

listed. To evaluate the tracking accuracy, a benchmark data is required to provide

the ground-truth. We use a marker-based motion capturing system to collect the

ground-truth data. The experimental setup for obtaining the benchmark data is

explained, and the tracking accuracy is presented.

IV.D.1 Blink Detection Accuracy

We use videos collected under different scenarios for evaluating the blink

detection accuracy. The videos are collected for different subjects at varying times

for both indoor and in-car cameras. Eight representative sequences are used for

comparison, and the comparison results are summarized in Table Table IV.1. The
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true number of blinks, the detected number of blinks and the number of false pos-

itives are shown. Also, since eye blinking is a dynamic process, the characteristics

of the camera, such as the data acquisition speed and digital v.s. analog, as well

as the video scenarios, are also described for references. Images in Figure IV.2

∼ Figure IV.5 give some examples of the detection results, which also show the

typical video frames we used for studying. These four figures correspond to the

first four sequences in Table Table IV.1 respectively. Red boxes show the tracked

eye location, while blue dots show the center of the tracking results. If there is a

red bar on the top right corner, it means that the eyes are closed in the current

frame. Examples of the typical false detections or mis-detections are also shown.

Blink duration time plays an important role in HCI systems. Involuntary

blinks are usually fast while voluntary blinks usually last longer [126]. Therefore,

it is also necessary to compare the detected blink duration with the manually

labeled true blink duration (in terms of the frame numbers). Examples are shown

in Figure IV.6, where the results from the four sequences that have the most blinks

are shown. The first chart is for the first sequence in Table Table IV.1, the second

chart is for the third sequence in Table Table IV.1, the third chart is for the fifth

sequence in Table Table IV.1 and the last chart is for the seventh sequence in

Table Table IV.1. The detected blink durations and the manually labeled blink

durations are displayed side by side for comparison, where the horizontal axis is

the blink index, and the vertical axis shows the duration time in terms of the frame

numbers. Experimental evaluation shows that the proposed algorithm is capable

of capturing short blinks as well as the long voluntary blinks accurately.

As indicated in Eq. IV.31, the ratio of the posterior maxima, which is

maxi p
(i)
o

maxi p
(i)
c

, determines the presence of an open-eye or close-eye. Figure IV.7 shows

an example of the obtained ratios for one sequence. Log-scale is used. Let

po = maxi p
(i)
o and pc = maxi p

(i)
c , the presence of the closed-eye frame is deter-

mined when po < pc, which corresponds to log(po

pc
) < 0 in the log-scale. Examples

of the corresponding frames are also shown in Figure IV.8(a)-Figure IV.8(c) for
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illustration.

Table IV.1: Blink detection accuracy.
Number Number of Number of Video Subject
of the the correct the false Specifics Motion
Blinks Detection positives

Seq 1 16 14 0
Indoor Subject moves

Digital Camera back and forth

Seq 2 7 7 2
In Car Natural

Analog Camera driving

Seq 3 19 15 1
Indoor Extensive

Digital Camera pupil motion

Seq 4 11 10 3
In Car Natural

Analog Camera driving

Seq 5 29 27 1
Indoor Voluntary and

Digital Camera involuntary blinks

Seq 6 1 1 0
Indoor, low lighting Non-frontal

Analog Camera subject view

Seq 7 13 12 0
Indoor Translational

Analog Camera motion

Seq 8 12 6 1
Indoor, low lighting Non-frontal

Digital Camera subject view, move
back and forth

IV.D.2 Comparison of TensorPCA Subspace v.s. TSA Subspace

As stated above, by introducing multi-linear analysis, the images can

better preserve the local spatial structure. However, variants of the tensor sub-

space basis can be obtained based on different objective functions. TensorPCA is

a straightforward extension of the 1D PCA analysis. Both are un-supervised ap-

proaches. TSA extends LPP that preserves the non-linear locality in the manifold,

which also incorporates the class information. It is believed that by introducing

the local manifold structure and the class information, TSA can obtain a better

performance. Experimental evaluations verified this claim. Particle filters that

individually use tensorPCA subspace and TSA subspace for observation models

are compared for eye tracking and blink detection purpose. Examples of the com-
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(a) Frame 94

(miss)

(b) Frame 379 (c) Frame 392 (d) Frame 407 (e) Frame 475

Figure IV.2: Examples of the blink detection results for the 1st sequence as de-
scribed in Table Table IV.1. Red boxes are tracked eyes, and the blue dots are the
center of the eye locations. The red bar on the top-left indicates the presence of
closed-eyes.

(a) Frame 4 (b) Frame 35 (c) Frame 108

(false)

(d) Frame 127 (e) Frame 210

Figure IV.3: Examples of the blink detection results for the 2nd sequence as de-
scribed in Table Table IV.1. Red boxes are tracked eyes, and the blue dots are the
center of the eye locations. The red bar on the top-left indicates the presence of
closed-eyes.

parison are shown in Figure IV.9. As suggested, TSA presents a more accurate

tracking result. In Figure IV.9, examples of the tracking results from both the

tensorPCA observation model and the TSA observation model are shown. In each

sub-figure, the left image shows result from TSA subspace, and the right image

shows result from tensorPCA subspace. Just as above, red bounding boxes show

the tracked eyes, the blue dots show the center of the detection, and the red bar

at the top-right corner indicates the presence of a detected closed-eye frame. For

subspace based analysis, image alignment is critical for classification accuracy. An

inaccurate observation model causes errors in the posterior probability computa-

tion, which in turn results in inaccurate tracking and poor blink detection.
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(a) Frame 2 (b) Frame 18 (c) Frame 38 (d) Frame 45

(false)

(e) Frame 135

Figure IV.4: Examples of the blink detection results for the 3rd sequence as de-
scribed in Table Table IV.1. Red boxes are tracked eyes, and the blue dots are the
center of the eye locations. The red bar on the top-left indicates the presence of
closed-eyes.

(a) Frame 42 (b) Frame 302

(false)

(c) Frame 349 (d) Frame 489 (e) Frame 769

Figure IV.5: Examples of the blink detection results for the 4th sequence as de-
scribed in Table Table IV.1. Red boxes are tracked eyes, and the blue dots are the
center of the eye locations. The red bar on the top-left indicates the presence of
closed-eyes.

IV.D.3 Comparison of Different Scale Transition Models

It is worth noting that for subspace based observation model, the scale

for normalizing the size of the images is crucial. A bad scale transition model

can severely deteriorate the performance. Two popular models have been used

to model the scale transition, and the performance is compared. The first one is

the AR model as in Eq. IV.16, and the other one is a Gaussian transition model

in which the transition is controlled by a Gaussian distributed random noise, as

follows:

ρt ∼ N (ρt−1, σ
2), (IV.34)
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Figure IV.6: Accuracy of the blink duration time: true blink duration v.s. the
detected blink duration. The heights of the bars: blink duration in frame numbers.
The blue bars: detected blinks; the magenta bars: true blinks.
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Figure IV.7: The log ratio of posteriors log po

pc
for each frame in Seq. 5. po:

posteriors of being open-eye; pc: posteriors of being closed-eye. Red crosses indicate
the open-eye frames, and the blue crosses indicate the detected closed-eye frames.

where N (ρ, σ2) is a Gaussian distribution with ρ as the mean and σ2 as the vari-

ance. Examples are shown in Figure IV.10. The parameters of the Gaussian

transition model is obtained by the MAP criteria according to a manually labeled

training sequence. In each sub-figure, the left image shows the result from using

the AR model for scale transition, and the right one shows the result from using

the Gaussian transition model. Experimental results show that AR model per-

forms better. It is because AR model has certain “memory” of the past system

dynamics, while Gaussian transition model can only remember the history of its

immediate past. Therefore, the “short-memory” of Gaussian transition model uses

less information to predict the scale transition trajectory, which is not effective and

in turn causes the failure of the tracking.
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Figure IV.8: The frames corresponding to example a, b and c in Figure IV.7.
The tracked eyes and the posteriors pc and po are also shown. The top red lines:
closed-eye posteriors; the bottom red lines: the open-eye posteriors.

IV.D.4 Eye Tracking Accuracy

Benchmark data is required for evaluating the tracking accuracy. We

use the marker-based Vicon motion capture and analysis system for providing the

groundtruth. Vicon system has both hardware and software components. The

hardware includes a set of infrared cameras (usually at least 4), controlling hard-

ware modules and a host computer to run the software. The software includes

Vicon IQ that manages, sets up, captures and processes the motion data, the

database manager for keeping records of the data files, their calibration files and

the models. We use four Vicon MCAM cameras to track four reflective markers.

The setup is shown as in Figure IV.11. Vicon system tracks the markers’ position
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(a) Frame 17 (b) Frame 100

(c) Frame 200 (d) Frame 300

(e) Frame 400 (f) Frame 417

Figure IV.9: Comparison of using TSA subspace vs using tensorPCA subspace in
observation models. In each sub-figure, the left image shows the result from using
TSA subspace, and the right one shows the result from using tensorPCA subspace.

in Vicon’s reference coordinate system, and the video camera collects the video we

need for evaluating the proposed algorithm.

Before collecting data, Vicon system requires preprocesses including cam-

era calibration, data acquisition and model building. With the included calibra-

tion tool for the motion capture system, a reflectance marker’s 3D position can

be obtained in either the Vicon camera coordinate system or an assigned world

coordinate system. Since the Vicon camera coordinate system is different from the

video camera coordinate system, a calibration between these two camera system is

also required. We use a checker-board pattern with reflectance markers on specified

location for this purpose, as shown in Figure IV.12. Intrinsic parameters KK and
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(a) Frame 100

(b) Frame 200

(c) Frame 380

Figure IV.10: Comparison of using AR vs using Gaussian transition model in
the scale model. In each sub-figure, the left image shows the result from AR
scale transition model, and the right one shows the result from the Gaussian scale
transition model.

extrinsic parameters Re and Te are computed. Intrinsic parameters give the trans-

form from the 3D coordinates in the camera reference frame to the 2D coordinates

in the image domain; while extrinsic parameters define the transform between the

grid reference frame (as shown in Figure IV.13) and the camera reference frame.

From intrinsic parameters, the 3D coordinates in the camera coordinate system

(Xc, Yc, Zc)
T can be related with the 2D coordinates in the image plane (xp, yp)

T

by: 
 xp

yp


 = KKφ(


 Xc/Zc

Yc/Zc


). (IV.35)

where φ(•) is a nonlinear function describing the lens distortion. Extrinsic pa-



80

Figure IV.11: Setup for collecting groundtruth data with Vicon system. Cameras
in red circles are Vicon infrared cameras, and the camera in green circle is the
video camera for collecting testing sequences.

Figure IV.12: Checker board pattern for calibration between video camera coor-
dinate system and Vicon camera coordinate system. Reflectance markers are put
at specific locations.

rameters describe the relation between the 3D coordinate in the camera sys-

tem Mc = (Xc, Yc, Zc)
T and the 3D coordinate in a given grid reference frame

Me = (Xe, Ye, Ze)
T, as follows:

Mc = Re ×Me + Te. (IV.36)

Figure IV.13 gives an example of the grid reference frame. Each pose

of the checker-board defines one grid reference frame, hence an individual set of

extrinsic parameters can be determined. The reflectance markers are assumed to

be infinitely thin, such that their depth can be neglected. Therefore, the reflectance

markers’s coordinates in current grid reference frame are known, denoted as Mi
e.
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Figure IV.13: Example of the grid reference frame.

Mi
e can be transformed back to the video camera reference frame, which gives the

3D coordinates in the video camera reference frame Mi
c, using the corresponding

extrinsic parameters Ri
e and Ti

e. These markers are also visible by the Vicon

system, as shown in Figure IV.14. Calibrated Vicon system gives the 3D positions

of the markers, which are denoted as Mi
v, in the Vicon camera system reference

frame. Hence, Mi
c and Mi

v can be related by an affine transform:

Mi
c = Rvc ×Mi

v + Tvc. (IV.37)

This relation keeps unchanged when the pose of the check-board changes. A set

Figure IV.14: Reflectance markers observed by Vicon IQ system.

of {(Mi
c,M

i
e)} (i = 1, · · · , q) can be used to determine this transform. We use
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the approach proposed by Goryn and Hein in [127] to estimate Rvc and Tvc. The

rotation matrix Rvc can be determined by least-square approach as follows:

Rvc = WQT; (IV.38)

where W and Q are unitary matrices obtained from SVD decomposition of the

matrix:

c =
1

N

q∑
i=1

(Mi
c − M̄c)(M

i
v − M̄v)

T;

M̄c =
1

q

q∑
i=1

Mi
c M̄v =

1

q

q∑
i=1

Mi
v.

The translation vector Tvc can be obtained accordingly by:

Tvc = M̄c −Rvc × M̄v. (IV.39)

Eq. IV.39 together with Eq. IV.35 determines the mapping from the markers’

3D position given by Vicon system to the 2D pixel position in the image plane.

Therefore, with the ViconIQ system providing the markers’ 3D positions in Vicon

camera systems, we can get our ground-truth data. For reliable tracking, four

markers are used, as shown in Figure IV.15. We use the Vicon system to track

the right eye location as well as providing the scale of the image; and apply the

proposed algorithm on tracking and blink detection of left eye. After normalization

with the scale, the distance between the right eye and left eye is constant, so that

the benchmark data can be used for evaluating the tracking accuracy. The fixed

size for computing the subspace is 40 × 60. We use the center of the markers as

the groundtruth for eyes’ location.

Figure IV.16 gives an example of the tracking accuracy. The horizontal

axis shows the frame number, and the vertical axis shows the error in pixels after

normalization with the scales. The error is the distance between the center of

detection to the groundtruth. Experimental results show that in certain frames,

the tracking error is bigger. This is because the proposed algorithm tries to center

at the pupil, instead of the center of the eyes.
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Figure IV.15: Marker deployment for tracking accuracy benchmark data collection.

Figure IV.16: Tracking error after normalization using the scales. The horizontal
axis is the frame index, and the vertical axis is the tracking error in pixels after
normalization with the scales.

The text of this, in part, is a reprint of the material as it appears in: Jun-

wen Wu and Mohan M. Trivedi, “Simultaneous Eye Tracking and Blink Detection

with Interactive Particle Filters.” Submitted for Publication, IEEE Transactions

on System, Man and Cybernetics. I was the primary researcher of the cited mater-

ial and the co-author listed in this publication directed and supervised the research

which forms a basis for this chapter.
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V.A Head Pose Estimation: An Overview

The proposed solution for head pose estimation problem is a two-stage

scheme in a coarse-to-fine fashion. The two-stage approach is based on the ratio-

nale that visual cues characterizing head pose has unique multi-resolution spatial

frequency characterization and structural signature. In the first stage, we use

subspace analysis in a Gabor wavelet transform space. Our study indicates that

statistical subspace analysis is insufficient to deal with data misalignment and

background noise, however, the noise does not drive the estimate far away from its

true head pose. Therefore, it is reasonable to assume that the true pose is located

in a subset of p × p neighboring poses around the estimate with a high accuracy.

We use this subset of poses as the output from the first stage instead of the single

pose estimate. The first level outputs a range in which the true pose is located.

This defines a smaller classification problem. To get a comprehensive view of the

underlying data structure, we examined four different subspaces to find the best

subspace descriptor: Principal Component Analysis, or PCA [88]; Kernel Princi-

pal Component Analysis, or Kernel PCA [128]; Multi-class Fisher Discriminant

Analysis, or FDA [88] and kernel discriminant analysis, or KDA [129, 130]. We

show that analysis in the kernel space can provide a better performance. Also,

discriminant analysis is slightly better than PCA.

Now we only need to determine the true pose from the small range of

head poses constrained by the first level output. Since geometric structure of local

facial features contains the necessary details for a finer pose assessment, in the

second stage, we use a structural landmark analysis in the transformed domain to

refine the estimate. More specifically, we use a revised version of the face bunch

graph [62]. Face bunch graph includes two sets of elements, one is the node set

and the other is the edge set. Nodes are Gabor jets of facial landmarks, which

capture the appearance feature. Edges are the Euclidean distance between the

nodes, which describe the geometric configuration. Since the geometric configura-
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tion modeled by the bunch graph is not subject-independent, a single bunch graph

from averaging the geometric configuration of different training samples is also not

subject-independent. Simple averaging is not sufficient to describe all subjects.

Therefore, We use multiple bunch graphs per pose with each bunch graph built

from an available geometric configuration, thereby allowing as many types of geo-

metric configuration as possible to be accommodated. The diagram in Figure V.1

outline this algorithm. Although the structure landmarks based analysis is very

time-consuming, the introduce of the two-stage strategy allow us to only examine

the poses constrained by the first stage. Different from the face recognition task

solved in [62], we only need to recover the identity-independent head pose. In [62],

an exhaustive elastic bunch graph searching is used so as to find the fiducial points

that contains subjects’ identity. However, the distortion in the geometric struc-

ture caused by the exhaustive elastic search would introduce ambiguity for close

poses. Furthermore, for pose estimation, we do not require the exact match of the

fiducial points since the nodes from Gabor jets are actually able to describe the

neighborhood property. That is the reason we use the “semi-rigid” bunch graph, in

which the nodes can only be individually adjusted locally in legitimate geometric

configurations. We use multiple bunch graph per pose to incorporate all available

geometric structure. Since the first stage estimate restricts the possible candidate

in a small subset, the computational cost is still reasonable. Moreover, by using

the two-stage framework, the first stage limits the node search space such that

the possibility of introducing ambiguous matching is lowered. Therefore the pro-

posed two-stage algorithm not only help lower the computational cost, nut also it

is important for performance gain.

The data set we use to evaluate the algorithm span pan angle from −90o-

+90o and the tilt angle changing from−45o (head pointing up) +60o (head pointing

down). 86 poses are included. Each pose is labeled as shown in Figure V.2 for

reference.
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Figure V.1: Flow chart of the two-stage pose estimation framework. The top
diagram is for the first-stage estimation and the bottom diagram is for the second-
stage refinement. The output of the first stage is the input of the second stage.
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Figure V.2: Illustration for the pose labels. The top right two poses are eliminated
because of a lack of samples.

V.B Stage 1: Multi-resolution Subspace Analysis

V.B.1 Feature Extraction

Frequency domain analysis techniques have a nice property in extracting

the structural features as well as suppressing the undesired variations, such as the

image brightness changes caused by the change of the illumination. However, fre-

quency domain representation cannot preserve the localization information. Nat-

urally, people will seek a joint spatial frequency representation. Gabor wavelet

transform is one of such solutions. Gabor wavelets are recognized as being good

feature detectors since optimal wavelets can ideally extract the positions and ori-

entations of both global and local features [131] as well as preserving structural

frequency information. Gabor wavelet transform is a convolution of the image with
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Figure V.3: The real and imaginary component of the mother wavelet.

a family of Gabor kernels. All Gabor kernels are generated by a mother wavelet

through dilations and rotations. The mother wavelet is a plane wave generated

from a complex exponential and restricted by a Gaussian envelop. In equation V.1-

V.3, a DC-free mother wavelet is given [62, 131]:

Ψk̃(x̃) := B(k, x̃)[exp(ik̃ · x̃)− exp(−σ2

2
)]; (V.1)

B(k, x̃) =
k2

σ2
exp{− k2

2σ2
‖x̃‖2}; (V.2)

‖Ψk̃(x̃)‖2 ∼ k2; (V.3)

where B(k, x̃) is the Gaussian envelop function restricting the plane wave; exp(ik̃ ·
x̃) is the complex-valued plane wave and exp(−σ2

2
) is the DC-component. The set

of Gabor kernels can be given as:

Ψk̃(x̃) = k2 ·Ψ[1;0](kR(φ) · x̃); (V.4)

where k̃ = (k, φ) is the spatial frequency in polar coordinates and

R(φ) =


 cos φ sin φ

− sin φ cos φ


 .

DC-free versions of Gabor kernels are invariant to image brightness [62]. We

use the magnitude of the filter response as our feature representation, since the

phase response is highly sensitive to mis-alignment. In our implementation, we use
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a family of Gabor kernels with 48 spatial frequencies (6 scales and 8 rotations).

Figure V.3 gives the real part as well as the imaginary part of the mother wavelet.

Examples of the magnitude of the transformed data are shown in Figure V.4.

V.B.2 Subspace Projection in Transformed Domain

The wavelet transformation serves to find the image structure in the

spatial-frequency domain. However, the transformed features suffer from high di-

mensionality. Also, the discriminant information between classes are not extracted.

Subspace projection is used to reduce the dimension as well as to extract the most

essential information for classification/representation. Different subspace projec-

tion serves to find the most representative information based on different criterion.

To better study the underlying structure of the data, four popular subspaces are

used for data representation, and their performances are compared: PCA sub-

space, FDA subspace and their corresponding non-linear forms, KPCA and KDA.

For the clarity of presentation, in the following sections, the data set is denoted as

{xc,j}j=1,··· ,N , where N =
∑C

c=1 Nc and {xi}i=1,··· ,N =
⋃C

c=1{xc,j}j=1,··· ,Nc . C is the

number of classes and Nc is the number of samples in the c-th class.

PCA for Subspace Projection

PCA is a widely used method in subspace feature extraction. In Chap-

ter IV.C.2, a review of the PCA computation is given. PCA provides a powerful

linear technique for data reduction. When the data’s distribution is Gaussian,

PCA gives an accurate density model. That means, for the given Gaussian data,

PCA identifies the axes of its Gaussian model. However, the linearity and Gaussian

assumptions usually do not hold for real world data. Most interesting data in real

world are non-Gaussian and assume certain non-linearities. Since PCA is a linear

transformation derived from second order statistics, it is clearly beyond PCA’s

capabilities to extract the nonlinear structure or the higher order statistics of the

feature space. This introduces Kernel PCA, which explores the non-linearity of the
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Figure V.4: Examples of the Gabor filter responses. The first row: the 1st scale
angle 3π

4
; the second row: the 2nd scale, angle 0. The third row: the 3rd scale,

angle 7π
4

; the fourth row: the 5th scale, angle 3π
4

. The fifth row: the 6th scale,
angle π

4
.
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feature space. In [54] the authors also use Kernel PCA in modeling the multi-view

faces.

KPCA for Subspace Subtraction [128]

Assuming the data has nonlinear distribution, we can map it onto a new

higher dimensional feature space {Φ(x) ∈ F} by the nonlinear mapping Φ : x 7→
Φ(x). The desire is to get linear data in the new feature space. The nonlinear

PCA representation is obtained by a linear PCA representation in the transformed

feature space F . We then perform the regular PCA in F , which gives:

Σ =
1∑C

c=1 Nc

C∑
c=1

Nc∑
i=1

(Φ(xc,i)−Φ(µ))(Φ(xc,i)−Φ(µ))T; (V.5)

where:

Φ(µ) =
1∑C

c=1 Nc

C∑
c=1

Nc∑
i=1

Φ(xc,i). (V.6)

Substitute Eq. V.6 into Eq. V.5, we can see that only dot product Φ(xi) •Φ(xj)

is involved for calculating the covariance matrix:

Σ =
C∑

c=1

Nc∑
i=1

[Φ(xc,i)−
PC

k=1

PNk
j=1 Φ(xk,j)PC

k=1 Nk
][Φ(xc,i)−

PC
k=1

PNk
j=1 Φ(xk,j)PC

k=1 Nk
]T

∑C
c=1 Nc

; (V.7)

Therefore, we do not need to have an explicit function for the nonlinear transform.

Introduce the kernel trick, which defines the kernel as:

K(xc,i;xk,j) ≡ Φ(xc,i) •Φ(xk,j). (V.8)

And the Gram matrix is defined as:

K =




K(x1,1;x1,1) K(x1,1;x1,2) · · · K(x1,1;xC,NC
)

K(x2,1;x1,1) K(x2,1;x1,2) · · · K(x2,1;xC,NC
)

...

K(xC,NC
;x1,1) K(xC,NC

;x1,2) · · · K(xC,NC
;xC,NC

)




(V.9)

Linear PCA problem in space F then gives:

Σv = λv. (V.10)
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The Hilbert space assumption constrains v’s solution space within the span of

Φ(x1), · · · ,Φ(xN), which means:

v =
∑

i

αiΦ(xi). (V.11)

Let α = [α1, · · · , αN ]. The PCA problem can be reduced to the following one:

K′α = Nλα. (V.12)

K′ is the slightly different version from K by including the non-zero mean of the

features in the nonlinear space. It can be written as [128, 132]:

K′ = (I− eeT)K(I− eeT); (V.13)

where e = 1√
N

[1, 1, · · · , 1]T.

Kernel PCA provides a way to warp the training samples from the input

space to a feature space by the Gram matrix. The implicit mapping reveals cer-

tain manifold structure of the data. Hence, a better generalization ability can be

achieved. In [132], the authors point out that by choosing different kernels, Kernel

PCA can actually learn the manifold well through exploring the local data struc-

ture. The eigen-decomposition of the Gram matrix provides an embedding that

captures the low-dimensional structure of the manifold. In our implementation,

we use the traditional Gaussian kernel.

However, it is not clear if the statistical structure captured by PCA/KPCA

is also good for classification, even in the kernel space. It is because the first prin-

cipals will probably not reveal the most discriminating structure of the underlying

class information. This inspires us to pursue FDA as an alternative, which is the

multiple-class version of fisher discriminant analysis [88].

FDA for Subspace Projection

While PCA seeks a projection subspace that can achieve a more compact

representation of the data, discriminant analysis seeks a projection subspace that
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is efficient for discrimation. The basic idea is to find a projection that can make the

data from one class as compact as possible while separate the data from different

class as much as possible. The same as binary classification problem, for multiple-

class problem, the distance of samples within class is described by the within-class

scatter matrix:

SW =
C∑

c=1

Nc∑
i=1

(xc,i − µc)(xc,i − µc)
T; (V.14)

where

µc =
1

Nc

Nc∑
i=1

xc,i.

The distance of samples between classes is described by the between-class scatter

matrix:

SB =
C∑

c=1

Nc(µc − µ)(µc − µ)T; (V.15)

where

µ =
1∑C

c=1 Nc

C∑
c=1

Nc∑
i=1

xc,i.

.

Projection W is found by fisher’s criterion, which maximize the Raleigh

coefficient:

J (W) =
WTSBW

WTSWW
. (V.16)

This turns out to be an eigen-decomposition problem. The solution can be found

by:

SBwi = λiSWwi. (V.17)

It can also be written as:

S−1
W SBwi = λiwi. (V.18)

Similar as PCA, FDA is a linear transformation and cannot discover the nonlin-

ear structure. We use the extended nonlinear version of discriminant analysis,

KDA [129], to better explore the discriminant information.
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KDA for Subspace Projection

The same as Kernel PCA, KDA processes data in the non-linearly trans-

formed space. A nonlinear function Φ maps the data x from the original space <n

into the feature space F , where the data present to be linearly distributed. The

projection subspace is constrained in the span of the transformed samples by the

Hilbert space assumption. The k-th projection direction is:

wk =
N∑

i=1

α
(k)
i Φ(xi). (V.19)

The sample mean becomes:

µ =
1

N

N∑
i=1

Φ(xi). (V.20)

Then we have:

wT
k µ =

1

N

N∑
j=1

N∑
i=1

α
(k)
j Φ(xj)

TΦ(xi). (V.21)

Similarly the class mean vector µc now becomes:

µc =
1

Nc

Nc∑
i=1

Φ(xc,i). (V.22)

and:

wT
k µc =

1

Nc

N∑
j=1

Nc∑
i=1

α
(k)
j Φ(xj)

TΦ(xc,i). (V.23)

Introduce the kernel trick again, which defines the kernel as the dot product of the

data in the feature space:

K(xi;xj) = Φ(xi) •Φ(xj).

Define the identity vectors 1 ∈ <N as 1 = [1, 1, · · · , 1]T and 1c ∈ <Nc as 1c =

[1, 1, · · · , 1]T. Eq. V.21 and Eq. V.23 can be written as:

wT
k µ = αT

k K1,

and

wT
k µc = αT

k Kc1c,
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where αk = [α
(k)
1 , · · · , α

(k)
N ]T.

The N ×N matrix K is the Gram matrix as defined in Eq. V.9; and the N ×Nc

matrix Kc is defined as below:

Kc =




K(x1;xc,1) K(x1;xc,2) · · · K(x1;xc,Nc)

K(x2;xc,1) K(x2;xc,2) · · · K(x2;xc,Nc)
...

K(xN ;xc,1) K(xN ;xc,2) · · · K(xN ;xc,Nc)




.

After derivation, the between class scatter matrix can be represented by:

WTSBW = WT

C∑
c=1

Nc(µc − µ)(µc − µ)TW = UT(
C∑

c=1

KcIcKT
c

Nc

− KIK
N

)U;

(V.24)

where I = 11T is an N ×N matrix with all 1 entries and Ic = 1c1
T
c is an Nc ×Nc

matrix with all 1 entries. The within class scatter matrix SW can be represented

by:

WTSWW =
C∑

c=1

Nc∑
i=1

(xc,i − µc)(xc,i − µc)
T = UT(

C∑
c=1

KT
c Kc −

C∑
c=1

KcIcKT
c

Nc

)U.

(V.25)

The Raleigh’s coefficient now becomes:

J (U) =
UT(

∑C
c=1

1
Nc

KcIcKT
c − 1

N
KIK)U

UT(
∑C

c=1 KT
c Kc −

∑C
c=1

1
Nc

KcIcKT
c )U

. (V.26)

The new projection is pursued by finding U = [α1, · · · ,αm] that maximizes the

Raleigh’s coefficient. Similar to the linear fisher discriminant analysis, the solution

can be found by the eigen-decomposition:

(
C∑

c=1

KT
c Kc −

C∑
c=1

1

Nc

KcIcKT
c )−1(

C∑
c=1

1

Nc

KcIcKT
c −

1

N
KIK)αi = λiαi. (V.27)

In Figure V.5 and Figure V.6 the property of different subspace projections are

illustrated by 2D toy examples. In Figure V.5, the original 2D data are projected
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Figure V.5: Example of PCA and FDA subspace representation. The leftmost
image: the original 2D data. The middle image: the projected data from PCA
subspace. The rightmost image: the projected data from FDA subspace.

onto the 1D PCA subspace as well as the 1D FDA subspace. PCA subspace is

chosen as the direction along the eigenvector that has the largest eigenvalue. The

projected results are shown in the figure. In the FDA subspace, the projected data

from different classes are well-separated, while in the PCA subspace the projected

data are still mixed together. This illustrates that although PCA is efficient in

compact data representation, it is not as powerful in classification. In Figure V.6,

we compare the separation abilities for these four subspaces on nonlinear data

set. PCA, KPCA, FDA and KDA subspace projections are shown for a binary

2D toy data set. As can be seen, PCA and FDA are not able to produce a more

discriminating representations due to the non-linearity of the data, whereas the

KPCA and KDA transform the data into two well-separated clusters. For both

the above toy example and the real pose data, we use the following Gaussian

function as the kernel:

x̂i =
xi

‖xi‖ , i = 1, 2;

K(x̂1, x̂2) = exp{−‖x̂1 − x̂2‖2

2
}. (V.28)

V.B.3 Classification by Nearest Prototype Matching

We use the nearest prototype matching for the first stage classification.

Each pose is represented by a set of subspaces, where each subspaces is computed

from filter response in one resolution. In each subspace the class mean is used as a
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Figure V.6: Examples of the subspace representation (nonlinear data). The first
row: original data. Left images in row 2-5: the projection (left to right: PCA,
FDA, KPCA, KDA). Right images in row 2-5: the projected low-dimensional data.
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prototype. Every pose is modeled by a number of prototypes. We use the Euclidean

distances to measure the similarity to the prototypes. The pose estimate is given

by the prevailing class label from all resolutions as illustration in Figure V.1. Given

the k-th projection subspace as Uk, for each pose, the prototype in this resolution

is given by:

m(k)
c =

1

Nc

Nc∑
i=1

Ukxc,i; k = 1, 2, · · · , 48, c = 1, · · · , C. (V.29)

Therefore, for a testing sample x, its class label in the k-th resolution is given by:

dk = ‖y(k) −m(k)
c ‖;

q(c) =
48∑

k=1

δ(dk = c);

L = max
c

q(c); (V.30)

where y(k) is the testing sample’s projection in the k-th subspace and δ(dk = c) = 1

if dk = c; otherwise δ(dk = c) = 0.

For non-perfect data, such as data with misalignment, the holistic fea-

tures discussed in the first stage are not sufficient to get a high-accuracy estimate.

Therefore, we only trust the pose estimated from this first stage up to a p×p (p = 3

in our application) neighborhood, which means if a pose is determined to have i-th

pan angle and j-th tilt angle, we have a high confidence that the true pose will be

located in the region that pan angle ∈ [i− 1, i + 1] and tilt angle ∈ [j − 1, j + 1],

as explained by the example in Figure V.7. Instead of giving a final solution, the

first-stage estimation only provides a range of possible solutions. This step intro-

duces certain tolerance to the data noise, such as the noise from mis-alignment.

A second-stage is applied thereafter to solve the sub-problem, where only poses in

the subset of the solution space are tackled.

Although reported good performance has been achieved using Euclidean

distance as the distance measure [133, 134], it is also worth noting that some

other distance measure can also be used to benefit the algorithm. As indicated
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Figure V.7: Example of interpreting the first-stage estimation.

by [133, 135], other distance measures, such as cosine distance measure, are also

used to get a better performance.

V.C Stage 2: Structural Landmark Analysis

The second stage serves to refine the coarse pose estimation. In this

section, we use a revised version of the face bunch graph introduced in [62] for this

purpose. The face graph is a labeled graph which connects the local image feature

together with the image’s geometric configuration. It exploits the local salient

features on a human face, e.g. pupils, nose tip, corners of mouth, and etc. together

with their locations. The motivation behind the use of geometric configuration of

salient points on a face lies in an observation that with different degrees of change

in poses, the relative locations between salient points correspondingly change.

V.C.1 Bunch Graph Construction

Each face image constructs a model graph. The model graph is a labeled

graph with its nodes corresponding to the Gabor jets at the predefined salient

facial features, and its edges labeled by the distance vectors between the nodes. A

Gabor jet is the concatenation of the Gabor wavelet responses at a single image
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Figure V.8: Examples of the model face graph. The leftmost one is for the frontal
view. The middle one is for the pose with 0o tilt angle and −15o pan angle. The
rightmost one is for the pose with tilt angle 0o and pan angle +15o.

point. Only the magnitude of the filter response is used. Some examples of the

model graphs are show in Figure V.8. Occlusion of the salient features in the

current view determines how many nodes are used. More nodes assert more geo-

metric constraints, which is useful for pose discriminating; however, more identity

information could be preserved as well, which is not desired.

Each pose is represented by one set of bunch graphs from the model

graphs of the same pose. The nodes of the face bunch graph are the bundles

of the corresponding nodes in the model graphs. Subjects from different races,

age groups and different genders possess different geometric configurations, hence

the geometric structure is not subject-independent. A single bunch graph does not

have a good generalization ability in terms of the topographic property. Therefore,

a single bunch graph is not sufficient to model all subjects. Although a simple

average of all the available geometric configurations followed by an exhaustive

search and match can still be used to find the identity-related fiducial points, this

would also add ambiguities to the global structure between close poses. For the

purpose of retrieving the pose information while suppressing the subject identity,

we keep the geometric configurations for all training samples under the same pose

and use a semi-rigid search for matching, which means only local adjustment is

allowed to refine the estimated face graph. Therefore, for each pose we actually

have the same number of bunch graphs as the model graphs. Each bunch graph

inherits the edge information from an individual model graph, while the bunch
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graphs for the same pose only differ in the edge labels. This is illustrated in

Figure V.9. This strategy is a trade-off between identity and identity-independent

poses. It enables us to avoid large distortion in geometric structure that causes

ambiguities between neighboring poses. The set of bunch graphs for each pose are

constructed offline, and they are used as the templates for matching.

Figure V.9: Construction of the bunch graphs as the template for a single pose.
Here we use the pose with frontal view, whose pan angle is 0o and tilt angle is
0o. This figure is for illustration only and more nodes are used for actual graph
construction.

V.C.2 Similarity Measurement and Graph Matching

Denote the subset of poses confined by the first stage estimation as Ps.

Given a test image, every pose candidate in Ps gives an estimated face graph by
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searching the sets of nodes that maximize the graph similarity. Graph similarity

is determined both by the similarity of the nodes and the distance in edge labels.

We use the normalized cross correlation as the nodes similarity metric [62]. Let

J(i) = (f1(i), · · · , fF (i)) be the Gabor jet for i-th nodes; where F is the number of

the Gabor filters. Nodes similarity D is given by the normalized cross correlation,

which is:

D(J(i);J(k)) =

∑F
m=1 fm(i)fm(k)√∑F

m=1 f 2
m(i)

∑F
m=1 f 2

m(k)
. (V.31)

The graph similarity S between the estimated face graph G = (Jm, δe) and some

bunch graph B = ({JBi
m }i, δ

B
e ) is defined as:

S(G,B) =
1

M

M∑
m=1

max
i

(D(Jm;JBi
m ))− λ

E

E∑
e=1

(δe − δB
e )2

(δB
e )2

; (V.32)

where λ is the relaxation factor and it determines the relative importance of the

topography term.

For a certain head pose in Ps, its corresponding set of bunch graph tem-

plates can determine a best matched face graph. Since we have multiple bunch

graphs, each of them can generate a possible face graph. The best matched one

needs to be found as the representative face graph for this pose, which is given in

Algorithm 4.

It is worth noting that by constraining the bunch graph to be semi-rigid,

a trade-off is made between the ability to automatically locate facial nodes and the

ability to preserve the geometric constraint that confines the head poses. Jet simi-

larity plays a crucial role in identifying the initial guess of the geometric constraint.

However, although Gabor jets perform well in identifying similar facial features,

it is not sufficient for distinguishing ambiguous features. By using the two-stage

framework, the first stage limits the node search space such that the possibility

of introducing ambiguous matching is lowered. Therefore the proposed two-stage

algorithm not only helps reduce the computational cost, also it is important for

performance gain.
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Algorithm 4 Face graph matching for refining the estimated head pose.
Step 1: Scan the testing image. For every bunch graph template, fix the geometric constraint,

which means λ = ∞. Use the graph similarity to find a set of points that has a best match

with the nodes from the bunch graph. Since for each pose, the bunch graph templates only

differ in the edge information, we are actually searching for the set of matching points under

different geometric constraints. Each bunch graph template gives a set of matching points.

The set of matching points together with their relative locations, which are the same as those

from the rigid geometric constraint from the corresponding bunch graph, determines one face

graph; whose nodes are Gabor Jets of the set of matching points and the edges are the relative

distance between nodes. Therefore, for each bunch graph template, a face graph is obtained.

Their matching score is computed and the face graph that gives the highest matching score is

the final face graph estimate, which is:

t? = arg max
t
S(Gt,Bt), withλ = ∞. (V.33)

Step 2: Relax the geometric constraint now by locally adjust the node positions of the

estimated face graph Gt? . Compare the matching score after each adjustment until a best

match is obtained. The new set of points and their relative locations are recorded.

Step 3: The refined points and their relative positions from the second step determine the

updated face graph; whose nodes are Gabor Jets of the set of updated points and the edges are

the relative distance between the new nodes. Recompute the matching score for this updated

face graph using the graph similarity definition, this gives the similarity of the pose in the test

image to the current pose.

Step 4: Compare the scores from estimated face graphs for different poses in the subset

determined by the first stage, the pose that has the highest similarity gives the final pose

estimate.

V.D Experimental Evaluation and Analysis

We use a data set that contains 28 subjects to evaluate this approach,

where for the same subject the subtle variations in poses and the changes in facial

expressions are also considered. The subjects poses are quantized into 86 classes.

The pan angle spans from −90o to +90o; with 15o intervals from −60o to 60o,

and then the poses with 90o pan angles are also considered. The tilt angle has a

consistent interval of 15o from −45o to 60o. A magnetic sensor is used to provide
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the ground-truth information. The magnetic sensor can be calibrated to have the

same reference frame as the video camera.

The face images are prepared by the following way. We use the output

from Viola and Jones face detectors [44] to crop the face region for head pose esti-

mation. Individual face detectors were trained for different head poses; altogether

9 face detectors were used. However, since the face detector is tuned to a specific

view, for each sample, we need to manually determine which face detector to use

for cropping the face region. 3894 images of size 67 × 55 and their mirror images

are used, so altogether there are 7788 images. Each pose has 80 ∼ 100 samples,

randomly split into two parts at the subject level, one for training and one for test-

ing. . That is to say, for each pose, the training set and the testing set contains

disjoint subjects. Each subject may contribute several samples. The reason is that

although for pose classification problem, the main challenge is the generalization

ability for handling different subjects, the algorithm should also have the ability

to tolerate the variations from the same subject, such as the variations caused by

subtle pose changes and the variations from the facial expressions. In Figure V.10,

examples are shown to illustrate this. Every column gives a pair of images, which

are from the same subject in the same pose class. Both images are used in the

data set due to the sufficient variation in poses or facial expression changes.

V.D.1 Stage 1: “Coarse” Pose Estimation

Output of the first stage is a p × p subset of poses. The accuracy is

evaluated accordingly: if the true pose does not belong to this subset, it is counted

as a false estimate. In our implement p = 3 is used if not specially stated. Greater

p gives better accuracy, however, more computational cost will result for the second

stage refinement. In Figure V.11-Figure V.12, the first stage accuracy from the

different four subspace methods are presented. The total accuracy is summarized

in table Table V.1.

As expected, the kernel based subspaces can provide a higher accuracy;
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(a) Pair 1-1 (b) Pair 2-1 (c) Pair 3-1 (d) Pair 4-1

(e) Pair 1-2 (f) Pair 2-2 (g) Pair 3-2 (h) Pair 4-2

Figure V.10: Examples of variations for the same subject in same pose class. Each
column shows images from the same pose, with subtle variation in poses and facial
expressions.

also the discriminant analysis performs slightly better than the principal compo-

nent analysis. If p = 1, which means only subspace analysis is used alone, the

experimental results show that all four subspace did not give a satisfactory results

comparable with those reported. This is not a surprise, since the subspace analysis

is very sensitive to the data noise, such as background and data alignment. In our

data set, the face position is not well-aligned. Also, hair and shoulder becomes

background noises since the mis-alignment causes it appear in some images while

not in the other, even for the same pose. In such case, the subspace analysis alone

is not capable to obtain as good performance.

To better present the error distribution over different poses, in Figure V.13

we use a grayscale coded error distribution diagram to show the accuracy for each

pose for KDA subspace (evaluated under p = 3). Darker color shows more er-

ror. The color coded error distribution diagram shows that the error rate is bigger

when a person looks down. It is consistent with the intuition, since when a person
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(a) First-stage results for PCA subspace (p = 3).

(b) First-stage results for KPCA subspace with Gaussian kernel(p = 3).

Figure V.11: First-stage classification accuracy for PCA/KPCA subspaces (p = 3)

looks down, the hairline would increase the noise level, also the facial features are

less visible. The use of the two-stage framework is more robust than the sub-

space alone, since the use of geometric configuration can get rid of the ambiguity

from data noise. More experiments validate the advantage of the two-stage frame-

work. We purposely translate the cropping window for the testing face images by

±2;±4;±6;±8;±16 pixels in both directions, which aggravates the misalignment.

Use the same KDA subspace obtained in previous step to test the performance.

The accuracy is evaluated for both p = 1 and p = 3, as show in Figure V.14.

Experimental results indicate that when using p = 3 to evaluate the accuracy,

the accuracy is actually quite stable with the aggravating misalignment. However,
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(a) First-stage results for FDA subspace (p = 3).

(b) First-stage results for KDA subspace with Gaussian kernel(p = 3).

Figure V.12: First-stage classification accuracy for FDA/KDA subspaces (p = 3)

when p = 1, the accuracy keeps stable for small misalignment (< 4 pixels), and

drops fast with increasing misalignment. Since the second-stage is not affected by

the misalignment, a stable output for the first-stage with increasing misalignment

will increase the robustness to misalignment in the overall system. This shows the

advantage of the 2-stage framework.

A kernel determines the induced bias of a learning algorithm on a specific

data set; thus a proper way to select optimal kernel is crucial for such learning

algorithms as KDA. However, kernel selecting is not a trivial work [136, 137, 138].

It needs to fit the prior knowledge without excessive learning, which causes the

overfitting problem. Many researchers have spent a lot of efforts in determining
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Table V.1: First-stage multi-resolution subspace analysis results evaluated under
different p.

p=1 p = 3 p=5

PCA 36.4 86.6 96.9
FDA 40.1 88.0 97.3

KPCA 42.0 90.2 99.2
KDA 50.3 94.0 97.9

Figure V.13: Grayscale coded diagram for the error distribution of the KDA sub-
space for the first-stage, evaluated on p = 3.

the optimal kernel, including the function form as well as the kernel parameters.

Here in this work we will not discuss this problem in detail. Only two types of

most commonly used kernels are compared: linear kernel and polynomial kernel,

with both parameters fixed. For linear kernel, we use:

x̂i =
x̂i

‖x̂i‖ , i = 1, 2;

K(x̂1, x̂2) = 1 + x̂1x̂
T
2 . (V.34)

The overall accuracy is 92.3%, which is only slightly worse then KDA with Gaussian

kernel. Although as reported in [139] a second-order polynomial kernel can achieve
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Figure V.14: The performance w.r.t. the misalignment. Top row: misalignment
in the horizontal direction. Bottom row: misalignment in the vertical direction.
Blue curve with x: evaluated on p = 3. Red curve with o: evaluated on p = 1.

similar performance as the Gaussian kernel, parameter selection for second-order

polynomial is not trivial either. The performance for individual poses is shown in

Figure V.15.

V.D.2 Stage 2: Refinement

We only use the best results, which is from KDA subspace analysis, as

the first-stage output. The pose estimation accuracy after the refinement is sum-

marized in Table Table V.2. For comparison, we compute the refinement from a

second stage multi-resolution FDA analysis, which use the poses from the smaller

subset to compute the corresponding discriminant subspace and the similar strat-

egy as specified in the first stage to refine the estimate. The results are shown

in Tables Table V.3-Table V.6. The comparison shows that by introducing the

second-stage structure landmark matching, the estimation accuracy has a marked

improvement. This also indicates that the holistic statistical analysis may not be
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Figure V.15: First-stage classification accuracy for FDA/KDA subspaces (p = 3)
using linear kernel.

sufficient. The accuracy was evaluated by the ratio of samples that were correctly

classified. Pose with tilt angle 60o get poor performance. It is because of the

severe occlusion of the salient facial features. Discarding these poses, the overall

accuracy can be improved to 84.3%. This is also a limitation of the geometric struc-

ture based analysis. The overall performance are summarized in Table Table V.7.

The comparison shows that by introducing the second-stage structure landmark

matching (FDA subspace), the estimation accuracy has a markable improvement.
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Figure V.16: Relation between the similarity measure and the quantization error.
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Table V.2: The overall accuracy (%) using KDA subspace majority voting for the
first stage estimation and the semi-rigid bunch graph matching as the second stage
refinement. The accuracy is 75.4%.

−90o −60o −45o −30o −15o 0o 15o 30o 45o 60o 90o

60o 16.7 30.8 0 50.0 50.0 20.0 30.8 23.1 25.0
45o 90.5 87.5 65.6 85.4 89.5 88.2 76.7 53.6 58.3 77.8 67.1
30o 60.8 44.7 67.5 73.0 76.3 85.3 71.1 62.2 67.6 83.3 86.6
15o 75.4 71.4 60.5 84.4 94.3 84.0 79.4 82.4 85.7 71.4 87.3
0o 87.5 73.4 77.0 78.8 77.6 86.0 87.9 70.0 75.0 79.6 79.3
−15o 67.0 81.2 85.0 78.9 82.5 80.4 89.1 75.9 74.5 84.1 87.0
−30o 80.9 84.1 92.2 67.7 69.5 64.7 94.2 75.9 87.0 72.1 76.8
−45o 82.9 65.7 77.1 81.6 76.7 65.6 68.8 81.6 71.1 75.0 30.0

Table V.3: The overall accuracy (%) using PCA subspace majority voting for
the first stage estimation and FDA subspace majority voting as the second stage
refinement. The accuracy is 43.1%.

−90o −60o −45o −30o −15o 0o 15o 30o 45o 60o 90o

60o 30.8 25.0 33.3 7.7 53.8 70.0 58.3 50.0 0
45o 76.2 20.8 18.8 19.5 18.4 41.2 37.2 21.4 41.7 36.1 36.8
30o 54.9 31.6 17.5 35.1 34.2 20.6 28.9 37.8 23.5 83.3 68.3
15o 36.8 25.7 31.6 12.5 34.3 36.0 41.2 11.8 31.4 71.4 63.6
0o 71.4 62.5 31.1 40.9 49.3 56.1 51.5 48.3 53.3 60.0 60.7
−15o 37.2 45.8 43.3 43.9 42.1 67.4 50.9 51.9 36.2 54.5 53.2
−30o 34.5 54.5 56.9 49.1 45.8 51.0 9.6 18.5 33.3 27.9 41.1
−45o 3.9 5.7 54.3 68.4 79.1 84.4 45.8 47.4 15.8 10.7 20.0

V.D.3 More Discussion

The above experiments give us a quantized pose classifier. However, in

many occasions, we would like to model the pose as a continuous variable. Now

the question is whether the above framework is still applicable. The easiest way

to verify this is to check whether the similarity measure given by Eq.V.32 and the

quantization error from the pose classification has a linear relation. The quan-

tization error from classification is the difference between the actual pose angle

from the magnetic sensor and its class label. For example, for a sample with pan
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Table V.4: The overall accuracy (%) using FDA subspace majority voting for
the first stage estimation and FDA subspace majority voting as the second stage
refinement. The accuracy is 44.0%.

−90o −60o −45o −30o −15o 0o 15o 30o 45o 60o 90o

60o 30.8 16.7 0 58.3 33.3 60.0 23.1 15.4 25.0
45o 90.5 33.3 15.6 24.4 15.8 41.2 30.2 17.9 44.4 38.9 35.5
30o 52.9 36.8 17.5 32.4 31.6 26.5 31.1 43.2 3.8 69.4 61.0
15o 36.8 34.3 34.2 25.0 34.3 48.0 52.9 14.7 28.6 60.7 65.5
0o 69.6 71.9 29.5 33.3 49.3 63.2 54.5 45.0 53.3 63.3 60.0
−15o 36.2 43.8 41.7 38.6 40.4 69.6 56.4 53.7 36.2 59.1 50.6
−30o 34.5 54.5 56.9 49.1 54.2 52.9 21.2 25.9 29.6 41.1 45.3
−45o 5.3 5.7 51.4 68.4 79.1 84.4 62.5 52.6 23.7 25.0 50.0

Table V.5: The overall accuracy (%) using Kernel PCA subspace majority voting
for the first stage estimation and FDA subspace majority voting as the second
stage refinement. The accuracy is 47.3%.

−90o −60o −45o −30o −15o 0o 15o 30o 45o 60o 90o

60o 16.7 23.1 28.6 66.7 33.3 30.0 61.5 30.8 58.3
45o 71.4 29.2 25.0 26.8 23.7 52.9 39.5 17.9 33.3 38.9 40.8
30o 51.0 50.0 20.5 48.6 36.8 8.8 24.4 45.9 35.3 91.7 70.7
15o 40.4 31.4 23.7 25.0 44.0 28.0 50.0 32.4 51.4 82.1 67.3
0o 74.1 67.2 44.3 33.3 59.7 71.9 53.0 56.7 58.3 51.7 65.2
−15o 43.6 43.8 38.3 49.1 43.9 58.7 56.4 53.7 36.2 61.4 63.6
−30o 39.1 61.4 64.7 52.7 52.5 56.9 11.5 42.6 38.9 44.2 48.2
−45o 11.8 25.7 48.6 63.2 72.1 90.6 56.3 50.0 25.0 14.3 30.0

angle 33.2o, since its closest class label would be 30o, the quantization error would

be 3.2. The above procedure would classify the sample as belonging to the class

with pose angle 30o. If there is such a linear relation, it means that the similarity

measure can be used to infer the actual pose angle. To get a clearer comparison,

we use the samples whose pan angles are exact the same as the class label, or

−60o,−45o,−30o, · · · , 45o, 60o as the training sample set. For the testing samples,

we denote the similarity measure obtained from the second stage as S; and the

quantization error as δθ. In Figure V.16, the experimental results answers the
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Table V.6: The overall accuracy (%) using KDA subspace majority voting for
the first stage estimation and FDA subspace majority voting as the second stage
refinement. The accuracy is 53.4%.

−90o −60o −45o −30o −15o 0o 15o 30o 45o 60o 90o

60o 25.0 30.8 0 58.3 41.7 50.0 46.2 76.9 58.3
45o 81.0 25.0 25.0 36.6 34.2 61.7 30.2 39.3 58.3 41.7 48.7
30o 60.8 44.7 27.5 32.4 44.7 29.4 40.0 56.8 38.2 91.7 69.5
15o 49.1 60.0 34.2 21.9 40.0 36.0 47.1 55.9 65.7 85.7 69.1
0o 83.0 75.0 47.5 31.8 64.2 78.9 65.2 68.3 65.0 55.0 68.1
−15o 57.4 64.6 46.7 40.4 54.4 63.0 69.1 57.4 44.7 65.9 68.8
−30o 51.8 52.3 74.5 56.4 62.7 52.9 25.0 38.9 27.8 39.5 51.8
−45o 25.0 60.0 54.3 57.9 79.1 65.6 60.4 36.8 46.4 25.0 40.0

Table V.7: Comparison of results from different second-stage refinement.

KDA PCA FDA KPCA KDA
+BG +FDA +FDA +FDA +FDA
75.4 43.1 44.0 47.3 53.4

question about how much information we can reveal from the similarity measure

S. Only the correctly classified samples are shown here for samples with tilt label

0 and pan label from −60o to 60o.

It shows that when the quantization error becomes larger, the similarity

measure does getting smaller, which mean it becomes less similar to the model

bunch graph. In the other word, when the similarity measure gets small, we can

make the conclusion that the quantization error is bigger. This indicates that the

similarity measure is appropriate to be used to infer the continuous pose angle.

The text of this, in part, is a reprint of the material as it appears in: J. Wu

and M. M. Trivedi, “An Integrated Two-stage Framework for Robust Head Pose

Estimation”, in the Lecture Notes of Computer Science, IEEE International Work-

shop on Analysis and Modeling of Faces and Gestures (AMFG), China, in Con-

junction with ICCV 2005, 2005, Beijing and Junwen Wu and Mohan M. Trivedi,

“A Two-stage Head Pose Estimation: Framework and Evaluations.” to Appear,
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Pattern Recognition. I was the primary researcher of the cited material and the

co-author listed in these publication directed and supervised of the research which

forms a basis for this chapter.
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VI.A Inter-Pixel Interference Elimination

In this work the similar idea of high-frequency loss compensation for

multi-frame based super-resolution reconstruction is exploited. Resolution en-

hancement is achieved by iteratively estimating and eliminating inter-pixel inter-

ference from neighboring pixels. At a given location, the inter-pixel interference is

from an integral effect of several low-pass filtering processes, each determined by

one of its neighboring pixels. We propose using a Gaussian mixture to model the

probability of the integral inter-pixel interference. The Gaussian mixture is deter-

mined by both the local image constraints and the local variation indicator(LVI).

Local image constraints come from the image derivative priors, which evaluate the

similarity between the current pixel and its neighborhood. Larger image derivative

prior implies more interference. We use differences between the current pixel and

its neighboring pixels as the image derivative priors. The LVI shows the reliability

of the neighboring pixels. It is obtained from both the temporal variation and

the spatial variation. Neighboring pixels with greater LVI are considered less reli-

able, hence provide less information for inferring inter-pixel interference. Also we

show from the frequency domain representation that inter-pixel interference can

actually be related to high-frequency loss. By estimating and compensating the

missing high frequency details iteratively, images with higher resolution are recov-

ered. Experimental evaluation on varying inputs, including faces, synthetic text

subjects, as well as license plates, validates the algorithm. The diagram is shown

in Figure VI.1.

The component Gaussians are confined by the image derivative priors,

which are approximated by the differences between the observed neighboring pix-

els, as well as the Euclidean distance between them. Using the pixel observations

to estimate the image derivative priors introduces observation noise. To address

this, we introduce a concept of local variation indicator (LVI) to describe the confi-

dence level on each neighboring pixel. LVI incorporates variant image degradation
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Figure VI.1: The diagram of the proposed super-resolution reconstruction by in-
terpixel interference elimination algorithm.

factors, such as PSF, motion blur as well as the quantization errors as one integral

distortion. Neighboring pixels with higher LVI are regarded as less reliable for pre-

dicting the interference, since less authentic scene information they may contain.

The procedure can be separated into two steps. In the first step LVI is estimated

locally from successive frames. In the second step a Gaussian mixture probability

model from the image derivative constraints is used to estimate the inter-pixel

interference. The Gaussian mixture model uses LVI as the weight constraints.

The predicted interference, which is actually the high-frequency loss, is subtracted

from the old estimate to refine it. The refined high-resolution estimates are used

to re-estimate the LVI. The procedure is repeated until predicted high-frequency

loss is negligible.
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VI.A.1 Algorithm Framework

Ideally, the images should be acquired through impulse sampling in both

spatial and temporal directions. The obtained t0-th image at location (xi, yi) can

be represented as:

I(xi, yi; t0) = S(x, y; t) ∗ ∗δ(x− xi, y − yi) ∗ δ(t− t0); (VI.1)

where S is the 2-d continuous function describing the scene and δ is the impulse

function. In spatial domain and temporal domain, δ is respectively defined as

follow:

δ(x− xi, y − yi) =





1 if x = xi and y = yi,

0 otherwise.

;

and

δ(t− t0) =





1 if t = t0,

0 otherwise.

.

∗∗ represents for the 2D convolution and ∗ is the 1D convolution. However, nei-

ther spatial nor temporal sampling can be ideal. The non-zero aperture time of

the image acquisition device causes smoothing effect over the temporal direction.

With the dynamics of the scene, the non-zero aperture time will contribute to

spatial blurring. Also, since the size of the optical sensors can not be infinitely

small, the spatial sampling is usually a low-pass procedure instead of the ideal

impulse sampling. In frequency domain, the low-pass filters cause lower response

over high-frequency component, correspondingly in the spatial domain, inter-pixel

interferences occur. Let the low-pass filter at time t0 be hl(x, y; t0), now the image

formation procedure can be represented by:

Io(u, v; t0) = S(x, y; t0) ∗ ∗hl(x− u, y − v; t0); (VI.2)

where (u, v) defines pixels on the low-resolution image coordinate system. Super-

resolution problem is to recover S(xi, yi; t0) from Io(u, v; t = t0 − p, · · · , t0 + p).

We use (xi, yi) to represent the discrete sampling of (x, y) on high-resolution image
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Figure VI.2: Illustration of the original LR image coordinate system and the HR
image coordinate system. The dark dots: the low-resolution image grid; the boxes:
the high-resolution image grid. The bold box: the mapping neighborhood.

coordinate system. We assume each low-resolution image pixel corresponds to a

disjoint high-resolution image neighborhood, as shown in Figure VI.2. The low-

resolution images are interpolated first so that two sets of image coordinates are

aligned. Also, for simplicity, we use “low-resolution images” to refer to the post-

interpolated low-resolution images unless otherwise specified. Therefore, there is

only one image coordinate system involved. Furthermore, low-resolution images

can be written as Io(xi, yi; t0 − p, · · · , t0 + p). The interpolation procedure also

introduces smoothing, however, we can assume the spatial smoothing hl in Eq.VI.2

has already included this. Now Eq. VI.2 can be written as:

Io(xi, yi; t0) = S(x, y; t0) ∗ ∗hl(x− xi, y − yi; t0). (VI.3)

Gaussian Mixture model to Predict the Interference

Another way to view Eq. VI.2 is to consider Io(xi, yi; t0) as a result of

an additive procedure, which can be represented as the superposition of the in-

terference from neighboring pixels on top of its true scene value. If denoted the

neighborhood as Di = {ik : d(xi,xik) <= ζ, xi = (xi, yi), xik = (xik , yik)}, we

have:

Io(xi, yi; t0) = S(xi, yi; t0) +
∑

k

f{i, ik; t0}; ik ∈ Di. (VI.4)

f{i, ik; t0} is interference on pixel (xi, yi) from its neighboring pixel (xik , yik); which

is also constrained by other (xik , yik). For simplification, denote the integral inter-
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ference as:

F (i; t0) =
∑

k

f{i, ik; t0}. (VI.5)

Due to noise from the image acquisition device, the interference is not deterministic.

We use a probability model to characterize the statistical property of the integral

interference. An iterative scheme is used to reduce the estimation error step by

step. At each step, when estimating the interference at location (xi, yi), we assume

its neighboring pixels are accurate. Inter-pixel’s interference F (i; t0) is determined

by the image derivative prior, which is the difference between observations of (xi, yi)

and (xik , yik) ∈ Di. Probability of the integral interference F (i; t0) is modeled by

the following Gaussian mixture:

F (i; t0) ∼
∑

k

ωkN (f ; ∂I(i, ik; t0), σdi,ik); (VI.6)

where ωk is the weight for each Gaussian component, which describes the confidence

level of each neighboring pixel.

∂I(i, ik; t0) = Io(xik , yik ; t0)− Io(xi, yi; t0)

defines the image derivative prior between pixel (xi, yi) and its neighboring pixel

(xik , yik); and di,ik is the Euclidean distance between pixel (xi, yi) and (xik , yik).

The size of neighborhood Di is determined by the support of the low-pass filters,

which also confines parameter σ in this model. N (•; µ, σ) is a Gaussian character-

ized by µ and σ; so we have

N (F ; ∂I(i, ik; t0), σdi,ik) =
1√

2πσdi,ik

exp{− [F − ∂I(xik , yik ; t0)]
2

2σ2d2
i,ik

}. (VI.7)

After obtaining the interference estimate, scene estimate at (xi, yi) can be updated

accordingly. Let the estimated interference be F̂ (i; t0), from Eq.VI.4 and Eq.VI.5,

the scene estimate can be obtained by:

Ŝ(xi, yi; t0) = Io(xi, yi; t0)− F̂ (i; t0); (VI.8)

where Ŝ(xi, yi; t0) is the scene estimate. The procedure is repeated again to refine

the estimate after all frames are processed.
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Find the Weights from Prior Knowledge

The image derivative priors contains observation error of the neighbor-

ing pixels, which indicates that the Gaussian components are not equally reliable.

By determining the temporal variation and spatial variation, we can get the prior

knowledge to determine the reliability for each neighboring pixel, i.e., the impor-

tance of each Gaussian component. We introduce the concept of local variation

indicator (LVI) to incorporate the temporal variation and spatial variation as the

prior knowledge. LVI is used as the confidence level for the component Gaussians.

For pixels with larger LVI, we consider them as less reliable.

I. Temporal Variation

The temporal variation is used to model the temporal noise of the scene.

We assume the noise is i.i.d. Gaussian, and the scene has slow dynamics so that

it keeps consistent over the 2p + 1 frames. Based on these assumptions, we have:

Io(xi, yi; t0 + τ) = S(xi, yi; t0) + n(xi, yi; t0 + τ); τ = −p, · · · , p;

where n is the noise. With 2p + 1 observations Io(xi, yi; t = t0 − p · · · , t0 + p), the

ML estimate for the scene S(xi, yi; t0) is the mean:

ŜML(xi, yi; t0) =
1

2p + 1

p∑
τ=−p

Io(xi, yi; t0 + τ).

The temporal variation is defined as the bias from the current observation to the

ML estimate:

bi(t0) = Io(xi, yi; t0)− ŜML(xi, yi; t0).

II. Spatial Variation

We assume the point spread function (PSF) is unknown and non-uniform

over the image domain, which is more general for real data. The space-varying

PSF, together with more complicated blurring procedure from atmosphere distur-

bance, camera motion, interpolation, noise etc, cause a non-uniform low-resolution
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degradation over the whole image. We use a local model for describing the low-

pass filtering process. If we assume the local low-pass filtering process is sufficiently

slow so that it keeps constant for successive 2p+1 frames, and each pixel from the

low-resolution image corresponds to a neighborhood Q on the high-resolution im-

age, as shown in Figure VI.2. Here the low-resolution images refer to the original

sampled images, or pre-interpolated low-resolution images. This means that the

low-resolution pixels are in the low-resolution image coordinate system. As stated

before, the pre-interpolated low-resolution images are represented as Io(u, v; t0+τ).

Then the filtering procedure gives:

∑
i

S(xi, yi; t0 + τ)ν(xi, yi; t0) = Io(u, v; t0 + τ); i ∈ Q; τ = −p, · · · , p; (VI.9)

ν(xi, yi; t0) are filter coefficients, which evaluate the spatial variations over neigh-

borhood Q during low-resolution image generation. With τ = −p, · · · , p frames,

we can have 2p + 1 constraints. Rewrite it into matrix format, we have:

ST
i (t0 + τ)νi(t0) = Io(u, v; t0); (VI.10)

where S is the matrix whose column vectors are lexicographically ordered pixels

from Q, with each column corresponding to one frame; and Io is the vector formed

by low-resolution pixel (u, v; t0 + τ), τ = −p, · · · , p.

The set of filter parameters evaluates the variations of the high-resolution

estimate across space and time. Eq. VI.10 is highly ill-conditioned due to the fact

that for slowing changing scene, S can hardly be a full rank matrix. A regulariza-

tion term needs to be defined to find a reasonable solution. We define the optimal

filtering parameters as those that satisfy the degradation model for the successive

2p + 1 frames from MSE sense. This leads to an objective function as follows:

J (ν(t0)) =

p∑
τ=−p

∑
i

[K × Io(u, v; t0 − τ)− ν(xi, yi; t0)S(xi, yi; t0 − τ)]2 + λ∇ν(t0),

(VI.11)

s.t. : ‖ν(t0)‖1 = 1. (VI.12)
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K is the number of pixels inside neighborhood Q. The first term of Eq. VI.11 is

from Eq.VI.9, while the second term is a smoothing term, defined as:

∇ν(t0) = ‖∂xν(t0)‖2 + ‖∂yν(t0)‖2 + ‖∂xyν(t0)‖2 + ‖∂yxν(t0)‖2. (VI.13)

If pixels on the high-resolution image coordinate system make the same contribu-

tion to the corresponding low-resolution pixel, filter parameters ν(xi, yi; t0) should

be uniform over Q. On the other hand, if one filter parameter ν(xi, yi; t0)is far

from the average, the corresponding high-resolution estimate has a large difference

from the input low-resolution pixel (which is the direct observation of the scene),

hence the corresponding high-resolution estimate tends to be less reliable. Based

on this observation, the target is to find a set of parameters that describe the

high-resolution estimates’ bias from the average. A simplified solution is provided

for Eq.VI.11: a uniform function is chosen as the initial values for ν(t0), which

is ν(t0) = ν0, and then the parameters are obtained by one-step steepest descent

update as follows:

ν̂(xi, yi; t0) = ν0+µ

p∑
τ=−p

[Io(u, v; t0 − τ)−ν0S(xi, yi; t0−τ)]S(xi, yi; t0−τ). (VI.14)

The solution is normalized to satisfy the constraint in Eq. VI.12, which gives:

ν(xi, yi; t0) =
ν̂(xi, yi; t0)

‖ν̂(t0)‖1

;

ν̂(t0) = [ν̂(xi, yi; t0)]i;

ν(xi, yi; t0) ← ν(xi, yi; t0)− ν0. (VI.15)

The updated ν(xi, yi; t0) evaluates the relative spatial variation. At each iteration,

the relative spatial variation of the high-resolution estimate is re-computed.

Overall Algorithm

Local variation indicator is modeled as a function g(·) of both the tem-

poral variation and the spatial variation:

w(i; t0) = g{−[bi(xi, yi; t0)ν(xi, yi; t0)]
2}.
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In this work, exponential function is used:

w(i; t0) = exp{−[bi(xi, yi; t0)ν(xi, yi; t0)]
2}. (VI.16)

As discussed earlier, LVI evaluates how reliable the neighboring pixel is for esti-

mating the inter-pixel interference. Hence, we use it directly as the weights of the

Gaussian mixture in Eq. VI.6.

We use Maximum a Posteriori (MAP) criteria to estimate F (i; t0), which

gives:

F̂ (i; t0) = arg max
F

(G(F )); (VI.17)

where:

G(F ) =
∑

k

w(ik; t0)N (F ; ∂I(i, ik; t0), σd(i, ik)).

Eq. VI.7, Eq. VI.8, together with Eq. VI.16 and Eq. VI.17 determine the recur-

sive procedure for refining the high-resolution estimate. MAP solution is found

numerically by steepest descent method, as follows:

F j+1(i; t0) = F j(i; t0)− αOG;

OG =
∂

∂F
G(F )|F j =

∑

k

wik√
2πσdik

∂I(i, ik)− F j

σ2d2
ik

exp{− [F j − ∂I(i, ik)]
2

2σ2d2
ik

}.
(VI.18)

We omit the time index t0 in Eq. VI.18 for simplification.

With the prediction of the interference, we can update the scene estimate

Ŝ(xi, yi; t) with Eq. VI.8 and VI.18:

Ŝ(xi, yi; t0) = Io(xi, yi; t0)− F̂ (i; t0). (VI.19)

All images are updated using this procedure, and the updated estimates are used

as the new given low-resolution input, which gives:

I(new)(xi, yi; t0 + τ) ← Ŝ(xi, yi; t0 + τ); τ = −p, · · · , p.

Then the whole process is repeated. The iterative procedure stops when dynamic

range of the predicted interference is small enough. Figure VI.3 gives an example
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of the procedure. Initial estimate of the high-resolution images are bilinear inter-

polations of the (2p + 1) successive frames. After three iterations, the dynamic

range of the error is small enough and the iteration stops.

(a) (b) (c)

(d) (e) (f)

(g) (h) (i) (j)

Figure VI.3: The iterative procedure for HR reconstruction. Figure VI.3(g): initial
HR frame (bilinear interpolated). Left to right: more iterations. Top row: LVIs.
middle row: estimated interferences. bottom row: the reconstructed HR image.

More Discussions in the Frequency Domain

In this section we will look into the algorithm from the frequency domain.

The observation is a smoothed version of the original scene. At pixel (xi, yi), the

observation is given by:

I(xi, yi; t0) = (hl ∗ ∗S)(xi, yi; t0). (VI.20)
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L(xi, yi; t0) is a low-pass filter. Suppose the frequency indexes are ω1 and ω2, in

frequency domain this can be rewritten as:

I(ω1, ω2; t0) = F(I(xi, yi; t0));

S(ω1, ω2; t0) = F(S(xi, yi; t0));

L(ω1, ω2; t0) = F(hl(xi, yi; t0));

I(ω1, ω2; t0) = L(ω1, ω2; t0)S(ω1, ω2; t0); (VI.21)

where F(·) is the Fourier transform. The corresponding high-pass filter is:

H(ω1, ω2; t0) = 1(ω1, ω2; t0)− L(ω1, ω2; t0),

where 1(ω1, ω2; t0) is an all-pass filter. Therefore the error is:

ε(ω1, ω2; t0) = H(ω1, ω2; t0)S(ω1, ω2; t0); (VI.22)

which is actually the suppressed high-frequency component. More details can be

recovered if high-frequency loss can be predicted. Therefore, a higher resolution

image can be reconstructed by compensating high-frequency loss.

Given unknown true scene S(ω1, ω2; t0), an intuitive way to predict the

error is to use the current high-resolution estimates, which is Io(ω1, ω2; t0). It gives:

ε(ω1, ω2; t0) = H(ω1, ω2; t0)Io(ω1, ω2; t0). (VI.23)

Recall that in Eq. VI.6, we use the derivative prior to form a probabil-

ity model for the inter-pixel interference. The derivative prior is actually the

spatial representation of H(ω1, ω2; t0)Io(ω1, ω2; t0). Comparing Eq. VI.22 with

Eq. VI.6, we can see that Eq. VI.6 provides a local probability model for estimating

ε(ω1, ω2; t0), which is high-frequency loss. Therefore, the inter-pixel interference we

estimate above can be related with the missing high-frequency details. Inter-pixel

interference elimination can also be related to high-frequency loss compensation.

In frequency domain, the procedure can be summarized as follows:
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• Predict high-frequency component, or function of the inter-pixel interference,

using estimate of the HR images:

ε̂k(ω; t) = H(ω1, ω2; t0)I(old)(ω1, ω2; t0). (VI.24)

• Refine the HR estimates using the predicted high-frequency component ob-

tained from above:

I(new)(ω1, ω2; t0) = I(old)(ω1, ω2; t0) + ε̂(ω1, ω2; t0). (VI.25)

In whole, the procedure is:

I(new)(ω1, ω2; t0) = [L(ω1, ω2; t0) + L(ω1, ω2; t0)H(ω1, ω2; t0)]S(ω1, ω2; t0). (VI.26)

The second term has a higher band-width, which means that the refined HR images

contain more high-frequency details as desired. Figure VI.4 gives a 1-D illustra-

tion. The refined high-resolution estimate is the output from the filter after high-

frequency component compensation, which is shown in Figure VI.4(d). Comparing

with the initial low-pass filter (Figure VI.4(a)), more high-frequency components

are preserved.

VI.A.2 Experimental Evaluation

In this section, the performance of the proposed inter-pixel interference

elimination based resolution enhancement algorithm is presented. The focus of the

experiments in this work is on the high-resolution reconstruction for human faces.

Human faces are different from other subjects, like text and scenery, due to its

non-planarity and non-rigidity. Besides the global motion, the dominant motion is

the local motion caused by changes in expression, self-shadow, head rotation etc.

Many single frame based face super-resolution algorithms have been proposed to

facilitate face recognition [70, 71, 72, 73, 74]. We apply the proposed algorithm

over substantive face videos collected under different conditions. Performance is
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(a) The initial low-pass filter.
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(b) The high-pass filter.
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(c) The estimation of the high-pass

filter.
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(d) The refined low-pass filter.

Figure VI.4: 1D illustration of the refinement procedure. Top row: left: the initial
low-pass filter; right: the high-pass filter. Bottom row: left: the estimated high-
pass filter; right: the refined low-pass filter.

evaluated and compared with other algorithms. Examples of the experimental eval-

uation are presented and discussed in this section. The experimental results show

substantial improvement. In all the experiments, the input frames are registered

using a perspective projection assumption.

Face Videos with Changes in Expression

We first evaluate the proposed algorithm over face videos with changing

facial expressions. Subtle changes in facial features are not visible in the low-

resolution images, while in the reconstructed high-resolution images the details

become perceivable. We sub-sampled the original images to get the low-resolution

video, which is further blurred by a box blur filter and then used as the input



130

observation.

In Figure VI.5, some results from the super-resolution reconstruction

are shown and compared with the standard widely used interpolation techniques.

Three successive frames are used for the reconstruction. The first column shows

the input low-resolution images. The second column shows zoomed images from

the nearest neighbor interpolation. The third column shows the bilinear interpola-

tion results. The fourth column shows the super-resolution reconstruction results.

From the experimental results, we can see that the proposed algorithm recovers

more facial feature details, which is significantly better than the blurry interpolated

images.

facial1near.bmp

facial1near.bmp facial1blur.bmp facial1sup.bmp

(a)

facial2near.bmp

facial2near.bmp facial2blur.bmp facial2sup.bmp

(b)

facial3near.bmp

facial3near.bmp facial3blur.bmp facial3sup.bmp

(c)

Figure VI.5: Examples of the experimental results. First Column: LR images.
Second column: nearest neighbor interpolation. Third columns: bilinear interpo-
lation. Fourth column: resolution enhanced results from the proposed algorithm.

Figure VI.6 provides another example for the super-resolution reconstruc-
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tion results. The original sequences are from Cohn-Kanade database [1], which

contains face videos with substantive facial expression change. Due to the copy-

right issue, only partial faces are shown here for performance illustration. Similarly,

the original sequence are sub-sampled and box blurred, and then used as the input

low-resolution observation. The left images in Figure VI.6(a) and Figure VI.6(b)

give the bilinear interpolated images for the low-resolution input. The correspond-

ing right images show the results from the proposed super-resolution algorithm.

We can clearly see that the blurry images are improved after the resolution en-

hancement.

(a) Lip area. (b) Cap area.

Figure VI.6: Reconstruction for the lip area and the cap area (sequences from
Cohn-Kanade facial expression database [1]). In both examples, the left images:
results from bilinear interpolation; the right images: high-resolution reconstruction
results.

Videos with Large Head Motion

In Figure VI.7 we compare our results with the super-resolution optical

flow algorithm proposed by Dr. Baker et al. [63]. We use the same video as in [63]

for comparison. The results of super-resolution optical flow are courtesy of Dr.

Baker. For a fair comparison, in both algorithms, 5 frames were used for the

reconstruction in the proposed algorithm. Super-resolution optical flow requires

sufficient textures for accurate flow estimation. Also, the algorithm requires mo-

tion within a certain range so that the flow estimation can be accurate enough.

Therefore, in those areas that the two conditions cannot be satisfied, there will

be undesirable artifacts. For face video, one occasion artifacts may appear is in
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reconstructing the blinking eyes. This can be seen from the third image in the

rightmost column of Figure VI.7, where the proposed inter-pixel interference elim-

ination based algorithm can achieve better performance. Figure VI.7 also gives

some other examples, where similar perceptual performance can be achieved for

both algorithms.

Figure VI.7: Examples from sequence with large head motion. First Column:
original LR images. Second column: super-resolved results. Third columns: high
resolution frames from [2]. The sequence is the courtesy of Dr. Baker.
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Usually there is a higher requirement for the video capturing system when

fast motion presents. Motion blur might occur if the shuffler speed is not high

enough. In this experiment, we study the performance for face videos with motion

blur and want to measure the performance of the high-resolution reconstruction

algorithm. For a clear comparison with the ground-truth high-resolution images,

we use videos acquired in the following way as the input: we first synthetically

introduce motion blur into the original video sequence. And then each frame is

sub-sampled by a factor of 2 in both directions. We use linear motion blur filter:

first the motion direction is estimated and then pixels along the moving direction in

the successive frames are superimposed onto the current video frame at a lowered

intensity to get the blurry effect. Examples of the experimental results are shown

in Figure VI.8. We use a color video from OSU database. In both examples, the

first image is the frame from the original video sequence, and the second image

is the motion blurred image. The second image is sub-sampled by a factor of

2 in both directions to give the observation image we use for super-resolution

reconstruction, which is shown in the third column. The fourth image gives the

reconstructed results. Successive 5 frames are used. Both results show that the

resolution-enhanced images give perceptually favorable results.

Videos from Omni-directional Video Camera (ODVC)

Omni-directional video cameras (ODVC) are widely used for their 360-

degree field of view [10, 140, 11]. Pseudo-perspective video can be generated by

using the ODVC geometry [140, 11] so that existing algorithms for rectilinear cam-

eras can be applied. However, the transformed images are typically low resolution

and suffer from non-uniform distortion across the images [141]. VI.A.2 gives an

example of the omni-directional image. Although stereo pair can be used to allevi-

ate the problem [142], the expenses are increased and applications are limited by

the deployment of the omni-directional cameras. This motivates our research on

enhancement for images from omni-directional camera video stream.
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(a) (b) (c) (d)

(e) (f) (g) (h)

Figure VI.8: HR reconstruction for motion-blurred color face video. The first
column: the original frames. The second column: corresponding motion blurred
frames. The third column: sub-sampled blurry images (input). The fourth column:
results.

Figure VI.9: Example image from the ODVC.

We study the performance for face video from omni-directional video

camera, which is from our NOVA system [10, 140]. The ODVC images are pro-

jected onto a pseudo-perspective plane. Face areas are segmented by skintone
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and the tracking procedure gives a stable output for faces. Output from ODVC

is low-resolution and non-uniformly distorted, as shown in Figure VI.10(a) and

Figure VI.10(b). We first us an error suppression algorithm (see Appendix) to

remove the salt-and-pepper noise and the boundaries from non-uniform distortion.

No over-smoothing effect appears from the proposed error suppression algorithm.

Results from this step are used as the low-resolution observation. Figure VI.10(b)

and Figure VI.10(e) show results from the proposed algorithm. As a widely used

filter, median filter is usually used for salt-and-pepper noise removal. However,

the results are always over-smoothed. For comparison, the results from the me-

dian filter is shown in Figure VI.10(c) and Figure VI.10(f). For each reconstructed

HR image, three successive images are used. Experimental results show that the

resolution enhanced algorithm provide perceptually favorable results.

(a) (b) (c)

(d) (e) (f)

Figure VI.10: Examples of the two-level resolution enhancement. First column:
original images. Second column: integrated results. Third column: results from
5× 5 median filter noise elimination.
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Quantitative Comparison

We compare the performance of the proposed inter-pixel interference elim-

ination algorithm with algorithms proposed in [3] and [4]. To be able to compare

with the ground-truth data, we synthesize the low-resolution observation: the video

frames are down-sampled by a factor of 2 in each direction and the sub-sampled

frames are used as the input. The original high resolution face videos are from the

database in [1]. Videos in the database contain substantive facial expressions from

various subjects. We use the original video sequences to provide the ground-truth

for quantitatively performance evaluation. Examples of the results are shown in

Figure VI.11 for perceptual evaluation. Due to copyright, only part of the images

are shown. Perceptually, more details are resolved by our algorithm and Borman’s

algorithm than variants of IBP algorithms. However, Borman’s algorithm produces

blobby images that are perceptually unappealing. The examples in [65] also ex-

hibit the same problems with the Huber a-priori, possibly due to such prior leading

to excessive constraints on the high-frequency components. Also, both Borman’s

algorithm and Zomet’s algorithms may cause aliasing due to the assumption on the

PSF function, which can be observed from the ability to catch the lip changes. The

PSNR is computed for each algorithm on a frame-by-frame basis. Figure VI.12

shows the PSNR curve for the first video sequence in the database. The experi-

ment indicates that the IBP algorithms, including Zomet’s robust Super-resolution

algorithm, have lower performance. But as indicated in [76], Zomet’s algorithm

requires that the input low-resolution frames have enough difference to make the

median estimate accurate enough. This requirement needs to be satisfied either

by using more frames or with more diversity samples. For face videos, one major

variation if the change of the facial expressions, which is not in favor of Zomet’s

algorithm.

The mean PSNR over all frames is computed and displayed as well. Ta-

ble Table VI.1 gives the mean PSNR over all frames. It indicates that the proposed

inter-pixel interference estimation and elimination based algorithm exhibits the
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Figure VI.11: First row: the original HR images; second row: from the proposed
inter-pixel interference elimination based algorithm; third row: from Borman’s al-
gorithm; fourth sixth rows: from different variant of the back-projection algorithm.

least distortion. To get a better understanding of the reconstruction accuracy, we

compute the mean MSE over all frames with respect to the frequency. The results

in Figure VI.13 show that the proposed inter-pixel interference algorithm has less

low-frequency distortion, however, in the high-frequency range, the distortion is

greater. Overall, these comparative results show the effectiveness of our algorithm.

Also, our algorithm has a lower computational cost than the alternatives.
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Original 

Figure VI.12: Comparison of the PSNR of different algorithms. Blue line: the
proposed algorithm; Red line: Borman’s algorithm [3]; others: variants of IBP
algorithms [4] (Median with bias detection: black. Median; green. Mean: magenta.

)

Table VI.1: The mean of each frame’s PSNR for different algorithms.
Interpixel Borman Zomet et.al. Zomet et.al. Zomet et.al.

Algorithm Interference et.al. [4], IBP [4], IBP [4], IBP
Elimination [3] (mean) (median) (mean+bias)

Mean PSNR 61.80dB 61.72dB 58.78dB 58.84dB 59.73dB

Other Example

Although the motivation of the proposed algorithm is for face video res-

olution enhancement, the algorithm is not limited to human faces. We apply the

proposed algorithm over text subjects to evaluate the performance. First we ap-

ply the algorithm over synthetic example. We add random noise to the example

and then Gaussian blur the images. Five images are used for the reconstruction.

The result is shown in Figure VI.14. Figure VI.14(a) shows initial clean image.

Figure VI.14(b) shows the low-resolution input after adding random noise and

Gaussian blur. Figure VI.14(c) shows the interpolated observation, which is the
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Figure VI.13: Mean log-distortion at different frequencies. Blue line: the proposed
algorithm; Red line: Borman’s algorithm [3]; others: variants of IBP algorithms [4]
(Median with bias detection: black. Median; green. Mean: magenta.)

initial high-resolution estimate. Figure VI.14(d) shows the result after 3 iterations

and Figure VI.14(e) shows the result after 6 iterations.

We also compare the performance of the proposed inter-pixel interference

elimination based algorithm with Borman’s algorithm over real-world text exam-

ples. The image sequence is obtained by a webcam. Similarly, the input images are

sub-sampled by a factor of 4 in each direction, and then box blurring is applied to

get more deteriorate low-resolution images. One example is shown in Figure VI.15.

In Figure VI.15(b), the observed low-resolution image is shown. In Figure VI.15(c),

the interpolated image is shown, which is the initial high-resolution estimate. In

Figure VI.15(d), the reconstructed result from the proposed algorithm is shown.

In Figure VI.15(e) and Figure VI.15(f), the reconstructed results from Borman’s

algorithm and Zomet’s algorithm are shown respectively. Experimental evaluation

shows that the proposed algorithm performs good over text objects too.

The proposed algorithm is also evaluated over license plate data. The
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(a)

(b) (c)

(d) (e)

Figure VI.14: The 1st image: original image. The 2nd image: the LR input. The
3rd image: initial high-resolution estimate (interpolation). The 4th one: recon-
struction after 3 iterations. The last image: reconstruction after 6 iterations.

license plate data is collected from a video stream. Two examples with different

magnification factors are presented in Figure VI.16. Neighboring 3 frames are used

for the reconstruction and 4 iterations are used. The super-reconstructed results

provides more high-frequency details, which also indicate the potential applica-

tions. However, as a reconstruction-based algorithm, the algorithm has a limit on

the magnification factor. It can be noticed that the unreadable characters, such as

the state, are still not being able to be reconstructed. In [2, 143], more discussions

have been made on the limit of the reconstruction based algorithm. One possible

solution is to combine with the recognition based approaches [73]; where more de-

tails can be recovered while the aliasing can also be suppressed. In the next section

we proposed an approach that learns the relevance model between the projected

subspace coefficients from the low-resolution images and their counterpart from
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(a) (b)

(c) (d)

(e) (f)

Figure VI.15: Figure VI.15(a)-Figure VI.15(f): the original frame, the LR ob-
servation, the initial HR estimate (interpolation); reconstruction from proposed
algorithm; reconstruction from Borman’s algorithm; reconstruction from Zomet’s
algorithm.
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(a) (b)

(c) (d)

Figure VI.16: Example for license plate. 3 successive images are used for the
reconstruction. Figure VI.16(a) and Figure VI.16(b) are the original license plate
data; Figure VI.16(c) and Figure VI.16(d) are the corresponding super-resolved
results.

the high-resolution images, where this relevance model is used to reconstruct the

high-resolution image from the test image’s low-resolution subspace coefficients.

VI.B A Relevance Model in TensorPCA Subspace

TensorPCA as a compact and efficient feature subspace has attracted

many research interests. In this work, we propose to use tensorPCA subspace

as the face representation, which is a specific case of the Concurrent Subspace

Analysis described in [85]. The review of tensorPCA is given in Section IV.C.2.

The relevance model between the projected tensors from the low-resolution images

and their counterpart from the high-resolution images is studied. A regression

model is proposed for this purpose based on a Maximum-likelihood estimation

framework. This is still based on a global face representation, which makes the

algorithm capable for partially occluded images.
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VI.B.1 Algorithm Framework: Regression in Subspace

Given a training image set {X h,X l}, where:

X h = {Xh
i }i=1,··· ,n and X l = {Xl

i}i=1,··· ,n.

Xh
i ∈ RM1⊗M2 is a high-resolution face image and Xl

i ∈ RN1⊗N2 is its correspond-

ing low-resolution image. The tensor subspace for X h and X l can be obtained

individually, where the details for the tensorPCA subspace computation are given

in Section IV.C.2. Ǔh and Ǔl are the left projection matrices, while V̌h and V̌l are

the right projection matrices for X h and X l respectively. We have Ǔh ∈ RM1⊗P1 ,

V̌h ∈ RM2⊗P2 , Ǔl ∈ RN1⊗Q1 and V̌l ∈ RN2⊗Q2 ; where P1, P2, Q1, Q2 are the rank

for each projection matrix controlled by a parameter α. The tensorPCA gives:

Yh
i = ǓhTXh

i V̌
h;

Yl
i = ǓlTXl

iV̌
l. (VI.27)

Therefore, two sets of tensorPCA subspace projection are obtained, which are

Yh
i ∈ RP1⊗P2 = [yh

s,t]i and Yl
i ∈ RQ1⊗Q2 = [yl

s,t]i respectively. Here we use [ys,t] to

represent a matrix with ys,t as its (s, t)-th entry.

We model the co-occurrent model between the high-resolution image and

its low-resolution counterpart in the tensorPCA subspace projection domain. The

model is denoted as: Yh
i = f(Yl

i). When a generative model is used, f is actually

a probability. Instead of a general probability model, we consider the conditional

probability: P(Yh
i |Yl

i). Then the reconstruction problem becomes a Maximum-

Likelihood (ML) estimation problem. When a new testing image Xl is provided,

the high-resolution tensorPCA subspace projection is given by:

Ỹh = arg max
Y

P(Y|Yl). (VI.28)

The high-resolution image can be reconstructed by back-projection from the ten-

sorPCA subspace into the image tensor space using:

X̃h = (ǓhT)+Ỹh(V̌h)+; (VI.29)

where (•)+ is the pseudo-inverse.
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Linear Component

TensorPCA subspace projection is actually formed by the coefficients of

decomposing the original tensor onto the set of tensor basis. Since the set of

basis are formed from two disjoint sets of ortho-normal vectors Ǔ and V̌, it is

reasonable to assume that the correlation between the decomposition coefficients

can be suppressed. Thus each individual coefficient can be estimated separately.

We have:

ŷh
s,t = arg max

ys,t

P(ys,t|Yl).

This probability can be further simplified from the assumption of low-correlation

between the coefficients in Yl:

P(ys,t|Yl) = P(ys,t|yl
1,1, · · · , yl

Q1,Q2
)

≈ P(ys,t|yl
1,1) · · ·P(ys,t|yl

Q1,Q2
). (VI.30)

Rewrite the tensor Y = [ys,t] and Yl = [yl
s,t] into vector form by rastering order,

Eq. VI.30 now becomes:

P(ys|Yl) ≈
Q1Q2∏
p=1

P(ys|yl
p).

We use the following Gaussian to model the probability P(ys|yl
p):

P(ys|yl
p) = cs exp{−(ys − ws,py

l
p)

2

2
}; (VI.31)

where cs is a normalization factor. This Gaussian model evaluates the weighted

distance between the projection coefficients. Then we have

P(ys|Yl) ≈ c exp{−
Q1Q2∑
p=1

(ys − ws,py
l
p)

2

2
}. (VI.32)

The ML estimate gives:

ŷh
s = arg max

ys

log P(ys|Yl), (VI.33)
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From Eq. VI.32 and Eq. VI.33, we can get:

ŷh
s =

Q1Q2∑
p=1

w′
s,py

l
p; (VI.34)

where

w′
s,p =

ws,p

Q1Q2

.

This is actually a linear regression model.

Each training image provides one equation to find w′
s,p(s = 1, · · · , P1P2, p =

1, · · · , Q1Q2). Let 1). the column vector formed by the s-th projection coefficients

for the high-resolution images be yh
s ; 2). the column vector formed by the p-th

projection coefficients for the corresponding low-resolution set be yl
p; then n images

can give:

yh
s = [yl

1, · · · ,yl
Q1Q2

]ws;

where ws = [w′
s,1, · · · , w′

s,Q1Q2
]T. Then ws can be given by an Least-Square (LS)

estimate:

ws = Yl+yh
s ; (VI.35)

Yl = [yl
1, · · · ,yl

Q1Q2
].

The dimension of the projection matrices is a trade-off between the com-

putational cost and the information preserved. Greater P1, P2, Q1 and Q2 preserve

more training data information at the cost of more computations.

Nonlinear Component

After the approximation step using the independent assumption, the ML

estimator is simply a linear model. Higher-order statistics are not used. To refine

the approximation, we compensate the the nonlinear components back as yh’s

residue estimation. Inspired from the linear regression model, we use Gaussians to

model it. Therefore, yh
s ’s estimation can be rewritten as:

yh
s = ŷh

s + eh
s , j = 1, · · · , P1P2;
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eh
s =

Q1Q2∑
p=1

ωs,pg(yl
p); (VI.36)

where

g(yl
p) = exp{−(yl

p − µp)
2

2
};

and µp is the sample mean of the p-th projection coefficients for all low-resolution

training images. This is an RBF-type regression model. However, the center of the

each node is fixed so as to reduce the number of the unknown parameters. Sample

mean is a reasonable assumption of the center.

The vector set {ωs,p} model the high-order statistical relationships be-

tween the the low-resolution input and the high-resolution estimate. Similarly, n

training images give:

eh
s = [gl

1, · · · ,gl
Q1Q2

]ωs;

where gl
p is the column vector formed by the function g(yl

p) from all the low-

resolution training samples and ωs = [ωs,1, · · · , ωs,Q1Q2 ]
T. Then LS estimation

gives:

ωs = Gl+eh
s ; (VI.37)

Gl = [gl
1, · · · ,gl

Q1Q2
].

Altogether, the estimate of the s-th high-resolution projection coefficient is:

ỹh
s =

Q1Q2∑
p=1

w′
s,py

l
p +

Q1Q2∑
p=1

ωs,pg(yl
p). (VI.38)

And the high-resolution image can be reconstructed using Eq. VI.29, while Ỹh is

a tensor with entry ỹh
s .

VI.B.2 Experimental Evaluation

In this section, the performance of the proposed regression in tensorPCA

based face super-resolution algorithm is evaluated. We first evaluate the perfor-

mance of the super-resolution reconstruction both qualitively and quantitatively

using face images from FERET database [91]. In the second section, we compare
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the performance using the same regression model with the traditional PCA pro-

jection. In the third section, the performance for super-resolution reconstruction

using partially occluded input is given.

Evaluation on Images from FERET Database

Face images from the FERET database are cropped and normalized. Each

image is resized to 160 × 160. These cropped and normalized images are divided

into two parts, the training sample set and the testing sample set. For both sets,

the images are down-sampled by a factor of 4 in both directions; which are the

low-resolution input.

For the training set, we first compute the tensorPCA subspace projections

for both the high-resolution images and the low-resolution images. The proposed

regression model is learned. In Figure VI.17, some example results from the testing

set are shown. We use different α to control the information preserved. Larger α

can preserve more information at the expense of more computational cost. We use

PSNR to evaluate the performance of the reconstruction. PSNR under different α

are computed for comparison, which is shown in Figure VI.19.

Comparison with Traditional PCA

In this section, we compare the performance of using the same regression

model for the tensorPCA as well as the traditional PCA. Same protocol is used for

comparison with the same α. The reconstruction in the traditional PCA requires

high-dimension matrix operation; hence the computational cost and the memory

demand is much larger than that of the tensorPCA. Figure VI.21 shows the per-

formance comparison. When α = 0.999, the regression model in the tensorPCA

gives reconstruction with low aliasing while the results from the traditional PCA

are still noisy. In Figure VI.19, the mean PSNR for the traditional PCA using the
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Figure VI.17: Top (left to right): original image, LR input and bilinear interpola-
tion; middle: reconstruction results(α = 0.99). From left to right: linear + RBF;
linear only; and RBF only. Bottom: reconstruction results (α = 0.96, 0.97, 0.98).

proposed regression model is also shown. The PSNR is defined as:

PSNR =
(Io − Is)

2

(Io + 1)2
; (VI.39)

where Io is the original pixel value and Is is the corresponding super-resolved image

pixel value.

Performance for Partially Occluded Face Images

The regression model in the tensorPCA subspace also provides an ability

to deal with the partially occluded face image. Since the tensorPCA subspace

analysis is still a holistic analysis method, we use a block as well as a mosaic effect

for the partially occluded image patch. The mosaic effect is obtained by a severely

down-sampling of the occluded area. The occluded image is down-sampled and

used as the low-resolution input. Example of the reconstructed result is shown in
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Figure VI.18: TensorPCA vs Traditional PCA. 1st row: original face images; 2nd
row: reconstruction with tensorPCA (α = 0.99); 3rd row and 4th row: reconstruc-
tion with traditional PCA (α = 0.999, 0.99).

Figure VI.20. The top row shows result from a block occlusion, while the bottom

one shows result from a mosaic occlusion. Good reconstruction can be obtained.

However, the occlusion also cause a uniform deteriorate over the whole image;

which is reasonable because of the global property of the subspace analysis.

Appendix: Noise Removal for OVDC Output

Due to the non-uniform sampling characteristic of the omni-directional

video camera, the generated face video suffers from blocky effect, as well as salt-

and-pepper type noises. We use a two-level scheme to enhance the resolution. The
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Figure VI.19: Mean PSNR for the testing samples under different α.

first level is a preprocessing step, which is used to suppress the false high-frequency

component from the salt-and-pepper noise as well as the blocky effect. Although

some traditional filters, for example, median filter, can reduce such noise, the

useful high frequency information can also be filtered out; therefore the generated

images are over-smoothed. We propose to use a statistical approach instead. The

blocky effect of the perspective-projected images introduces the inconsistency of

the local statistics, which can be rectified by the the statistics from clean face

images. The inconsistent boundary has low probability, which will be removed

during the iteration procedure.

We assume that the transformed pseudo-perspective images IP (x, y) bear

the same local statistical property as the clean face images Iref (x, y). The incon-

sistent boundary can be suppressed by correcting IP (x, y) using statistics from

Iref (x, y). We use pixels’ posterior conditioned on their neighborhoods as the local

statistics descriptor. The procedure is done iteratively per-pixel basis.
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Figure VI.20: Top row: left eye occluded. Bottom row: mouth occluded. Left
column: Original images; Middle column: bilinear interpolated partially occluded
LR input using the mosaic effect; Right column: reconstructed with α = 0.99.

Given (xi, yi) as the current pixel to be processed,

X = {(xi1 , yi1), · · · , (xiK , yiK )}

is the set of its neighborhood. When processing (xi, yi), we assume the pixels at

X have the correct intensities. The posterior of IP (xi, yi) conditioned on X can be

written as :

Pr(IP (xi, yi) = g|X) =
Pr(X|IP (xi, yi) = g)Pr(IP (xi, yi) = g)

Pr(X)
. (VI.40)

We estimate the probability of IP (xi, yi) according to the probability learned from

the reference face images Iref so that the posterior estimated from IP can be

as similar as that from Iref . We sample the high-resolution clean face images

randomly to get the training set for probability learning. Each sample is formed

by a neighborhood containing K samples. K-means clustering is used first to

group the samples into similar patterns. For each pattern, a Gaussian mixture

is used to model the conditional probabilities: Pr(Xref |Iref (xi, yi) = g), where:

Xref = [Iref (xi1 , yi1), · · · , Iref (xiK , yiK )].

We use a semi-exhaustive strategy to save the computational cost. For

each pattern, we use a Gaussian mixture model for samples with the central pixel’s
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intensity Iref (xi, yi) = g in a given range: g ∈ Bm = [am, bm). Accordingly,

Pr(Iref (xi, yi) = g) becomes Pr(Bm). Here we use am = 16(m − 1); bm = 16m −
1; m = 1, · · · , 16. The probability is:

Pr(Xref |Iref (xi, yi) = g ∈ Bm) ∝
Cm∑

im=1

βimGNN(Kim ,αim , µim ,Σim); (VI.41)

where GNN(Kim ,αim , µim ,Σim) is a Gaussian mixture with Kim Gaussians. αim ,

µim , Σim are the Gaussian mixture parameters. Cm is the number of clusters

from K-means clustering. βim is the weight for the i-th cluster. Expectation-

maximization (EM) algorithm is applied afterwards to estimate the parameters.

The order of the model, which is represented by Kim , is determined by checking

the singularity of the covariance matrices. If the model is over-fitting, the covari-

ance matrices of some Gaussian will become singular. For the Gaussian whose

covariance matrix is close to singular, it is merged to the Gaussian with the closest

mean. Kim is decreased by 1 accordingly. The procedure is repeated until there is

no ill-conditioned Σm,k and EM converges. Equation (VI.40) can be written as:

Pr(Iref (xi, yi) ∈ Bm|Xref ) = Pr(Xref |Iref (xi, yi) ∈ Bm)Pr(Bm). (VI.42)

The most probable bin will be given by MAP estimate:

m̂ = arg max
m

Pr(Iref (xi, yi) ∈ Bm|Xref ). (VI.43)

The most probable intensity value in the bin Bm̂ can be estimated afterwards. We

use Pazen window method to model the distribution of the pixel intensity in a

given bin:

Pr(g|g ∈ Bm̂) =
15∑
i=0

fm̂,iW(g). (VI.44)

W(g) is the window function. fm̂,i is the normalized frequency:

fm̂,i =
#(g = am + i)

#(g ∈ Bm̂)
;

where # represents the frequency of an event. W(x) is a Gaussian window function

N (g; am + i, 1). The most probable intensity is: arg maxg Pr(g|g ∈ Bm̂).



153

With the most probable intensity, the image IP (x, y) can be corrected.

Given the intensity of the current pixel IP (xi, yi): IP (xi, yi) = g ∈ Bm0 . If the

pixel value has a large deviation from its estimated most probable intensity, the

pixel is most likely on the boundaries between blocks. Therefore, we correct its

intensity as follows:

ĝ =





g + 2∆, if m̂ > m0,

g − 2∆, if m̂ < m0,

g + ∆, if m̂ = m0 & arg maxg J (g|m̂) > g,

g −∆, if m̂ = m0 & arg maxg J (g|m̂) < g,

g, otherwise.

(VI.45)

∆ is the updating step. In our implementation, ∆ is taken as 1. The whole image

is scanned and updated pixel-by-pixel in a raster-scan order. The procedure is

repeated for a given times.

The false high-frequency component from the blocky effect is suppressed

effectively. The proposed algorithm is tested on gray-scale human face videos

obtained from our NOVA system. Figure VI.21 gives some examples of the ex-

perimental results. In the second step, the above high-frequency component com-

pensation algorithm is applied on the false high-frequency component suppression

results to enhance the resolution.

The text of this chapter, in part, is a reprint of the material as it appears

in: Junwen Wu, Mohan M. Trivedi and Bhaskar Rao, “High Frequency Component

Compensation based Super-Resolution Algorithm for Face Video Enhancement.” in

Proceedings of the IEEE International Conference on Pattern Recognition (ICPR),

pp598-601, Aug. 2004, and Junwen Wu and Mohan M. Trivedi, “Enhancement

for Face Video from Omni-directional Video Camera”, in Proceedings of the 38th

Asilomar Conference on Signals, Systems and Computers, Asilomar, CA, Novem-

ber, 2004, and Junwen Wu and Mohan M. Trivedi. “Resolution Enhancement

by Inter-Pixel Interference Elimination”, In Press, Journal of Electronic Imaging,
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Figure VI.21: The 1st column : original unwarpped face; the 2nd column : results
after the false high-frequency component suppression; the 3rd column : difference
between the original image and processed result.

16(1), 2007, and Junwen Wu and Mohan M. Trivedi, “A Regression Model in Ten-

sorPCA Subspace for Face Image Super-Resolution Reconstruction”, in Proceed-

ings of the IEEE International Conference of Pattern Recognition (ICPR), August,

2006. I was the primary researcher of the cited material and the co-author listed

in these publication directed and supervised of the research which forms a basis

for this chapter.
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“Smart environment” has attracted lots of research interest from the com-

puter vision community. Among these research efforts, head gesture recognition

and activity analysis is one of the most important research topics. The recognition

of head gesture and behaviors usually requires the knowledge of the individual

visual cues, which appear to have a multi-level structure. The study includes the

finer detail analysis like facial feature detection and tracking, blink pattern recog-

nition and eye gaze analysis, as well as the coarser level head pose estimation.

Depending on the application context, the most appropriate visual module should

be used. For example, in a coarser level, only the head orientation is obtainable;

while in a finer level, eye dynamics can be observed for providing additional useful

information. Correspondingly, this motivates the study of the better models for

accurate and robust visual cue extraction, as well as the necessity of defining the

most appropriate visual modules and interpreting the obtained visual information

for head gesture and behavior analysis. In this work, we devoted to solving the first

task: robust visual cue extraction algorithms. We studied the problems of facial

feature detection, tracking, blink pattern recognition and head pose estimation.

The facial feature detection and localization problem can be solved by

a general object representation and detection algorithm, whose performance is

evaluated by the problem of eye detection and localization. A binary tree is used

to model the statistical structure of the object’s feature space, so as to obtain

a more accurate probability model. After the eyes are automatically located, a

particle filter based approach is used to simultaneously track eyes and detect blinks.

We used two interactive particle filters for this purpose, each particle filter serves

to track the eye localization by exploiting AR models for describing the state

transition and a classification based model in tensor subspace for measuring the

observation. The performance is evaluated from both the blink detection rate and

the tracking accuracy perspectives. Data collected under varying scenarios are

used to evaluate the blink detection accuracy, and experimental set-up for acquiring

benchmark data to evaluate the accuracy is presented and the experimental results
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are shown, which show that the proposed algorithm is able to accurately track

eye locations, detect both voluntary long blinks and involuntary short blinks and

accurately recover blink durations.

Head pose as a most informative visual cue for subjects’ attentiveness

analysis has attracted enormous attention. In this work we discussed a two-stage

approach for estimating face pose from a single static image. The rationale for this

approach is the observation that visual cues characterizing facial pose has unique

multi-resolution spatial frequency and structural signatures. For effective extrac-

tion of such signatures, we use statistical subspaces analysis in Gabor wavelet do-

main. For systematic analysis of the finer structural details associated with facial

features, we employ semi-rigid bunch graphs. It solves the internal problem of the

statistical analysis approach that requires a well-aligned and properly-sized data

set, as well as introducing the methodology of decomposing a large classification

problem into smaller sub-problem for better performance. Extensive series of ex-

periments were conducted to evaluate the pose estimation approach. Experimental

results show that this framework also has the potential to infer the continuous pose

angles.

Physical constraints, such as the bandwidth limit, impose additional dif-

ficulties to the problem of analyzing head and face visual activities. By working on

revealing more facial details from the low-resolution images, resolution enhance-

ment algorithms have potential applications for “smart environment” applications,

such as facial expression recognition and face recognition [14, 70, 71, 72, 73, 74].

The work summarizes our research accomplishment for a general multi-

level visual cues extraction scheme. However, in order to realize a real head gesture

recognition system, such visual cues need to be interpreted in a proper way. The

following problems still need to be solved:

1. Find the most appropriate visual cues for the current application context;

2. Define the semantics between these visual cues and the temporal evolution

rules of these visual cues;
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3. Interpret the visual cues according to the predefined semantics and the tem-

poral evolution rules.

Further studies should be conducted with such requirements as a guideline.
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