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ABSTRACT OF THE DISSERTATION

Essays in Economics of Education and Public Economics

by

Sieuwerd Jelle Gaastra

Doctor of Philosophy in Economics

University of California, San Diego, 2017

Professor Roger Gordon, Chair

This dissertation explores three topics in the economics of education

and public economics. In chapter 1, I use a fuzzy regression discontinuity

design to estimate how attending an after-school program in San Diego impacts

short-run student academic and behavioral outcomes. I find that the after-

school program has no impact on academic outcomes in math and English

Language Arts for students in K-8. On the other hand, I find suggestive

evidence that student behavior is affected, but the direction of the effect varies

across years. In chapter 2, I evaluate the potential for changes in expected

lifetime income by major that result from changes in the individual income

tax law to affect college major choices, using one of the largest federal income

tax reforms in recent U.S. history, the 1986 Tax Reform Act (TRA86), as

xii



a case study. Due to the limited differential impact on expected earnings

across majors, I find that TRA86 is likely to have had a small impact on the

composition of completed college majors after 1986. Lastly, in chapter 3, I

study the peer effects of students who speak a language other than English at

home (ESL) on native English speaking (ELO) students in grades 2 to 6 in

California. I find that higher concentrations of ESL students have no effect on

average math test scores and a negative effect on average English test scores

of ELO students.
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Chapter 1

The Effect of After-School

Programs on Short-Run

Student Academic and

Behavioral Outcomes

Abstract

After-school programs are programs for school-age children that oper-

ate during after-school hours, typically from 3 p.m. to 6 p.m., and that offer

children the chance to participate in a variety of academic and non-academic

extra-curricular activities under the supervision of adults. In 2013-2014, 18

percent of all school-age children in the U.S. participated in an after-school

program during an average school week. In this paper, I estimate how attend-

ing one such after-school program in San Diego that is typical of many after-

school programs offered nationwide impacts short-run student academic and

behavioral outcomes. To overcome the usual selection issues associated with

students choosing to apply for an after-school program, I use a fuzzy RD de-

sign that exploits the structure of the admissions procedure to the after-school

program. I find that attending an after-school program for 80 additional days

a year (the average change in days of attendance at the cutoff) has no impact

1
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on report card grades and test scores in math and English Language Arts for

students in K-8. On the other hand, I find suggestive evidence that student

behavior, as measured by various report card grades related to students’ in-

class behavior, is affected. However, the direction of the effect depends on

the particular outcome analyzed. Due to the nature of the RD design, these

results apply only to students near the RD threshold. Importantly, these stu-

dents appear to be relatively more advantaged when compared to the typical

after-school program participant.

1.1 Introduction

After-school programs are programs for school-age children that oper-

ate during after-school hours, typically from 3 p.m. to 6 p.m., and that offer

children the chance to participate in a variety of academic and non-academic

extra-curricular activities under the supervision of adults. As a result of in-

creases in public funding and demand, participation in after-school programs

has increased dramatically over the last two decades. In 2013-2014, 18 percent

of all school-age children in the U.S. participated in an after-school program

during an average school week (Afterschool Alliance, 2014), an increase of 7

percentage points since 2004.

The increase in public funding and demand for after-school programs

can largely be attributed to three factors (Kugler (2001), Kane (2004), Lauer

et al. (2006)). First, an increase in maternal employment has resulted in more

children spending time alone at home after school. Second, public spending for

after-school programs has increased as a result of the increased accountability

in education that followed the passage of the No Child Left Behind Act in 2001.

This increased funding reflects the belief that economically disadvantaged chil-

dren can improve their academic achievement if given more time. Lastly, in

light of research showing that juvenile crime peaks during after-school hours

(Sickmund et al. (1997); Office of Juvenile Justice and Delinquency Prevention

(2014)), there has been an increasing concern among policy makers that unsu-

pervised time after school can lead to negative behaviors among children such
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as crime and drug abuse. After-school programs address both the need for

supervised after-school care and the need for improved academic achievement.

They provide a safe environment to school-age children during the time that

their parents are still at work and aim to improve these children’s academic

outcomes by offering various academic activities.

However, despite the popularity of after-school programs and the large

amounts of public funding going towards them, there is little rigorous evidence

on their causal impact on academic and behavioral outcomes of children. Ex-

isting research on the impact of various forms of child care has mostly focused

on children up to age 5 and looked at universal child care programs (e.g. Baker

et al. (2008), Havnes and Mogstad (2011)) or enriched center-based child care

programs such as Head Start (e.g. Barnett (1995), Karoly et al. (1998), Garces

et al. (2002)).1 For school-age children, the literature on the impact of various

forms of child care is much smaller. Aizer (2004) evaluates the effect of being

supervised by an adult after school, either at home or at any other location

such as a child care center, on the behavior of children aged 10-14. She finds

that adult supervision leads to less negative behavior such as skipping school

or using marijuana or alcohol. The effect of this unspecified adult supervision

after school might not be fully comparable to that of after-school programs

though, as the counterfactual to after-school programs can include supervision

by an adult at home or at a child care center that does not offer enrichment

activities.

There are a number of studies that have looked directly at the impact

of after-school programs. However, it is hard to draw conclusions about the

causal impact of after-school programs based on these studies. First, most

of these studies lack exogenous variation in after-school program participa-

tion. Because students choose to participate in after-school programs, this

means that these studies have trouble separating the impact of factors that

are correlated with the application decision from the impact of attending the

1Enriched center-based child care programs are generally targeted at a specific population
and provide enrichment activities. Universal child care programs on the other hand generally
serve everybody and might not provide enrichment activities.
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after-school program itself.2 Second, the studies that are based on randomized

control trials are characterized by low levels of participation in the after-school

program. In these studies, students in the treatment group on average only

attended the after-school program for around 40 out of the roughly 180 school

days per year. As a result, it is hard to say whether the lack of significant

findings in these studies is due to the after-school program not affecting stu-

dent outcomes or due to the limited exposure of students to the program.3

This paper exploits the admissions procedure to a publicly-funded after-

school program in San Diego to investigate the impact of attending this pro-

gram on the short-run academic and behavioral outcomes of students in K-8.

Applicants are admitted based on, among other things, the postmark date of

their application in relation to the postmark dates of all other submitted appli-

cations. This results in a cutoff application postmark date such that applicants

who applied before or on this date are admitted whilst those who applied after

this date are wait listed. Importantly, the cutoff date is unknown to the ap-

plicants when they apply, allowing me to use a fuzzy regression discontinuity

design in which I compare the outcomes of applicants on either side of the cut-

off to analyze the causal impact of the program on student outcomes. Students

who applied at or just before the cutoff date attend the after-school program

on average for close to 80 days more per year than students who applied just

2For instance, Le et al. (2011) use a matching design to evaluate an after-school pro-
gram in a middle school in Oakland that serves mainly immigrant and minority youth. In
particular, the students that chose to apply to the after-school program were matched by
gender, age and ethnicity to a control group of students who attended the same middle
school. In addition, Huang and Wang (2012) use propensity score matching to perform a
statewide evaluation of the same after-school program that is studied in this paper. They use
5 school-level characteristics and 11 student-level characteristics to create a control group
of non-participating students. Both of these studies rely on the strong assumption that
selection into treatment is as good as random conditional on observables.

3For instance, James-Burdumy et al. (2005, 2007 and 2008) evaluate the impact of
attending a similar after-school program as studied in this paper for students in elementary
school using a two-year long randomized control trial. On average, students in the treatment
group only attended the after-school program for a total of 81 days during the two years.
Similarly, Gottfredson et al. (2010a, 2010b) evaluate an after-school program for middle
school students in Baltimore using a one-year randomized control trial. On average, students
in the treatment group only attended the after-school program for 35.6 days during the entire
school year. Low and irregular attendance of the after-school program could have an effect
on the program‘s ability to affect student outcomes.
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after the cutoff date. This represents a doubling of the exogenously induced

exposure to an after-school program compared to previous studies that are

based on RCTs. Due to the nature of the RD design, the causal impact of the

after-school program estimated in this paper applies only to students near the

RD threshold. These students appear to be relatively more advantaged when

compared to the typical after-school program participant. The effect estimated

in this paper is therefore likely to differ from the impact of the after-school

program on the average participant.

This study adds to the literature mentioned above in various ways.

First, it addresses the two main problems of the existing literature on after-

school programs, namely limited exposure to the after-school program and a

lack of exogenous variation, by using plausibly exogenous variation in after-

school program participation in a case where this exogenous variation results

in high levels of exposure to the after-school program. In addition, this study

also adds to the scarce literature on the impacts of various forms of child care

for school-age children. Lastly, this study looks at an after-school program

that is implemented on a large scale. This makes it potentially more rele-

vant for policy purposes than the RCTs on after-school programs mentioned

before, as these were based on after-school programs implemented on a very

small scale or only evaluated after-school programs at a non-random subset of

schools4

After-school programs can affect students academic and behavioral out-

comes in many ways. The academic activities that are part of after-school

programs allow students to spend more time on mathematics and English

Language Arts (ELA) each day under the supervision of adults and so im-

prove their outcomes in these subjects. At the same time, by allowing parents

4In particular, Gottfredson et al. (2010a, 2010b) look at an experimental after-school
program that operated at only 5 middle schools. James-Burdumy et al. (2005, 2007 and
2008) look at a large-scale after-school program, the 21st Century Community Learning
Centers, but are only able to look at schools that are able to implement random assignment.
These after-school programs made less than 2% of all 21st Century Community Learning
Centers (see Dynarski et al. (2003)). In contrast, in this study, on average I use data from
close to 15% of all after-school programs operated under the supervision of the San Diego
Unified School District in a given year.
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increased flexibility with work schedules, after-school programs could allow

parents to work more. Following research linking family income and children’s

achievement (Dahl and Lochner (2012)), this could lead to better academic

outcomes. In addition, attending after-school programs will keep children off

the streets during the hours that juvenile crime peaks and expose them to

positive role models in the form of adult staff members. This environment

could lead students to improve their behavior during the regular-school day as

well.

On the other hand, the additional time that students spend engaged

in academic activities at the after-school program each day could lead to de-

creased effort and increased boredom and fatigue during the regular school

day, potentially negatively impacting students’ academic performance and be-

havior. Moreover, the student-to-staff ratios of 20 or 15 to 1 in after-school

programs could result in each student receiving little individual attention.

Similarly, the often limited communication between regular school day staff

and after-school program staff regarding individual student needs (Huang and

Wang (2012)) could mean students do not receive attention in areas that they

need the most during the after-school program. Both these factors could limit

the benefits that students derive from attending an after-school program.

In addition, students are likely to be exposed to different types of peers

in the after-school program than if not attending this program. In what di-

rection this will affect student outcomes depends on the peers students would

have when not participating in the program. On average, students near the

RD threshold appear to be relatively advantaged when compared to typical

after-school program participants. For students near the RD threshold, par-

ticipating in an after-school program could thus mean being exposed to more

low-performing and possibly disruptive peers than outside an after-school pro-

gram. Following extensive research on the peer effects of these types of stu-

dents5, we might thus expect peer effects to limit the benefits that the typical

student at the threshold derives from the program.

5e.g Gaviria and Raphael (2001), Figlio (2007), Carrell and Hoekstra (2010), Lavy et al.
(2012a) and Lavy et al. (2012b).
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Peers in the after-school program might also impact a student’s behav-

ior and academic outcomes by affecting that student’s social network outside

of the the after-school program. New friendships could be formed during the

after-school program that could potentially replace or change the student’s

friendships with students not in the program. Recent research6 highlights the

importance of the types and number of friends a student has for that stu-

dent’s educational and behavioral outcomes. It is unclear in what direction

a student’s outcomes will be impacted by a change in his social network due

to PrimeTime participation. It is hard to exactly anticipate how this social

network will change due to program participation.

In this paper I estimate the net impact of attending an after-school

program on student outcomes. This estimated effect will depend on how and

with whom students would spend the hours after school if not attending an

after-school program. Unfortunately, the data I will be using in this paper do

not contain any information on how students who do not attend an after-school

program spend their time after school. Since the alternative to after-school

programs likely depends on family background, I will therefore also investi-

gate how the impact of attending an after-school program varies along this

dimension. In addition, to further understand who is impacted by after-school

program attendance, I also estimate treatment effects separately by gender

and by students’ baseline performance.

I find that students’ academic outcomes are on average not affected

by attending the after-school program. This result holds whether I look at

standardized test scores or school grades in ELA and math. The fact that

academic outcomes appear to be unaffected on average does not seem to be

a product of the particular grades and years for which data are available, as

the various academic outcomes are based on students across all different years

and grades for which I have data. Although on average there seems to be

no impact, looking at subgroups of students I find suggestive evidence that

the after-school program causes academic outcomes to improve for girls and

worsen for boys and for students from a single-parent household.

6e.g. Patacchini et al. (2011), Fletcher and Ross (2012) and Lavy and Sand (2014).
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On the other hand, students’ behavioral outcomes, as measured by

several report card grades regarding student behavior in K-5, are significantly

affected. In particular, attending the after-school program for 80 more days

per year (the average change in days of attendance at the cutoff) causes stu-

dents’ assignment completion rate and preparedness for class to decrease by

respectively 0.19 and 0.14 standard deviations, and increases students’ feeling

of responsibility for learning by 0.35 standard deviations. These results are

robust to a variety of specifications, the only notable exception being the sen-

sitivity of the negative effects to using a donut RD, and are not specific to a

particular subgroup of students. The variable measuring students’ feeling of

responsibility for learning and the variables measuring students’ assignment

completion rate and preparedness for class are not available in the same years.

The difference in the direction of the effect of the after-school program on these

variables could therefore be due to a variety of reasons. I provide suggestive

evidence that it is attributable to either changes in the unobservable charac-

teristics of students in my sample over time or changes in the operation of

the after-school program at the schools in my sample that were not the result

of explicit policy changes. I do so by among other things showing that the

coefficients on other behavioral variables that are available in all years change

signs across years in ways that are consistent with the signs of the significantly

impacted behavioral variables that are available for only a subset of years.

The lack of an impact on academic outcomes and the absence of consis-

tent results on behavioral outcomes is striking, especially given the high cost

of the after-school program of up to $1350 per student per year. However,

as mentioned before, this study only informs us about the causal impact of

the after-school program for the relatively advantaged students at the cutoff.

The impact of the after-school program on the typical more disadvantaged

participant not near the cutoff might be very different. In addition, due to

data limitations, there are many potential effects of after-school program at-

tendance that this paper does not capture. Most importantly, I am unable

to measure the effects on students’ participation in criminal activity in the

short- and long-run and the effect on parental labor supply decisions. More
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research is needed to obtain a more complete understanding of all the impacts

of after-school programs on students and their parents.

This paper proceeds as follows. Section 2 discusses the history, struc-

ture and admissions procedure of the after-school program studied in this

paper. Section 3 discusses the empirical methodology. Section 4 discusses the

data and the implementation of this empirical methodology. Section 5 tests

various threats to the identification strategy, presents the results and also tests

whether these results are sensitive to a variety of robustness checks. Section

6 concludes with policy implications and briefly discusses the limitations of

this study as well as possible directions that future research on after-school

programs could take.

1.2 Institutional Background

1.2.1 History

Public funding for after-school programs greatly increased in the early

2000s. For instance, annual federal funding for 21st Century Community

Learning Centers, which are after-school programs in low-performing schools

and schools in high-poverty areas, grew from $40 million in 1998 to around $1

billion in 2002. States also allocated additional funds to after-school programs.

In California, the passing of proposition 49 in 2002 permanently earmarked

general state funds for before- and after-school programs operated under the

so-called After School Education and Safety (ASES) Program. This increased

annual state spending on these programs by around $450 million dollars. To-

day, these ASES programs are still in place and serve over 400.000 elementary

and middle school students daily in 4000 schools around California. Per stu-

dent, per day funding is currently $5.00 for the ASES program and $7.50 for

the ASES after-school program, resulting in an annual cost of around $550

million to the state (California Department of Education (2014)).

In San Diego Unified School District (SDUSD), ASES before- and after-

school programs are in place in over 100 schools. In 2014-2015, SDUSD re-
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ceived over $20 million dollars in state funding to serve close to 15.000 K-8 stu-

dents, 16% of all such students in that year, each day in after-school programs

at 127 different schools. In this paper, I will investigate how attending these

SDUSD-based after-school programs affected short-run student outcomes. Un-

fortunately, I am not able to investigate the impact of before-school programs

as attendance data is not available for these programs.7 All ASES after-school

programs in California are by law obliged to meet the same requirements in

terms of days and hours of operation, activities offered, student-to-staff ratios,

student attendance and staff qualifications as those described for the SDUSD-

based ASES after-school programs below. It is therefore likely that the results

presented in this paper are generalizable to ASES after-school programs in

other school districts in California.

1.2.2 The PrimeTime Extended Day Program

The ASES after-school program in SDUSD is called the PrimeTime

Extended Day Program and is offered at most elementary and middle schools.

The program aims to provide an educationally enriching and safe environment

to children during non-school hours when their parents are still at work. The

program is operated at school sites by community-based organizations, and

SDUSD provides program management assistance and administrative over-

sight to these community-based organizations.8

School-level eligibility for funding to operate a PrimeTime (PT) pro-

gram is determined by the state and is primarily a function of the percentage

of students eligible for free and reduced price meals. An eligible school can

7The admissions procedure for the before-school program is the same as for the after-
school program and students can choose to apply to the before-school program, the after-
school program or both using one application. The before-school program only runs for
around 90 minutes each day, but has the same overall structure as the after-school program,
with time being divided between academic activities, physical activity and enrichment ac-
tivities. In the robustness checks, I drop students who applied to both the before-school
program and after-school program to make sure that my results are not biased by students
attending before-school programs.

8In a few cases, SDUSD provides the program at a school site instead of a community-
based organization. The schools at which this occurs are not in my sample.
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decide on the number of students it wants to receive funding for, the so-called

average daily attendance (ADA), but due to limited state funds a school often

receives funding for fewer spots than desired.9 Importantly, schools need to

apply for PrimeTime funding well in advance of the start of the school year

and funds are allocated to schools before the start of the student application

period. As a result, the ADA of a given school for an upcoming school year

cannot be changed in response to the number or composition of applications

received during the application period. Once funding has been granted, schools

can face funding reductions if the actual daily attendance of the after-school

program systematically falls short of the ADA that the school receives fund-

ing for. This incentivizes after-school programs to keep up their attendance

throughout the school year, for instance by enrolling additional students off

the wait list as needed.

PrimeTime programs operate every regular school day. They last from

the moment the regular school day ends, typically around 3PM, until 6PM

and operate for a minimum of 15 hours per week. Each day, students spend

60 to 90 minutes on various academic activities, 30 minutes on some form

of physical activity and the remaining time on various structured enrichment

activities such as playing musical instruments, writing and performing plays,

participating in athletic leagues and playing cooperative games. Students par-

ticipate in the various activities in groups that are based on their grade level.

Student to staff ratios are 15 to 1 in elementary school and 20 to 1 in middle

school.

The 60 to 90 minutes of academic activities that students participate

in each day are focused on mathematics, English Language Arts, social sci-

ence and science. Depending on the day, students either receive homework

assistance or classroom instruction in these subjects, or participate in various

other academically oriented activities such as hands-on-math games, spelling

contests and educational board games. Classroom instruction is provided by

credentialed teachers. The school principal plans the classroom instruction at

9In addition, schools can also receive funding for fewer spots than desired because there
exists a maximum ADA that a school of a given size can apply for.
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the beginning of the school year. He selects the particular students that are to

receive classroom instruction, identifies the appropriate subject material and

curriculum area to be covered based on student needs, and schedules the class-

room instruction days throughout the year. When selecting the students that

are to receive classroom instruction, priority is given to students performing

below grade level and/or qualifying for academic assistance10, although other

students may also be offered classroom instruction if resources are available.

All PrimeTime programs are required to spend 8% of their budget on class-

room instruction.11 This allows them to offer around 1.5 hours of classroom

instruction by a credentialed teacher per school week per 20 enrolled students.

Homework assistance and the various other academically oriented activ-

ities mentioned above are provided by PrimeTime staff members. These staff

members are generally not certified teachers, but need to meet SDUSD’s cri-

teria for being an instructional aide.12 PrimeTime staff have access to SDUSD

curriculum maps that outline the subject material that is covered in class dur-

ing the regular school day in a given subject and grade during a particular time

of the year. Staff members can use these maps to select academic activities

that are appropriate for students throughout the school year and so ensure

that the academic activities align with students regular day academic goals.

As mentioned earlier, besides providing academic support, PrimeTime

also aims to provide a safe environment to children during non-school hours.

To achieve this aim, several so-called respect rules and a student discipline pol-

icy are in place to encourage students to take responsibility for their actions

and respect others and themselves. Student who violate the student discipline

10Unfortunately, I cannot identify these students in the data that I have. Later in this
paper, I do however look at heterogeneous treatment effects based on whether the lag of the
outcome variable is above or below the in-sample median.

11A very small number of schools are allowed to spend less than 8% of their budget on
classroom instruction as they have a particular high need for other services that are part of
the PrimeTime program.

12This means having either 48 units of college credits or passing the district’s Classroom
Assistant Proficiency Exam. Prior to starting their work at PrimeTime, they also receive
a limited amount of training on health and safety standards, dealing with special educa-
tion students, child abuse reporting, positive behavior management, and on conducting
academic and enrichment activities. Unfortunately, there are no exact standards regarding
how extensive these trainings should be.
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policy can be subject to disenrollment. Staff members also attempt to encour-

age positive student behavior by using various positive behavior management

techniques such as positive reinforcement.

The PrimeTime program has strict attendance requirements. Elemen-

tary school pupils are expected to attend every day for the full range of pro-

gram hours and middle schools pupils are expected to attend at least 3 days

a week13. Failure to follow this attendance policy can result in disenrollment.

As will be illustrated later, this attendance policy results in high rates of at-

tendance of the program.

Students who do not attend a PrimeTime program can potentially

spend the hours after school in a variety of ways. For instance, they could

be looked after at home by a family member such as a parent or a sibling, or

have to look after themselves at home if such family members are not avail-

able. They could also be attending a private child care center14 or be looked

after either at home or elsewhere by an unrelated adult such as a neighbor or a

babysitter. In addition, they could be participating in individual after-school

activities such as sports, music lessons and hobby clubs.15 Lastly, students

could also be participating in a fee-based after-school program. These pro-

grams are similar in set-up to the PrimeTime program, but cost around $3000

per year for a student attending five days a week. In contrast to PrimeTime,

fee-based programs do not offer academic instruction by credentialed teachers,

although they do also offer homework support. In addition, fee-based pro-

grams do not have a strict attendance policy. Students can decide how many

days a week to attend and for what hours to attend on a particular day. As

compared to Primetime, fee-based programs thus require less of a time com-

mitment and offer fewer academic enrichment opportunities.

13Conditional on attending at least 50% of all program hours, elementary and middle
school students are permitted to leave the PrimeTime program early on some days because
of a parallel program, family obligations, medical appointments or transportation needs.

14Students are supervised by adults in these programs, but generally do not receive the
enrichment opportunities available to them in the PrimeTime program. Depending on the
size of the child care center, these centers are located in the homes of the people running
the center or at a separate child care facility.

15These activities are offered by some schools and a variety of other organizations, but
generally run for a much shorter time period than the PrimeTime program.
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Fee-based after-school programs are available on some school campuses

and at a limited number of off-campus locations belonging to community-based

organizations.16 There are no data on the availability of off-campus fee-based

after-school programs to students at various schools, but there are data on

the schools at which on-campus fee-based after-school programs are offered in

addition to the free PrimeTime program. My results might be weakened if

many students in the control group attend a fee-based program, as opposed

to making use of the other alternatives to PrimeTime mentioned above, and

if these programs are very similar to PrimeTime. Although this is unlikely,

as fee-based programs differ in some important ways from the PrimeTime

program, one way to ease this worry is to only look at schools that do not

offer on-campus fee-based after-school programs. Although some students at

these schools could still attend off-campus fee-based programs, on average they

should be less likely to attend a fee-based program than students from schools

with an on-campus fee based program. Hence, to lessen the worry that my

results are weakened by students in the control group attending fee-based pro-

grams that could potentially be similar to PrimeTime, in a robustness check

later in this paper I estimate the main models using only schools that do not

offer an on-campus fee-based program.

SDUSD does not collect data on the ways in which students who do not

attend PrimeTime spend their time after school. This means it is not possible

to know the exact counter-factual to PrimeTime participation for students in

my study. Nevertheless, whether some of the above options are available to a

particular student is likely to depend heavily on his family background. I will

therefore also check whether the impact of PrimeTime differs depending on

whether a student is from a single-parent household and whether his parent(s)

have a college degree.

16Not all schools offer a fee-based after-school program in addition to the PrimeTime
program. Whether or not a fee-based program is offered at a particular school is mostly a
function of the demand for such a program at that school. Off-campus fee-based after-school
programs generally provide transportation to and from the after-school program to students
attending schools in the area surrounding the after-school program.
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1.2.3 Admissions Procedure

All PrimeTime programs in SDUSD follow the same admissions pro-

cedure in any given school year. During the years considered in this study

this admissions procedure remained largely unchanged. On the first or second

Monday of March in each year, all K-8 students who are enrolled in a school

offering an after-school PrimeTime program receive a paper application for

the PrimeTime program during the upcoming school year.17 18 If a student is

unsure which school he will attend in the following school year, he is advised

to submit a separate application to each school that he is considering that

offers a PrimeTime program.

From the first day that applications are made available students have

61 days to submit their application if they want to be considered in the initial

round of admissions.19 Students who apply after this so-called initial appli-

cation timeline will only be considered after this initial round of admissions

has been conducted. Applications can only be submitted via U.S. mail as

the postmark date of the application plays an important role in the admis-

sions procedure.20 Since applications cannot be postmarked on Sundays, this

means that there are a total of 53 days during the initial application timeline

on which applications can be postmarked.21 In the analysis later in this paper,

differences in postmark dates between applications will refer to differences in

the number of days in this 53 day window. That is, for the purpose of the

data analysis applications postmarked on a Saturday and on the first Monday

following this Saturday are considered to have a postmark date that is 1 day

17As all middle schools offer PrimeTime programs, applications are also distributed to stu-
dents who currently attend an elementary school that does not offer a PrimeTime program
but who will be attending a middle school in the following school year.

18To ensure all students have an equal opportunity to apply, all parents in the school
district receive an email when this application is distributed to the students and paper
applications are also made available on the school district‘s website in English, Spanish,
Tagalog and Vietnamese.

19As mentioned before, applications are generally made available on the first or second
Monday in March. Hence, 60 days means that students can submit their application during
the nine school weeks following the day applications are made available.

20Applications that are faxed, e-mailed or hand delivered are not accepted.
21This includes 6 possible days in each of the first 8 weeks and 5 days in the last week of

the initial application timeline.
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apart.

All applications received by a PrimeTime program at a given school

during the initial application timeline are ranked based on two criteria. First,

each application is assigned a priority score ranging from 0 to 4, with a higher

priority score being preferred. Each applicant‘s priority score is based on

whether or not he meets 4 different criteria. Each criterion is worth 1 point.

A student receives a point if he qualifies for academic assistance22, comes from

a single-parent household23, has parents that are both either full-time em-

ployed or full-time students24, and if he was on the wait list for or participated

in a PrimeTime program in the previous school year.25 26 Once all applica-

tions have been ranked based on their priority scores, they are further ranked

by their postmark date to distinguish between applications with the same pri-

ority score. In this second step, applications with an earlier postmark date are

preferred to those with a later postmark date.

Having ranked all applications based on their priority score and post-

mark date, in late June a PrimeTime program offers admission to individuals

following the ordering of the ranking and up to the capacity of the program.27

This capacity is partially determined by the program itself, as a program has

some flexibility in the number of students it admits during the initial time-

line.28 This raises the worry that this capacity could be set endogenously by a

22This is determined by the school district and is based on the Standards Based Report
Card at the elementary level and course grades at the middle level.

23Students from a two-parent household in which one of the parents is on military deploy-
ment also qualify.

24Parents need to provide their employer’s or school’s phone number on the PrimeTime
application such that the employment or school enrollment can be verified.

25To ensure parents truthfully report the information requested on the applications, 5%
of all received applications are randomly selected and verified. Falsifying information on the
application can disqualify a student from participating in a PrimeTime program.

26From 2010-2011 to 2012-2013, the priority score ranged from 0 to 5. In 2010-2011
and 2011-2012, students received 2 points instead of 1 if they participated in a PrimeTime
program in the previous year. In 2012-2013 students received an additional point if they
qualified for free or reduced-price lunch.

27That is, a program with a capacity of 75 students will admit every student ranked 75th
or above, and waitlist all students with a rank of 76 or lower.

28The number of students a PrimeTime program admits during the initial application
timeline is not determined by the school district. Rather, it is left to the discretion of the
individual PrimeTime program providers. On the one hand, programs need to admit a
sufficient number of students to meet the daily attendance, the so-called ADA, that they



17

program and depend on the type of students at the margin of being admitted.

I explore this possibility in detail in section 1.5.1 and find no evidence for any

such endogenous capacity selection.

Students who are not admitted to a PrimeTime program during this

initial round of admissions are placed on a waiting list that preserves the

application ranking order. These waitlisted students might still be offered ad-

mission to the PrimeTime program during the upcoming school year if space

opens up at this time as a result of enrolled students dropping out of the pro-

gram. For an initially waitlisted student to be offered admission at this later

time though, he needs to still be at the top of the waiting list at the time that

the other students drop out. This might not be the case as applicants who

apply after the initial application timeline are placed on the same waiting list

as the applicants who applied during the initial application timeline. These

later applicants might be higher ranked on the wait list if their priority score

exceeds that of the individuals who applied during the initial timeline. That is,

after the initial round of admissions, individuals‘ ranking on the wait list can

fall if individuals with a higher priority score (but later postmark date) apply.

As a result, many of the students at the top of the waiting list at the end of

the initial round of admissions will not be offered admission to the PrimeTime

program during the next school year.

Students who are initially waitlisted can also be admitted to the Prime-

Time program as a result of a request by the principal. Each year, up to 10%

of the slots of a particular PrimeTime program are left open during the initial

application timeline. At the beginning of the school year, the school’s principal

can offer these slots to individuals who were not admitted during the initial

application timeline or applied after the initial application timeline, and who

receive funding for. On the other hand, the number of students they admit is bounded
above as the program needs to keep spots open for the students admitted by the principal
and also needs to meet the required student to staff ratios. In addition, a program might
not want to admit the maximum number of students that student to staff ratios allow to be
able to better serve those students it does admit. As a result, it is likely that programs have
a target number of admissions that they can exceed slightly whilst still meeting the desired
student to staff ratios. These programs will have some flexibility in how many students they
admit during the initial application timeline.
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the principal identifies as having a great need for the PrimeTime program.

As most of these spots are generally offered to students who applied after the

initial application timeline, few students who were waitlisted during the initial

application timeline get admitted in this way.

Importantly, a cutoff rank will exist for each program that receives a

higher number of applications than its capacity during the initial timeline.

Students whose applications rank below this cutoff will be waitlisted whereas

students with applications ranked at or above the cutoff will be admitted.

Corresponding to this cutoff rank will be a cutoff priority score and cutoff

application postmark date. Students with a priority score equal to this cutoff

score and application postmark date after the cutoff date will be placed on

the waitlist. On the other hand, students with a priority score equal to the

cutoff score and application postmark date at or before the cutoff application

postmark date will be admitted.29 Importantly, the cutoff priority score and

application postmark date will depend on the quantity, priority scores and

postmark dates of all applications submitted during the initial timeline, mak-

ing them impossible to perfectly predict for any individual applicant. As a

result, the fundamental identifying assumption of this paper that applicants

should be as good as randomly assigned near the cutoff application postmark

date is likely to hold.

The ranking procedure of applications is described in detail on each

year’s paper application. Parents appear to be well aware of this procedure

as most submit their child’s application during the initial weeks of the appli-

cation timeline. In figure 1.1a, I plot the distribution of postmark dates of

all applicants with a priority score equal to the cutoff priority score in schools

and years that had to waitlist applicants. Most applications are submitted

during the initial two weeks of the application timeline. In particular, 42.6%

of all applications are submitted during the first week and a further 15.0% are

29To give a concrete example, say a PrimeTime program admits 75 students during the
initial application timeline and the applicant ranked 75th has a priority score of 2 points and
submitted his application on March 31st. In this case, any applicant with a priority score of
2 points who submitted his application on or before March 31st will be admitted and any
applicant with a priority score of 2 points who submitted his application after March 31st

will be waitlisted.
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submitted during the second week.

In this paper, I only consider students who applied to a PrimeTime

program during the initial application timeline. Moreover, I focus on Prime-

Time programs in which the highest ranked student to be waitlisted and the

lowest ranked student to be admitted have the same priority score. Using a

fuzzy regression discontinuity design, I then compare the short-run behavioral

and academic outcomes of the lowest ranked students to be admitted and the

highest ranked students to be waitlisted with the same priority score. The

lowest ranked students to be admitted applied on or just before the cutoff

application postmark date and the highest ranked students to be waitlisted

applied just after this date. On average, the highest ranked students to be

waitlisted will end up attending the PrimeTime program for fewer days dur-

ing the upcoming school year. As explained above, they are less likely to

attend the PT program as they are less likely to be admitted, and if they are

admitted they are likely to be admitted off the waitlist during the school year,

resulting in fewer days of program attendance. Besides their participation in a

PrimeTime program however, the lowest ranked students to be admitted and

the highest ranked students to be waitlisted should be very similar, allowing

us to attribute any difference in outcomes between them to the causal impact

of increased PrimeTime program attendance.

1.3 Empirical Framework

Ordinary least squares estimates of the causal impact of PrimeTime

program attendance on short-run student outcomes for applicants to the Prime-

Time program suffer from selection bias. For instance, using OLS we can iden-

tify the difference in average short-run outcomes between applicants who do

and do not attend a PrimeTime program. However, this difference equals the

causal effect of PrimeTime program attendance on short-run student outcomes

across applicants who attend a PrimeTime program plus a selection bias term.

The former is the term we want to identify and that is important from a pol-

icy perspective as it captures the effect of PrimeTime program attendance on
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the short-run outcomes of applicants to the PrimeTime program. The latter

selection bias term is the difference in average potential short-run outcomes

between applicants who do and do not attend the PrimeTime program if they

both would not be able to attend the PrimeTime program. This term captures

the influence of other determinants of student outcomes that are potentially

correlated with PT program attendance such as parental involvement and stu-

dents’ academic histories.

The fuzzy regression discontinuity design outlined in the previous sec-

tion allows us to separately identify the causal effect of PrimeTime program at-

tendance on short-run student outcomes from the selection bias term. Namely,

as we restrict students to be within a narrow window of the cutoff applica-

tion postmark date, differences in the other determinants of student outcomes

that are captured by the selection bias term should tend to zero. Formally,

we assume the average treatment effect and the selection bias term vary con-

tinuously with the postmark date of the application at the cutoff postmark

date. Under this assumption, the average causal effect of one more day of

PrimeTime program attendance at the cutoff application postmark date can

then be identified by the ratio of the reduced form effect of applying on time

on short-run student outcomes over the first stage effect of applying on time

on the number of days of PrimeTime program attendance.

This fuzzy regression discontinuity design can be captured in the fol-

lowing two-equation system (Imbens and Lemieux (2008), Lee and Lemieux

(2010) and Dahl et al. (2014)):

pist = α1 +1[tist ≤ cst] (gl(cst − tist) + λ)+1[tist > cst]gr(tist−cst)+ε1ist (1.1)

yist = α2 +βp̂ist+1[tist ≤ cst]fl(cst− tist)+1[tist > cst]fr(tist−cst)+ε2ist (1.2)

pist indicates how many days student i attended the PrimeTime after-school

program at school s during school year t. tist is the postmark date of the

application of this individual to this PrimeTime program and cst is the cutoff

application postmark date in this school and year. yist is a short-run be-

havioral or academic outcome. gl, gr, fl and fr are unknown functions in the
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individual‘s application postmark date relative to the cutoff. The indicator for

having an application postmark date at or before the cutoff, 1[tist ≤ cst], in the

first-stage equation 1.1 is used as an instrument for days of participation in

the PrimeTime program in the second-stage equation 1.2, p̂ist. The coefficient

λ on 1[tist ≤ cst] in equation 1.1 can be interpreted as the jump in the average

number of days of PT attendance at the cutoff application postmark date. The

2SLS estimate of β in equation 1.2 then captures how, on average, one more

day of PrimeTime program attendance affects short-run student outcomes.30

Importantly, to consistently estimate the effect of PrimeTime attendance via

2SLS, we need to assume that the only channel for individuals to be affected

by the initial admissions decision is through changing the average number of

days of PT attended. In addition, two stage least squares also requires the

monotonicity assumption that being admitted to a PrimeTime program dur-

ing the initial application timeline does not cause any individuals to attend

the PrimeTime program for fewer days.

As an alternative to the 2SLS approach, I will also estimate the follow-

ing reduced-form equation:

yist = γ1 + 1[tist ≤ cst] (hl(cst − tist) + π) + 1[tist > cst]hr(tist− cst) +ηist (1.3)

As before, hl and hr are unknown functions in the individual’s application

postmark date relative to the cutoff. The coefficient of interest is π. If the

usual RD assumptions hold31, this coefficient consistently captures the effect

30Formally, the jump in average days of PT program attendance at the cutoff is a results
of two factors: (1) an increase in the likelihood of attending the PT program, and (2) an
increase in the number of days of program attendance conditional on attending a positive
number of days. Specifically, the likelihood of PT program attendance increases from around
45% to 85% at the cutoff and the average number of days attended conditional on attendance
increases from around 120 to 155 at the cutoff. The average marginal effect of 1 more day
of PT program attendance identified in this paper is thus a weighted average of (1) the
average marginal effect of going from 0 to 155 days of PT attendance for the 40% of people
at the cutoff who would not have attended PT if they had applied just after the cutoff, and
(2) the average marginal effect of going from 120 to 155 days of PT attendance for the 45%
of people at the cutoff who would only have attended the program for 120 days if they had
applied just after the cutoff.

31In particular, this refers to there being no manipulation in the assignment variable as
well as there not being any other factors that evolve discontinuously at the cutoff date.
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of being admitted to a PrimeTime program during the initial application time-

line on short-run student behavioral and academic outcomes. Importantly, to

consistently estimate the coefficient of interest in this reduced-form framework

does not require the strong assumptions necessary for the 2SLS framework.

The baseline regression specifications in this paper use applications sub-

mitted within a 5 week window of the cutoff application postmark date, include

separate linear trends in the postmark date relative to the cutoff on either side

of the cutoff and employ triangular weights. The triangular weights and band-

width of 5 weeks ensure that I do not rely on data far away from the cutoff

to identify local effects. To increase precision, I also include predetermined

control variables. Specifically, I control flexibly for the student’s gender, age,

grade, ethnicity, English learner status, Special Education status and parental

level of education using various indicators. I also include indicators for each

of the 4 criteria on which a student‘s priority score is based, an indicator for

whether a student applied to a before-school PrimeTime program as well and,

when available, the lag of the dependent variable. Lastly, I include school by

year fixed effects. This prevents differences in baseline outcomes across schools

and years from biasing the estimate of the effect of the after-school program.

The standard errors are clustered at the school by year level. Importantly, in

the robustness section I show that the results of this paper are not sensitive

to variations in the particular regression specification that I use.

Some students who apply to a PrimeTime program at a particular

school do not end up attending a school in SDUSD for the entire school year.

I do not observe outcome data for these students. If being waitlisted causes

some students to attend a school outside of SDUSD, my results might be

biased. In the next section, I check whether the probability of observing stu-

dents‘ outcome data varies discontinuously across the threshold. Importantly,

I find no evidence of this being the case.

Furthermore, some students who attend a school in SDUSD for the

entire school year do not attend the school of the PrimeTime application for

the entire year. These students might attend another school in SDUSD for

the entire school year or only attend the school of the PrimeTime application
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for part of the school year. If being waitlisted caused some students to attend

another school in SDUSD, the causal impact of attending a PrimeTime pro-

gram identified in this paper could potentially also be partially attributable

to attending a school that is different from the school of the PrimeTime appli-

cation. In section 1.5.1, I show evidence that the probability of attending the

school of the PrimeTime application for the entire year varies discontinuously

across the threshold for one of the two providers.32 Restricting the sample even

further by dropping students who do not attend the school of the PrimeTime

application for the entire school year could thus bias my results. In the main

analysis I therefore use the full sample of students who have non-missing out-

come data. In section 1.5.4, I show that the main results hold once I restrict

the sample to students who attend the school of the PrimeTime application

for the entire year for the provider where differential attrition to other schools

inside of SDUSD is not an issue. Restricting the sample to these students

leads to increased precision and highlights that the causal effects estimated

in this paper are due to the PrimeTime program and not due to waitlisted

individuals attending different schools than accepted individuals.

1.4 Data and Implementation

In the analysis I use two different administrative datasets. Individu-

als can be linked across these datasets based on unique individual identifiers.

The first dataset consists of application and attendance data to PrimeTime

programs. The application data contain the content of applications submitted

during the initial application timeline. It includes the name of the school, the

32Students are notified of PrimeTime admission decisions in late June. At this point in
time, students have limited options to change the school in which they plan to enroll during
the upcoming school year if they wish to stay inside of SDUSD. In late June, some students
will not be scheduled to attend their neighborhood school in the upcoming year as they are
scheduled to attend a different school inside SDUSD through the School Choice Program.
Except for students who move during the school year, only these students could easily switch
schools in SDUSD as they still have the option to enroll in their neighborhood school during
the summer and during the first few weeks of the upcoming school year.
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priority score of each application, the individual priority score criteria that

the applicant received points for, the postmark date of the application and

whether the applicant was admitted or waitlisted for the PrimeTime program

after the initial application timeline. The attendance data have information

on the total number of days that an individual attended an after-school Prime-

Time program at a particular school during the school year.

For many schools and years, parts of the application data that are

necessary to conduct the regression discontinuity analysis are missing. The

application and attendance data that are complete cover the years 2010-2011

to 2014-2015 and are from two large providers. Together, these providers are

responsible for operating over half of all the close to 130 PrimeTime after-

school programs in SDUSD.33 Complete data for both providers are present in

2012-2013 and 2014-2015. For the other years, complete data are only present

for one of the providers.34

To implement the regression discontinuity design, I restrict the sample

to PrimeTime programs that received more applications than their capacity

during the initial timeline. I also drop PrimeTime programs where the lowest

ranked student to be admitted and the highest ranked student to be waitlisted

have different priority scores. This results in observations from 90 different

school by year combinations that are divided roughly equally between the two

providers35. For the analysis, I pool all the available data from all years and

providers. I only keep those applicants who have a priority score equal to

the cutoff priority score in their school and year. In some cases, capacity

constraints force a provider to waitlist one applicant at the cutoff whilst of-

fering admission to another. For instance, it could be that a provider has the

33In particular, in 2014-2015, provider 1 operated 23 out of the 127 programs and provider
2 operated 46 out of the 127 programs.

34It is unclear how the providers with complete data for some years differ from the other
providers that did not have complete data for any year. It could be that the administration
of these providers is more organized, as they kept complete data on the admissions process.
It is unclear however how this degree of organization affects the impact that the after-school
program has on student outcomes. This paper can therefore only tell us something about
the impact of the after-school program on students near the cutoff for providers 1 and 2,
and not for the other providers operating in SDUSD.

3548 of these school by year combinations are from provider 1 and 42 are from providers
2.
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capacity to admit 50 students during the initial timeline and that the appli-

cants ranked 50th and 51st have identical postmark dates and priority scores.

In these cases, the provider is given the discretion to decide which applicant

to admit. Since these admissions decisions might be based on unobservable

student characteristics that are correlated with short-run student outcomes,

I drop all individuals that are at the cutoff if there are both waitlisted and

admitted students at the cutoff in a school and year.

Figure 1.2 shows the distribution of priority scores of all applications

submitted during the initial application timeline to schools in my sample. As

priority scores ranged from 0 to 5 up to 2012-2013 and from 0 to 4 afterwards,

I show a separate distribution for the years 2013-2014 and 2014-2015. In all

years, the mode priority score equals 3 and very few applications have a prior-

ity score of 0, 1 or 5. In 63.2% of all schools and years in my sample the cutoff

priority score equals 2 and in 24.2% it equals 1. Furthermore, 63.8% of all

applicants had a priority score that exceeded the cutoff priority score. These

applicants were admitted to the PrimeTime program regardless of when they

submitted their applications. On the other hand, 24.9% of applicants had a

priority score equal to the cutoff score and 11.3% had priority score that was

lower than the cutoff score. The latter group of applicants were all waitlisted.

These statistics suggest that the students who are in the cutoff priority score

group and who are considered in this paper fall in the bottom third of all stu-

dents in terms of their need for the program as measured using priority scores.

Figure 1.1b displays the distribution of cutoff application postmark

dates for the schools and years in my sample. Most cutoff application post-

mark dates occur early on during the initial application timeline. This is not

surprising given the evidence shown earlier in figure 1.1a that most applica-

tions are submitted during the initial weeks of the application timeline.

The application and attendance data are merged with administrative

data from SDUSD that provides a longitudinal panel of students‘ school records

for as long as they are enrolled in a school within SDUSD. These school records

contain students’ personal characteristics such as gender, ethnicity, English-

Learner status, parental level of education and special education status, as well
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as students‘ report cards, standardized testing scores and school attendance

records.

The short-run academic outcomes studied in this paper are standard-

ized test scores, report card grades in K-5 and middle school GPA’s, and

mostly focus on math and ELA (English Language Arts) performance. The

standardized test scores are from the California Standards Test (CST) in ELA

and mathematics. Until 2012-2013 all students in grades 2 to 11 took these

tests towards the end of each school year. For the analysis, I normalize test

scores using districtwide means and standard deviations for each subject, grade

and year.36 The report card grades are from students‘ Standards Based Report

Cards (SBRC). These report card grades cover math, reading and writing, and

are available in all years for students in K-5. Up to 2013-2014, the report card

grades used in this paper represent the average grade on a scale from 1 (“Be-

low Basic”) to 4 (“Advanced”) that a student received during the school year

in a given subject. In 2014-2015, the grading standards and scale changed

to be in line with the Common Core. For this year, the report card grades

used in this paper still represent a student‘s average grade in a given subject

on a scale from 1 to 4, but a 1 now means “Beginning progress towards grade

level expectations” and a 4 means “Exceeding grade level expectations”. Since

report card grades in 2014-2015 might not be comparable to those in earlier

years, I perform the analysis separately for report card grades in 2014-2015.

For the analysis, I normalize the average report card grades using districtwide

means and standard deviations for each subject and grade. As grading stan-

dards might not be comparable across schools and years, I also include school

by year fixed effects in all regressions that I run in this paper. Lastly, I also

look at middle school students’ overall GPA as well as their GPA in English

and Math separately. These measures are available for students in grades 6

to 8 in all years and are normalized using districtwide means and standard

36The ELA CST test is grade-specific for all years and grades. The math CST test is
grade-specific up to grade 6 in each year. After grade 6, students can choose which version
of the math CST test to take. Hence, for students in grade 7 and 8, math CST scores are
standardized by grade, year and the version of the math test that is taken. All regressions
will control for differences in the version of the math test that students take by including
separate dummy variables for each version.
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deviations for each grade.

Most of the short-run behavioral outcomes studied in this paper are

from students‘ Standards Based Report Cards. There are six key teacher-

reported measures of student behavior on these report cards: student’s level

of interest in learning, student’s level of respect for others in class, student’s

preparedness for class, student’s assignment completion rate, student’s level

of critical thinking and student’s feeling of responsibility for learning. Each

measure is based on a scale from 1 (“Rarely”) to 3 (“Consistently”) and is

available for students in K-5. Student interest level and level of respect for

others in class are available for all years. Student’s preparedness for class and

assignment completion rate are available only until 2013-2014, and student’s

level of critical thinking and feeling of responsibility for learning are only avail-

able for 2014-2015. For the analysis, these behavioral grades are normalized

using districtwide means and standard deviations for each measure and grade.

In addition, I also look at a student‘s citizenship GPA in middle school.

In middle school, students receive a citizenship grade for each course that they

take. This citizenship grade aims to measure a student‘s overall classroom be-

havior in a class and ranges from 0 (“Unsatisfactory”) to 4 (“Excellent”). A

student’s average citizenship grade across all courses taken in a given year

is available for all students in grades 6 to 8 in all years. These citizenship

GPAs are normalized using districtwide means and standard deviations for

each grade. Lastly, I also look at the percentage of school days that students

are absent. This measure is available for students in all grades and years.

Table 3.1 shows summary statistics for applicants with the cutoff pri-

ority score, who constitute my sample, and for applicants in the same schools

and years with priority scores above the cutoff priority score, who were ad-

mitted to the PrimeTime program regardless of the postmark date of their

application and make up the bulk of after-school program participants. The

fourth column shows results from two-sample t-tests that test whether the

mean of the relevant variable is the same for both groups. Applicants with

the cutoff priority score are more likely to be White and less likely to be His-

panic or Black than applicants with higher priority scores. They are also less
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likely to be English Learners and more likely to have a parent with a college

degree than applicants with higher priority scores. Furthermore, applicants

with the cutoff priority score are also much less likely to come from a single

parent household and slightly less likely to have parents who are both full-time

employed. As the behavioral and academic outcomes are standardized using

districtwide means and standard deviations, the table also shows that students

in my sample perform better at baseline on all these measures than the av-

erage district student in their grade and year. On the other hand, students

in higher priority score groups perform worse at baseline than the average

district student on all these measures. The difference in average baseline per-

formance between students in my sample and students with higher priority

scores is large, and varies from around 0.2 to 0.4 standard deviations. It is

not surprising then that students with higher priority scores are 30 percentage

points more likely to qualify for academic assistance than students in my sam-

ple. The differences in predetermined characteristics and baseline outcomes

between students in the cutoff priority score group and students with higher

priority scores suggest that these groups differ greatly. Students in my sample

appear to be relatively advantaged when compared to students with higher

priority scores who make up the bulk of after-school program participants. It

is therefore unlikely that the local average treatment effect identified in this

paper generalizes to all students who were admitted to a PrimeTime program

during the initial application timeline.37

37Recall that students’ priority scores are based on participating in PrimeTime in the
previous year, coming from a single parent household, having parents who are both full-
time employed and qualifying for academic assistance. Since the students in my sample
have lower priority scores, the differences I find in table 3.1 for these characteristics are not
surprising.
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1.5 Results

1.5.1 Threats to Identification

The RD design is not valid if students can manipulate the assignment

variable. A student could potentially manipulate the relative postmark date

of his application if he knew the exact capacity of the PrimeTime program

and the number of applications submitted at any given time with a priority

score equal to or exceeding his own priority score. It is very unlikely that a

student would have this information. Among others, it would require access to

the content of all the applications submitted by any given date.38 Potentially

more worrisome is that the PrimeTime program staff who conduct the admis-

sions process could actively decide upon the location of the cutoff application

postmark date. As discussed in section 1.2.3, programs have some flexibility in

the number of students that they admit during the initial application timeline.

As a result, it would for instance theoretically be possible for staff members

to actively decide whether the cutoff application postmark date should be on

March 31st or April 1st based on the students who applied on April 1st. This

would be troublesome if staff members would make such a decision based on

characteristics of these applicants that are correlated with these students‘ fu-

ture outcomes.

Figure 1.1c shows the distribution of postmark dates relative to the

cutoff in schools that admitted all students with the cutoff priority score and

38Manipulation by students would also be possible if cutoff priority scores and postmark
dates are highly correlated over time for a given school and if previous years’ cutoffs are
known to students. Students are not informed of the cutoff score and postmark date in a
particular year, as they are only told whether they are waitlisted or admitted. This makes it
unlikely that they would know previous years’ cutoffs. In addition, knowing previous years’
cutoffs is not necessarily informative to students. For instance, 8 schools are in my sample
in both 2013-2014 and 2014-2015, and 9 schools are in my sample in both 2011-2012 and
2012-2013. Only 11 of these 17 schools have the same cutoff priority score in both years.
For the other schools, the cutoff priority score is either higher or lower in the later year.
In addition, for these 11 schools with equal cutoff priority scores, the absolute difference
in cutoff application postmark dates between the two years is on average 9.5 days, with
the cutoff date being either earlier or later in the later year. As a result, applying just
before or at last year’s cutoff application postmark date is unlikely to cause an individual
to systematically be located to the left of or at this year’s cutoff.
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cutoff postmark date39. The general shape of the distribution of postmark

dates relative to the cutoff is a result of the nature of the admissions pro-

cedure. First, for a given cutoff application postmark date, not all possible

relative postmark dates can be observed. For instance, if the cutoff postmark

date is day 15, the possible relative postmark dates vary from -15 to 37. As

a result, the density of relative postmark dates declines as we move away

from the cutoff. In addition, most applications are submitted during the early

weeks of the initial application timeline, causing the density of relative post-

mark dates to decline as we move away from the cutoff to the right. Lastly,

most cutoff application postmark dates occur during the early weeks of the

application timeline, causing the density to decline as we move away from the

cutoff to the left.

There are more students with a postmark date equal to the cutoff post-

mark application date than students with a postmark date just after the cutoff

date. That is, the density is higher at zero than at 1. A formal McCrary-test

(see McCrary (2008)) for the presence of a discontinuity in the density of

application postmark dates at the cutoff also confirms this. The estimated

log-difference between the frequency of applications on either side of the cut-

off is 0.182 with a standard error of 0.096 and is statically different from 0

at the 10% level of significance.40 This observed distribution could be due to

some students being able to manipulate the assignment variable, although I

explained earlier that this is very unlikely. It could also be a result of Prime-

Time staff members actively deciding upon the location of the cutoff applica-

tion postmark date. For instance, suppose some PrimeTime programs have a

policy of either admitting or waitlisting everybody who applies on the same

39Remember that some schools had to waitlist some individuals with the cutoff priority
score and cutoff postmark date due to capacity constraints. See section 1.4 for a discussion
of this issue. In the regressions, I drop all individuals with the cutoff postmark date if the
school both admitted and waitlisted individuals with the cutoff priority score and cutoff
postmark date.

40This test was performed using a bin size of 1 and a bandwidth of 12 days. The positive
coefficient indicates that there are more applications with a postmark date at or before the
cutoff than applications with a postmark date after this cutoff.
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day.41 In addition, they might decide where to locate the cutoff application

postmark date based on the presence of at least one high-need student among

the students who applied on a given day. Since such a high-need student is

more likely to have applied on days on which many people apply, this could

result in a higher density of applications at the cutoff than just to the right of

it.

However, for a given school and year, the cutoff application postmark

date is defined as the application postmark date of the lowest ranked student

that is admitted. By definition, every school and year will have students with

a relative postmark date of 0. However, schools do not necessarily receive

applications on each day of the initial application timeline. As a result, there

is not always a student with a relative postmark date of 1. That is, it is for

example possible that the cutoff postmark date of a given school is March 31st

and that the earliest application received after this date has a postmark date

of April 4th. In this case, there are no applications with relative postmark

dates of 1, 2 or 3. This could also explain the discontinuity in the distribution

of relative postmark dates at the cutoff observed in figure 1.1c. To correct

for this feature of the data, in figure 1.1d, I plot the distribution of “ranked”

relative application postmark dates in which days on which no applications

were submitted are dropped. That is, in the above example, the ”ranked”

relative application postmark date of the application with postmark date of

April 4th is 1. In the case of manipulation by staff members, we should observe

a discontinuity at the cutoff in this distribution as well. In an earlier exam-

ple, I gave the example of staff members potentially deciding between a cutoff

application postmark date of March 31st and April 1st. This is not possible

if no applications were submitted on April 1st. Instead, in the above example

the relevant comparison would be between March 31st and April 4th. To look

at evidence for manipulation of the assignment variable by PrimeTime staff

members, we therefore need to look at the distribution of ”ranked” relative

postmark dates as given in figure 1.1d. As can be seen in this figure, there is

41That is, these programs do not waitlist some students who applied on the cutoff appli-
cation postmark date.
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no apparent discontinuity at the cutoff in this distribution. In fact, there are

slightly more applications with a ranked relative application postmark date of

1 (157) than 0 (141). A formal McCrary-test confirms this. The estimated

log-difference between the frequency of applications on either side of the cutoff

is -0.101 with a standard error of 0.103 and is not statistically significant.42

Although I just argued that manipulation by either students or Prime-

Time staff members is unlikely, if it did happen we would expect the distri-

bution of predetermined student characteristics to not be smooth around the

cutoff as treatment was assigned non-randomly. In table 1.2, I test whether

baseline student characteristics change at the cutoff application postmark date.

To do so, for each pre-determined student characteristic, I estimate equation

1.3 with that characteristic as the dependent variable and using the baseline

regression specification that I outlined in the previous section 43. I include

all students regardless of whether they attended a school in SDUSD for the

entire year. As can be seen in the table, none of the estimated coefficients

are significant at the 10% level. Both the student background characteristics

and the lagged values of the outcome variables thus seem to vary continuously

across the threshold. This makes it unlikely that students or PrimeTime staff

members were actively manipulating the relative postmark date of applica-

tions.44 However, as I cannot fully exclude the possibility of manipulation,

I will also estimate donut RD specifications in which I exclude students who

applied within a one-day window on either side of the cutoff application post-

mark date. The intuition behind these donut RDs is that manipulation should

42This test was performed using a bin size of 1 and a bandwidth of 6 days. The negative
coefficient indicates that there are less applications with a ”ranked” relative postmark date
at or before the cutoff than applications with a ”ranked” relative postmark date after this
cutoff.

43I do not include the other predetermined characteristics as control variables in these
regressions.

44Admissions are conducted by each provider separately. Since I pool data from two
providers, the insignificant results might mask opposing manipulation practices by providers.
To make sure this is not the case, I also estimated all regressions in table 1.2 separately for
each provider. For provider 1, 3 out of 27 variables were significant at the 10% level and for
provider 2, 2 out of 27 variables were significant at the 10% level. This is what we would
expect purely due to chance if the predetermined characteristics are not correlated within
students.
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occur right out around the threshold. Hence, by dropping applications sub-

mitted close to the cutofff date, I should eliminate all potentially manipulated

data.

I only observe outcome data for PT applicants who are enrolled in a

school in SDUSD for the entire year. If being waitlisted causes some students

to attend a school outside of SDUSD, my results might be biased. To make

sure this is not the case, I estimate equation 1.3 with a dummy for being en-

rolled in a school in SDUSD for the entire year as the dependent variable and

using the baseline regression specification45 This results in an estimated coef-

ficient of 0.0054 with a standard error of 0.025, a statistically insignificant and

very small effect given that over 91% of all applicants are enrolled in SDUSD

for the entire year. Hence, differential attrition across the cutoff is not likely

to be an issue in my study.46

As discussed in section 1.3, some of the students who attend a school

in SDUSD for the entire year do not attend the school of their PrimeTime

application for the entire school year. For one of the providers, I find that

45I do not include the predetermined control variables in this regression. I did however
also run this regression including these variables and doing so does not change the results.

46Most of the outcome variables studied in this paper are available only for a subsample
of students who are in certain grades and years. The insignificant overall result might hide
the differential attrition that could be taking place for some of these particular subsamples
of students. To make sure this is not the case, I first define six possibly overlapping groups
of students based on the years and grades for which particular outcome variables are avail-
able. Then, for each of these groups, I estimate whether the probability of observing the
outcome of interest varies continuously across the cutoff and whether the predetermined
characteristics of students with non-missing outcome data vary smoothly across the cutoff.
I perform these estimations for each provider separately as well as for the combined sample.
In general, whether I combine data from both providers or not, I do not find evidence of
differential attrition across the threshold. The only exception occurs when looking at the
standardized behavioral scores for provider 1 in K-5 before 2014-2015. In this case, those
at the cutoff are 7.9 percentage points more likely to be in SDUSD all year than those who
are to the right of the cutoff. This does not occur in the other provider, so looking at this
provider only in the robustness checks to my main specification will help alleviate concerns
that my results are biased because of differential attrition. Moreover, predetermined stu-
dent characteristics are balanced in nearly all subsamples, with at most 3 out of 27 variables
being significant at the 10% level. Importantly, for all of the subsamples, the lagged values
of the outcome variable is never significant at the 10% level. The only exception here occurs
when looking at middle school GPA‘s in provider 2, in which case 5 out of 27 variables are
significant at the 10% level. Again, I will also look at results for the other provider, in which
none of the variables are significant at the 10% level, to make sure the results for middle
school GPA‘s are not biased by differential attrition.
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being waitlisted causes students to not attend the school of their PrimeTime

application for the entire year. In particular, I estimated equation 1.3 with a

dummy for being enrolled in the school of the PrimeTime application for the

entire year as the dependent variable and using the baseline specification. For

one of the two providers, this resulted in a statistically significant coefficient

of 0.13, a large effect given that 84% of all applicants attend the school of

their PrimeTime application for the entire school year. As discussed earlier,

restricting the sample even further by dropping students who do not attend

the school of the PrimeTime application for the entire school year could thus

bias my results. I therefore use the full sample of students who attended a

school in SDUSD for the entire year. In section 1.5.4, I show that the main re-

sults hold once I restrict the sample to students who attend the school of their

PrimeTime application for the entire year for the provider where differential

attrition to other schools inside of SDUSD is not an issue. This highlights that

the causal effects estimated in this paper are due to the PrimeTime program

and not due to waitlisted individuals attending different schools than accepted

individuals.

1.5.2 Graphical Results

Figure 1.3 shows the effect of the application postmark date on PT

attendance. In each graph, an observation is the unweighted average of the

outcome variable in a 6-day bin, where the bin is based on the relative post-

mark date of individuals‘ applications. As applications cannot be postmarked

on Sunday, 6-day bins contain all applications submitted during a one-week

interval. The dashed vertical line denotes the normalized cutoff application

postmark date and the straight lines are estimated regression lines using sepa-

rate linear trends on either side of the cutoff. Figure 1.3a shows that there is a

sharp jump in the average number of days an individual attends a PT program

at the cutoff, with the average days of attendance rising from roughly 50 to

130 days. This increase in the average number of days attended is a result of

two factors. First, as can be seen in figure 1.3b, the likelihood of attending



35

a PrimeTime program for any positive number of days increases from around

0.45 to 0.85 at the cutoff. At the same time, as can be seen in figure 1.3c,

conditional on attending any positive number of days, the average number of

days attended increases from around 120 to around 155 at the cutoff. Appli-

cants who are initially waitlisted are often admitted off the wait list after the

start of the school year. As a result, conditional on attending, these students

still have lower average attendance than those students who were initially ad-

mitted. Overall, these graphs provide strong support for the relevance of the

instrument. Applying at or before the cutoff application postmark date re-

sulted in a large increase in PT attendance.

Figures 1.4 and 1.5 illustrate the reduced form relationship between

the various academic and behavioral outcomes and the relative postmark date

of the application. Again, each observation is the unweighted average of the

outcome variable in a 6-day bin and the straight lines are regression lines es-

timated using separate linear trends on either side of the cutoff. Figure 1.4

reveals no clear discontinuities at the cutoff for almost all the academic out-

comes. Both the estimated regression lines and the raw data averages line up

very closely on either side of the cutoff in almost all graphs. The only ex-

ception is the SBRC writing score in 2014-2015. Individuals who applied just

before or on the cutoff date have a SBRC writing score score that is on aver-

age around 0.25 standard deviations higher than that of students who applied

just after the cutoff. However, based on the confidence intervals, it is hard to

tell whether this difference will turn out to be statististically significant in the

regression analysis presented in the next section.

The behavioral outcomes shown in figure 1.5 present a different picture.

Although school attendance does not jump at the threshold, most behavioral

report card grades in K-5 do. In particular, students’ level of preparation for

class and assignment completion rate is on average around 0.2 standard de-

viations lower to the left of the cutoff. On the other hand, students’ level of

critical thinking and feeling of responsibility for their own learning is around

0.2 standard deviations higher to the left of the cutoff. Although these two

results appear contradictory, it is hard to compare the various graphs as they
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are based on different students. Students’ level of preparation for class and

assignment completion rate is available for K-5 students from 2010-2011 to

2013-2014. Students‘ level of critical thinking and feeling of responsibility for

their own learning is only available for K-5 students in 2014-2015. The Prime-

Time program remained largely unchanged across all these years, suggesting

that differences in the type of students and schools at the cutoff might ex-

plain the difference in results across years. I look further into this potential

explanation in section 1.5.6. In short, the reduced-form graphs thus suggest

that PT attendance has an impact on behavioral but not on academic student

outcomes, and that this impact might be heterogeneous across students and

schools.

In many of the graphs, the relationship between the relative postmark

date of an application and the outcome variable is of opposite sign on either

side of the cutoff. Although this does not invalidate the empirical approach of

this paper, we would a priori expect them to be the same. In appendix 1.7.1 I

show that these opposite signs can largely be attributed to changes in observ-

able student characteristics as we move away from the cutoff. Appendix figures

1.7, 1.8 and 1.9 replicate respectively figures 1.3, 1.4 and 1.5 using residuals

of the relevant variable instead of the variable itself. These residuals are gen-

erated from a regression of the relevant variable on the predetermined control

variables that are included in the baseline regression specification and school

by year fixed effects. Using these residuals eliminates the effects on the figures

of changes in observable characteristics of students as we move away from the

cutoff. The observed discontinuities at the cutoff when using residuals are

similar to those observed when using the actual values of the variables. This

is not surprising given that I showed earlier that student co-variates evolve

smoothly around the cutoff. Importantly, in contrast to the original figures,

the relationship between the postmark date of an application and the outcome

variable is generally of the same sign on either side of the cutoff when using

residuals. Moreover, in cases where it is still of opposite sign, it is generally

much weaker than when using the actual variables.
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1.5.3 Regression Results

Table 1.3 shows the baseline estimates for the effect of PT program

attendance on student outcomes. The effect on academic outcomes in math

and ELA is reported in the top part of the table, and the effect on behavioral

outcomes is reported in the bottom part. Column 1 of table 1.3 estimates

the first stage equation 1.1 and corresponds to figure 1.3a. This column shows

that applying at or just before the cutoff application postmark date on average

resulted in 71 to 86 more days of PT attendance, depending on the particu-

lar outcome studied. This is a large effect given that those who applied just

after the cutoff application postmark date on average only attended the PT

program for around 50 days. Importantly, the F-values reported in column 4

show that the instrument is relevant.

The second column of table 1.3 shows the reduced form estimates and

corresponds to figures 1.4 and 1.5. The third column of table 1.3 shows the

2SLS estimate of the causal effect of attending one more day of PT and can

be obtained by dividing the reduced form coefficient in column 2 by the first

stage coefficient reported in column 1. Looking first at academic outcomes,

none of the estimated coefficients in columns 2 and 3 are statistically signif-

icant at the 10% level. This is not surprising given that we did not see very

clear discontinuities at the cutoff in figure 1.4. The fact that academic out-

comes appear to be unaffected does not seem to be a product of the particular

grades and years for which data are available, as the various academic out-

comes are based on students across all different years and grades for which I

have data. It thus appears that for students at the cutoff an increase in Prime-

Time attendance does not affect academic outcomes in ELA and Math. This

is somewhat surprising given that the academic component of the PrimeTime

program specifically aims to improve student outcomes in these subjects. It

is important to note however that the zeroes are imprecisely estimated due to

the relatively small sample size of this study. The coefficients have confidence

intervals that contain large effects. For the most precisely estimated coeffi-

cients on SBRC grades in math, reading and writing in K-5 up to 2013-2014
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the confidence intervals contain effect sizes of up to 0.15 standard deviation in

either direction as a result of 80 more days of PT attendance.47

On the other hand, behavioral student outcomes do appear to be af-

fected by PrimeTime program attendance. In particular, in 2010-2011 to 2013-

2014, students in K-5 who applied just at or before the cutoff on average re-

ceived a 0.2 standard deviation lower grade on a measure of their assignment

completion rate and a 0.15 standard deviation lower grade on a measure of

their preparedness for class. These estimated coefficients are significant at the

5% and 10% level, respectively. For the average student who applied just be-

fore or at the cutoff and attended the PT program for 155 days, this translates

into a 0.40 standard deviation lower grade on the measure of their assignment

completion rate and a 0.29 standard deviation lower grade on the measure of

their preparedness for class than if he did not attend PT at all. On the other

hand, in 2014-2015, students in K-5 who applied just at or before the cutoff on

average received a 0.34 standard deviation higher grade on a measure of taking

responsibility for their learning. This coefficient is significant at the 10% level.

For the same average student at the cutoff as mentioned above, this would

translate into a 0.64 standard deviation higher grade on this measure than if

he did not attend PT at all. The other behavioral outcomes, including middle

school citizenship GPA and the fraction of days that a student is absent, ap-

pear to be unaffected by PT attendance. The coefficients on these behavioral

outcomes are small and statistically insignificant.

So far, the results thus indicate that for students at the cutoff PT

program attendance does not affect academic outcomes, but does influence

in-class behavior.48 As the laws regulating how after-school programs such

47To place these effect sizes into context, average standardized baseline SBRC grades in
math, reading and writing in K-5 equal 0.40 for students in the cutoff group. Assuming
these standardized grades follow a standard normal distribution, an increase in these scores
by 0.15 standard deviations would move a student from the 66th to the 71st percentile.
A decrease of 0.15 standard deviations would move a student from to the 66th to 60th

percentile.
48These results are very different when estimating equation 1.2 using OLS instead. In

appendix table 1.60, I show the results from estimating equation 1.2 using OLS and by not
controlling for the relative postmark date of the application. The sample for these regressions
only includes students who applied on or at most 29 days before the cutoff postmark date
and who attended the school of the PrimeTime application for the entire year. All students
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as PrimeTime have to be administered remained unchanged throughout my

sample period, it is not immediately clear why PT attendance seems to have

opposite effects on student behavior in K-5 across the different measures of

student behavior that are available in different years. I explore several ex-

planations for these results in more detail in section 1.5.6 after performing

robustness checks of the baseline results and looking at how the estimated

effects vary across subgroups of students.

1.5.4 Robustness Checks

In this section, I check the robustness of the baseline results using a

variety of specifications that are common in RD studies. Although I perform

these robustness checks for all the outcome variables listed in table 1.3, for the

sake of brevity I only show robustness tables for the three statistically signifi-

cant behavioral outcome measures discussed above. The robustness tables for

the other variables can be found in appendix section 1.7.2.

Each column of each robustness table shows the estimated 2SLS coef-

ficient from a variation of the baseline specification49. The corresponding first

stage F-statistic is listed at the bottom of each column. For comparison, I

show the estimated coefficient under the baseline specification in column 1 of

each table. In column 2, I drop all control variables and the school by year

fixed effects. If the control variables are balanced across the cutoff, dropping

them should not affect the value of the discontinuity at this cutoff. In column

3, I do not include triangular weights. I include separate quadratic and cubic

trends in the postmark date relative to the cutoff on each side of the cutoff in

in this sample are to the left of the cutoff and are thus admitted to PrimeTime. The degree
of participation is therefore completely determined by students and their parents, making
selection an important issue. As is clear from looking at table 1.60, the OLS regressions show
that PT attendance has a positive effect on ELA test scores, MS ELA GPAs and MS overall
GPAs and a negative effect on math test scores and possibly report card grades in reading.
In addition, students’ behavioral report card grades are negatively or not affected by PT
attendance and school attendance improves due to increased PT attendance. The difference
between these results and the baseline RD results presented in table 1.3 emphasizes the
importance of accounting for selection using the RD approach.

49I multiplied this coefficient by 80 in each column to correspond to the average change
in average days of PT attendance at the cutoff.
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columns 4 and 5, respectively. In columns 6 and 7, I check whether the results

are sensitive to the chosen bandwidth. In particular, in columns 6 and 7 I

include applications submitted within a respectively 3 and 7 week window of

the cutoff application postmark date, as opposed to the 5 week window used

in the baseline specification. In column 8 I run a donut RD and exclude all

applications submitted within a 1-day window of the cutoff application post-

mark date50. Assuming that potential perfect manipulation of the assignment

variable occurs right around the threshold, excluding these observations should

eliminate all potentially manipulated data.

In addition, in column 9, I drop all students who also applied to the

before-school PrimeTime program. As explained earlier on, admissions to

the before-school PrimeTime program are conducted in the same way as ad-

missions to the after-school program. Including students who applied to the

before-school program could bias my estimates if student outcomes are affected

by the before-school program and if the cutoff application postmark date and

priority score for the before-school program are heavily correlated with the

cutoff application postmark date and priority score of the after-school pro-

gram. In this case, the jump in student outcomes at the cutoff might be

partially attributable to attendance of a before-school program. In column 10,

I drop all schools that have an on-campus fee-based after-school program. If

many students in the control group end up attending fee-based programs that

are possibly very similar to the PrimeTime program, my estimates might be

weakened. In schools without on-campus fee-based programs, a smaller frac-

tion of students will attend a fee-based program, reducing this potential effect.

Lastly, in columns 11 and 12 I estimate the baseline specification separately

for each provider. As discussed in footnote 46, there is suggestive evidence of

differential attrition around the cutoff for one of the providers for some out-

come variables. Hence, by estimating the baseline specification separately for

each provider, I can check that the estimates are not driven by this differential

attrition. In addition, similar estimates across providers would also suggest

50When excluding applications submitted within a 1-day window of the cutoff application
postmark date, I exclude applications with a relative postmark date of 0 or 1.
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that the estimated impact of the PrimeTime program is not very sensitive to

the particular organization providing the program.

The standard errors are clustered at the school by year level in all spec-

ifications to account for possible correlation in the error terms within a given

school and year. However, there are very few clusters for some outcome vari-

ables and specifications. This small number of clusters can cause the estimated

standard errors to be biased towards zero (Bertrand et al. (2004)). To make

sure that the significance of the estimated effects does not crucially depend on

this limited number of clusters, I use a Wild bootstrap procedure (Davidson

and MacKinnon (2010))51 to calculate a new p-value for the estimated 2SLS

coefficient in each specification. I report this new p-value at the bottom of

each column.

Across all the robustness checks and outcome variables, having an ap-

plication postmark date at or before the cutoff is a relevant instrument for

average days of PT attendance. The F-statistic exceeds 10 in nearly all spec-

ifications and is always larger than 9.

The estimated effects of days of PT attendance on academic student

outcomes are largely insensitive to the particular regression specification used.

As can be seen in tables 1.11 through 1.18 of the appendix, standards based

report card grades in reading, writing and math as well as standardized test

scores in math and ELA consistently appear to be unaffected by days of PT

attendance. Across virtually all robustness checks, the coefficients are close

to zero and highly statistically insignificant.52 When looking at middle school

overall, math and ELA GPAs, a similar picture arises. The estimated effects

are close to zero and statistically insignificant in almost all specifications. As

51I thank Claudio Labanca for helping me implement this procedure.
52Only a few of the estimated effects are statistically significant. However, these effects

change sign and size and are highly insignificant in other specifications, making it hard
to draw any conclusions based on them. First, when looking at standards based report
card grades in math up to 2013-2014, the estimated effect is negative and significant at the
10% level when introducing a cubic control in the relative postmark date of applications.
However, in other specifications the estimated effect is positive or close to zero and highly
statistically insignificant. Lastly, the effect on standardized test scores in math is significant
at the 5% level and negative when introducing a cubic control in the relative postmark date
of applications, but virtually zero with a p-value of over 0.5 in 8 other specifications.
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discussed in footnote 46 however, there is some evidence of outcome data being

differentially missing across the cutoff for provider 2 in the case of these middle

school outcomes. Column (10) of tables 1.19 to 1.21 in the appendix shows

results based on the baseline specification using only data for provider 1 for

which there was no evidence of such differential attrition. These results show

that attending the PT program for 80 more days per school year results in an

increase in overall and math GPAs of close to 0.3 standard deviations. These

effects are significant at respectively the 10 and 15% level, but are based on

only 7 school by year combinations and 160 students. This small sample and

the lack of significant results when data from both providers are used mean it

is hard to say whether this finding is generalizable to a larger sample of schools

as well.

The estimated effects of PT attendance on behavioral student outcomes

are also largely robust to the regression specification used. In particular, as

can be seen in tables 1.22 through 1.25 in the appendix, the percentage of

school days that students are absent as well as their level of interest in learn-

ing, their level of respect for others in class and their level of critical thinking

are all consistently unaffected by days of PT attendance. As can be seen in

table 1.26 in the appendix, middle school citizenship GPA is also almost al-

ways unaffected. Again, when looking at provider 1 only for this middle school

outcome to deal with the potential differential attrition in provider 2, there

seems to be a slight hint of a positive effect of PT attendance. However, the

p-value corresponding to the estimated coefficient of 0.19 is 0.21.

The robustness checks for student’s assignment completion rate, stu-

dent’s preparedness for class and student’s feeling of responsibility for learning

can be found in respectively tables 1.4, 1.5 and 1.6. The coefficient on student

assignment completion rate is around -0.2 in most specifications and statisti-

cally significant at the 10% level. However, the coefficient goes to zero and the

significance disappears when using a 1-day donut.53 The coefficient on student

preparedness for class is around -0.15 in most specifications and significant at

53In particular, when using a 1-day donut the coefficient changes to -0.029 with a standard
error of 0.11.
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the 10% level. However, this coefficient is more sensitive to changes in the

specification. In particular, the coefficient goes to zero and the significance

disappears when not including triangular weights, when using a wider band-

width and when using a 1-day donut. For both variables, the results that use

data from only one of the two providers are similar to the pooled baseline result

but are less precisely estimated. The estimated effect on student’s feeling of

responsibility for learning is around 0.30 and almost always significant at the

5 or 10% level. The significance of this coefficient, but not the size, disappears

when including a cubic trend in the relative postmark date and when dropping

the control variables and school by year fixed effects. In contrast to the other

two variables, the estimated effect remains significant at the 10% level or very

close to the 10% level when only using data from one provider. Overall, the

estimated positive effect on student’s feeling of responsibility for learning in

2014-2015 is very robust to the specification chosen, whilst the negative effect

on student’s assignment completion rate up to 2013-2014 and, in particular,

student’s preparedness for class up to 2013-2014 seems to be more sensitive

to the regression specification. In particular, the fact that both these nega-

tive effects are sensitive to using a 1-day donut RD suggests that PrimeTime

staff members might have set the application cutoff date endogenously up to

2013-2014 to include applicants that needed help in improving their behavioral

outcomes.

In short, few of the estimated baseline effects are drastically affected by

variations in the regression specification. Academic outcomes almost always

remain unaffected, although there is some hint that middle school academic

outcomes could be positively affected at a small subset of PT programs. In

addition, the sign and size of the coefficients on the three impacted behavioral

outcomes does not vary by provider.54 This suggests that I am capturing the

effect of attending a PT program more generally and not just the effect of at-

tending a PT program of a specific provider. As a result, the effects estimated

54For the other variables, there is also no systematic difference in the estimated coefficients
between providers.
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here are likely to also hold for PT programs offered by other providers.55

When performing multiple hypothesis tests simultaneously, there is a

high chance that at least one of the estimated coefficients will be significant

even if the null hypothesis holds for all variables. One way of addressing this

problem is the Benjamini-Hochberg method (Benjamini and Hochberg (1995)).

There is no standard way to implement this method in this paper, as I have

variables covering multiple domains (academic and behavioral), variables that

are available for different subsamples of students56 and variables that are heav-

ily correlated57. One commonly used way to implement this method however is

to consider the behavioral and academic variables separately (see What Works

Clearinghouse (2014)). The academic variables will all remain insignificant as

they were insignificant in the baseline specification. A conservative way to look

at the behavioral variables is to consider them all at once, even though some

of the variables are heavily correlated. When doing so, and using the p-values

reported in column (1) of the robustness tables, student’s level of responsibil-

ity for learning and student’s assignment completion rate are both statistically

significant at the 12% level. Student’s level of preparedness for class is only

significant at the 22% level. Conservatively accounting for multiplicity thus

suggests that student’s level of responsibility and student’s assignment com-

pletion rate are affected by PT attendance, but does cast some doubt on the

impact of PT on student’s level of preparedness for class.

Thus far, all regressions have included all individuals who are enrolled

in a school in SDUSD for the entire school year. Some of these individuals do

not attend the school of the PrimeTime application for the entire year. As a

result, the causal impact of attending a PrimeTime program identified in this

55In addition to the above robustness checks, I also estimated a specification in which I
excluded individuals who appeared in the sample multiple times in a given year. Individuals
can appear in the sample multiple times in a given year if they apply to PrimeTime programs
at multiple schools in a given year. This additional restriction decreased the sample size on
average by less than 1% and therefore did not significantly affect the baseline results.

56For instance, student’s level of interest is available for students in all years in K-5
whilst student’s feeling of responsibility for learning is only available for students in K-5 in
2014-2015.

57For instance, the correlation between student’s level of preparedness for class and stu-
dent’s assignment completion rate is 0.76
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paper could potentially also be partially attributable to attending a school

that is different from the school of the application. In section 1.5.1, I showed

that the probability of attending the school of the PrimeTime application for

the entire year did not vary discontinuously across the threshold for one of

the two providers. As a result, I can restrict the sample even further for this

provider by dropping students who do not attend the school of the Prime-

Time application for the entire school year without risking biasing my results.

In appendix table 1.27, I show that the main results hold once I drop these

students and only use data from this provider. If anything, as is expected

due to the increased precision, the size of the estimated effects increases due

to this additional sample restriction.58 This highlights that the causal effects

estimated in this paper are due to the PrimeTime program and not due to

waitlisted individuals attending different schools than accepted individuals.

Lastly, I also estimate local linear regressions. These regressions avoid

the problem of identifying local effects using variation far away from the cutoff.

In particular, for each outcome variable I estimate local linear regressions with

bandwidths of varying size, including the optimal bandwidth for a fuzzy RD

design specified in Calonico et al. (2016).59 The results of these regressions are

displayed in table 1.7 for the three behavioral variables that were impacted

by PrimeTime attendance in the baseline specification and in appendix tables

1.28 through 1.43 for the other variables. Regardless of the choice of band-

width, the results are in line with the baseline regression results discussed

earlier. None of the academic outcomes are affected by PT attendance and

the behavioral outcomes that are impacted are those that were found to be im-

pacted under the baseline specification as well. In fact, the estimated impact

58When using data from only one provider, the number of school by year combinations is
often low. P-values of the 2SLS coefficient based on a Wild bootstrap procedure are therefore
shown in column (6) of the table. The three behavioral variables that were significant
before have p-values ranging from around 0.05 to 0.12. The only coefficient that is very
different from the baseline results for provider 2 is the coefficient on SBRC Reading scores
in 2014-2015. This coefficient is now statistically significant, whereas it was not statistically
significant before. The other 10 academic outcomes are still not affected significantly though,
so it is hard to attach too much weight to this one coefficient.

59These local linear regressions use a uniform kernel and do not include school by year
fixed effects or control variables.
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on these outcomes is slightly larger using local linear regressions than using

the baseline regression specification.

1.5.5 Heterogeneous Impacts

In this section, I analyze whether the effect of PT attendance varies

across subgroups of the student population. In particular, I estimate the base-

line specification separately for male and female students, for students from a

single-parent household and students from a two-parent household, and for stu-

dents with a parent with a college degree and students without a parent with a

college degree. Among other things, the alternative to PrimeTime might vary

across these subgroups. For instance, students from a single-parent household

might be more likely to have to care for themselves after school if PrimeTime

is not available. Similarly, students without a parent with a college degree, an

indicator of socioeconomic status, might not be able to attend paid enrichment

after-school activities if not attending PrimeTime. Different counterfactuals

to PrimeTime could affect the impact that PrimeTime has on student out-

comes. In addition, when possible, I also estimate the baseline specification

separately for students with a lagged outcome variable above and below the

in-sample median. Students performing below the median in the previous year

might stand to gain more from the academic component of PrimeTime and

the emphasis that PrimeTime places on encouraging positive behavior.

The heterogeneity analyses are presented in tables 1.8 through 1.10 for

the three behavioral variables that were impacted by PrimeTime attendance

in the baseline specification and in appendix tables 1.44 through 1.59 for the

other variables. Looking first at the academic outcomes, a few results stand

out. First, the lack of an effect on academic outcomes does not depend on

whether or not a student’s parent has a college degree or on the student’s

lagged value of the outcome variable. None of the coefficients on the academic

outcomes are statistically significant when looking separately at students with

lagged outcome values above and below the median. Similarly, both for stu-

dents with and for students without a parent with a college degree only 1 out
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of 11 coefficients is statistically significant at the 5% level, a result that could

be purely due to chance.

There is some suggestive evidence that girls’ academic outcomes im-

prove by attending PrimeTime, whilst boys’ academic outcomes worsen due to

PrimeTime attendance. In particular, attending PrimeTime for 80 more days

per year causes standardized test scores in ELA to increase by 0.18 standard

deviations for girls, an effect that is statistically significant at the 5% level,

but does not affect boys’ scores. At the same time, attending PrimeTime for

80 more days per year causes standardized test scores in math to decrease by

0.22 standard deviations for boys, an effect that is statistically significant at

the 5% level, but does not affect girls’ scores. These patterns appear the same

when looking at report card grades in math, reading and writing in K-5, but

in these cases the coefficients are not statistically significant. However, these

patterns do not hold for middle school GPAs. In fact, girls’ math GPA is

estimated to decrease by 0.20 standard deviations in response to 80 more days

of PrimeTime attendance, an effect that is marginally significant at the 10%

level.

In addition, I also find suggestive evidence that PT attendance causes

the academic outcomes of students from single-parent households to worsen,

but does not affect the outcomes of students from two-parent households. For

instance, 80 more days of PrimeTime attendance is estimated to decrease mid-

dle school ELA GPA by 0.37 standard deviations and overall middle school

GPA by 0.45 standard deviations for students from a single-parent house-

hold. Also, standardized test scores in math are estimated to decrease by

0.30 standard deviations as a result of 80 more days of PrimeTime attendance

for students from a single-parent household. All these effects are statistically

significant at the 10% level. This pattern is however not present for report

card grades in math, reading and writing in K-5, as none of these outcomes

are significantly affected by PT attendance for students from a single-parent

household.

When looking at the behavioral outcomes, a more consistent pattern

emerges. I find little evidence of differential effects on behavioral outcomes
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across subgroups. The behavioral report card grades that were not impacted

by PrimeTime in the baseline analysis are also not impacted when looking

at particular subgroups of students. Similarly, as can be seen in tables 1.8

through 1.10, the behavioral report card grades that were significantly af-

fected by PrimeTime are in most cases also significantly affected when looking

at subgroups of students. For all three behavioral variables, the sign of the

coefficient for a particular subgroup is always the same as the overall baseline

coefficient. The precision of the coefficients varies across subgroups, but the

magnitudes are generally close to the baseline coefficient. The only clear excep-

tion occurs when looking at the coefficients on students’ level of preparedness

for class and students’ assignment completion rate for students whose lagged

value is below the median. In this case, the estimated coefficients are two to

three times larger in magnitude than the baseline coefficient. Lastly, looking

at the percentage of school days that students are absent in appendix table

1.55, we find some evidence that 80 more days of PT attendance decreases

this percentage by 0.74 points for girls and by 0.71 point for students whose

parents do not have a college degree. This corresponds to around 1.4 more

days of regular school day attendance per school year.

Overall, looking across behavioral and academic outcomes, I find some

suggestive evidence that in K-5 girls’ outcomes improve from attending Prime-

Time, whilst they worsen for boys. In addition, I also find suggestive evidence

that academic outcomes worsen for students from single-parent households

and that behavioral outcomes are more negatively impacted for students with

lagged outcome values below the median. These last two results suggest that

students at the cutoff who could potentially gain the most from PrimeTime

attendance, as they have lower baseline scores or are less likely to have a par-

ent at home during the after-school hours, in fact seem to gain the least from

attending PrimeTime.60

60As I mentioned in the introduction, the observed negative coefficient on some of the
behavioral variables could be due to students being exposed to more low-performing and
possibly disruptive peers in PrimeTime than outside the program. To naively look at the
importance of such peer effects, one can estimate the baseline regressions separately for
two groups of schools. In the first group of schools, students attending the program are
more disadvantaged than students not attending the program. In the second group of
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1.5.6 Impact on Student Behavior

In the above analysis, I found that PrimeTime attendance impacted

students’ assignment completion rate and level of preparedness for class neg-

atively and students’ feeling of responsibility for learning positively. In this

section, I try to better understand what is driving these apparently contradic-

tory results.

The variable measuring students’ feeling of responsibility for learning is

available only for 2014-2015, whilst the other two variables are only available

up to 2013-2014. The apparently contradictory effects of PrimeTime on these

variables could therefore be the result of differences in the schools and students

in my sample in each year. To look at the effect of differences in schools, I re-

estimated the baseline specification for students’ assignment completion rate

and level of preparedness for class using only data from the schools that are

also present in my sample in 2014-2015. This leaves both coefficients virtually

unaffected. To look at the effect of differences in students across years, it is im-

portant to note that I cannot test whether differences in unobservable student

characteristics can explain the above results. To check whether differences in

observable student characteristics matter, I could first calculate how the com-

pliers - PrimeTime applicants for whom days of attendance is affected by the

initial admission decision - in 2014-2015 differ from those in earlier years in

terms of observable characteristics (see Angrist and Pischke (2008)). Such an

analysis would for instance tell me what share of compliers in each year come

from a single-parent household or have a parent with a college degree. Using

the subgroup-specific treatment effects reported in table ??, I could then cal-

schools, students attending the program are less disadvantaged. Doing so using the share
of students who have a parent with a college degree as a measure of advantage, I find no
difference between the estimated impact of PT across the two subgroups of schools. This
suggests that peer effects are not important. However, the composition of students in a
particular PrimeTime program relative to other students in the same school is endogenous.
For instance, a very well-run program is likely to be highly popular with students. This
popularity could lead to a high cutoff priority score, meaning that students in the program
will appear relatively more disadvantaged when compared to students not attending the
program. In this case, the potential negative peer effects would be offset by the positive
effect of attending a very well-run PT program. To isolate the peer effects, one needs
exogenous variation in the composition of students in the program, something that I lack
in this study.
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culate a weighted average treatment effect for students’ feeling of responsibility

for learning where the weights would reflect the composition of compliers in

the earlier years (see Angrist and Fernandez-Val (2013)). That is, knowing for

instance what share of compliers are from single-parent households in earlier

years, I could weight the estimated coefficients reported in table ?? to get one

coefficient on students’ feeling of responsibility for learning that is not affected

by changes over time in the share of compliers that are from single-parent

households.61 For each subgroup of the population that I looked at, the coef-

ficient on students’ feeling of responsibility for learning was positive. Hence,

the new weighted average treatment effect would also be positive. Similarly,

the subgroup-specific coefficients on students’ assignment completion rate and

level of preparedness for class are all negative. Correcting the overall coef-

ficient on these variables to take into account changes in observable student

characteristics over time would thus also not change the sign of these coeffi-

cients. That is, changes in observable student characteristics over time cannot

explain why the coefficients on the behavioral variables are of opposing signs

in different years.

An alternative explanation is that the various variables are not com-

parable and measure different dimensions of student behavior. If different

dimensions of student behavior are impacted differently by PrimeTime atten-

dance, the above results would not actually contradict each other. Although

I cannot test this directly, looking at the correlations between the variables

suggests that if all variables were to be available in the same year, we would

expect them all to be impacted by PrimeTime in the same direction. The

correlation between students’ feeling of responsibility for learning and these

students’ lagged 2013-2014 assignment completion rate and level of prepared-

ness for class is respectively 0.48 and 0.44. This is very close to the correlation

61The small number of observations in 2014-2015 means that I can only take one observable
student characteristics into account when calculating a new weighted coefficient for students’
feeling of responsibility for learning. Taking into account more characteristics at the same
time would require me to calculate heterogeneous treatment effects based on even smaller
subgroups of the 2014-2015 student population. Given that the first-stage is now already
weak in some cases when estimating heterogeneous treatment effects, this would not be
possible to do accurately.
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between students’ assignment completion rate and its own one-year lag of 0.44

and to the correlation between students’ level of preparedness for class and

its own one-year lag of 0.45. This suggests that students’ level of feeling of

responsibility for learning is closely related to these other two variables.

In addition, two other behavioral variables, students’ level of respect

for others and students’ level of interest in learning, are available in all years.

In figure 1.6 I show the coefficient and corresponding confidence intervals on

these variables when estimating the baseline equation separately for the years

up to 2013-2014 and for the year 2014-2015. The coefficients are negative up to

2013-2014 and positive in 2014-2015, with the difference between the two coef-

ficients being statistically significant for students’ level of interest in learning.

The correlation between these two behavioral variables that are available in

all years and the behavioral variables that are available for a subset of years is

around 0.5. Hence, the opposing coefficients on students’ level of interest and

respect for others over time suggest that the apparently contradictory results

are due to factors that affect the coefficients on all behavioral variables ana-

lyzed here more broadly and cannot be explained by changes in the definition

of particular variables.

Overal, I find evidence suggesting that the opposing signs on the be-

havioral variables that were significantly impacted by PrimeTime attendance

in the baseline analysis cannot be explained by changes in the schools or ob-

servable characteristics of students in my sample over time, or changes in the

behavioral variables over time. This suggests that changes in the unobservable

characteristics of students in my sample over time or changes in the operation

of PrimeTime at the schools in my sample that were not the result of explicit

policy changes62 are responsible for the opposing signs on the behavioral vari-

ables. Differences in unobservable characteristics of students at the cutoff over

time could for instance arise if PrimeTime staff members set the application

cutoff date endogenously in some years to include applicants that needed help

62For instance, it is possible that the staff members of the PrimeTime programs changed
over time. Huang and Wang (2012) mention that high staff turnover is a large problem
at after-school programs. Unfortunately, I do not have data on the staff members of each
PrimeTime program at each school.
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in improving their behavioral outcomes. The fact that the negative coefficients

are sensitive to using a 1-day donut RD is in line with this hypothesis. Im-

portantly however, the changes in the unobservable characteristics of students

in my sample over time or changes in the operation of PrimeTime that were

not the result of explicit policy changes did not seem to have affected how

PrimeTime affects academic outcomes. As mentioned before and as can be

seen in table 1.3, just as in earlier years PrimeTime attendance has no effect

on report card grades in math, reading and writing in K-5 in 2014-2015.

1.5.7 Comparison to previous literature

The results of this paper are in line with previous studies on after-

school programs. The RCTs on after-schools programs in elementary schools

(see James-Burdumy et al.(2005, 2007 and 2008)) and middle schools (see

Gottfredson et al.(2010a, 2010b)) also found that after-school program atten-

dance did not impact academic outcomes. In addition, they also found that

student behavior was unaffected in middle school, but negatively affected in el-

ementary schools, with participating students in elementary schools displaying

lower levels of effort in class as judged by their teachers. Students in my study

participated in the after-school program for more days than in the RCTs. The

results of this paper therefore suggest that the intensity of program participa-

tion is not related to student outcomes. However, the students in this study

seem to come from less disadvantaged backgrounds than in the RCTs. It is

therefore still possible that a very high level of participation in after-school

programs is beneficial for students with disadvantaged backgrounds.

The results of this paper are also in line with some of the literature on

the effects on child development of large-scale publicly subsidized child care

programs for younger children that find no effect on children’s cognitive devel-

opment and negative effects on non-cognitive development (e.g. Baker et al.

(2008)) . On the other hand, a large literature on targeted intensive pre-school

and child care programs for disadvantaged children finds that these programs

can have positive effects on children’s academic and behavioral outcomes (e.g.
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Barnett (1995), Karoly et al. (1998) and Garces et al. (2002)). Again, this

suggests that after-school programs could be beneficial for student outcomes

when targeted at the right population.63

Lastly, the results of this paper are not surprising given the large liter-

ature on peer effects of low-achieving and disruptive students that finds that

these students negatively impact the academic performance and behavior of

average performing students (e.g. Gaviria and Raphael (2001), Figlio (2007),

Carrell and Hoekstra (2010), Lavy et al. (2012a) and Lavy et al. (2012b).).

As was shown in table 3.1, baseline behavioral and academic outcomes for

students in the cutoff priority score group are on average 0.2 to 0.4 standard

deviations higher than for students in higher priority score groups, who are

admitted regardless of the postmark date of their application and make up

the bulk of program participants.64 For students in the cutoff priority score

group, participating in the PrimeTime program could thus mean being ex-

posed to more low-performing and possibly disruptive peers than outside the

program. The negative peer effects from these students could limit the bene-

fits that students in my sample derive from program participation and explain

why I fail to find consistent evidence of positive impacts of program participa-

tion. In addition, the finding that boys academic outcomes worsened due to

PrimeTime attendance whilst they improved for girls is also in line with the

above-mentioned studies on peer effects, as these generally find that boys are

more negatively impacted by low-performing or disruptive peers than girls.

63In addition, Aizer (2004) finds that being supervised by an adult after school, either
at home or at any other location such as a child care center, has a positive impact on the
behavior of children aged 10-14. The lack of clear positive findings in this study therefore
seem to indicate that students in my study who are not admitted to PrimeTime are not left
to take care of themselves after school and do have access to other forms of adult supervi-
sion. Again, positive effects might still be expected for students from more disadvantaged
backgrounds without access to adult supervision after school. However, it is unclear whether
after-school programs are necessary for such children to improve their outcomes. If positive
effects are just due to being supervised, which is what the results of Aizer (2004) combined
with the results of this paper suggest, general child care programs that do not provide en-
richment activities could be as beneficial to these children as after-school programs such as
PrimeTime.

64In fact, students in the cutoff group have higher baseline outcomes than their average
district peer whereas students in higher priority score groups perform worse than the average
district student.
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1.6 Conclusion

In this paper, I used a fuzzy RD design based on the admissions proce-

dure to an after-school program to robustly estimate the effect that attending

this after-school program has on students’ short-run academic and behavioral

outcomes. I find that students’ academic outcomes are on average not af-

fected by attending the after-school program. This result holds whether I look

at standardized test scores or school grades in ELA and math for students in

K-8. The fact that academic outcomes appear to be unaffected on average

does not seem to be a product of the particular grades and years for which

data are available, as the various academic outcomes are based on students

across all different years and grades for which I have data. Although on av-

erage there seems to be no impact, looking at subgroups of students I find

suggestive evidence that the after-school programs cause academic outcomes

to improve for girls and worsen for boys and students from a single-parent

household.

On the other hand, students’ behavioral outcomes, as measured by sev-

eral report card grades regarding student behavior in K-5, were significantly

affected. In particular, attending the after-school program for 80 more days

per year (the average change in days of attendance at the cutoff) caused stu-

dents’ assignment completion rate and preparedness for class to decrease by

respectively 0.19 and 0.14 standard deviations, and increased students’ feeling

of responsibility for learning by 0.35 standard deviations. These results are

robust to a variety of specifications, the only notable exception being the sen-

sitivity of the negative effects to using a donut RD, and are not specific to a

particular subgroup of students. I provided suggestive evidence that the dif-

ference in the direction of the effect of PrimeTime on student behavior across

variables is attributable to either changes in the unobservable characteristics

of students in my sample over time or changes in the operation of PrimeTime

at the schools in my sample that were not the result of explicit policy changes.

Overall, it is important to keep in mind that the RD design only informs us

about the causal impact of the after-school program for the relatively advan-
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taged students at the cutoff. The impact of the after-school program on the

typical more disadvantaged participant not near the cutoff might be very dif-

ferent.

The results from this paper suggest that changing the capacity of

PrimeTime after-school programs in schools with wait lists is unlikely to sig-

nificantly impact the short-run academic and behavioral outcomes of the stu-

dents affected by such a policy. This is important in light of the high costs

of operating after-school programs such as PrimeTime. The California state

government currently spends $7.50 per student per day on after-school pro-

grams such as PrimeTime, resulting in a maximum annual cost per student of

$1350 for a student attending all possible 180 school days.65 To put this into

perspective, this is 11.9% of the $11,340 that was spent on average per pupil

in San Diego Unified School District in 2014-2015 (California Department of

Education (2016)).

However, there are many potential effects of PrimeTime attendance

that this paper cannot capture. Most importantly, by providing children a

safe environment after school, PrimeTime is very likely to influence parents’

labor supply decisions. Such labor supply decisions not only affect the eco-

nomic well-being of these parents and their children, but also influence the

amount of income taxes that the state and federal government receive. This

change in income tax revenue could potentially offset the costs of PrimeTime.

In addition, I only have data on a limited number of student outcomes. For

example, I lack data on students’ involvement in criminal activity. Removing

students from the street during the after-school hours during which juvenile

crime peaks is one of the main reasons behind funding after-school programs

such as PrimeTime. I may thus be capturing only part of the impact of Prime-

Time on students’ short-run outcomes. Similarly, I am not able to study the

long-run effect of participation in the PrimeTime program. By keeping chil-

dren of the street during after-school hours and so reducing their exposure to

65The actual cost per student per year is likely to be lower as most students do not attend
the full 180 days per year and some PrimeTime program admit more students than they
formally receive funding for.
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crime at a young age, it is very likely that PrimeTime decreases the likeli-

hood that youth participate in crime at a later age (see Damm and Dustmann

(2014)).

Further research on after-school programs is needed. To better under-

stand the full impact of after-school programs such as PrimeTime on students

and their parents, it would be useful to investigate the impact of PrimeTime

on a wider variety of short- and long-run student outcomes and on the labor

supply decisions of parents. In addition, more research is needed on the im-

pact of after-school programs on the outcomes of students that are not near

the admissions cutoff. As mentioned before, these students appeared to have

a higher need for the program and the impact of the after-school program

could therefore be very different for these students. Furthermore, to better

understand the results of this study, additional information on the ways that

students not attending PrimeTime spend their time after school would be ben-

eficial. For instance, knowing whether these students spend this time engaged

in academic activities would allow us to better judge the effectiveness of the

after-school program in improving student academic outcomes. Also, in the

absence of information on other student outcomes and parental labor supply,

knowing about the counter-factual would allow us to better understand how

likely it is that these other outcomes are affected by after-school programs.

Lastly, after-school programs consist of many different components, and their

administration is likely to differ widely across schools. Understanding better

how after-school programs are administered at individual schools and com-

paring the impact of the after-school programs based on these characteristics

could help in understanding the mechanisms driving the estimated impact and

in designing effective after-school programs that improve student outcomes.

Chapter 1 is currently being prepared for submission for publication

of the material. The dissertation author was the sole author of this paper.

Gaastra, Sieuwerd.
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Figure 1.1: Distribution of Application Postmark Dates
Notes: Figure 1.1a shows the distribution of postmark dates of all applicants with a priority
score equal to the cutoff priority score in schools and years that had to waitlist applicants.
Figure 1.1b shows the distribution of cutoff application postmark dates in these schools and
years. In these figures, postmark dates are relative to the start of the initial application
timeline (day 0). Figure 1.1c shows the distribution of postmark dates relative to the cutoff
date in schools and years in my sample that did not waitlist any applicants at the cutoff.
Since applications cannot be postmarked on Sundays, there are only 53 possible postmark
dates during the 61-day initial application timeline. For the purposes of these graphs and
the data analysis in this paper, applications postmarked on a Saturday and on the first
Monday following this Saturday are considered to have a postmark date that is 1 day apart.
Figure 1.1d shows the distribution of ”ranked” relative application postmark dates in which
days on which no applications were submitted are dropped.
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Figure 1.2: Distribution of Priority Scores
Notes: This figure shows the distribution of priority scores of all applications submitted
during the initial application timeline to schools in my sample. Priority scores ranged from
0 to 5 up to 2012-2013 and from 0 to 4 afterwards.
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Figure 1.3: Effect of Timing of Application on PT Attendance
Notes: Each observation is the unweighted average of the outcome variable in a 6-day bin,
where the bin is based on the relative postmark date of individuals‘ applications. The dashed
vertical line denotes the normalized cutoff application postmark date and the straight lines
are estimated regression lines using triangular weights and separate linear trends on either
side of the cutoff. The dashed lines surrounding these estimated regression lines mark the
95% confidence intervals.
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Figure 1.4: Academic Outcomes
Notes: Each observation is the unweighted average of the outcome variable in a 6-day bin,
where the bin is based on the relative postmark date of individuals‘ applications. The dashed
vertical line denotes the normalized cutoff application postmark date and the straight lines
are estimated regression lines using triangular weights and separate linear trends on either
side of the cutoff. The dashed lines surrounding these estimated regression lines mark the
95% confidence intervals. The graphs are not all based on the same sample of students as
different variables are available for different grades and years.
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Figure 1.5: Behavioral Outcomes
Notes: Each observation is the unweighted average of the outcome variable in a 6-day bin,
where the bin is based on the relative postmark date of individuals‘ applications. The dashed
vertical line denotes the normalized cutoff application postmark date and the straight lines
are estimated regression lines using triangular weights and separate linear trends on either
side of the cutoff. The dashed lines surrounding these estimated regression lines mark the
95% confidence intervals. The graphs are not all based on the same sample of students as
different variables are available for different grades and years.
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Figure 1.6: Impact of PT on Selected Behavioral Outcomes over Time
Notes: The above graphs show the 2SLS coefficients, multiplied by 80, that are obtained by
estimating equation 1.2 using data only from the years that are listed on the x-axis. Other
than this restriction, the sample restrictions and control variables used in the regressions are
exactly the same as in the baseline regressions presented in table 1.3. Standard errors are
clustered at the school by year level. 95% confidence intervals for the estimated coefficients
are indicated by the blue lines.
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Table 1.1: Descriptive Statistics

Cutoff Group Higher Priority Score
CST Math (t-1) 0.32 -0.067 0.38∗∗∗

(0.030) (0.015) (0.033)
CST ELA (t-1) 0.28 -0.057 0.34∗∗∗

(0.028) (0.015) (0.032)
Interest Level (t-1) 0.21 -0.11 0.32∗∗∗

(0.018) (0.015) (0.024)
Respects Others (t-1) 0.062 -0.17 0.23∗∗∗

(0.022) (0.016) (0.027)
Completes Assignments (t-1) 0.20 -0.089 0.29∗∗∗

(0.019) (0.015) (0.024)
Prepared for Class (t-1) 0.19 -0.097 0.29∗∗∗

(0.020) (0.015) (0.025)
Academic Assistance Status 0.18 0.49 −0.30∗∗∗

(0.0071) (0.0057) (0.0091)
Participated in PT in t-1 0.59 0.78 −0.20∗∗∗

(0.0090) (0.0047) (0.010)
Single Parent HH 0.44 0.68 −0.24∗∗∗

(0.0091) (0.0053) (0.011)
Parents FT Employed 0.85 0.93 −0.076∗∗∗

(0.0065) (0.0029) (0.0071)
Parent has BA 0.53 0.34 0.19∗∗∗

(0.0097) (0.0058) (0.011)
English Learner 0.24 0.33 −0.085∗∗∗

(0.0078) (0.0054) (0.0095)
Female 0.51 0.50 0.014

(0.0092) (0.0057) (0.011)
White 0.24 0.17 0.077∗∗∗

(0.0079) (0.0043) (0.0090)
Black 0.15 0.18 −0.030∗∗∗

(0.0066) (0.0044) (0.0079)
Hispanic 0.35 0.47 −0.12∗∗∗

(0.0088) (0.0057) (0.010)
Observations 2991 7674

Notes: Summary statistics are based on data from two large providers for
the years 2010-2011 to 2014-2015. The averages for outcome variables are
based on students who attended a school in SDUSD. Standard errors of
the mean are reported in parentheses. The fourth column shows results
from two-sample t-tests that test whether the mean of the relevant vari-
able is the same for both groups. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.3: Baseline Regression Results

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

Academic Outcomes:
CST Math 84.9∗∗∗ -0.0032 -0.000038 114.0 620

(7.96) (0.096) (0.0010)
CST ELA 85.3∗∗∗ 0.090 0.0010 122.4 619

(7.72) (0.100) (0.0011)
SBRC Math 78.3∗∗∗ -0.027 -0.00034 125.1 1111

(7.00) (0.061) (0.00073)
SBRC Reading 78.2∗∗∗ -0.027 -0.00034 119.7 1100

(7.14) (0.073) (0.00087)
SBRC Writing 78.0∗∗∗ -0.0063 -0.000080 118.9 1100

(7.15) (0.080) (0.00097)
SBRC Math (14-15) 81.5∗∗∗ 0.052 0.00064 33.2 353

(14.2) (0.18) (0.0020)
SBRC Reading (14-15) 81.5∗∗∗ -0.078 -0.00096 33.2 353

(14.2) (0.20) (0.0022)
SBRC Writing (14-15) 81.5∗∗∗ 0.17 0.0021 33.0 352

(14.2) (0.21) (0.0023)
MS Overall GPA 72.0∗∗∗ -0.023 -0.00032 27.1 415

(13.8) (0.11) (0.0015)
MS ELA GPA 71.9∗∗∗ -0.021 -0.00029 26.8 415

(13.9) (0.13) (0.0016)
MS Math GPA 72.2∗∗∗ -0.066 -0.00092 26.7 410

(14.0) (0.13) (0.0016)
Behavioral Outcomes:
Fraction Days Absent 76.2∗∗∗ -0.10 -0.0013 148.8 1978

(6.25) (0.25) (0.0031)
Student Interest 79.1∗∗∗ 0.025 0.00032 150.0 1473

(6.46) (0.078) (0.00095)
Respects Others 79.1∗∗∗ -0.013 -0.00016 151.0 1473

(6.44) (0.088) (0.0011)
Prepared for Class 78.1∗∗∗ -0.14∗ -0.0018∗ 123.6 1111

(7.03) (0.086) (0.0010)
Completes Assignments 78.1∗∗∗ -0.18∗∗ -0.0023∗∗ 122.6 1111

(7.06) (0.080) (0.00094)
Shows critical thinking 83.0∗∗∗ 0.18 0.0022 34.1 362

(14.2) (0.18) (0.0020)
Responsible for learning 83.0∗∗∗ 0.35∗ 0.0042∗∗ 34.1 362

(14.2) (0.18) (0.0017)
MS Citizenship GPA 73.1∗∗∗ -0.051 -0.00069 27.0 415

(14.1) (0.099) (0.0012)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation
1.1 and the reduced form equation 1.3 for the variable given in the first column. Column (3) reports the 2SLS coefficient from
equation 1.2. Each regression uses all applications submitted within a 5-week window of the cutoff application postmark date for
which the outcome variable is not missing and which have a priority score equal to the cutoff priority score. Each regression
includes separate linear trends in the postmark date relative to the cutoff on either side of the cutoff and school by year fixed
effects. Each regression also controls flexibly for the student‘s gender, age, grade, ethnicity, English learner status, Special Edu-
cation status and parental level of education using various indicators. Indicators are also included for each of the 4 criteria on
which a student‘s priority score is based and for whether a student applied to a PrimeTime program as well. When available, the
lagged value of the outcome variable is also included as a control variable. Each regression employs triangular weights. Standard
errors are clustered at the school by year level and are reported in the parentheses below each coefficient. The F-value corre-
sponding to the first stage coefficient is reported in column (4). The number of observations is reported in column (5) and varies
across regressions as some variables are only available for a subsample of the observations. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.7: Local Linear Regressions

(a) Completes Assignments when Due

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 70.8∗∗∗ -0.19∗∗ -0.0027∗∗ 68.6 1111
(8.55) (0.082) (0.0011)

18 days 77.3∗∗∗ -0.26∗∗∗ -0.0034∗∗∗ 51.0 919
(10.8) (0.088) (0.0013)

12 days 74.5∗∗∗ -0.26∗∗∗ -0.0034∗∗ 27.5 732
(14.2) (0.097) (0.0014)

8 days 66.4∗∗∗ -0.30∗∗∗ -0.0045∗ 15.0 590
(17.1) (0.11) (0.0023)

(b) Prepared for Class

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 70.8∗∗∗ -0.16∗∗ -0.0022∗ 71.1 1111
(8.40) (0.081) (0.0012)

18 days 77.3∗∗∗ -0.24∗∗∗ -0.0031∗∗∗ 48.7 919
(11.1) (0.077) (0.0012)

12 days 74.5∗∗∗ -0.23∗∗ -0.0030∗∗ 27.5 732
(14.2) (0.10) (0.0015)

9 days 67.3∗∗∗ -0.24∗ -0.0036 17.2 635
(16.3) (0.13) (0.0024)

(c) Takes Responsibility for Learning

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 93.7∗∗∗ 0.28∗ 0.0030∗ 46.5 362
(13.7) (0.17) (0.0016)

18 days 101.1∗∗∗ 0.36∗ 0.0036∗ 27.5 265
(19.3) (0.22) (0.0020)

12 days 99.8∗∗∗ 0.44∗ 0.0044∗ 21.2 223
(21.7) (0.25) (0.0025)

11 days 101.7∗∗∗ 0.41 0.0040 21.4 211
(22.0) (0.28) (0.0027)

Notes: Estimated coefficients are based on local linear regressions with a uniform
kernel and no control variables or fixed effects. The optimal bandwidth based on
Calonico et al. (2016) is used in the last row of each table. In each table, column
(1) reports the first-stage coefficient, column (2) the reduced form coefficient and
column (3) the 2SLS coefficient. The F-value corresponding to the first stage coef-
ficient is reported in column (4) and the number of observations is listed in column
(5). Bootstrap standard errors, clustered by school and year, and based on 2000
replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.8: Heterogeneous Treatment Effects - Completes Assignments when
Due

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 78.1∗∗∗ -0.18∗∗ -0.0023∗∗ 122.6 1111
(7.06) (0.080) (0.00094)

1. Male 73.0∗∗∗ -0.21 -0.0028 55.1 547
(9.84) (0.16) (0.0019)

Female 83.4∗∗∗ -0.12 -0.0015 71.1 564
(9.89) (0.11) (0.0012)

2. Single-parent HH 94.7∗∗∗ -0.21 -0.0022 79.4 444
(10.6) (0.16) (0.0015)

Two-parent HH 67.5∗∗∗ -0.21∗∗ -0.0032∗∗ 43.3 660
(10.3) (0.10) (0.0015)

3. Parent has BA 70.8∗∗∗ -0.071 -0.00100 72.1 488
(8.33) (0.11) (0.0015)

Parent has no BA 79.0∗∗∗ -0.29∗∗ -0.0037∗∗ 40.9 505
(12.4) (0.13) (0.0016)

4. Lag above median 71.4∗∗∗ -0.17∗ -0.0023∗∗ 50.8 444
(10.0) (0.094) (0.0011)

Lag below median 63.7∗∗∗ -0.31 -0.0049∗ 14.9 356
(16.5) (0.22) (0.0027)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by
respectively estimating the first stage equation 1.1 and the reduced form equa-
tion 1.3 for the subgroup of students given in the first column and using the
variable in the column header as the dependent variable. Column (3) reports
the 2SLS coefficient from equation 1.2. The sample restrictions and control
variables used in the regressions are exactly the same as in the baseline regres-
sions presented in table 1.3. Standard errors are clustered at the school by year
level and are reported in the parentheses below each coefficient. The F-value
corresponding to the first stage coefficient is reported in column (4). The num-
ber of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.9: Heterogeneous Treatment Effects - Prepared for Class

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 78.1∗∗∗ -0.14∗ -0.0018∗ 123.6 1111
(7.03) (0.086) (0.0010)

1. Male 73.5∗∗∗ -0.17 -0.0023 57.5 547
(9.70) (0.16) (0.0020)

Female 83.4∗∗∗ -0.13 -0.0015 70.3 564
(9.95) (0.11) (0.0012)

2. Single-parent HH 94.5∗∗∗ -0.31∗ -0.0033∗ 79.6 444
(10.6) (0.19) (0.0017)

Two-parent HH 67.4∗∗∗ -0.13 -0.0019 43.6 660
(10.2) (0.12) (0.0017)

3. Parent has BA 71.6∗∗∗ -0.12 -0.0016 78.2 488
(8.09) (0.13) (0.0017)

Parent has no BA 79.2∗∗∗ -0.028 -0.00036 42.1 505
(12.2) (0.15) (0.0017)

4. Lag above median 70.5∗∗∗ -0.12 -0.0017 37.5 459
(11.5) (0.10) (0.0013)

Lag below median 63.9∗∗∗ -0.42∗ -0.0066∗∗ 14.4 341
(16.8) (0.25) (0.0033)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by
respectively estimating the first stage equation 1.1 and the reduced form equa-
tion 1.3 for the subgroup of students given in the first column and using the
variable in the column header as the dependent variable. Column (3) reports
the 2SLS coefficient from equation 1.2. The sample restrictions and control
variables used in the regressions are exactly the same as in the baseline regres-
sions presented in table 1.3. Standard errors are clustered at the school by year
level and are reported in the parentheses below each coefficient. The F-value
corresponding to the first stage coefficient is reported in column (4). The num-
ber of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.10: Heterogeneous Treatment Effects - Takes Responsibility for
Learning

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 83.0∗∗∗ 0.35∗ 0.0042∗∗ 34.1 362
(14.2) (0.18) (0.0017)

1. Male 66.5∗∗ 0.25 0.0037 6.35 176
(26.4) (0.28) (0.0031)

Female 101.3∗∗∗ 0.40∗∗ 0.0040∗∗∗ 26.8 186
(19.6) (0.16) (0.0012)

2. Single-parent HH 76.6∗∗∗ 0.28∗ 0.0036∗∗ 15.7 182
(19.3) (0.16) (0.0017)

Two-parent HH 68.5∗∗ 0.35∗ 0.0051∗∗∗ 6.12 180
(27.7) (0.19) (0.0018)

3. Parent has BA 85.1∗∗∗ 0.40∗ 0.0047∗∗ 17.0 177
(20.6) (0.22) (0.0020)

Parent has no BA 70.2∗∗∗ 0.30 0.0042∗ 18.8 166
(16.2) (0.20) (0.0023)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by
respectively estimating the first stage equation 1.1 and the reduced form equa-
tion 1.3 for the subgroup of students given in the first column and using the
variable in the column header as the dependent variable. Column (3) reports
the 2SLS coefficient from equation 1.2. The sample restrictions and control
variables used in the regressions are exactly the same as in the baseline regres-
sions presented in table 1.3. Standard errors are clustered at the school by year
level and are reported in the parentheses below each coefficient. The F-value
corresponding to the first stage coefficient is reported in column (4). The num-
ber of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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1.7 Appendix

1.7.1 Figures
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Figure 1.7: Residual Plot - Effect of Timing of Application on PT Attendance
Notes: Each observation is the unweighted average residual in a 6-day bin, where the bin is
based on the relative postmark date of individuals‘ applications. The residuals are generated
from a regression of the outcome variable on the predetermined control variables that are
included in the baseline regression specification and school by year fixed effects. Triangular
weights are not used when running this regression. The dashed vertical line denotes the
normalized cutoff application postmark date and the straight lines are estimated regression
lines using triangular weights and separate linear trends on either side of the cutoff. The
dashed lines surrounding these estimated regression lines mark the 95% confidence intervals.
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Figure 1.8: Residual Plot - Academic Outcomes
Notes: Each observation is the unweighted average residual in a 6-day bin, where the bin is
based on the relative postmark date of individuals‘ applications. The residuals are generated
from a regression of the outcome variable on the predetermined control variables that are
included in the baseline regression specification and school by year fixed effects. Triangular
weights are not used when running this regression. The dashed vertical line denotes the
normalized cutoff application postmark date and the straight lines are estimated regression
lines using triangular weights and separate linear trends on either side of the cutoff. The
dashed lines surrounding these estimated regression lines mark the 95% confidence intervals.
The graphs are not all based on the same sample of students as different variables are
available for different grades and years.



75

−
.2

−
.1

0
.1

.2
.3

S
tu

de
nt

 In
te

re
st

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(a) Student shows interest in learning

−
.3

−
.2

−
.1

0
.1

.2
R

es
pe

ct
s 

O
th

er
s

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(b) Student respects others

−
.4

−
.2

0
.2

.4
P

re
pa

re
d 

fo
r 

C
la

ss

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(c) Student prepares and organizes

−
.5

0
.5

C
om

pl
et

es
 A

ss
ig

nm
en

ts

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(d) Student completes assignments when
due

−
.2

0
.2

.4
.6

S
ho

w
s 

cr
iti

ca
l t

hi
nk

in
g

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(e) Student demonstrates critical thinking

−
.4

−
.2

0
.2

.4
.6

R
es

po
ns

ib
le

 fo
r 

le
ar

ni
ng

−30 −24 −18 −12 −6 0 6 12 18 24 30
Timing of application

(f) Student takes responsibility for learn-
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(h) Percentage of school days absent

Figure 1.9: Residual Plot - Behavioral Outcomes
Notes: Each observation is the unweighted average residual in a 6-day bin, where the bin is
based on the relative postmark date of individuals‘ applications. The residuals are generated
from a regression of the outcome variable on the predetermined control variables that are
included in the baseline regression specification and school by year fixed effects. Triangular
weights are not used when running this regression. The dashed vertical line denotes the
normalized cutoff application postmark date and the straight lines are estimated regression
lines using triangular weights and separate linear trends on either side of the cutoff. The
dashed lines surrounding these estimated regression lines mark the 95% confidence intervals.
The graphs are not all based on the same sample of students as different variables are
available for different grades and years.
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Table 1.27: Baseline Results - All Applicants Attend School of Application
(Provider 2 Only)

(1) (2) (3) (4) (5) (6)
FS RF 2SLS FS F-value N P-value Wild BS

Academic Outcomes:
CST Math 114.0∗∗∗ 0.0043 0.000038 138.9 182 0.68

(9.67) (0.13) (0.00092)
CST ELA 112.5∗∗∗ 0.14 0.0013 122.2 182 0.88

(10.2) (0.18) (0.0013)
SBRC Math 68.7∗∗∗ 0.069 0.0010 32.1 557 0.62

(12.1) (0.074) (0.0010)
SBRC Reading 68.6∗∗∗ -0.0051 -0.000075 29.0 547 0.79

(12.7) (0.11) (0.0015)
SBRC Writing 68.6∗∗∗ 0.063 0.00091 29.0 547 0.93

(12.8) (0.12) (0.0016)
SBRC Math (14-15) 72.6∗∗∗ -0.21 -0.0030 10.1 184 0.35

(22.8) (0.19) (0.0020)
SBRC Reading (14-15) 72.6∗∗∗ -0.47∗∗ -0.0065∗∗∗ 10.1 184 0.064

(22.8) (0.24) (0.0022)
SBRC Writing (14-15) 70.5∗∗∗ -0.26 -0.0038 9.64 183 0.18

(22.7) (0.20) (0.0023)
MS Overall GPA 77.3∗∗∗ -0.095 -0.0012 16.8 242 0.38

(18.9) (0.11) (0.0013)
MS ELA GPA 77.6∗∗∗ -0.11 -0.0015 17.4 242 0.55

(18.6) (0.15) (0.0017)
MS Math GPA 77.9∗∗∗ -0.14 -0.0018 18.2 237 0.30

(18.3) (0.16) (0.0018)
Behavioral Outcomes:
Fraction Days Absent 67.5∗∗∗ 0.24 0.0035 43.2 1029 0.28

(10.3) (0.27) (0.0038)
Student Interest 70.0∗∗∗ -0.13 -0.0018 45.8 743 0.25

(10.3) (0.080) (0.0011)
Respects Others 70.2∗∗∗ -0.023 -0.00032 48.2 743 0.90

(10.1) (0.093) (0.0012)
Prepared for Class 68.5∗∗∗ -0.17∗ -0.0025∗∗ 32.5 557 0.090

(12.0) (0.091) (0.0011)
Completes Assignments 68.7∗∗∗ -0.24∗∗∗ -0.0035∗∗∗ 31.9 557 0.046

(12.1) (0.085) (0.00092)
Shows critical thinking 72.3∗∗∗ 0.11 0.0016 10.1 186 0.65

(22.7) (0.23) (0.0026)
Responsible for learning 72.3∗∗∗ 0.26 0.0036∗∗ 10.1 186 0.12

(22.7) (0.17) (0.0017)
MS Citizenship GPA 80.7∗∗∗ -0.15 -0.0019∗ 21.7 242 0.65

(17.3) (0.094) (0.0011)

Notes: Columns (1) and (2) show the coefficient on 1[t ≤ c] from respectively estimating equations 1.1 and 1.3 for the variable
in the first column. Column (3) reports the 2SLS coefficient from equation 1.2. Each regression uses the same sample restric-
tions, bandwidth, kernel, control variables and fixed effects as the baseline specification shown in table 1.3. However, in contrast
to table 1.3, in this table only individuals who attended the school of the application for the entire year are included and only
data from provider 2 is used. Standard errors are clustered at the school by year level and are reported in parentheses below each
coefficient. The first-stage F-value is reported in column (4). The number of observations is reported in column (5). Column (6)
reports the Wild boostrap p-value of the 2SLS coefficient. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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1.7.3 Local Linear Regressions

Table 1.28: Local Linear Regressions - CST Math

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 81.5∗∗∗ 0.14 0.0017 113.1 620
(7.67) (0.16) (0.0020)

24 days 83.0∗∗∗ 0.092 0.0011 103.3 561
(8.16) (0.17) (0.0021)

18 days 85.8∗∗∗ -0.034 -0.00040 97.2 484
(8.70) (0.20) (0.0024)

12 days 79.9∗∗∗ -0.098 -0.0012 44.9 395
(11.9) (0.23) (0.0030)

12 days 79.9∗∗∗ -0.098 -0.0012 46.2 395
(11.8) (0.23) (0.0030)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.29: Local Linear Regressions - CST ELA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 81.6∗∗∗ 0.076 0.00093 110.7 619
(7.75) (0.16) (0.0020)

24 days 83.0∗∗∗ 0.028 0.00033 98.1 560
(8.38) (0.17) (0.0020)

18 days 85.8∗∗∗ -0.097 -0.0011 89.8 483
(9.05) (0.19) (0.0023)

12 days 79.8∗∗∗ -0.011 -0.00014 46.7 394
(11.7) (0.22) (0.0028)

17 days 89.2∗∗∗ -0.056 -0.00063 91.0 466
(9.35) (0.21) (0.0023)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.30: Local Linear Regressions -SBRC Math (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 70.8∗∗∗ -0.021 -0.00030 66.0 1111
(8.71) (0.097) (0.0014)

24 days 73.1∗∗∗ -0.048 -0.00066 54.5 1024
(9.90) (0.098) (0.0014)

18 days 77.3∗∗∗ -0.066 -0.00085 50.3 919
(10.9) (0.11) (0.0015)

12 days 74.5∗∗∗ -0.068 -0.00091 27.9 732
(14.1) (0.13) (0.0019)

8 days 66.4∗∗∗ -0.17 -0.0025 14.6 590
(17.4) (0.14) (0.0027)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.31: Local Linear Regressions –SBRC Reading (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 70.7∗∗∗ -0.074 -0.0010 67.8 1100
(8.59) (0.094) (0.0014)

24 days 72.9∗∗∗ -0.083 -0.0011 59.7 1015
(9.43) (0.10) (0.0014)

18 days 77.0∗∗∗ -0.097 -0.0013 50.8 911
(10.8) (0.12) (0.0016)

12 days 74.6∗∗∗ -0.092 -0.0012 26.3 724
(14.5) (0.12) (0.0018)

7 days 60.9∗∗∗ -0.091 -0.0015 11.4 535
(18.0) (0.16) (0.0036)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.32: Local Linear Regressions –SBRC Writing (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 70.7∗∗∗ -0.048 -0.00067 67.1 1100
(8.64) (0.095) (0.0014)

24 days 72.9∗∗∗ -0.068 -0.00093 59.2 1015
(9.47) (0.099) (0.0014)

18 days 77.0∗∗∗ -0.12 -0.0015 49.2 911
(11.0) (0.11) (0.0015)

12 days 74.6∗∗∗ -0.094 -0.0013 26.5 724
(14.5) (0.12) (0.0016)

8 days 66.0∗∗∗ -0.17 -0.0025 15.3 584
(16.9) (0.15) (0.0024)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.33: Local Linear Regressions - SBRC Math (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 92.1∗∗∗ 0.13 0.0014 43.8 353
(13.9) (0.18) (0.0019)

24 days 97.9∗∗∗ 0.054 0.00055 39.3 314
(15.6) (0.18) (0.0019)

18 days 98.7∗∗∗ 0.032 0.00033 26.0 259
(19.3) (0.20) (0.0021)

12 days 97.2∗∗∗ 0.095 0.00098 18.0 217
(22.9) (0.24) (0.0026)

9 days 88.4∗∗∗ -0.097 -0.0011 16.1 180
(22.0) (0.28) (0.0034)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.34: Local Linear Regressions - SBRC Reading (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 92.1∗∗∗ 0.049 0.00053 45.8 353
(13.6) (0.20) (0.0022)

24 days 97.9∗∗∗ 0.044 0.00045 38.3 314
(15.8) (0.21) (0.0022)

18 days 98.7∗∗∗ 0.099 0.0010 26.8 259
(19.1) (0.23) (0.0024)

12 days 97.2∗∗∗ 0.049 0.00051 19.2 217
(22.2) (0.25) (0.0027)

10 days 97.4∗∗∗ 0.066 0.00068 22.0 196
(20.7) (0.23) (0.0025)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.35: Local Linear Regressions - SBRC Writing (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 91.7∗∗∗ 0.31 0.0034 41.9 352
(14.2) (0.22) (0.0022)

24 days 97.6∗∗∗ 0.30 0.0031 36.8 313
(16.1) (0.23) (0.0022)

18 days 98.3∗∗∗ 0.36 0.0036 26.8 258
(19.0) (0.25) (0.0026)

12 days 96.7∗∗∗ 0.37 0.0038 19.3 216
(22.0) (0.26) (0.0028)

9 days 87.8∗∗∗ 0.29 0.0033 16.3 179
(21.8) (0.25) (0.0032)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.36: Local Linear Regressions - MS Overall GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 77.4∗∗∗ -0.028 -0.00036 39.7 415
(12.3) (0.12) (0.0016)

24 days 66.6∗∗∗ -0.082 -0.0012 25.3 380
(13.2) (0.10) (0.0018)

18 days 66.5∗∗∗ -0.14 -0.0021 28.1 337
(12.5) (0.13) (0.0023)

12 days 66.2∗∗∗ -0.15 -0.0023 16.3 255
(16.4) (0.16) (0.0043)

14 days 73.4∗∗∗ -0.14 -0.0020 26.6 304
(14.2) (0.14) (0.0021)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.37: Local Linear Regressions -MS ELA GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 77.4∗∗∗ 0.017 0.00022 40.2 415
(12.2) (0.14) (0.0019)

24 days 66.6∗∗∗ -0.026 -0.00039 26.2 380
(13.0) (0.12) (0.0023)

18 days 66.5∗∗∗ -0.057 -0.00085 27.4 337
(12.7) (0.13) (0.0023)

12 days 66.2∗∗∗ -0.095 -0.0014 16.3 255
(16.4) (0.14) (0.0061)

13 days 74.3∗∗∗ -0.10 -0.0014 25.2 286
(14.8) (0.12) (0.0018)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.38: Local Linear Regressions - MS Math GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 76.5∗∗∗ -0.093 -0.0012 36.7 410
(12.6) (0.10) (0.0015)

24 days 65.5∗∗∗ -0.094 -0.0014 24.0 375
(13.4) (0.085) (0.0017)

18 days 66.4∗∗∗ -0.048 -0.00073 26.2 333
(13.0) (0.13) (0.0023)

12 days 66.8∗∗∗ -0.017 -0.00026 16.5 252
(16.5) (0.19) (0.0056)

15 days 73.8∗∗∗ 0.0010 0.000014 25.8 313
(14.5) (0.13) (0.0028)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.39: Local Linear Regressions - Fraction Days Absent

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 73.4∗∗∗ -0.15 -0.0020 136.9 1978
(6.27) (0.25) (0.0034)

24 days 73.3∗∗∗ -0.15 -0.0021 108.7 1811
(7.03) (0.27) (0.0037)

18 days 76.7∗∗∗ 0.028 0.00037 90.9 1603
(8.04) (0.29) (0.0038)

12 days 74.7∗∗∗ 0.013 0.00018 49.5 1278
(10.6) (0.32) (0.0043)

10 days 74.4∗∗∗ 0.28 0.0037 40.2 1151
(11.7) (0.36) (0.0051)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.40: Local Linear Regressions - Student Interest

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 75.8∗∗∗ -0.060 -0.00079 102.9 1473
(7.48) (0.077) (0.0010)

24 days 78.9∗∗∗ -0.072 -0.00092 86.7 1347
(8.48) (0.079) (0.0010)

18 days 82.8∗∗∗ -0.073 -0.00088 72.5 1184
(9.72) (0.091) (0.0011)

12 days 80.3∗∗∗ -0.051 -0.00064 39.9 955
(12.7) (0.11) (0.0014)

10 days 77.1∗∗∗ -0.042 -0.00054 33.3 871
(13.4) (0.13) (0.0016)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.41: Local Linear Regressions - Respects Others

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 75.8∗∗∗ -0.10 -0.0013 96.9 1473
(7.70) (0.083) (0.0011)

24 days 78.9∗∗∗ -0.12 -0.0015 89.8 1347
(8.33) (0.083) (0.0011)

18 days 82.8∗∗∗ -0.074 -0.00089 74.5 1184
(9.59) (0.095) (0.0012)

12 days 80.3∗∗∗ -0.052 -0.00065 40.9 955
(12.6) (0.11) (0.0014)

13 days 83.1∗∗∗ -0.068 -0.00081 48.6 1003
(11.9) (0.10) (0.0012)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.42: Local Linear Regressions - Shows critical thinking

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 93.7∗∗∗ 0.20 0.0022 44.6 362
(14.0) (0.18) (0.0018)

24 days 98.8∗∗∗ 0.16 0.0016 41.5 323
(15.3) (0.17) (0.0017)

18 days 101.1∗∗∗ 0.27 0.0027 25.8 265
(19.9) (0.20) (0.0019)

12 days 99.8∗∗∗ 0.23 0.0023 21.6 223
(21.4) (0.21) (0.0021)

13 days 101.3∗∗∗ 0.26 0.0026 20.6 231
(22.3) (0.20) (0.0021)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.43: Local Linear Regressions - MS Citizenship GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

30 days 77.4∗∗∗ 0.083 0.0011 40.9 415
(12.1) (0.12) (0.0017)

24 days 66.6∗∗∗ 0.0024 0.000036 26.4 380
(13.0) (0.11) (0.0020)

18 days 66.5∗∗∗ -0.087 -0.0013 26.1 337
(13.0) (0.13) (0.0022)

12 days 66.2∗∗∗ -0.079 -0.0012 17.0 255
(16.0) (0.14) (0.0033)

11 days 74.9∗∗∗ -0.062 -0.00083 17.6 237
(17.9) (0.15) (0.0083)

Notes: Estimated coefficients are based on local linear regressions with a uniform kernel and no control variables
or fixed effects. The optimal bandwidth based on Calonico et al. (2016) is used in the last row of each ta-
ble. In each table, column (1) reports the first-stage coefficient, column (2) the reduced form coefficient and col-
umn (3) the 2SLS coefficient. The F-value corresponding to the first stage coefficient is reported in column
(4) and the number of observations is listed in column (5). Bootstrap standard errors, clustered by school and
year, and based on 2000 replications are reported in parentheses. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

1.7.4 Heterogeneous Impacts

Table 1.44: Heterogeneous Treatment Effects - CST Math

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 84.9∗∗∗ -0.0032 -0.000038 114.0 620
(7.96) (0.096) (0.0010)

1. Male 88.9∗∗∗ -0.25∗ -0.0028∗∗ 57.9 296
(11.7) (0.13) (0.0012)

Female 82.2∗∗∗ 0.17 0.0021 45.0 324
(12.2) (0.15) (0.0015)

2. Single-parent HH 134.6∗∗∗ -0.50∗∗ -0.0037∗∗∗ 94.4 209
(13.8) (0.24) (0.0013)

Two-parent HH 85.8∗∗∗ 0.037 0.00044 65.7 407
(10.6) (0.11) (0.0011)

3. Parent has BA 81.5∗∗∗ -0.031 -0.00038 43.3 291
(12.4) (0.19) (0.0020)

Parent has no BA 86.2∗∗∗ 0.15 0.0018 30.5 282
(15.6) (0.25) (0.0025)

4. Lag above median 89.4∗∗∗ -0.17 -0.0019 32.1 235
(15.8) (0.22) (0.0021)

Lag below median 105.0∗∗∗ -0.074 -0.00071 25.1 234
(20.9) (0.18) (0.0014)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.45: Heterogeneous Treatment Effects - CST ELA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 85.3∗∗∗ 0.090 0.0010 122.4 619
(7.72) (0.100) (0.0011)

1. Male 91.3∗∗∗ -0.093 -0.0010 66.3 296
(11.2) (0.19) (0.0017)

Female 81.7∗∗∗ 0.19∗ 0.0023∗∗ 43.6 323
(12.4) (0.11) (0.0011)

2. Single-parent HH 135.1∗∗∗ -0.16 -0.0012 113.3 209
(12.7) (0.22) (0.0013)

Two-parent HH 85.4∗∗∗ 0.11 0.0013 70.7 406
(10.2) (0.11) (0.0012)

3. Parent has BA 81.4∗∗∗ 0.21 0.0025 45.3 290
(12.1) (0.17) (0.0019)

Parent has no BA 84.7∗∗∗ -0.042 -0.00050 29.9 282
(15.5) (0.14) (0.0014)

4. Lag above median 87.1∗∗∗ 0.16 0.0018 48.7 236
(12.5) (0.12) (0.0012)

Lag below median 110.8∗∗∗ -0.13 -0.0012 40.9 234
(17.3) (0.15) (0.0011)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.46: Heterogeneous Treatment Effects - SBRC Math (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 78.3∗∗∗ -0.027 -0.00034 125.1 1111
(7.00) (0.061) (0.00073)

1. Male 72.8∗∗∗ -0.0064 -0.000088 56.6 547
(9.67) (0.094) (0.0012)

Female 83.5∗∗∗ -0.043 -0.00051 70.5 564
(9.94) (0.077) (0.00083)

2. Single-parent HH 94.9∗∗∗ -0.063 -0.00066 78.1 444
(10.7) (0.13) (0.0012)

Two-parent HH 67.2∗∗∗ -0.0027 -0.000041 44.3 660
(10.1) (0.075) (0.0010)

3. Parent has BA 70.5∗∗∗ -0.010 -0.00015 77.4 488
(8.01) (0.089) (0.0011)

Parent has no BA 79.4∗∗∗ 0.012 0.00015 42.2 505
(12.2) (0.11) (0.0012)

4. Lag above median 70.2∗∗∗ -0.076 -0.0011 60.3 471
(9.04) (0.093) (0.0012)

Lag below median 72.3∗∗∗ -0.075 -0.0010 20.5 464
(16.0) (0.11) (0.0013)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.47: Heterogeneous Treatment Effects - SBRC Reading (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 78.2∗∗∗ -0.027 -0.00034 119.7 1100
(7.14) (0.073) (0.00087)

1. Male 73.1∗∗∗ -0.080 -0.0011 53.1 539
(10.0) (0.12) (0.0014)

Female 83.7∗∗∗ 0.040 0.00047 70.1 561
(10.00) (0.086) (0.00094)

2. Single-parent HH 95.3∗∗∗ -0.14 -0.0014 80.6 435
(10.6) (0.18) (0.0016)

Two-parent HH 67.3∗∗∗ -0.042 -0.00063 43.9 658
(10.2) (0.088) (0.0012)

3. Parent has BA 70.6∗∗∗ 0.031 0.00044 76.3 480
(8.09) (0.11) (0.0015)

Parent has no BA 78.6∗∗∗ -0.0100 -0.00013 39.9 502
(12.5) (0.098) (0.0011)

4. Lag above median 65.9∗∗∗ -0.072 -0.0011 34.2 474
(11.3) (0.095) (0.0013)

Lag below median 75.9∗∗∗ -0.079 -0.0010 28.6 423
(14.2) (0.11) (0.0013)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.48: Heterogeneous Treatment Effects - SBRC Writing (up to ’13-’14)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 78.0∗∗∗ -0.0063 -0.000080 118.9 1100
(7.15) (0.080) (0.00097)

1. Male 73.1∗∗∗ -0.096 -0.0013 53.6 539
(9.98) (0.15) (0.0018)

Female 83.4∗∗∗ 0.12 0.0015 68.7 561
(10.1) (0.083) (0.00095)

2. Single-parent HH 95.0∗∗∗ -0.15 -0.0016 76.4 435
(10.9) (0.18) (0.0017)

Two-parent HH 67.3∗∗∗ -0.017 -0.00025 44.6 658
(10.1) (0.097) (0.0013)

3. Parent has BA 70.1∗∗∗ -0.15 -0.0022 74.8 480
(8.11) (0.11) (0.0014)

Parent has no BA 78.6∗∗∗ 0.29∗∗∗ 0.0037∗∗∗ 40.1 502
(12.4) (0.098) (0.0013)

4. Lag above median 67.1∗∗∗ -0.053 -0.00078 40.4 451
(10.6) (0.13) (0.0017)

Lag below median 61.2∗∗∗ -0.071 -0.0012 21.3 446
(13.3) (0.14) (0.0020)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.



104

Table 1.49: Heterogeneous Treatment Effects - SBRC Math (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 81.5∗∗∗ 0.052 0.00064 33.2 353
(14.2) (0.18) (0.0020)

1. Male 66.1∗∗ -0.20 -0.0030 5.72 169
(27.6) (0.31) (0.0042)

Female 96.5∗∗∗ 0.16 0.0016 22.6 184
(20.3) (0.19) (0.0017)

2. Single-parent HH 69.9∗∗∗ -0.021 -0.00030 11.6 175
(20.5) (0.27) (0.0032)

Two-parent HH 68.6∗∗ 0.00069 0.000010 6.12 178
(27.7) (0.28) (0.0034)

3. Parent has BA 84.4∗∗∗ 0.48∗∗ 0.0057∗∗∗ 16.9 173
(20.6) (0.19) (0.0021)

Parent has no BA 70.6∗∗∗ -0.33 -0.0047 17.2 162
(17.0) (0.31) (0.0037)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.50: Heterogeneous Treatment Effects - SBRC Reading (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 81.5∗∗∗ -0.078 -0.00096 33.2 353
(14.2) (0.20) (0.0022)

1. Male 66.1∗∗ -0.35 -0.0053 5.72 169
(27.6) (0.26) (0.0043)

Female 96.5∗∗∗ 0.049 0.00051 22.6 184
(20.3) (0.16) (0.0013)

2. Single-parent HH 69.9∗∗∗ -0.038 -0.00055 11.6 175
(20.5) (0.33) (0.0039)

Two-parent HH 68.6∗∗ -0.32 -0.0047 6.12 178
(27.7) (0.24) (0.0038)

3. Parent has BA 84.4∗∗∗ 0.036 0.00042 16.9 173
(20.6) (0.32) (0.0031)

Parent has no BA 70.6∗∗∗ -0.040 -0.00056 17.2 162
(17.0) (0.26) (0.0031)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.51: Heterogeneous Treatment Effects - SBRC Writing (’14-’15)

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 81.5∗∗∗ 0.17 0.0021 33.0 352
(14.2) (0.21) (0.0023)

1. Male 66.1∗∗ -0.063 -0.00096 5.72 169
(27.6) (0.21) (0.0027)

Female 96.5∗∗∗ 0.35 0.0036 22.6 183
(20.3) (0.23) (0.0023)

2. Single-parent HH 69.9∗∗∗ 0.43 0.0061 11.6 175
(20.5) (0.33) (0.0037)

Two-parent HH 67.6∗∗ -0.12 -0.0018 5.89 177
(27.8) (0.24) (0.0031)

3. Parent has BA 84.4∗∗∗ 0.37 0.0044 16.9 173
(20.6) (0.37) (0.0037)

Parent has no BA 69.7∗∗∗ 0.042 0.00061 16.9 161
(17.0) (0.31) (0.0036)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.52: Heterogeneous Treatment Effects - MS Overall GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 72.0∗∗∗ -0.023 -0.00032 27.1 415
(13.8) (0.11) (0.0015)

1. Male 88.1∗∗∗ 0.051 0.00058 18.8 206
(20.3) (0.20) (0.0019)

Female 58.6∗∗∗ -0.093 -0.0016 21.3 209
(12.7) (0.10) (0.0016)

2. Single-parent HH 111.1∗∗∗ -0.62∗∗ -0.0056∗∗ 25.5 136
(22.0) (0.30) (0.0028)

Two-parent HH 73.1∗∗∗ 0.15 0.0020 23.0 279
(15.2) (0.12) (0.0015)

3. Parent has BA 83.7∗∗∗ -0.0096 -0.00011 20.5 261
(18.5) (0.11) (0.0011)

Parent has no BA 75.9∗∗∗ -0.098 -0.0013 29.1 135
(14.1) (0.19) (0.0021)

4. Lag above median 128.8∗∗∗ 0.062 0.00048 20.0 100
(28.8) (0.064) (0.00034)

Lag below median 46.3 0.40∗∗ 0.0087 1.39 99
(39.2) (0.18) (0.0054)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.53: Heterogeneous Treatment Effects - MS ELA GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 71.9∗∗∗ -0.021 -0.00029 26.8 415
(13.9) (0.13) (0.0016)

1. Male 88.4∗∗∗ -0.051 -0.00058 19.1 206
(20.2) (0.26) (0.0026)

Female 57.3∗∗∗ -0.031 -0.00053 20.0 209
(12.8) (0.11) (0.0016)

2. Single-parent HH 111.0∗∗∗ -0.51∗ -0.0046∗ 28.2 136
(20.9) (0.31) (0.0027)

Two-parent HH 73.6∗∗∗ 0.14 0.0019 23.3 279
(15.2) (0.13) (0.0017)

3. Parent has BA 83.4∗∗∗ -0.019 -0.00023 20.6 261
(18.4) (0.12) (0.0013)

Parent has no BA 75.3∗∗∗ 0.028 0.00037 24.1 135
(15.3) (0.29) (0.0031)

4. Lag above median 138.0∗∗∗ 0.16 0.0011∗ 44.4 102
(20.7) (0.11) (0.00066)

Lag below median 58.0 -0.14 -0.0024 2.08 97
(40.2) (0.42) (0.0058)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.54: Heterogeneous Treatment Effects - MS Math GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 72.2∗∗∗ -0.066 -0.00092 26.7 410
(14.0) (0.13) (0.0016)

1. Male 85.6∗∗∗ -0.0079 -0.000092 17.2 203
(20.6) (0.29) (0.0029)

Female 58.3∗∗∗ -0.14 -0.0025∗ 20.6 207
(12.8) (0.090) (0.0014)

2. Single-parent HH 111.7∗∗∗ -0.055 -0.00049 21.7 133
(24.0) (0.32) (0.0023)

Two-parent HH 73.1∗∗∗ 0.025 0.00035 22.4 277
(15.4) (0.14) (0.0017)

3. Parent has BA 83.9∗∗∗ -0.020 -0.00024 20.5 260
(18.5) (0.13) (0.0014)

Parent has no BA 73.9∗∗∗ -0.39 -0.0053 23.0 132
(15.4) (0.26) (0.0033)

4. Lag above median 108.5∗∗∗ 0.13 0.0012∗∗ 20.6 99
(23.9) (0.096) (0.00054)

Lag below median 69.9∗∗ -0.089 -0.0013 3.89 99
(35.4) (0.27) (0.0027)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.55: Heterogeneous Treatment Effects - Fraction Days Absent

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 76.2∗∗∗ -0.10 -0.0013 148.8 1978
(6.25) (0.25) (0.0031)

1. Male 75.7∗∗∗ 0.24 0.0032 79.8 968
(8.47) (0.31) (0.0039)

Female 77.3∗∗∗ -0.72∗∗ -0.0093∗∗ 77.5 1010
(8.78) (0.34) (0.0042)

2. Single-parent HH 95.0∗∗∗ -0.44 -0.0046 108.8 812
(9.11) (0.58) (0.0056)

Two-parent HH 65.9∗∗∗ 0.19 0.0028 63.9 1159
(8.24) (0.27) (0.0038)

3. Parent has BA 72.2∗∗∗ 0.37 0.0051 77.4 968
(8.21) (0.34) (0.0045)

Parent has no BA 76.2∗∗∗ -0.68∗ -0.0089∗ 61.1 850
(9.75) (0.41) (0.0049)

4. Lag above median 64.6∗∗∗ -0.085 -0.0013 62.2 925
(8.19) (0.40) (0.0057)

Lag below median 78.4∗∗∗ 0.050 0.00064 66.4 905
(9.62) (0.32) (0.0037)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.56: Heterogeneous Treatment Effects - Student Interest

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 79.1∗∗∗ 0.025 0.00032 150.0 1473
(6.46) (0.078) (0.00095)

1. Male 72.9∗∗∗ 0.12 0.0016 61.6 723
(9.28) (0.12) (0.0015)

Female 85.1∗∗∗ -0.042 -0.00049 93.6 750
(8.80) (0.10) (0.0011)

2. Single-parent HH 90.4∗∗∗ 0.043 0.00048 110.7 626
(8.59) (0.15) (0.0015)

Two-parent HH 67.6∗∗∗ -0.079 -0.0012 50.4 840
(9.52) (0.10) (0.0014)

3. Parent has BA 73.8∗∗∗ 0.14 0.0019 83.6 665
(8.07) (0.12) (0.0015)

Parent has no BA 79.3∗∗∗ 0.084 0.0011 54.9 671
(10.7) (0.13) (0.0014)

4. Lag above median 73.1∗∗∗ 0.067 0.00092 58.9 661
(9.52) (0.10) (0.0013)

Lag below median 62.1∗∗∗ -0.28 -0.0046 19.5 449
(14.1) (0.20) (0.0028)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 1.57: Heterogeneous Treatment Effects - Respects Others

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 79.1∗∗∗ -0.013 -0.00016 151.0 1473
(6.44) (0.088) (0.0011)

1. Male 73.2∗∗∗ -0.015 -0.00021 63.0 723
(9.23) (0.17) (0.0021)

Female 85.3∗∗∗ 0.0036 0.000042 93.5 750
(8.82) (0.11) (0.0012)

2. Single-parent HH 90.4∗∗∗ -0.060 -0.00067 111.3 626
(8.57) (0.15) (0.0015)

Two-parent HH 67.5∗∗∗ 0.046 0.00068 51.2 840
(9.43) (0.10) (0.0014)

3. Parent has BA 73.4∗∗∗ 0.031 0.00042 82.8 665
(8.07) (0.099) (0.0012)

Parent has no BA 79.0∗∗∗ 0.0043 0.000055 56.6 671
(10.5) (0.18) (0.0021)

4. Lag above median 78.4∗∗∗ -0.087 -0.0011 106.2 661
(7.61) (0.16) (0.0018)

Lag below median 57.7∗∗∗ -0.099 -0.0017 17.8 449
(13.7) (0.24) (0.0037)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 1.58: Heterogeneous Treatment Effects - Shows critical thinking

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 83.0∗∗∗ 0.18 0.0022 34.1 362
(14.2) (0.18) (0.0020)

1. Male 66.5∗∗ 0.16 0.0023 6.35 176
(26.4) (0.27) (0.0033)

Female 101.3∗∗∗ 0.22 0.0022 26.8 186
(19.6) (0.19) (0.0017)

2. Single-parent HH 76.6∗∗∗ 0.29 0.0038∗∗ 15.7 182
(19.3) (0.20) (0.0019)

Two-parent HH 68.5∗∗ 0.39 0.0057∗∗ 6.12 180
(27.7) (0.24) (0.0024)

3. Parent has BA 85.1∗∗∗ 0.21 0.0024 17.0 177
(20.6) (0.24) (0.0023)

Parent has no BA 70.2∗∗∗ 0.026 0.00037 18.8 166
(16.2) (0.22) (0.0026)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.



109

Table 1.59: Heterogeneous Treatment Effects - MS Citizenship GPA

(1) (2) (3) (4) (5)
FS RF 2SLS FS F-value N

All students 73.1∗∗∗ -0.051 -0.00069 27.0 415
(14.1) (0.099) (0.0012)

1. Male 93.7∗∗∗ -0.075 -0.00080 23.2 206
(19.4) (0.21) (0.0020)

Female 56.1∗∗∗ -0.16 -0.0028 19.9 209
(12.6) (0.11) (0.0018)

2. Single-parent HH 108.9∗∗∗ -0.38 -0.0035 29.3 136
(20.1) (0.27) (0.0023)

Two-parent HH 76.0∗∗∗ 0.023 0.00030 24.0 279
(15.5) (0.12) (0.0015)

3. Parent has BA 85.2∗∗∗ -0.054 -0.00064 21.5 261
(18.4) (0.10) (0.0010)

Parent has no BA 71.6∗∗∗ -0.092 -0.0013 19.4 135
(16.3) (0.22) (0.0025)

4. Lag above median 107.5∗∗∗ 0.060 0.00056 21.5 101
(23.2) (0.088) (0.00064)

Lag below median 88.7∗∗∗ 0.13 0.0015 7.76 98
(31.8) (0.23) (0.0021)

Notes: Columns (1) and (2) report the coefficient on 1[t ≤ c] that is obtained by respectively estimating the first stage equation 1
and the reduced form equation 3 for the subgroup of students given in the first column and using the variable in the column header
as the dependent variable. Column (3) reports the 2SLS coefficient from equation 2. The sample restrictions and control vari-
ables used in the regressions are exactly the same as in the baseline regressions presented in table 3. Standard errors are clustered
at the school by year level and are reported in the parentheses below each coefficient. The F-value corresponding to the first stage
coefficient is reported in column (4). The number of observations is reported in column (5). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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1.7.5 Ordinary Least Squares

Table 1.60: OLS Results

(1) (2) (3)
OLS BS P-value N

Academic Outcomes:
CST Math -0.00022 0.0035 319

(0.00097)
CST ELA 0.0017∗ 0.037 318

(0.00089)
SBRC Math -0.00044 0.73 530

(0.00066)
SBRC Reading 0.00014 0.19 525

(0.00062)
SBRC Writing -0.00059 0.63 525

(0.00071)
SBRC Math (14-15) -0.0032∗∗∗ 0.34 185

(0.00093)
SBRC Reading (14-15) -0.0020∗∗∗ 0.11 185

(0.00066)
SBRC Writing (14-15) -0.0028∗∗∗ 0.51 184

(0.00045)
MS Overall GPA 0.00060 0.12 218

(0.00056)
MS ELA GPA 0.0012 0.13 218

(0.00071)
MS Math GPA -0.00038 0.47 215

(0.00083)
Behavioral Outcomes:
Fraction Days Absent -0.0059∗∗∗ 0.00001 986

(0.0017)
Student Interest -0.0018∗∗∗ 0.22 719

(0.00069)
Respects Others -0.00096 0.46 719

(0.00067)
Prepared for Class -0.0021∗∗∗ 0.017 530

(0.00072)
Completes Assignments -0.0022∗∗∗ 0.032 530

(0.00084)
Shows critical thinking -0.0027∗∗∗ 0.42 189

(0.0010)
Responsible for learning -0.0011 0.40 189

(0.00096)
MS Citizenship GPA 0.00043 0.78 218

(0.00086)

‘

Notes: Column (1) shows the coefficient on days of PT attendance that is obtained by estimating equation 2 using an
OLS regression and by not controlling for the relative postmark date of the application. The sample only includes stu-
dents who applied on or at most 29 days before the cutoff date and who attended the school of the PrimeTime applica-
tion for the entire year. The control variables used in the regressions are the same as in the baseline regressions pre-
sented in table 3. Standard errors are clustered at the school by year level and are reported in the parentheses be-
low each coefficient. No weights are used. Column (2) reports the Wild bootstrap p-value of the OLS coefficient based
on 1000 repititions. The number of observations is reported in column (3). ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.



Chapter 2

Personal Income Taxation and

College Major Choice: A Case

Study of the 1986 Tax Reform

Act

Abstract

This paper evaluates whether changes in expected lifetime income by

major that result from changes in the individual income tax law have the

potential to affect college major choices, using one of the largest federal income

tax reforms in recent U.S. history, the 1986 Tax Reform Act (TRA86), as a case

study. Using various labor force surveys, I first calculate the change in expected

after-tax lifetime income for males due to TRA86 for 47 majors. I find that the

average major experienced an increase in after-tax expected lifetime income of

$58.000 or, equivalently, 6.2% due to TRA86. The differential impact across

majors is small. Relative to the mean across all majors expected earnings

for a particular major changed from -1.2% to 2.0%. I next use estimates of

the elasticity of college major choice with respect to major-specific expected

earnings from other studies to simulate how the differential TRA86-induced

change in expected after-tax lifetime earnings across majors could have affected
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the distribution of completed college majors. Due to the limited differential

impact on expected earnings across majors, at most 0.25% of males graduating

after TRA86 are estimated to have completed a different major due to TRA86.

2.1 Introduction

A large literature estimates the elasticity of taxable income. This liter-

ature captures mostly the short-run effects of tax changes on efficiency includ-

ing changes in hours worked, form of compensation and occupational choice.

However, other less-studied responses can take longer to show up in the data

and have important implications for the long-run effects of tax changes on ef-

ficiency.1 In particular, changes in the tax law may not only affect the amount

of education that a person chooses to obtain, as examined among others by

Lucas (1990) and Trostel (1993), but also the type of education pursued. For

instance, in college, a reduction in marginal income tax rates should induce

students to switch from majors leading to pleasant but low-paying jobs to

majors leading to less pleasant but higher-paying jobs. The objective of this

paper is to examine the potential for changes in the personal income tax law to

affect college major choices, using one of the largest federal income tax reforms

in recent U.S. history, the 1986 Tax Reform Act (TRA86), as a case study.

In doing so, as far as I know, I am the first to consider the effect of personal

income taxation on the choice of educational type.

The expected lifetime earnings of a major have been shown to be an

important determinant of college major choice (Berger (1988), Arcidiacono

(2004), Arcidiacono et al. (2012), Wiswall and Zafir (2015a)), suggesting a

link should exist between the tax law and college major choice. However, the

current literature on college major choice uses pre-tax earnings as a proxy for

future income streams.2 There has not yet been a study linking changes in the

1Some recent papers look at long-run responses to changes in marginal income tax rates.
For instance, Gentry and Hubbard (2004), Powell and Shan (2012) and Kreiner et al. (2015)
look at the effect that marginal tax rates have on job mobility and on the long-run allocation
of labor across profitable opportunities.

2The only paper that uses after-tax earnings by major is Skyt Nielsen and Vissing-
Jorgensen (2006). However, they do not explicitely consider how a change in the individual
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personal income tax law to changes in the choice of college major.

Studying the effect of personal income taxation on college major choice

is challenging for a number of reasons. First, one needs both a very large in-

come tax change and data on major-specific lifetime earnings from the period

of the tax change. The largest personal income tax changes in the U.S. in

recent history occurred during the 1980s. However, survey data that contain

information on an individual’s earnings, level of educational attainment and

type of educational attainment, which would allow one to construct measures

of after-tax expected lifetime earnings by major, are available at the earliest

in 1993.

Second, even if one calculates the change in expected after-tax lifetime

earnings by major due to a tax reform, it is difficult to evaluate the impact

of this change on the types of college majors completed. As shown later, the

change in expected lifetime earnings of a major due to a tax reform can be

strongly correlated with the pre-tax reform level of expected lifetime earnings

of that major. This makes it difficult to distinguish between changes in the

composition of completed college majors that are due to the tax reform and

those that are due to other factors correlated with baseline expected lifetime

incomes by major. In addition, there are no large individual-level datasets

in the U.S. that follow more than two or three consecutive cohorts of college

students over time. One needs to rely on aggregate data on the number of

college degrees completed by major over time when studying the impact of

personal income taxation on college major choice. Such data do not allow one

to directly control for changes in the composition of college students over time.

In this paper, I evaluate the potential for TRA86 to have affected the

college major choice decisions of males. TRA86 was one of the largest federal

income tax reforms in recent history. It was a largely regressive reform that

simplified the income tax law by reducing the number of marginal tax rates

and broadening the tax base.

First, I estimate the change in after-tax expected lifetime earnings by

major due to TRA86. To do so, I first use the 1993 National Survey of Col-

income tax law affects college major choice.
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lege Graduates (NSCG) to construct a distribution of male college graduates

across occupations by age group and college major. Using this distribution

allows me to overcome the problem that survey data that contain information

on individuals’ educational type and earnings are not available before 1993.

I then link these distributions to average after-tax income by occupation and

age group, calculated under both the pre- and post-TRA86 tax law and with

pre-TRA86 March CPS data, to get an estimate of the change in expected

after-tax lifetime earnings by major due to TRA86 for a total of 47 majors.

The correlation between pre-TRA86 after-tax expected lifetime earn-

ings by major and the change in these earnings due to TRA86 is 0.93. As

discussed above, this high correlation and the lack of large individual-level

datasets of college students over time make it difficult to credibly estimate

the causal impact of TRA86 on the types of college majors completed. Given

this difficulty, I next use estimates of the elasticity of college major choice with

respect to major-specific expected earnings from other studies to simulate how

the differential TRA86-induced change in expected after-tax lifetime earnings

across majors could have affected the distribution of completed college ma-

jors. Lastly, I briefly evaluate the welfare effects of this simulated change in

the distribution of completed college majors using the framework of Hendren

(2016).

I find that the average major experienced an increase in after-tax ex-

pected lifetime income of $58.000 or, equivalently, 6.2% due to TRA86. Most

of this increase is due to increased after-tax income in the second half of one’s

working life. The amount gained varies significantly across majors from a low

of $39.000 in Home Economics to a high of $97.000 in Medical Sciences and

Nursing. Although the absolute differences in increases between majors are

large, relative to the mean across all majors expected earnings changed rel-

atively little. The minimum and maximum change relative to the mean is

respectively -1.2 and 2.0%.

The mean increase in after-tax expected lifetime income due to TRA86

of 6.2% is sizeable and for instance comparable to the effect that graduating

at different points in the business cycle can have on the first five years of labor
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market earnings (see Beffy et al. (2012)). The differential effect across majors

is relatively small though when compared to this business cycle effect. As dif-

ferential effects are important for college major choice, the simulations show

small effects of TRA86 on the distribution of completed college majors. Under

conventional estimates of the elasticity of the share of degrees completed in a

particular field with respect to that field’s expected earnings, at most 0.25%

of males graduating after TRA86 are estimated to have completed a differ-

ent major due to TRA86. In terms of the absolute number of completions,

the major Education is most negatively impacted, whereas Political Science,

Life Sciences and Medical Sciences including Nursing see the largest positive

changes. For a given cohort graduating after TRA86, the corresponding wel-

fare effects are small and positive, and equal at most 0.04% of the expected

lifetime income tax payments of that cohort.

The results of this paper are potentially important to both researchers

and policy makers. First, the results show that personal income tax reforms

can have large effects on the mean level of expected earnings of a given level

of education. However, given that all educational types within a given edu-

cational level are similarly affected, the differential impact across educational

types is not likely to be very large. This suggests that changes in the amount

rather than the type of education chosen as a result of a tax reform might

be more important. Expected earnings vary more across educational levels

than across educational types for a given level of education, and a tax reform

therefore likely has a larger differential impact across levels of education.

In addition, the lack of a differential impact across educational types

implies that current short-run estimates of the elasticity of taxable income with

respect to the net-of-tax rate (see e.g. Saez et al. (2012)), a central parameter

for calculating the efficiency losses from taxation, are not heavily understating

the long-run elasticity. These current estimates, which rely on the short-run

response of taxable income to changes in marginal tax rates, would not be

heavily impacted by a small change in the composition of completed college

majors in the long-run as a result of a tax change.

This paper proceeds as follows. Section 2 discusses the related litera-
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ture. Section 3 briefly describes the 1986 Tax Reform Act. Section 4 describes

the data. Section 5 discusses the methodology. Section 6 presents the effect

of the tax change on expected after-tax lifetime earnings by major. Section 7

discusses the simulated effect on the types of majors completed and section 8

concludes.

2.2 Related Literature

Personal income taxation can cause many distortions to individuals’

behavior. The distortion that has been most frequently studied is to hours

of work. Other possible distortions include distortions to effort, form of pay,

occupational choice and educational choice. In terms of educational choice,

both the type and level of education that an individual chooses to obtain can

be distorted by personal income taxation. The literature has mostly focused

on the distortion to the level of education and ignored the distortion to the

type of education.3 4

There is a large literature on the determinants of college major choice.

This literature has found the expected earnings of a major to be an impor-

tant determinant5, although less so than the consumption value of different

majors (e.g. Arcidiacono (2004)) or individuals’ major-specific abilities (e.g.

Freeman and Hirsch (2008), Stinebrickner and Stinebrickner (2014).).6 As a

3Some papers that study the distortion to the amount of education obtained are Ben-
Porath (1967), Boskin (1975), Heckman (1976), Lucas (1990), Trostel (1993) and Bovenberg
and Jacobs (2005).

4There are two theoretical papers that look at the effect of income taxation on the choice
of educational type: Alstadster et al. (2008) and Malchow-Mller et al. (2011). Unfortunately,
these papers are both of limited use in forming predictions for the actual observed effects of
(changes in) income taxation on the choice of educational type. For instance, in Alstadsaeter
et al.’s model there are only two types of education between which an individual can choose,
and in Malchow-Moller et al.’s model alll individuals have exactly identical preferences and
there are only two different ability levels that individuals can have. These assumptions are
hard to reconcile with the literature on college major choice discussed here.

5See for instance, Berger (1988), Arcidiacono (2004), Beffy et al. (2012), Arcidiacono
et al. (2012), Hastings et al. (2015), Long et al. (2015), Wiswall and Zafir (2015a, 2015b),
Altonji et al. (2016b) and Altonji et al. (2016a).

6Many other factors such as the major-specific or national unemployment rate at the time
of the major choice decision (see Blom (2012), Bradley (2013), Clarke (2015) and Blom et
al. (2015)) or the classroom composition of introductory college courses (Fischer (2016)) can
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measure of students’ expected earnings in a major, some papers have used stu-

dents’ stated expected earnings in that major (e.g. Arcidiacono et al. (2012),

Wiswall and Zafir (2015a, 2015b)) whilst others (e.g. Berger (1988), Beffy

et al. (2012)) have generated students’ expected future earnings for a major

under the assumption of rational expectations and with an econometric model

estimated with actual future earnings data. Lastly, some papers (e.g. Long et

al. (2015)) have used population-based average earnings of college graduates

with a particular major at the time that students are in college as a proxy for

students’ expected future earnings in a major. All these papers have found

their measure of expected earnings to be an important determinant for college

major choice.

Key to the approach of this paper are the results of Wiswall and Zafir

(2015a, 2015b) and Long et al. (2015) that students’ choice of college major

reponds to changes in the population distribution of earnings by major. At

first sight, this is not entirely obvious as many recent papers7 highlight that

the expected monetary returns to a given major can vary dramatically across

individuals because they are a function of the multidimensional ability vec-

tor of an individual. As a result, one might worry that earnings observed in

the population of graduates with a particular major might not be useful to

current undergraduates in helping predict their own major-specific lifetime in-

come. The fact that population-based earnings by major do in fact matter for

college major choice is key to this paper as I calculate the effect that TRA86

had on average after-tax lifetime earnings by major, which will not be adjusted

for self-selection into majors and will be based on the actual earnings observed

in the population of people with particular majors.

In this paper I hope to add to the college major choice literature dis-

cussed above and the literature on the elasticity of taxable income mentioned

in the introduction by being the first paper to explicitely consider the effect of

changes in personal income taxation on the choice of educational type. This

also affect the major a student chooses.
7See for instance Arcidiacono (2004), Arcidiacono et al. (2012) and Kirkeboen et al.

(2016).
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involves first considering how (changes in) personal income taxes affect the

expected returns to various majors and then considering how these changes in

expected returns affect college major choice patterns.

2.3 1986 Tax Reform Act

Prior to the 1986 Tax Reform Act (TRA86), the federal personal in-

come tax schedule had 14 different tax brackets and marginal tax rates that

varied from a low of 11 to a high of 50 percent 8. TRA86 reduced this to

essentially two tax brackets and two marginal tax rates. In 1988, when the

individual income tax law provisions were fully phased in, a taxpayer filing

for instance as a single person faced a marginal tax rate of 15 % on his first

$17, 850 of taxable income and a marginal tax rate of 28% on the remaining

part of his taxable income.9 Using data from the IRS Public Use Tax Return

data file, Poterba and Hausman (1987) estimate that 58.9% of the taxpayers

saw a reduction in their marginal tax rates as a result of TRA86. 13.8% saw

no change and 27.3% faced a higher marginal tax rate. TRA86 also increased

the standard deduction and the personal exemption, meaning that many low-

income individuals did not need to pay federal income taxes after the reform.

To compensate for the overall expected revenue shortfall as a result of

these measures, TRA86 also included a number of tax base broadening mea-

sures and raised corporate income taxes. These tax base broadening measures

included the abolishment of a rule that allowed 60 percent of realized capital

gains to be excluded in the calculation of adjusted gross income and the im-

plementation of a rule that restricted the use of passive losses to offset other

income. Corporate income taxes were increased by lengthening depreciation

lives and eliminating the tax investment credit. TRA86 was signed into law

by Ronald Reagan on Oct. 22nd 1986 and the individual income tax changes

8See Poterba and Hausman (1987), Feldstein (1995) and Auerbach and Slemrod (1997)
for a detailed discussion of the 1986 Tax Reform Act

9However, a variety of phase-out provisions of for instance the 15 % marginal tax rate
bracket meant that an individual filing as a single person could face marginal tax rates up
to 33% for some ranges of taxable income in excess of $17, 850.
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went into full effect for the tax (and calender) year 1988.

In this paper, I will only focus on the effect that the change in the fed-

eral personal income tax law had on major-specific expected lifetime earnings.

Since I use income data from before TRA86 I will not be able to say anything

about the possible effect of the higher corporate income taxes on after-tax

expected lifetime earnings by major.10

2.4 Data

To calculate the TRA86-induced change in expected after-tax lifetime

income by major I use two data sources. I use the 1993 National Survey of

College Graduates (NSCG) of the NSF to calculate a distribution of male col-

lege graduates across occupations by college major and age group. The NSCG

is an extensive survey of around 150.000 college-educated individuals and has

information on individuals’ occupations and educational histories. Ideally, I

would have used a survey such as the NSCG from before the tax change to

calculate these occupational distributions, but no such survey exists.

I also use the 1985, 1986 and 1987 (Unicon) versions of the March Sup-

plement to the Current Population Survey. In this supplement questions are

specifically aimed at respondents’ income and labor market involvement in the

previous year. Two aspects of this survey are worth mentioning. First, for each

individual, the survey contains information on the principal occupation of the

individual in the previous year. This occupation can be linked to the occupa-

tions used in the NSCG. Second, since the March CPS is a household survey,

10I also considered looking at the impact of other large tax reforms in this paper. I cannot
look at the effects of the 1981 Economic Recovery Tax Act as the data on college major
completions only starts in 1983/1984. In addition, Saez (2004) shows that only the top 1%
of income earners in the population were significantly affected by the 1990 OBRA and 1993
OBRA. For instance, the overall average marginal tax rate (excluding the small change in
the payroll tax wage cap) that tax units in the top 1-10% (in terms of gross income) faced
remained virtually unchanged from 1990 to 1996. For the top 1% however, it went up from
28.9 to 37.74%. The top 1% of tax units are exactly the people for whom earnings are
top-coded in the March CPS, making it hard to calculate the impact of the 1990 OBRA and
1993 OBRA on after-tax expected lifetime earnings by major. Also, a lot fewer people will
be affected by the 1990 and 1993 tax reforms than the 1986 tax reform. Hence, I decided
to also exclude these tax reforms from this study.
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it contains information on the sources of income and labor force involvement

of all individuals in the household in the previous year. As the March CPS

also contains the tax filing status of each individual, this information can then

be used to impute the state and federal tax liabilities of the tax filing unit to

which the individual belongs for the year on which the March CPS is based.

I impute these tax liabilities in the March CPS using version 9.2 of

the NBER’s TAXSIM program11. This program requires 20 different inputs,

which together capture the most important items that one needs to list on

form 1040.12 TAXSIM then uses the federal and state tax law of that year to

calculate the state, federal and payroll tax liabilities of the tax unit in that

year.13

Data on the number of bachelor degrees awarded by institution, field

(i.e. major), gender and year that is used to simulate the effect of TRA86

on the composition of completed college majors is obtained from the Higher

Education General Information Survey (HEGIS) prior to the academic year

1986/1987 and from the Integrated Postsecondary Education Data System

(IPEDS) from 1986/1987 onwards. This data is a census of the number and

types of bachelor degrees awarded at all federally accredited institutions of

higher education in the U.S. from 1983/1984 to 1996/1997. The six digit

code used in these surveys to classify the field of the instructional program

(the Classification of Instructional Programs (CIP)) is highly disaggregated

and distinguishes between close to a thousand fields of specialization. In this

paper, I distinguish between 47 different degree fields.14

11For more information on TAXSIM, see Coutts and Feenberg (1993).
12These include the tax year, state of residence, marital status, number of dependents

exemptions, wage and salary income of the taxpayer, wage and salary income of the spouse,
dividend income and information on around 10 other sources of income.

13In order to use the March CPS data with the TAXSIM, I modified the program of Judith
Scott-Clayton that is available at the TAXSIM website of the NBER. See the appendix
section 2.9.2 on TAXSIM for more information on how I modified the program of Scott-
Clayton to work with the March CPS data of 1985 to 1987.

14Most of these 47 degree fields are exact copies of the 2-digit CIP broad field code, but
certain fields could naturally be subdivided into a few smaller fields. For instance, the 2-
digit broad field ”Engineering” was split into five different fields such as ”Civil Engineering”
and ”Mechanical Engineering”.
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2.5 Methodology

Keeping individuals’ before-tax income constant, TRA86 changed the

average after-tax lifetime income of a major. To calculate by how much these

major-specific incomes changed due to TRA86 alone, I rely on pre-TRA86

income data from a sample of college graduates.15 In particular, I calculate

average after-tax lifetime income by major under the 1985 tax law (before the

tax change) and under the 1988 tax law (after the tax change) with income

data from 1985 and use the difference as a measure of the mechanical effect

of TRA86 on expected after-tax lifetime income by major. By not relying on

income data from after the tax change, I can isolate the change in expected

lifetime income that is due to the tax change alone. Using post-TRA86 in-

come data as well is problematic because this data among other things also

captures the effects that economy-wide time-trends in wage growth across sec-

tors have on major-specific lifetime incomes16. One limitation of this approach

though is that I might be slightly overstating the relative change in lifetime

earnings across majors due to TRA86. By affecting the composition of com-

pleted college majors, TRA86 could have general equilibrium effects that, in

the long-run, could cause the before-tax lifetime earnings to decrease slightly

in majors gaining the most from TRA86.17

15As shown by Skyt Nielsen and Vissing-Jorgensen (2006), individuals might also care
about the variance of expected lifetime earnings by major. This variance might also have
changed in response to the TRA. I ignore this possibility here as the limited sample size of
the available data does not allow me to accurately calculate the change in the variance of
expected lifetime earnings by major due to TRA86.

16Over the period 1985-1988, nominal personal income per capita grew by 17.4 percent
(Feldstein (1995)). At the same time, the 1980s was a period of rising overall wage inequality
and changing (before-tax) relative wages of college graduates in different fields of study (Katz
and Autor (1999)).

17Another reason for using pre-TRA86 earnings information is that changes in total annual
after-tax earnings, as are observed in the March CPS, can also be a result of changes in
hours worked (e.g. overtime) in response to TRA86. However, if some people change their
working hours in response to the tax-reform act, I would not only need to know the change
in utility associated with the change in income due to the change in labor supply, but also
the (unobservable) change in utility associated with the decrease in leisure time available
to that individual. By the envelope theorem changes in individuals’ behavior as a result of
a tax change have no first-order effect on their utility. Hence, changes in utility from the
change in income should almost cancel out with the change in utility from the decrease in
leisure. Since the change in utility from decreased leisure is also unobservable, I therefore
ignore the effect of changes in labor supply on major-specific SWE and use pre-TRA86



122

I use the concept of synthetic work-life earnings (SWE) to approximate

expected after-tax lifetime earnings by major. This concept is used in many

Census publications (e.g. Julian (2012)) and is an “estimate of the amount of

money a person might expect to make over the course of a career” (p.1, Julian

(2012)) based on the cross-section of people in the labor force today with the

same characteristics as that person. I calculate the SWE of college major h

under the tax law at time t for males as follows:

SWEt
h =

3∑
s=1

yrl(s)∑
j=yr0(s)

1

(1 + r)j−24

K∑
k=1

πhksw
t
ks (2.1)

t = 1985, 1988 h = 1, ..., 47

I first calculate the average after-tax income for males in age-group s, with

major h and under tax law t:
∑K

k=1 πhksw
t
ks. The construction of this aver-

age after-tax income is explained in more detail below. I distinguish between

three age-groups: 25-34, 35-44 and 45-64.18 For each age-group I then multiply

these average incomes by the number of years that the age-group represents in

a 40-year working-life:
∑yrl(s)

j=yr1(s)
1

(1+r)j−24 . yr1(s) is the first year of age-group

s (e.g. 25 for the first age-group) and yrl(s) is the last year of the age-group

(e.g. 34 for the first age-group). r is the discount rate and equals 0 percent.19.

To get the SWE by major I sum these three age-group and major-specific cu-

mulative earnings measures.

In the March CPS, which I use as the source of the pre-TRA86 income

data, I do not observe the college major of college graduates. To construct the

measure of expected average after-tax income by age-group and major under

the two tax-law regimes
(∑K

k=1 πhksw
t
ks

)
I therefore first calculate the distri-

earnings information.
18Due to sample size issues, I can only distinguish between three age groups
19This simplifying assumption makes the results easier to interpret as it means I multiply

average after-tax incomes in age-group s and major h by the number of years in age group
h when calculating SWE for major h.The results discussed below change little when using a
different discount rate. Alternatively, since I do not take into account potential real growth
in earnings in the future when calculating SWE by major, a discount rate of 0 can also be
interpreted as meaning that r − g = 0, where g is the growth rate of average earnings over
time.
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bution of college-graduates across various occupations (k) by age-group and

college major using the 1993 National Survey of College Graduates. In calcu-

lating πhks, the probability a person in age-group s and with college major h is

in occupation k, I distinguish between 59 different occupations. Being a stu-

dent or being unemployed are included as separate occupations.20 The other

57 occupations consist of 32 occupations of which all except 7 are divided into

two categories based on individuals’ highest attained degree.21 22

Next, I use 1985, 1986 and 1987 March CPS surveys combined with

NBER’s TAXSIM program to calculate the average after-tax income (from

all sources) of college graduates in occupation k and age-group s under the

two different tax laws. I start with before-tax earnings of college graduates

between the ages of 25 and 64 from the 1985, 1986 and 1987 editions of the

March CPS.23 For each individual, I then calculate the total after-tax income

of the tax filing unit to which that person belongs under both the 1985 and

1988 tax laws using NBER’s TAXSIM program. I define total after-tax income

as: income from all sources (including unearned income)24- federal income tax

liabilities - state tax liabilities - 0.5*payroll taxes.25 wtks is then the average

20In this paper, synthetic work-life earnings are an estimate of what the average person
can expect to earn in a major if he is willing to work full-time for 40 years. As a result,
in both the March CPS and 1993 NSCG, I exclude people that are out of the labor force
and are not students, and part-time and/or part-year workers working part-time and/or
part-year because they wanted to work part-time and/or part-year. Doing so minimizes the
possibility that the calculated major-specific expected lifetime income is affected by the fact
that preferences for part-time (or part-year) employment might vary across people majoring
in different subjects.

21For instance, the occupation ”Secondary School Teachers” is further subdivided into
”Secondary School Teachers with a Bachelor as highest degree” and ”Secondary School
Teachers with at least a Master’s degree”. 7 occupations could not be subdivided in such a
way due to small sample size or because the occupation requires people to have a graduate
degree (e.g. the category ”Lawyers and Judges”).

22See the appendix section 2.9.3 on the National Survey of College Graduates for a detailed
discussion of some of the limitations of using the 1993 NSCG survey to approximate πhks
in 1985.

23In both surveys, I also drop people in the Armed Forces. In the March CPS, I drop
anybody filing jointly with somebody over the age of 64 as well.

24This includes all reported sources of income in the March CPS: earned income from
wages, self-employment or a farm, and unearned income from social security, public assis-
tance, supplemental security income, worker’s compensation, interest, dividends and capital
gains.

25All amounts are adjusted to be in 1985 US dollars. Specifically, to calculate 1985 tax
liabilities I adjusted the income amounts reported in the 1985 and 1987 March CPS for
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of the total after-tax income of the people in age-group s with occupation k

under the tax law at time t.

One issue with SWEt
h is that the average after-tax incomes for individ-

uals in particular occupations and age-groups, wtks, are based on the after-tax

incomes of the tax-filing units that those individuals belong to and not just

on the income of the individual. That is, wtks is not adjusted by the size of the

tax filing units. As a result, major-specific SWE will by construction generally

be larger the more joint filers are present in the occupations associated with

a major. To resolve this issue, I divide the after-tax income calculated above

by the income equivalency scale of Short (2001) that is often used to adjust

poverty thresholds for family size and composition.26 27

2.6 The Effect on Expected Lifetime Income

by Major

Figure 2.1 shows how the average net-of-tax rate (calculated including

state and payroll taxes) of a major varies with the 1985 before-tax SWE of

the major. The before-tax SWE of a major are calculated in the same way as

inflation using the CPI-U. Similarly, to calculate 1988 federal and state tax liabilities I also
adjusted the income amounts reported in the 1985 to 1987 March CPS for inflation with
the CPI-U. Afterwards, I converted the estimated 1988 tax liabilities to 1985 dollars.

26In the income equivalency scale, single filers with no dependents carry a weight of 1
and two people filing jointly without any dependents have a weight of 1.41 . In general, a
child receives less weight than an adult and the first child carries a higher weight for single
parents than for two-parent families. This scale is supposed to reflect that people within a
household share resources and take advantage of economies of scale.

27One last issue with wtks is that I also subtract state tax liabilities to arrive at the total
after-tax income of an individual in the March CPS. State tax liabilities are calculated
based on the state of residence of the individual. wtks thus approximates the average after-
tax earnings of an individual in age-group s and occupation k at the national level. The
state tax laws of states in which an occupation occurs more frequently are thus automatically
weighted heavier when calculating average after-tax earnings by occupation and age-group.
This approach is valid if students are costlessly mobile. Although this might seem a strong
assumption, Groen (2004) finds that attending college in a particular state has only a very
modest effect on the probability of working in that state after graduation. This suggests
that college graduates are very mobile and that the assumption of costless mobility is not
very extreme.
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the after-tax ones, but without subtracting the tax liabilities from individu-

als’ annual income. The average net-of-tax rate of a major equals the major’s

after-tax SWE divided by its before-tax SWE. As is clear from the figure and

as can be expected given the progressivity of the tax code, the transforma-

tion from before-tax to after-tax SWE by major is nonlinear, both pre- and

post-TRA86. The average net-of-tax rate ranges from around 0.65 to 0.70

before TRA86 and from 0.71 to 0.74 after TRA86, and decreases with before-

tax SWE.28 On average, TRA86 caused the average net-of-tax rate across all

majors to increase by around 4 percentage points from 0.681 before TRA86 to

0.723 after TRA86.29

Figure 2.2 displays the TRA86-induced change in after-tax expected

lifetime income by major. For each major, the total length of the bar repre-

sents the total change in after-tax SWE for that major. The various colored

parts of the bars show what share of this change can be attributed to the

various age-groups that contribute to the calculation of SWE. The dashed

line at $58.000 is the weighted average across all majors when we use a ma-

jor’s average annual share of all degrees completed between 1985 and 1997 as

weight. $58.000 represents an increase in expected after-tax lifetime income

of 6.2% relative to the weighted average pre-TRA86 baseline level of $930.000

across all majors. The amount gained varies significantly across majors. The

28Majors with the same before-tax level of SWE can face different average net-of-tax
rates if the age-earnings profile varies across occupations associated with these majors. For
instance, due to the progressivity of the tax code, a major leading to a constant annual
before-tax income of $25.000 for 40 years will have a different average net-of-tax rate than
a major leading to earnings of $12.500 during the first 20 years of a career and $37.5000
during the last 20 years.

29As a side note, the non-linear relationship between before- and after-tax SWE by major
illustrates the importance of using after-tax expected lifetime income by major when cal-
culating the sensitivity of major choice to expected earnings. For instance, if students look
at after-tax and not before-tax expected earnings when deciding which major to pursue,
elasticities of the probability of choosing a particular major with respect to that major’s
expected earnings will be biased if we use data on before-tax earnings. So far, the litera-
ture has solely relied on before-tax earnings. Another point worth noting is that previous
studies have often relied on variation in expected earnings by major over time to identify
the elasticities of the probability of choosing a major with respect to expected earnings. If
students look at after-tax and not before-tax expected earnings when deciding which major
to pursue, and tax laws changed during the sample period of some of these studies, the
estimated elasticities in these studies could also be biased because they ignore the effect of
tax law changes.
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Figure 2.1: Average pre- and post-TRA86 net-of-tax rates by before-tax
SWE

standard deviation is $9.400, and the increase in earnings varies from a low

of $39.000 in Home Economics to a high of $97.000 in Medical Sciences and

Nursing.

TRA86 most dramatically reduced top marginal tax rates. This has

two main consequences. First, TRA86 affected expected lifetime earnings by

major mostly by affecting expected earnings later in life. This is clear from

looking at the relative size of the various colored parts of each major-specific

bar. In particular, on average 65% of the increase in lifetime earnings by major

takes place between the ages of 45 and 64, and only 35% takes place between

25 and 44. Second, the correlation between the pre-TRA86 after-tax SWE by

major and the change in SWE induced by TRA86 is very high. This correla-

tion equals 0.93.

Instead of focusing on absolute levels of expected lifetime income by

major, some papers (e.g.Long et al. (2015)) have instead focused on expected

lifetime incomes by major relative to the mean across all majors. Before

TRA86, this measure varied from 0.81 in Protective Services to 1.24 in Medi-

cal Sciences including Nursing and had a standard deviation of 0.075. Due to

TRA86, this standard deviation increased by 6.1% to 0.079, with majors’ rel-



127

0 10 20 30 40 50 60 70 80 90 100
Total Change in SWE (thousands of 1985 US$)

Med. Sciences incl. Nursing
Law

Other Life Sciences
Biochemistry

Political Science
Chemistry

Liberal Arts
Architecture

Biomedical/Chemical Eng.
Economics

Financial Management
Managerial Economics

Other Engineering
Computer Science

Electrical Engineering
History / Anthropology

Other Physical Sciences
Business Management

Physics
Psychology

Civil Engineering
Business Studies

English
Mechanical Engineering

Accounting
Med. Lab Technologies

Mathematics
Marketing
Pharmacy

Eng. Technologies
Agricultural Sciences

Other Social Sciences
Sociology / Criminology

Communications
Foreign Languages

Agricultural Business
Environmental Studies

Public Administration
Other categories

Education
Leisure Studies

Music and Theatre
Fine Arts

Music
Protective Services

Philosophy / Religion
Home Economics

Age group 25−34 Age group 35−44

Age group 45−54 Age group 55−64

Figure 2.2: Change in after-tax lifetime-income (SWE) by major due TRA86

ative earnings changing by anywhere from -0.01 in Home Economics to 0.025

in Medical Sciences including Nursing.

To place the effect of TRA86 on expected earnings by major into con-

text, we can compare it to variation in expected earnings isolated in other

papers on college major choice. For instance, Beffy et al. (2012) look at the

before-tax real monthly earnings of French university students during the first

five years after leaving the educational system. They find that individuals who

entered into the labor market in 1998, when France experienced an economic

expansion, on average earned 4.9 percent higher real wages during the first

five years in the labor market than individuals entering in 1992, when France

experienced a downturn. The average increase in after-tax expected lifetime

earnings of 6.2% induced by TRA86 is thus comparable to the average change

in earnings induced by graduating at different points in the business cycle.30

30In fact, the mean effect of TRA86 on expected earnings could even be much larger than
the effect of graduating at different points in the business cycle. TRA86 is likely to represent
a permanent change in after-tax expected lifetime income by major, whereas the effects of
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However, in contrast to TRA86, Beffy et al. find that the moment of gradu-

ation has very heterogeneous effects across majors. For instance, science (re-

spectively law, economics and management) majors had 13.5% (respectively,

10.4%) higher earnings in 1998 than in 1992 whilst humanities and social sci-

ence majors had 4.2% lower earnings in 1998 than in 1992. Beffy et al. exploit

this change in relative earnings across majors over time to empirically identify

the effect of expected earnings on college major choice. As TRA86 had much

less of a differential impact on major-specific expected earnings, it will be more

difficult to empirically detect its impact on college major choice.

The variation in relative expected lifetime income across majors due to

TRA86 can also be compared to the long-term trends in major-specific returns

identified by Altonji et al. (2014). Altonji et al. (2014) use data from the 1993

and 2003 National Survey of College Graduates and from the 2009 to 2011

American Community Survey to estimate (before-tax) wage premiums for 51

different majors31. They find that the standard deviation of these wage pre-

miums increased by 24.5% from 1993 to 2003 and, in the longer run, by 13%

from 1993 to 2011. Absent tax law changes, the changes in after-tax wage pre-

miums by major over this period are likely to have been slightly smaller due to

the progressivity of the tax code. I showed that TRA86 caused the standard

deviation of the distribution of expected after-tax lifetime income by major

relative to the mean across all majors to increase by 6.1%. When compared

to the estimates of Altonji et al. (2014), this suggests that tax changes such

as TRA86 can significantly contribute to long-run changes in the distribution

of after-tax wage premia by major such as those observed between 1993 and

2011.

graduating at a different point in the business cycle might not persist beyond the first few
years in the labor market. See also Altonji et al. (2016a) and Oreopoulos et al. (2012) for
a further discussion of the impact of graduating at different points in the business cycle on
initial earnings.

31In particular, they regress log annual earnings for full-time workers with a college degree
on a number of individual characteristics and college major dummies. The coefficients on
these dummies are the major-specific wage premia and capture both the causal impact of
the major and differences across majors in skills and abilities determined prior to college.
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2.7 The Effect on College Major Choice

Empirically identifying the effect of TRA86 on the composition of com-

pleted college majors using available data runs into a number of difficulties.

First, I only have data on the aggregate number of bachelor degrees completed

in each major over time. Besides college major choice, TRA86 could also have

affected other margins of educational attainment such as whether an individ-

ual chooses to go to college, what college he/she attends32 and whether he/she

graduates from college. Such effects will change the composition of students

completing college over time, which could also affect the distribution of com-

pleted college degrees by major over time. Using aggregate data on the number

of bachelor degrees completed in each major, I am not able to control for any

such possible changes in the composition of college graduates over time. The

aggregate data would for instance allow me to test the prediction following

from Berger’s (1988) model of college major choice that a major experienc-

ing a relatively larger increase in lifetime income due to TRA86 should see a

relatively larger percent increase in the fraction of undergraduate degrees com-

pleted in that major in years following TRA86. However, given the inability to

control for changes in the composition of college graduates, it is unclear how

reliable this estimate of the effect of TRA86 on the types of majors completed

would be.33

Second, the nature of the variation in expected after-tax lifetime income

by major induced by TRA86 makes it difficult to identify a possible effect on

the composition of completed college majors. When compared to variation

used in other studies, the changes in relative expected lifetime earnings by

major due to TRA86 are small, with majors’ relative earnings changing by

anywhere from -0.01 to 0.025. Moreover, the personal income tax provisions

of TRA86 were phased in over a period of three years. As a result, the change

in majors’ relative expected after-tax lifetime income will have materialized

32For instance, an increase in parental income due to TRA86 could cause some students
to attend private instead of public colleges.

33This empirical strategy is pursued in appendix 2.9.4. Using this approach, I fail to
find consistent evidence of a significant impact of TRA86 on the composition of completed
college majors.
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gradually, making the corresponding effect on the types of college majors com-

pleted harder to detect as this effect occurred over multiple years. In addition,

the very strong positive correlation (0.93) between major-specific baseline ex-

pected after-tax lifetime income and the change in this income induced by

TRA86 makes it impossible to distinguish between changes in the composi-

tion of completed college majors that are due to TRA86 and those that are due

to other factors correlated with baseline expected lifetime income by major.

This is an important limitation as the 1980s were a period of rising overall

wage inequality and changing (before-tax) relative wages of college graduates

in different fields of study (Katz and Autor (1999)). It is possible that these

time trends in wage growth caused students to shift towards completing majors

with high baseline expected lifetime earnings. This would cause the estimated

effect of TRA86 to be biased upwards.

Given the difficulties in empirically identifying the effect of TRA86 on

the distribution of completed college majors, I simulate how the actual (pre-

TRA86) 1986 composition of completed college degrees of males would have

looked if the 1985/1986 cohort had faced the post-TRA86 distribution of after-

tax expected lifetime income by major instead of the pre-TRA86 distribution.

To do so, I use various estimates of the elasticity of college major choice with

respect to major-specific earnings from the literature. Looking at the change

in the 1986 distribution assumes that TRA86 does not affect the number of

undergraduate degrees completed. I make this assumption because current

estimates on the elasticity of college-major choice with respect to expected

earnings cannot be used to also simulate how TRA86 changed the composi-

tion of college graduates and, correspondingly, the types of majors completed.

Estimates of the elasticity of college major choice with respect to ex-

pected earnings vary widely across studies. Since all these studies differ in

many ways, there is no one value that is clearly best to use.34 Most im-

34For example, elasticities can differ based on the number of majors a study distinguishes
between, the time period and country on which a study is based and whether or not a
study includes students of both genders. In addition, elasticities can also differ based on
the sample of students included in a study. Some studies look only at those who go on to
receive a college degree whilst others look at the choices of entering college students who do
not all go on to receive an undergraduate degree.
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portantly, elasticities will differ depending on the definition of earnings being

used. Some studies use population-based average earnings of college graduates

with a particular major at the time that students are in college (e.g. Long

et al. (2015)) whilst others use students’ individual-specific expected lifetime

income across majors, generated with forward-looking data, under the assump-

tion that students have rational expectations (e.g. Beffy et al. (2012)).

Most closely related to my study are the estimates of Long et al. (2015).

They calculate average before-tax earnings by major from 1987 to 2011 for

36 majors by relying on a time-invariant major-occupation distribution from

the 2009 to 2011 American Community Survey and occupation-specific time-

varying wage data from the CPS Outgoing Rotation Groups. They find that

a 1% increase in major-specific earnings relative to the mean across all majors

in year t is associated with a 0.64% increase in the share of majors completed

in that subject in year t+3. The main limitation of this study is though that

the estimates are purely correlational.

On the other hand, papers using expected lifetime income calculated

separately for each student and major under the assumption of rational ex-

pectations and with forward-looking data find different elasticities. For in-

stance, Beffy et al. (2012) estimate a sequential schooling decisions model

with student-level French data in which students among other things compare

the rationally expected earnings across majors. Using, as mentioned before,

variation in expected earnings induced by the business cycle to identify earn-

ings elasticities, they find earning elasticities ranging from 0.09 in sciences to

0.14 in humanities and social sciences.35 On the other hand, Montmarquette

et al. (2002) use data from the 1979 National Longitudinal Survey of Youth to

estimate a model in which students have rational expectations and take into

account the probability of completing a major and the starting earnings of a

major upon graduation. Using mixed multinomial logit and probit models,

35The smaller elasticities could not only be the result of the definition of earnings being
used. Beffy et al. (2012) also only distinguish between 3 majors and only have data on
students during the first five years after leaving the educational system. As a result, they
cannot tell whether the elasticities identified in their paper are with respect to a permanent
or transitory change in major-specific earnings.
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they find expected earning elasticities of around 5. It is unclear how reliable

these estimates are though as the earnings variables in this study are estimated

without correcting for self-selection into majors.

In figure 2.3 I show the simulated change in the pre-TRA86 1985/1986

distribution of the number of college degrees completed by field when using an

elasticity of 0.6736 37. In this figure majors are ordered by the percent change

in their relative expected after-tax lifetime income induced by TRA86, with

majors experiencing the largest decrease listed at the top and majors experi-

encing the largest increase listed at the bottom. As a result, non-monotonic

variation in the change in the number of degrees completed as we move from

the top to the bottom is driven by differences in the initial number of students

completing a college degree in a particular major. Figures using an elastic-

ity of 0.1 or 5 will look the same, the only exception being that the simulated

changes will respectively be 6.75 times smaller or 7.4 times larger. When using

an elasticity of 0.67, the simulations estimate that close to 1200 individuals

would have completed a different major under the post-TRA86 tax law. This

amounts to 0.25% of all majors completed by males in 1985/1986. When using

elasticities of 0.1 or 5, these effects are respectively 0.04% and 1.83%. Thus,

even under the most extreme assumptions about the elasticity, the share of

undergraduate degrees affected by TRA86 is still small. As can be seen in

figure 2.3, in terms of the absolute number of degrees completed, the major

Education is most negatively impacted by TRA86, whereas Political Sciences,

36Let εAR denote the elasticity of the share of students with a particular major with respect
to the relative after-tax expected lifetime income of that major. One can show that εAR =

εBR

(
Y A
R

Y B
R

· 1
δY A

R /δY B
R

)
, where εBR equals the same elasticity with respect to the relative before-

tax expected lifetime income in a major and Y AR and Y BR equal respectively the after- and
before-tax relative expected lifetime income of a major. Across all majors in my dataset,

and both before and after TRA86,
Y A
R

Y B
R

ranges from a minimum of 0.957 to a maximum of

1.034. δY AR /δY
B
R , which I approximate separately before and after TRA86 by regressing

Y AR on Y BR , equals 0.85 before TRA86 and 0.91 after TRA86. These estimates suggest that
by using εBR as a proxy for εAR, I am underestimating εAR by anywhere from 5 to 21%. This
relatively minor approximation error will not dramatically affect the nature of the simulation
results discussed below.

37To calculate this change I take the share of majors completed in major m in 1985/1986
and multiply it by the percent change in relative expected after-tax earnings in this major
due to TRA86, the elasticity and the total number of degrees completed in 1985/1986
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Figure 2.3: Simulated effect of TRA86 on the types of degrees completed by
the 1985-1986 graduating cohort of males

Other Life Sciences and Medical Sciences including Nursing see the largest

positive changes in the number of completions due to TRA86.

Lastly, using the framework of Hendren (2016), I analyze the welfare

impact of the simulated change in the composition of completed college de-

grees as a result of TRA86. Under some simplifying assumptions discussed in

detail in appendix 2.9.1, we can approximate this welfare impact in Hendren’s

framework by measuring the change in the amount of income tax that a cohort

pays over their working life as a result of the TRA86-induced change in the

composition of completed college majors in this cohort. To do so, I calculate

average total federal and state personal income tax payments by major over

a 40-year working life using same method and data that I used to calculate

major-specific SWE. I then use the change in the composition of completed

college degrees simulated above to calculate by how much government tax rev-

enue would change if this simulated change had taken place.

I find positive welfare effects equal to 62.7 million 1985 US dollars when
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using an elasticity of 0.67 in the simulation exercise.38 To put these welfare

gains into perspective, 62.7 million 1985 USD equals 0.04% of the expected

lifetime income tax payments of the 1985/1986 cohort under the pre-TRA86

tax law.39 The welfare gains are thus small relative to overall tax payments.

Even when using an elasticity of 5 in the simulation exercise, this welfare ef-

fect would be only 0.28% of overall expected tax payments for the 1985/1986

cohort of male college graduates.

2.8 Conclusion

The potential for changes in personal income tax laws to affect the

choice of educational type, and in particular the choice of college major, has

not been studied empirically. This is an important topic however as it has

implications for the welfare effects of personal income taxes. In this paper, I

combine information from the 1993 NSCG on the distribution of occupations

by major and from the March CPS on average after-tax incomes by occupation

to first estimate the impact of TRA86 on expected after-tax lifetime earnings

by major. I then use estimates of the elasticity of college major choice with

respect to major-specific expected earnings from other studies to simulate how

the differential TRA86-induced change in expected after-tax lifetime earnings

across majors could have affected the distribution of completed college majors.

I find that the average major experienced an increase in after-tax ex-

pected lifetime income of $58.000 or, equivalently, 6.2% due to TRA86. The

differential impact across majors is small. Relative to the mean across all ma-

jors expected earnings for a particular major changed between -1.2 to 2.0%.

Due to the limited differential impact across majors, at most 0.25% of males

graduating after TRA86 are estimated to have completed a different major

due to TRA86. These results show that personal income tax reforms can have

large effects on the mean level of expected earnings associated with a given

38To evaluate the welfare effects using different elasticities one can simply scale this
amount up or down by the elasticity relative to 0.67.

39These expected lifetime income tax payments of the 1985/1986 cohort are calculated
using the actual observed 1985/1986 distribution of completed college degrees by major.
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level of education. However, the differential impact across educational types is

not likely to be very large. In addition, the lack of a differential impact across

educational types implies that current short-run estimates of the elasticity of

taxable income with respect to the net-of-tax rate are not heavily understating

the long-run elasticity. These current estimates, which rely on the short-run

response of taxable income to changes in marginal tax rates, would not be

heavily impacted by a small change in the composition of completed college

majors in the long run as a result of a tax change.

In this paper I simulated the effect of TRA86 on the distribution of

completed college majors. Further empirical studies are needed to determine

whether this simulated effect did actually take place and whether there ac-

tually exists a link between the choice of college major and tax reforms in

the data. To do so, future studies need to address two empirical challenges,

namely changes in the composition of college graduates over time as a result of

tax changes and the high correlation between tax-induced changes in expected

lifetime income by major and baseline levels of expected lifetime income. To

address the former, one needs large individual-level datasets that contain data

on the college major choices of many cohorts of college students. To address

the latter, one could look to a country other than the U.S. in which both large

regressive and progressive tax reforms have been implemented. Looking at

various such tax reforms in one study would allow one to more clearly sep-

arate the impact of tax reform-induced changes in expected lifetime income

from time-trends in college major completions that are correlated with base-

line levels of expected lifetime income by major.

Chapter 2, in part, has been submitted for publication of the material.

The dissertation author was the sole author of this paper. Gaastra, Sieuwerd.
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2.9 Appendix

2.9.1 Welfare Effects

In this appendix section, I will analyze the welfare impact of the change

in the composition of completed college degrees as a result of TRA86 using the

framework of Hendren (2016).40 In Hendren’s framework, individual welfare

is measured by an individual’s willingness to pay out of his/her own income

for a policy change. The marginal welfare impact to a given individual of

pursuing a policy consists of the sum of three terms: (1) the causal impact of

the individual’s behavioral response to the policy on the government budget,

(2) the individual’s willingness to pay for the change in publicly provided goods

and services as a result of the policy, and (3) the net transfers to the individual

as a result of the policy. Since TRA86 was designed to be budget-neutral and

was not directly linked to the public provision of goods and services, I will

ignore these last two terms and only focus on the impact of the individual’s

behavioral response to TRA86 on the government budget.

The effect of the behavioral response to a policy on the government’s

budget matters because of the envelope theorem. The envelope theorem tells

us that an individual’s behavioral response to a marginal policy change does

not have a direct first-order effect on his utility. However, in the presense of

such distortions as personal income taxes that create a wedge between private

and social costs and benefits, these behavioral responses impose a resource

cost on society. This resource cost is captured by the effect of the behavioral

response to a marginal policy change on the government budget.

To aggregate the marginal welfare impact of a marginal policy change

across all people, I assume that the composition of completed college degrees

does not impose non-pecuniary externalities on individuals. If this were the

case, I would need to know individuals’ marginal rate of substitution between

the composition of completed college majors and income in order to be able

40The standard framework for analyzing welfare effects, the marginal excess burden frame-
work, is not suitable for my analysis as it requires the decomposition of behavioral responses
to policy changes into income and substitution effects. In contrast, Hendren’s framework
requires only the total causal effects of the policy change.
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to value the change in this externality due to TRA86. In addition, I assume

that the cost of training a student does not depend on his/her choice of major.

If training costs do vary by major, and students would not pay higher tuition

to offset the cost of more expensive majors, I would also need to include the

change in the training costs due to the change in the composition of completed

college majors in my welfare measure.

For the actual welfare analysis, let the parameters of the tax law be a

function of some variable θ. When θ equals zero, the tax law is equal to the

pre-TRA86 tax law. When θ equals 1, the tax law equals the post-TRA86 tax

law. I assume that the tax law parameters are a continuously differentiable

function of θ. Under this assumption, the move from θ = 0 to θ = 1 traces

out a smooth path of tax policies from before TRA86 to after TRA86. Let

Nt denote the number of students graduating from college in year t, which is

assumed to be unaffected by TRA86, and Pht(θ) be the fraction of students

graduating in year t who majored in field h as a function of the variable θ.

Under the framework and assumptions outlined here, the equivalent variation

of TRA86 that is only due to the change in the composition of completed

college degrees for cohort t can be written as:

∆Wt = Nt ∗

(∑
h

(∫ 1

0

dPht(θ)

dθ
Tht(θ)dθ

))
(2.2)

In this equation, Tht(θ) denotes the average lifetime (state and federal) income

tax payments of marginal entrants into major h41. These average lifetime in-

come tax payments are a function of the tax law (θ) and can vary across cohorts

(t). dPht(θ)
dθ

is the marginal rate at which the tax policy induces students to

complete major h instead of another major. ∆Wt thus represents the change

in total government income tax revenue that cohort t pays over their working

life and that is a result of the change in the composition of completed college

41I ignore any taxes paid on compensation that is not taxed as wages and salaries as well
as sales tax payments. Moreover, I ignore payroll taxes paid. The reason I do not include
payroll taxes here is that the payroll taxes that an individual pays today are directly related
to higher benefits in the future. In other words, an increase in government revenue from
payroll taxes today will partly be offset by higher costs of benefits in the future.
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majors in cohort t as a result of TRA86.

I estimate equation 2.2 for the cohort of 1985/1986 college graduates.

This is the last pre-TRA86 cohort, meaning that in contrast to later cohorts

the types and number of college degrees completed by this cohort cannot have

been affected by TRA86. As a result, we can use the observed value of the

share of majors completed in field h in 1985/1986 as an estimate of Ph86(0)

in equation 2.2. In section 2.7, I simulated the counter-factual distribution of

college graduates across majors for this cohort had it been affected by TRA86.

This counter-factual distribution can be used in equation 2.2 to approximate

Ph86(1), the counter-factual share of college graduates in 1985/1986 with ma-

jor h under TRA86.

To implement equation 2.2 empirically for the 1985/1986 cohort, I need

to make a number of further simplifying assumptions. First, I cannot obtain

good estimates of the average lifetime income tax payments of marginal en-

trants into major h for the 1985/1986 cohort, Th86(θ), as a functon of θ for

values of θ other than zero. For instance, estimating Th86(1) properly would

need to account for the general equilibrium effects of TRA86. This cannot

be done as it will take up to 40 years after TRA86 before the composition of

completed college degrees in every cohort of the working-age population re-

flects the effect of TRA86. Since the composition of completed college degrees

will affect relative wages in occupations, this also means that it will take up

to 40 years after TRA86 before the full general-equilibrium effects of TRA86

are visible in the relative wages across occupations. To simplify the analysis,

I therefore use 1984, 1985 and 1986 March CPS income data to calculate the

average total federal and state personal income tax payments by major over

a 40-year working life using the same method that I used to calculate major-

specific SWE. That is, I approximate Th86(1) by applying post-TRA86 tax laws

to pre-TRA86 income data and Th86(0) by applying pre-TRA86 tax laws to

pre-TRA86 income data.42 As was the case with the change in major specific

42An alternative approach would be to just use Th86(0) as an estimate of Th86(1) as well.
As my approximation of Th86(1) is smaller than Th86(0) for every major, this will result in
even larger welfare gains than those reported below. To be consistent with the discussion is
section 2.7, when calculating Th86(0) and Th86(1) I use a discount rate of 0% and divide an
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after-tax SWE, this approximation of average lifetime income tax payments

by major ignores the effects that economic growth after 1985 could have had

on major-specific lifetime income tax payments.

Lastly, for the empirical implementation I also assume that dPh86(θ)
dθ

is

constant and that Th86(θ) is a linear function of θ. I thus implement equation

2.2 empirically as:

∆W86 ≈ N86

(∑
h

(Ph86(1)− Ph86(0)) ∗
(
Th86(1) + Th86(0)

2

))
(2.3)

I set the fraction of all college degrees completed by the 1985/1986 cohort

that are in major h before TRA86, Pht(0), equal to the actual value of Ph86

observed in the data. I calculate Pht(1) using the results of the simulation

exercise described in section 2.7.

Under the assumptions outlined above, the welfare effects are positive

and equal 62.7 million 1985 US dollars when using an elasticity of 0.67 in the

simulation exercise of section 2.7. To evaluate the welfare effects using different

elasticities one can simply scale this amount up or down by the elasticity

relative to 0.67. To put these welfare gains into perspective, 62.7 million

1985 USD equal 0.04% of the expected lifetime income tax payments of the

1985/1986 cohort under the pre-TRA86 tax law (
∑

h Ph86(0) ∗ Th(0)). The

welfare gains are thus small relative to overall tax payments. Even when

using an elasticity of 5 in the simulation exercise, the welfare effects would be

only 0.28% of overall expected tax payments for the 1985/1986 cohort of male

college graduates.

2.9.2 TAXSIM

To get the (Unicon) March CPS data of 1985 to 1987 to work with

the TAXSIM program, I modified the program of Judith Scott-Clayton that

is available on the TAXSIM website of the NBER. The program of Scott-

Clayton adopts the Unicon versions of the 2003 and 2006 March CPS to work

individual’s tax payments by 2 if he/she files jointly.
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with TAXSIM.

Unfortunately, the 1985 to 1987 versions of the March CPS are less de-

tailed than later editions. Income from veterans’ payments (VT) and worker’s

compensations (WC) cannot be separated from income from unemployment

insurance (UI) until the March CPS of 1988. As UI compensation is part of

federally taxable income and WC/VT income is not, it is important to sepa-

rate income from these sources. To do so, I used regression mean imputation

based on data from the 1988 March CPS to predict the share of income com-

ing from either UI or WC/VT if an individual reported receiving income from

both UI and WC/VT.

Similarly, the 1985 to 1987 editions of the March CPS do not distin-

guish between income from dividends and income from rent, royalties, estates

and trusts. Although these sources of income are taxed in the same way at

the federal level, they are not always taxed in the same way at the state level.

Since state income tax paid is tax deductible, this means that the division of

income between dividends and rent, royalties, estates and trusts is important

for determining federal tax liabilities. Here, I used mean imputation instead

of mean regression imputation. Using again data from the 1988 March CPS,

I calculated the mean division between income from dividends and income

from rent, royalties, estates and trusts for 7 different ranges of combined total

dividend and rental income. I then used these mean divisions of income to

divide up people’s combined total rental and dividend income in the 1985 to

1987 March CPS into dividend and rental income.

Another problem with March CPS data is that reported income amounts

are subject to top-coding. This can cause me to understate the change in aver-

age lifetime earnings by major due to TRA86, as TRA86 had the largest impact

on people at the top of the income distribution. To correct for the potential

biases introduced by top-coding, I replace the top-coded income amounts in

the March CPS by those reported by Larrimore et al. (2008) and Armour et

al. (2016). These papers report cell-means for top-coded income amounts from

various sources for every year after 1976 using internal March CPS data. The

internal March CPS data use higher top-codes for each income source than
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the public March CPS data. As a result, these cell-means are a better ap-

proximation of the true average income amounts above the top-code than just

using the top-coded value of the public CPS data. However, the cell-means

calculated in this way are still subject to the internal CPS top-code and will

therefore still understate the actual mean income amounts of people subject

to the top-code. To deal with this issue, Armour et al. (2016) go one step

further and impute the true cell-mean by relying on both the internal March

CPS data and Pareto estimation methods. This results in higher cell-means

thanLarrimore et al. (2008), but these cell-means are not available for all types

of income. I use estimates of Armour et al. (2016) when available, and other-

wise rely on the estimates of Larrimore et al. (2008).

Lastly, the March CPS lacks information on many of the large itemized

deductions that many people claim. For instance, it has no information on

people’s charitable contributions and home mortgage interest payments. As a

result, when calculating tax liabilities, I had to assume that almost everybody

claimed the standard deduction. In only a few cases did the sum of possible

itemized deductions on which there was information in the March CPS exceed

the standard deduction.

2.9.3 National Survey of College Graduates

I use the 1993 National Survey of College Graduates to create a major-

specific distribution of people across occupations for three age-groups. Ideally,

I would use a survey like the NSCG from before the tax reform, as the major-

specific distribution of people across occupations might have changed over time

due to structural changes in the economy. Unfortunately no survey like the

NSCG exists from before 1993.

It is important to note that the distribution of πhks that I use is the

same both before and after the tax reform. This is not an entirely innocuous

assumption. For instance, Powell and Shan (2012) and Gentry and Hubbard

(2004) find that marginal tax rates and the progressivity of the tax law have

a very small, but statistically significant effect, on occupational choice. How-
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ever, if some people change their jobs in response to the tax-reform act, we

would not only need to know the change in utility associated with the change

in income due to the job change, but also the change in utility associated with

the difference in the non-monetary attributes of the two occupations. We can-

not measure the latter part and, as I also do not have access to a time-varying

distribution πhks, therefore do not consider the effect of TRA86 on changes in

the distribution of πhks. Ignoring the effects of these job changes should be

relatively harmless though. By the envelope condition changes in individual’s

behavior as a result of a tax change have no first-order effect on their utility,

meaning that changes in the utility from the change in income should almost

cancel out with changes in the utility from the change in the value of the non-

monetary attributes.

In addition, using the observed distribution of πhks from the cross-

section of people who majored in field h and are in the labor force today to

predict the future career path of people who graduate today with the same

major has one major drawback. The distribution of πhks by age-group can

differ mainly for two reasons. Firstly, in general, when people get older their

jobs are generally less connected to their college major, resulting in a distri-

bution of πhks that varies by age-group. Secondly, because of business cycles

and structural changes in the economy over time, two people graduating in

different years with the same major might face different sets of potential occu-

pations over their working life. To the extent that one’s career path is affected

by these changing economic conditions, this means that past business cycles

and past structural changes in the economy have had a large effect on the

distribution of πhks by age-group observed today. These “cohort effects” are

different for each cohort of graduating students. There is no guarantee that

the cohort effects in the past are on average the same as those that people

graduating today will experience. When calculating πhks I unfortunately can-

not distinguish between these “cohort effects”, that I would not like to include,

and the “age effects” that I would like to include.
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2.9.4 Empirical Estimation

In this appendix, I attempt to empirically identify the effect of TRA86

on the composition of completed college majors using available data. As de-

scribed in the main text, I run into a number of difficulties when doing so. As a

result, it is not surprising that I fail to find consistent evidence of a significant

impact of TRA86 on the composition of completed college majors.

Basic model

Assume, following Berger (1988), that a college student i chooses a

field of study that maximizes his/her lifetime utility (V). Utility for person i

in major h can be expressed as a function of the characteristics of the ma-

jor (Yih), the characteristics of the individual (Zi) and an unobserved random

component (uih) that is assumed to follow a type I extreme value distribution:

Vih = βYih + Ziδh + uih (2.4)

Assume that the only characteristics of the major that individuals consider are

expected lifetime earnings in that major (Yih). The Z-vector contains individ-

ual specific variables that control for differences in tastes and investment costs

across people. To the extent that preferences for other major-specific charac-

teristics (e.g. effort cost of completing the major and nonpecuniary returns

from the major) depend on these individual characteristics, Zi also controls

for these major-specific characteristics. Alternatively, one could include these

other major-specific characteristics explicitely in the model above. The results

below do not depend on this assumption.

Since we assumed that uih follows a type I EV distribution, we have a

conditional logit model for which it is true that:

ln

(
Pih
Pik

)
= β(Yih − Yik) + Zi(δh − δk) ∀k 6= h (2.5)

In this equation, Pih denotes the probability that individual i chooses major

h. k is another major not equal to h. Absent a behavioral response to the
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tax change (e.g. ignoring the effects of a possible change in one’s future labor

supply43), TRA86 caused the expected lifetime earnings of major h for person

i to change by ∆Yih = Y post
ih − Y pre

ih whilst leaving the non-pecuniary returns

of the major, as captured by δhZi in equation 2.4, unchanged. In the absence

of other changes in the economy this means that for person i and majors h

and k:

ln

(
P post
ih

P post
ik

)
− ln

(
P pre
ih

P pre
ik

)
= β(∆Yih −∆Yik) (2.6)

Summing over all k 6= h and dividing by (H-1), where H is the total number

of majors, we then get that:

ln

(
P post
ih

P pre
ih

)
− 1

H − 1

∑
k 6=h

ln

(
P post
ik

P pre
ik

)
= β

(
∆Yih −

1

H − 1

∑
k 6=h

∆Yik

)
(2.7)

The left-hand side is approximately equal to the percentage change in the

probability of choosing major h minus the average percentage change in the

probability of choosing any of the other majors due to TRA86. This relative

percentage change in the probability of choosing major h is proportional to

the change in expected lifetime earnings in major h relative to the average

change in expected lifetime earnings in all the other majors, as shown on the

right-hand side. The model thus has the intuitive prediction that for a given

individual majors that see a relatively larger increase in expected lifetime earn-

ings due to TRA86 should see a relatively larger increase in the probability of

being chosen.

I do not have a measure of ∆Yih for each individual enrolled in college

around the time of TRA86. Instead, my measure ∆Yh does not vary across

individuals and is an estimate of the change in SWE in field h as a result of

TRA86. Similarly, I do not have data on the college major choice of individ-

uals. I only have data on the number of completed college degrees by major

and year. To estimate equation 2.7 using this data, I replace Pih by Ph, the

fraction of all completed college degrees that are in major h, and replace ∆Yih

43As discussed in section the main text, the reason I ignore these behavioral responses
is that I would then also need to know the change in utility associated with job changes
and/or changes in hours worked. These are both unobservable.
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by ∆Yh, my estimate of the change in SWE earnings of major h as a result of

TRA86.

With these aggregate variables in place of the individual-level variables,

equation 2.7 will exactly equal the original version of equation 2.7 when aver-

aged over all I individuals under three conditions. First, I apply a first-order

approximation to the log terms on the left-hand side of equation 2.7, approx-

imating ln
(
P post
ih

P pre
ih

)
by ∆Pih

P pre
ih

, and average this equation over all I individuals

graduating from college. This results in the following equation:

1

I

∑
i

(
∆Pih
P pre
ih

− 1

H − 1

∑
k 6=h

∆Pih
P pre
ih

)
=
β

I

∑
i

(
∆Yih −

1

H − 1

∑
k 6=h

∆Yik

)
(2.8)

With the available data, the left-hand side of this equation is replaced by the

aggregate term
(

∆Ph

P pre
h
− 1

H−1

∑
k 6=h

∆Ph

P pre
h

)
. Noting that ∆Ph

P pre
h

equals(
1
I

∑
i

∆Pih
P
pre
ih

∗P pre
ih∑

i P
pre
ih

)
, the left-hand side of equation 2.8 will equal this aggregate

term if ∆Pih

P pre
ih

is uncorrelated with P pre
ih . That is, for the individual level rela-

tionship to hold at the aggregate level, I need that the percentage change in

an individual’s probability of choosing a major due to TRA86 is uncorrelated

with that individual’s baseline probability of choosing that major.

Second, the right hand side of equation 2.8 can be replaced with the

aggregate variables if the average of ∆Yih across all individuals equals my esti-

mate of ∆Yh. As discussed in the literature review, Zafar and Wiswall (2015a,

2015b) suggest that students adjust their own beliefs about their lifetime earn-

ings in various majors in response to changes in the population distribution of

lifetime earnings by major. This condition then says that the average change

in individuals’ beliefs about their expected lifetime earnings by major due to

TRA86 should equal the actual mechanical change in average lifetime earnings

by major in the population due to TRA86 that I calculated44.

Third, the composition of graduating college students cannot change

44As discussed in the literature review, following Zafar and Wiswall (2015a, 2015b) we
might expect that 1

I

∑
∆Yih = γ∆Yh where 0 < γ < 1. This means that the β that I

estimate is biased towards zero.
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over time. In the above analysis, I showed how TRA86 changed the probability

of choosing a particular major for a given cohort of I individuals. In the data,

the aggregate variables P pre
h and P post

h are instead based on different cohorts

of students. A compositional change would cause the baseline distribution of

P pre
ih for the cohort of graduates on which I base P post

h to be different from the

baseline distribution of P pre
ih for the cohort on which I base P pre

h . In order for

cross-cohort differences in the fraction of completed college degrees that are in

a particular major to be attributable to TRA86, the baseline distribution of

P pre
ih needs to be the same across subsequent cohorts. In the empirical specifi-

cation, I will try to control for possible changes in the composition of students

over time by looking at the subsample of graduating students that attended

highly selective universities.

I estimate equation 2.7 in two ways using aggregate data for the aca-

demic years 83/84 to 96/97. First, I treat the academic year 1987/1988 as

the last year of the pre-period and the academic year 1996/1997 as the last

year of the post-period. Since I have data on college major completions, this

means that I am assuming that TRA86 could have affected the college major

choice of students who were a sophomore or younger in the year 1986/1987.

As students decide on their major early on in college, I do not expect the tax

change to cause advanced college students to change their major.45 The first

way of estimating equation 2.7 is as follows:

ln

(
P

96/97
h

P
87/88
h

)
− 1

H − 1

∑
k 6=h

ln

(
P

96/97
k

P
87/88
k

)
= β0 + β1

(
∆Yh −

1

H − 1

∑
k 6=h

∆Yk

)

+ β2

(
ln

(
P

87/88
h

P
83/84
h

)
− 1

H − 1

∑
k 6=h

ln

(
P

87/88
k

P
83/84
k

))
+ εh h = 1, ..., H (2.9)

In this equation, P t
h equals the fraction of all bachelor degrees awarded in

academic year t that are in field h. Based on previous literature, I expect

β1 > 0. Factors that stay constant across time and affect college major choice

45I am assuming a 2-year lag between college major choice and the receipt of the degree.
This might be an underestimation, as the many students take over 4 years to complete their
college degree. This will bias me towards not finding any effect in the earlier years.
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are differenced out. There are however many factors other than the tax law

that change over time and affect college major choice. In fact, aggregate

college major patterns fluctuate widely over time. To control for some of the

potentially omitted variables, I include the lag of the dependent variable in

the above equation as an independent variable, where the value of the lag is

calculated for the period 1983/84 to 1987/8846. Although this variable might

control for some of the time trends in college major choice, it cannot control

for all omitted variables as its coefficient is restricted to be the same for all

majors. To better control for omitted variables as well as get a better sense

of the effect of TRA86 on college major choice over time, I also estimate the

following form of equation 2.9:

ln

(
P t
h

P t−1
h

)
− 1

H − 1

∑
k 6=h

ln

(
P t
k

P t−1
k

)
=

αh +

96/97∑
s=88/89

βs ∗ 1{t = s} ∗

(
∆Yh −

1

H − 1

∑
k 6=h

∆Yk

)
+ εht

h = 1, ..., H t = 84/85, ..., 96/97 (2.10)

This equation differs from equation 2.9 in three ways. First, we now have

panel data and include a major-specific dummy to control for factors, such as

skill-biased technical change, that might affect college major choice over the

whole time period. Second, the dependent variable is now a first difference and

equals the relative percentage change in the fraction of completed undergrad-

uate degrees that are in major h between year t and t− 1. Lastly, I estimate

the coefficient β on the independent variable of interest seperately for every

year starting with 88/89. In effect, the coefficient βt treats year (t− 1) as the

pre-period and tells us whether the change in SWE by major due to TRA86

caused the composition of completed college degrees to change between years

(t − 1) and t. Estimating β seperately for each year allows me to pin down

46The academic year 1983/1984 is the first year for which I have detailed data on the
number of bachelor degree completions by field.
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exactly when the tax change affects college major choice.47 When estimating

this equation, I cluster the standard errors at the college major level.

Extensions

Up to this point, I assumed that utility is linear in expected life-

time income. Another assumption that is used among others by Arcidiacono

(2004) and Arcidiacono, Hotz and Kang (2012) is that utility is linear in

the present discounted value of the sum of expected per-period log income:∑T
t=1 β

t E ln(Yht). By using log(wtks) instead of wtks in equation 2.1, I can

easily modify my calculation of major-specific SWE to take into account this

alternative form of the utility function. I can then also estimate equations 2.9

and 2.10 to take into account this alternative utility function by replacing the

∆Yh measure calculated using wtks by the one calculated using log(wtks).

Students who take the same course load in a particular college but

graduate in different years might be classified as having completed different

majors in the annual completions surveys that colleges submit and that I use

as my data source on completions by major and year. For instance, the school-

specific name of a particular major might change over time, causing college

administrators to change how they classify the major in the completion sur-

veys. Also, a school-specific major might be divided into multiple separate

majors at a school as the major grows in size or be absorbed by another major

if it becomes too small. For some small fields such as pre-law that not very

many schools offer, these changes can result in large percentage changes in the

fraction of college degrees completed in that field over time in the data that

I use. Importantly, these changes are not related to students’ actual course

taking behavior in college. To make sure such artificially large percentage

changes in completions in a given major do not influence my results, I also

estimate equation 2.10 by weighting each observation by the average number

of completions in that major over the time-period 1983/1984 to 1996/1997.

47However, if the effect of TRA86 on college major choice is small and occurs gradually
over a longer time period, estimating β seperately for each year increases the chance of not
finding a significant effect.
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Baseline Regression Results

Table 2.1 below displays the results of estimating equation 2.9. In

columns 1 and 2 SWE are calculated using the level of wages and in columns

3 and 4 using the log of wages. The results below use a discount rate of 5%

when calculating SWE, but results using a 0% discount rate are very similar.

In columns 2 and 4 SWE are “equivalency adjusted” by adjusting earnings for

the size of the tax-filing unit when calculating SWE by major.

Table 2.1 indicates that there is no clear correlation between relative

Table 2.1: Effect of TRA86 on Major Choice - Reduced-form following Berger

(1) (2) (3) (4)
(∆ rel. SWE, r=5) (level) -0.11

(0.15)

(EA ∆ rel. SWE, r=5) (level) -0.21
(0.24)

(∆ rel. SWE ,r=5) (logs) -1.24
(1.07)

(EA ∆ rel. SWE ,r=5) (logs) -1.19
(1.06)

Dep. var. over 83/84 to 88/89 Yes Yes Yes Yes
Observations 47 47 47 47
R2 0.056 0.064 0.080 0.077

Standard errors in parentheses

Dep. variable: Rel. perc. change in completions in a given major from 88/89 to 96/97

Rel. change in SWE (level) = (∆Yh −
∑

k 6=h ∆Yk

H−1 )

Rel. change in SWE (logs) =

(
(Ŷ preh − Ŷ posth )−

∑
k 6=h(Ŷ pre

k −Ŷ post
k )

H−1

)
where Ŷ jh =

∑40
t=1 β

tEln(Y jht)

Standard errors are White’s standard errors. College major choice data from 83/84 to 96/97.

EA = Equivalency Adjusted, meaning that SWE take into account the size of the tax-filing unit.

Coefficients in columns 1 and 2 are multiplied by 10000.
∗ p < 0.10, ∗∗ p < 0.05, ∗∗∗ p < 0.01

changes in SWE in a major and relative percentage changes in completions

in that major over the period 1987/1988 to 1996/1997. If anything, table

2.1 seems to suggest that majors that experienced a relatively larger increase

in expected lifetime earnings due to TRA86 experienced a relatively larger

decrease in the fraction of undergraduate degrees completed in that major.

However, none of the coefficients are statistically significant. As discussed in

the previous section, in equation 2.9 I am not able to control for time-varying

variables that might be correlated with the change in SWE due to TRA86 and
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also affect the composition of completed college degrees. To better control

for these variables and get a better picture of the effect of TRA86 on college

major choice over time, I also estimated equation 2.10.

Effect of TRA86 on college major choice over time

The results of estimating equation 2.10 for various measures of the

change in major-specific SWE can be found in tables 2.2 through 2.5. There

are a total of 4 tables, one for each way in which I construct the change in

major-specific SWE due to TRA86 in equation 2.1. In the first two tables I

calculated SWE by using the level of earnings (wtks) and in the last two tables

I used the log of earnings (log(wtks)). In addition, I adjusted the earnings for

the size of the tax filing unit in tables 2.3 and 2.5. I used a discount rate

of 5% in all tables48. In all tables, the first column shows the OLS results

when not including major-specific fixed effects. The other columns include

these fixed effects. In the third column each observation is weighted by the

average number of annual completions in that major over the period 83/84 to

96/97. Columns 4 through 7 include additional control variables that will be

discussed below.

A few results stand out across columns 1 to 3 in all tables. First,

whether or not I include major-specific fixed effects, the coefficient on the

relative change in major-specific SWE is often negative and statistically sig-

nificant in 1989/1990. This significance will disappear when I control for the

effect of business cycles on college major choice decisions. Second, the un-

weighted and weighted FE results are similar in each table. The coefficients

from the weighted regression are generally somewhat smaller in absolute value

and less precisely estimated. The estimated coefficients are thus not driven by

large percentage changes in the fraction of degrees completed in a few small

majors. Lastly, the fact that almost all coefficients increase after we include

major-specific fixed effects shows that time-trends in completions by major

are biasing the OLS coefficients downwards. Following these last two points, I

will focus on the unweighted FE results as reported in column 2 of each table.

48Results using a 0% discount rate are similar.
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In all the tables the coefficients on the change in major-specific SWE

are almost exclusively positive for 1990/1991 onwards. However, the coeffi-

cients are not precisely estimated. The positive coefficients for years after

90/91 are however consistent with the hypothesis that TRA86 caused college

major choice decisions to shift towards majors that saw larger positive relative

changes in SWE due to TRA86. Before interpreting individual coefficients,

it is important to note that throughout this paper the results for the years

91/92 and 92/93 are to be treated with caution. The data on the dependent

variable in 91/92 and 92/93 is very noisy as the way that majors were classi-

fied changed in 91/92. I will therefore not discuss individual coefficients that

are based on data from these two academic years. Also, before interpreting

individual coefficients, I now first adress concerns that the above results might

be driven by omitted variables that vary over time and across majors or by

changes in the composition of graduating college students over time.

Business cycles are one obvious time-varying factor that have been

shown to affect the composition of completed college degrees. Business cycles

can affect college enrollment decisions, degree completions and types of degrees

chosen (see Blom (2012), Bradley (2013), and Altonji et al. (2016a)). Since

the effect of business cycles on completions will differ by major, in columns

4, 6 and 7 of each table I control for business cycles flexibly by including

two measures of changes in past national unemployment rates interacted with

major-specific dummy variables.49.

I showed earlier that there is a positive correlation between the change

in SWE due to TRA86 and the 1985 baseline level of SWE of a major. This is

49In particular, following Blom (2012) and Bradley (2013), suppose students’ choice of
college major is affected by unemployment rates during their last two years of high school
and first two years of college. To limit the number of coefficients I need to estimate, assume
that students therefore are affected by the average unemployment rate during their last
two years of high school and the average unemployment rate during their first two years of
college. Since equation 2.10 is estimated in first-differences, I thus care about the differences
in these two average unemployment rates for those graduating in academic year (t-1/t) and
academic year (t-2/t-1). Assuming a 4-year time difference between graduating high school
and college, I therefore care about differences in the unemployment rate between years (t−4)
and (t−6), and between years (t−2) and year (t−4). To flexibly control for the effect of the
unemployment rate on college major choice, I interact these differences with major-specific
dummies.



152

problematic if there are other time trends in the growth of expected lifetime

earnings by major that are correlated with these baseline levels of SWE by

major and also affect college major choice patterns over time. For instance,

skill-biased technological change is likely to have caused before-tax expected

lifetime earnings to grow more quickly for majors with higher baseline SWE.

These changes in expected lifetime earnings could over time have caused more

students to major in fields with higher initial SWE. To the extent that these

changes occur gradually over time, the major-specific fixed effects should con-

trol for them. Nevertheless, in column 5 through 7 of all tables I also include

baseline 1985 SWE of a major relative to the other majors interacted with a

year dummy for years in which I estimate the effect of the change in SWE

on the composition of completed college degrees.50. This approach follows

from Gruber and Saez (2002) who face a similar problem in their study on

the elasticity of taxable income with respect to marginal tax rates as changes

in individuals’ marginal tax rates are often correlated with baseline levels of

income.

Lastly, the estimated coefficients might be biased if the composition of

graduating college students changes over time. This could happen if TRA86

not only influenced college major choice probabilities conditional on college

enrollment, but also the probability of enrolling in college and/or the prob-

ability of completing college. In column 7 of each table I therefore only use

data on the number of completions by major and year at the top 25 percent of

colleges.51. Students attending these colleges are not likely to be on the mar-

gin of attending and/or completing college and the composition of students

graduating from these colleges should thus be affected less by TRA86 or other

changes in the economy.

As can be seen in columns 4 through 6 of every table, controlling for

either business cycle effects or relative baseline SWE by major removes any

50Baseline 1985 SWE by major relative to other majors are calculated as(
SWE85

h −
∑
k 6=hSWE1985

k

H−1

)
51Based on data availability, I define a college as belonging to the top 25 percent of all

colleges if the sum of the average SAT math and verbal scores of entering freshmen is among
the top 25 percent of schools as reported in 2001 College Board data.
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negative effect that the relative change in SWE due to TRA86 seemed to have

on completions in a major in 88/89 in the original specifications and increases

the size and significance of many of the coefficients. The most dramatic in-

crease in the size and significance of coefficients occurs when controlling for

relative baseline SWE by major in columns 5 and 6. This is not surprising

given the very high correlation between baseline SWE by major and the change

in SWE by major due to TRA8652. Some of the coefficients increase by up to

one order of magnitude after controlling for relative baseline SWE. Overall,

the results that control for business cycle effects, relative baseline SWE by

major, or both show a clear positive association between the change in SWE

of a major due to TRA86 and the change in the fraction of college degrees

completed in that major. When only using data on college major completions

at selective colleges in column 7 of each table, these general results do not

change. The estimated coefficients are generally smaller in absolute value and

not as significant as when using completions at all colleges. Nonetheless, in at

least on year, 1989/1990, the coefficient is still positive and statistically signif-

icant at the 10% level when calculating SWE in levels. Also, the F-test rejects

the null hypothesis that all coefficients on the change in SWE are jointly equal

to zero at the 10% level in all tables.

Judging by the years in which the coefficients are significant across the

various specifications, the shift towards more completions in majors that saw

relative increases in SWE due to TRA86 seems to have occured gradually

over time and is not confined to students who entered college around the time

that TRA86 was implemented. Based on the results in columns 5 through 7,

the shift seems to have ended by the academic year 96/97. No coefficient is

statistically significant at any conventional level of significance in this year.

Assuming that students take four to five years to finish their degree, these

results indicate the shift in the composition of completed college degrees took

place among students entering from 1984/1985 to 1990/1991. Since students

often don’t have to make a final decision on their choice of college major until

52The correlations between these two measures are 0.96, 0.94, 0.89 and 0.88 in respectively
tables 2.2, 2.3, 2.4 and 2.5
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the end of their second year in college, it is not surprising that TRA86 affected

the college major choice decisions of students who were in college at the time

of TRA86. One reason we see shifts in college major choice patterns occur

gradually might be that students are responsive to changes in the population

average lifetime earnings by major at the time of their college major choice.

Before 1988 the observed population average lifetime earnings by major will

not have included the full mechanical effect of TRA86, since the income tax

law changes were phased in over the period 1986 to 1988. In addition, the shift

towards majors that saw a relatively larger increase in SWE due to TRA86

might take place over multiple years if it takes time for students to update

their beliefs on the population average lifetime earnings by major after these

change. In general though, based on the reported results it is hard to conclude

in which exact years the shift towards majors that saw relative increases in

SWE due to TRA86 took place. The years in which coefficients are positive

and statistically significant varies widely depending on the included control

variables and to a smaller extent depending on the way that SWE are calcu-

lated.

In terms of the size of the effect, as an example consider the statisti-

cally significant coefficient of 0.26 on the change in SWE in 94/95 in column

6 of table 2.3, where major-specific SWE are calculated in levels and by ad-

justing earnings for the size of the tax-filing unit. This coefficient indicates

that a major that experienced a relative increase in SWE due to TRA86 of

$3000, or one standard deviation of this measure, saw a 7.8% higher relative

growth rate in the fraction of undergraduate degrees completed in that major

between 93/94 and 94/95. This is a large effect considering that the relative

growth rate has a standard deviation of 13.3% and that this one-year effect is

only part of the total effect of TRA86 on the composition of completed college

degrees that takes place over multiple years. When not controlling for relative

baseline SWE by major as in columns 1 through 4, this effect is up to one

order of magnitude smaller and not statistically significant.

The estimated effect is similar if I instead use the log of earnings to

calculate major-specific SWE in equation 2.1. For instance, consider the same
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coefficient on the change in SWE in 94/95 in column 6 of table 2.5 where

SWE are calculated by using log earnings and by adjusting earnings for the

size of the tax-filing unit. In this case, the coefficient indicates that majors

that experienced a 1 standard deviation increase in this measure of the relative

change in SWE by major due to TRA86 experienced a 4.3% higher relative

growth rate in the fraction of undergraduate degrees completed in that major

between 93/94 and 94/95. Again, these coefficients are smaller when not con-

trolling for relative baseline earnings by major.

The coefficients mentioned above are hard to compare to the litera-

ture on college major choice. In the literature, the major-specific measure

of expected lifetime earnings is generally individual specific and corrected for

self-selection into a major. Also, due to data limitations, the literature has

largely considered choices between five large categories of majors (social sci-

ences, natural sciences, etc.) and not between 47 majors as I do here. Lastly,

my measure of the change in SWE due to TRA86 is in 1985 dollars, relative to

changes in other majors and constant over the entire time-period that I look

at. Nevertheless, when including controls for relative baseline levels of SWE

by major, the estimated coefficients seem very large compared to the litera-

ture. Wiswall and Zafir (2015a) report that most of the literature finds that

the elasticity of the probability of choosing a particular major with respect to

expected lifetime earnings earnings in that major is around 0.1. In contrast,

the coefficient of table 2.3 that I discussed above seems to suggest an elasticity

of around 9.53 Moreover, some of the specifications show that TRA86 changed

college major choice patterns in multiple cohorts. The total effect of this one-

time change in SWE by major might therefore be even larger.

Placebo Tests

I also run a placebo test. Specifically, I estimate coefficients on the

53The average baseline level of SWE earnings by major used in this table is approximately
$345.000. An increase in SWE in one major relative to all the other majors of $3000 would
on average represent an increase of around 0.87% in SWE for that major. According to my
estimates, this 0.87% increase causes the major to experience a 7.8% higher relative growth
rate in the fraction of undergraduate degrees completed in that major between 93/94 and
94/95.
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relative change in SWE for the pre-TRA86 years using the same specifications

as discussed above. The TRA86 is not supposed to affect college major choices

of the cohorts graduating from college before 88/89. Hence, the estimated co-

efficients should not be statistically different from zero. Tables 2.6 through 2.9

display the results of these placebo tests. Each table uses a different measure

of the relative change in SWE by major due to TRA86. Many of the esti-

mated coefficients are negative and statistically significant, irregardless of the

included control variables and the way that SWE are constructed. Moreover,

the F-test of joint significance of all the coefficients is statistically significant

at the 5% level in most specifications. Both of these results do not hold when

I restrict the sample to degree completions at selective colleges in column 7

of each table. In this case, none of the estimated coefficients are statistically

significant at any conventional level and the F-tests of joint significance are

also never statistically significant. These results suggest that there are omitted

variables that cause the estimated coefficients to be biased downwards during

this time period. If these omitted variables are also present in later years, this

could cause the reported coefficients for those years as discussed above to be

biased downwards as well.
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Chapter 3

The peer effects of classmates

who speak a language other

than English at home

Abstract

Using publicly available data from California for the year 2012-2013,

this paper studies the peer effects of students who speak a language other than

English at home (ESL) on native English speaking students (ELO) in grades

2 to 6. In contrast to the previous literature, I do not just focus on the peer

effects of English Language Learners but rather on the peer effects of the larger

group of students who do not speak English at home as the share of students

who are English Language Learners in any given year, school and grade is

more likely to be endogenous. I identify peer effects by exploiting variation in

the distribution of ESL students across grades within a given school and year.

I find that higher concentrations of ESL students have no effect on average

math test scores and a negative effect on average English test scores of ELO

students. Surprisingly, I find that these negative peer effects are driven almost

entirely by the negative peer effects of the small group of ESL students who

do not speak Spanish at home.
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3.1 Introduction

In 2015, 22% of children between the ages of 5 and 17 in the U.S. spoke

a language other than English at home1, up from 18% in 2000. This percent-

age varied widely across states from a low of 2% in West-Virginia to a high

of 45% in California. Given the corresponding large share of students with

English as a second language (ESL) in K-12 in the U.S., there is a concern

that these students could have negative peer effects on so-called English lan-

guage only (ELO) students. These negative peer effects could be a result of

cultural differences between the two groups of students or the lower level of

English language proficiency of ESL students, as a little over 50% of all ESL

students in K-12 in California for instance classify as English Language Learn-

ers (ELL) and receive additional instruction to improve their English language

proficiency.

Previous literature has looked at the peer effects of immigrant students

in Europe2, ESL students in Canada and the U.K.3 and ELL students in the

U.S.4. In contrast to studies from other countries, the U.S. literature con-

sistently finds negative peer effects on test scores in both mathematics and

English Language Arts (ELA) for students in kindergarten through grade 8.

The studies from other countries generally find no or very small negative peer

effects for students in high school only. One possible reason for this discrep-

ancy is that U.S. studies focus on the share of students who are ELL, which

could be endogenous, whereas other studies focus on more exogenous shares

of students that are based on student characteristics that are time-invariant.

In this paper, I estimate the peer effects of ESL students on ELO stu-

dents in a U.S. context using publicly available data from California for the

year 2012-2013 for students in grades 2 to 6. Whether or not a student classi-

fies as ESL is time-invariant and determined when a student enters the school

district. As a result, by focusing on ESL students I avoid the problems as-

1This is based on data from the Census Bureau.
2e.g. Gould et al. (2009), Ohinata and van Ours (2013), Jensen and Wurtz Rasmussen

(2011) and Brunello and Rocco (2013)
3e.g. Friesen and Krauth (2011) and Geay et al. (2013)
4e.g. Cho (2012), Diette and Oyelere (2012, 2014, 2016), Ahn and Jepsen (2015)
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sociated with the share of ELL students in a grade being endogenous. In

addition, since the concentration of ESL students is higher in California than

in any other state of the U.S. and than in any other English-speaking country,

I also study how the peer effects of ESL students vary based on the average

percentage of students in a school who are ESL. This type of analysis is not

possible in other studies as most schools in these other studies have very few

ESL students. Lastly, the high shares of ESL in California also allow me to

study how the peer effects of ESL students vary by the language spoken at

home by the ESL students. This is important as heterogeneous impacts pro-

vide policy makers with guidance when thinking about ways to address the

peer effects of ESL students.

To identify peer effects, I estimate how the mean level of achievement of

ELO students in a particular school and grade on standardized tests in math

and English varies with the share of students in that school and grade who are

ESL. To control for selection into schools, all regressions include school fixed

effects. I find that higher concentrations of ESL students have no effect on

average math test scores and have a small negative effect on average ELA test

scores of ELO students. Further analysis suggests that these peer effects do

not systematically differ based on the average share of students in a school who

are ESL. Also, I find that the observed negative peer effects are driven almost

entirely by the negative peer effects of the small group of ESL students who

do not speak Spanish at home. I also look at the peer effects of Fluent English

Proficient (FEP) students and ELL students, who together make up the group

of ESL students. FEP students are ESL students who have demonstrated a

sufficient command of English as not to require supplemental English language

instruction. These estimates are to be treated more carefully as the share of

students who are ELL and FEP could be endogenous. These analyses show

the negative peer effects on ELA test scores to be solely due to FEP students

and also suggest that higher concentrations of ELL students have a negative

effect on math test scores of ELO students.

These results have a number of implications. First, the high levels of

ESL students in California are unlikely to have a large impact on the academic
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performance of ELO students in math and ELA. To the extent that existing

policies for ESL students in California can be copied by other states, this is

important for appeasing worries of large negative peer effects in other states.

Most importantly, I find no negative peer effects of ESL students in

some key areas. In particular, there are no negative peer effects of ELL stu-

dents on ELA test scores of ELO students and very small or no negative peer

effects in math and ELA of Spanish-speaking ESL students who make up the

bulk of ESL students. Instead, I find negative peer effects of FEP students

on ELA test scores and of ELL students on math test scores. In addition, I

find that the estimated negative peer effects on ELA test scores are mostly

driven by non-Spanish speaking ESL students. These patterns are consistent

with a situation in which teachers have more experience dealing with Spanish-

speaking ESL students and policies are focused on mitigating potential neg-

ative peer effects of ESL students in areas where we might expect them. It

seems that large gains could still be made by focusing on ESL students where

we might not expect negative peer effects such as ELL students in math classes

and FEP students in ELA classes, and by focusing on non-Spanish speaking

ESL students.

The remainder of this paper is structured as follows. Section 2 provides

an overview of the literature. Section 3 discusses the data and presents some

summary statistics. Section 4 discusses the empirical methodology. Section 5

discusses the various results and section 6 concludes.

3.2 Literature Review

This paper is connected to two strands of literature. First, there is

a mostly Europe-based literature that looks at the peer effects of immigrant5

5The papers in the literature sometimes distinguish between first- and second generation
immigrant children, although many just use first generation immigrant children. First gen-
eration immigrant children are generally defined as those born outside the current country of
residence with at least one parent also born abroad. Second generation immigrant children
are those who have at least one parent who is born abroad.
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children on the educational performance of native children6. The papers in this

literature suggest that immigrant concentrations in high school have a small

but statistically significant negative impact on the academic performance of

native students in both reading and mathematics. Immigrant concentrations

in elementary school however have not been found to affect contemporary test

scores (Ohinata and van Ours (2013)), but do have a small negative effect on

long-term academic outcomes such as high school graduation rates (Gould et

al. (2009)).

Second, there is a literature in English speaking countries that looks at

the effects of concentrations of non-native English speakers on the test scores

of native English speaking peers7. This literature, which mostly uses data from

grades 4 to 8, has looked either at the peer effects of all students who speak a

language other than English at home or only considered the peer effects of En-

glish Language Learners. In the former case, Geay et al. (2013) find that in the

UK the concentration of students who speak a language other than English at

home has no significant effect on the test scores of students who speak English

at home. Friesen and Krauth (2011) are further able to differentiate between

the students who do not speak English at home by the language spoken at

home8. Using Canadian data, they find significant negative effects, mostly on

math and not on reading scores, of higher concentrations of Punjabi speaking

students and marginally significant positive effects of higher concentrations of

Chinese speaking students.

The U.S. based literature has only looked at the peer effects of English

Language Learners. Papers by Diette and Oyelere (2012, 2014, 2016) and

Ahn and Jepsen (2015) generally find that higher concentrations of ELLs are

associated with lower test scores of native students. Cho, who looks at the

reading and math test scores of kindergarten and first-grade students, finds

that the negative effects are concentrated among girls and students coming

6See for instance Gould et al. (2009), Ohinata and van Ours (2013), Jensen and
Wurtz Rasmussen (2011) and Brunello and Rocco (2013).

7See for instance Friesen and Krauth (2011), Cho (2012), Geay et al. (2013), Diette and
Oyelere (2012, 2014, 2016), Ahn and Jepsen (2015).

8Due to confidentiality reasons, they can only distinguish between students who speak
Chinese, Punjabi or another language at home.
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from low-income households. Diette and Oyelere, using data on 4th to 8th

graders, however find that the negative effects are concentrated among boys

and students at the top of the ability distribution. Ahn and Jepsen do not

look at heterogeneous impacts but find average negative impacts on test scores

in both mathematics and reading for students in middle school.

The U.S. based literature thus focuses on the peer effects of English

Language Learners, whereas studies from other countries focus on the peer

effects of students who do not speak the country’s official language at home

(ESL) or on the peer effects of immigrant students more generally. In contrast

to studies from other countries, the U.S. literature consistently finds nega-

tive peer effects on test scores in both mathematics and ELA for students

in kindergarten through grade 8. Studies from other countries generally find

no peer effects or very small negative peer effects for students in high school

only. One reason for the discrepancy between U.S. studies and studies from

other countries could be that they look at peer effects of different groups of

students. English Language Learners tend to be a particularly disadvantaged

subset of students who do not speak the country’s official language at home

or of immigrant students more generally. In this light, the more pronounced

negative peer effects from ELL students are not surprising.

However, another reason, as explained in more detail in section 3.4, for

the more pronounced negative peer effects of ELLs is that the share of ELLs in

a particular grade, school and year could be endogenous. For instance, in Cal-

ifornia, students who are classified as ELLs when first entering a public school

can be reclassified as Fluent English Proficient (FEP) at the beginning of each

school year based primarily on their performance on a number of standardized

tests in English at the end of the previous school year (see Hill et al. (2014)).

Students’ performance on these tests could be influenced by the performance

of native English speaking students in their cohort. If the composition of a

cohort in a school does not change dramatically over time, this could mean

that we observe low shares of ELL students in a given cohort due to positive

peer effects of native English speaking students and also observe high perfor-

mance of native English speaking students in that cohort. This could cause us
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to falsely conclude that low shares of ELL students lead to better performance

of native English speaking students even though the actual relationship is the

other way around.

In this paper, I add to the above literature by looking at the peer ef-

fects of ESL students on non-ESL students in a U.S. context. In California,

the state that I will be looking at, whether or not a student classifies as ESL is

determined by his/her parents’ answers to the home language survey when en-

rolling in the school district and cannot change in response to particularly able

non-ESL peers. As a result, by focusing on ESL students I avoid the problems

associated with the share of ELL students in a grade being endogenous. In

addition, since the concentration of ESL students is higher in California than

in any other state of the U.S. and than in any other English speaking country,

I can also study how the peer effects of ESL students vary based on the average

percentage of students in a school who are ESL. This type of analysis is not

possible in other studies as most schools in these other studies have very few

ESL students. Lastly, following Friesen and Krauth (2011), I also look at how

the peer effects of ESL students differ based on the language that they speak

at home. This is important as heterogeneous impacts provide policy makers

with guidance when thinking about ways to address the peer effects of ESL

students.

3.3 Data

I use various publicly available data sets from the California Depart-

ment of Education9. This data covers the universe of public schools in Cali-

fornia. In particular, for the year 2012-2013 that I look at, I have data on the

number of ELL and FEP students by school, grade and home language. This

data will be used to construct the main independent variables of the paper. In

addition, I also have data on the demographic characteristics of the students,

allowing me to calculate the share of students in a particular school and grade

who are male or belong to a particular ethnic group. These shares will be used

9This data can be found at http://dq.cde.ca.gov/dataquest/.



172

as control variables. Lastly, as outcome variables, I use mean test scores in

English and math on the California Standards Test (CST) for English Lan-

guage Only students in grades 2 to 6. 2012-2013 was the last year in which all

students in grades 2 to 11 took the CSTs towards the end of the school year.

I focus on grades 2 to 6 because the CSTs are only grade-specific up to grade

6. For the analysis, I normalize the mean test scores using statewide means

and standard deviations by subject and grade. The coefficients will therefore

reflect changes in z-scores.10

Summary statistics for the data are shown in table 3.1. On average,

42% of all students in grades 2 to 6 are ESL students. Of these ESL students,

close to two-third are ELLs and close to 80% speak Spanish at home. The

other languages most commonly spoken at home by ESL students include a

variety of East Asian languages such as Tagalog, Vietnamese, Chinese and

Korean. As we can see in figure 3.1, the share of students who are ESL in

a particular school and grade varies widely across schools and grades. This

will allow us later to see how the peer effects of ESL students vary based on

the school-wide average share of ESL students. Lastly, the average cohort size

is a little over 86 students. In total, I have data from 22785 school by grade

combinations from 5425 different schools.

3.4 Methodology

The basic level model I estimate is as follows:

ygst = α + β1ESLgst + β2Xgst + γst + γg + ηgst (3.1)

In this equation, ygst is the average z-score in ELA or math on the California

Standards Test of ELO students in grade g of school s in year t. Our main

independent variable of interest is ESLgst, which is the share of students in

grade g, school s and year t who speak a language other than English at home.

10Due to confidentiality concerns, test scores are only available for school by grade com-
binations in which 10 or more English Language Only students took the CST test.



173

Xgst contains a number of grade-school-year specific control variables such as

the percentage of students that are male and the share of students that be-

long to particular ethnic groups11 We also include grade-specific fixed effects.

Standard errors are clustered at the school level in each model.

The main problem facing the empirical strategy of this paper is that

students do not randomly select into schools. For instance, the types of ELO

students who choose to attend a school with a high share of ESL students

might be different from the types of ELO students who choose to attend a

school with a low share of ESL students. This can result in a correlation

between the average outcomes of ELO students, ygst, and the share of the

students that are ESL, ESLgst, even if this share has no effect on the average

outcomes of ELO students.

Following previous literature, we include school by year fixed effects γst

to control for selection into schools. β1 will then be consistently estimated if

the assumption of strict exogeneity of ηgst is satisfied. In particular, for this

assumption to be satisfied we need that conditional on the school of choice

in a given year, there is no relationship between the share of students in a

given grade who are ESL and the unobserved characteristics of ELO students

in the same grade. This is satisfied if in any particular year, each grade cohort

represents a random draw from a fixed school-specific distribution of students

in that year. In this case, following Hoxby (2000), we can exploit the small but

plausibly random variation in peer group composition across grades within a

school and year to identify the causal relationship between the share of stu-

dents who are ESL and the outcomes of ELO students.

However, it is important to note that this assumption can be violated.

For instance, suppose that for some exogenous reason the number of ESL stu-

dents enrolling in first grade of a particular school is increasing over time. This

could change the types of ELO students enrolling in first grade of that school

each year as parents enrolling their ELO children in later years might have a

higher preference for diversity. If students are not likely to switch elementary

schools after first grade and if parents’ preference for diversity is correlated

11I include the share of students who are Black, White, Hispanic, Asian or other ethnicity.
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with factors affecting students’ outcomes, this would violate the identification

assumption as for a given school and year, the unobserved characteristics of

ELO students in a particular grade that affect test scores would be correlated

with the share of ESL students in the same grade.

Figure 3.2 shows the distribution of the share of students who are ESL

across grades relative to the school mean. Since I include school by year fixed

effects, this is the variation that I will be exploiting in this paper. This figure,

which captures over 99% of all observations in my sample, highlights that I am

exploiting small variations in peer group composition across grades within a

school and year. In absolute value, the average deviation from the school-wide

average in a particular grade is 3.7 percentage points. In the average cohort

with 86 students of whom 36 are ESL, this amounts to a little over 3 ESL

students. Such small deviations from school-wide averages in any particular

year are unlikely to change the types of ELO students enrolled in a particular

cohort and are therefore likely to be exogenous. As smaller variations across

grades within a school are more likely to be exogenous, as a robustness check,

I also will run analyses in which I drop the top 2% or top 20% of schools in

terms of the maximum variation in the share of ESL students across grades.

All related U.S. based papers look at the effect of the share of students

who are English Language Learners in a particular school, grade and year on

the outcomes of ELO students in the same school, grade and year. As men-

tioned before, ESL students include both ELL students and FEP students who

speak a language other than English at home but are fluent in English. The

problem with looking at the effect of the share of students that are ELL is

that this share could be endogenous. For instance, suppose the share of ESL

students is the same in all grades in a given school and year. If in some grades

there are some particularly able ELO students who have positive peer effects

on the ESL students, we might observe a smaller share of ELL students and

a higher share of FEP students in that grade as the ESL students who were

ELL initially are more likely to have been reclassified to FEP. In this case, the

share of ELL students in a particular grade and year would, even conditional

on school by year fixed effects, be endogenous. Some studies have used shares
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of ELL students in a particular cohort in earlier years as an instrument for the

current share to control for such endogenous reclassification. However, given

the positive correlation in these shares over time such a lagged share might

still not be completely exogenous. For instance, suppose the ELO students in

a cohort of an elementary school are particularly able and cohort composition

does not change dramatically over time. In this case, we might observe both

low shares of ELL students in that cohort in grade 3 due to positive peer effects

of the ELO students and high performance of ELO students in grade 6. Using

then the share of ELL students in grade 3 would not resolve the endogeneity

problem. To avoid the problem of endogenous reclassification entirely I look

at the share of students that are ESL, that is, either ELL or FEP. Whether

or not a student classifies as ESL is determined by his/her parents’ answers

to the home language survey when enrolling in the school district and cannot

change in response to particularly able ELO peers.

Since I estimate a levels regression and ESLgst is not likely to change

dramatically from grade to grade for a given cohort, the coefficient on ESLgst

can be seen as capturing both the contemporaneous effect of having a partic-

ular peer group of ESL students as well as the effect of having a very similar

peer group in past years. As Friesen and Krauth (2011) note, the coefficient

β1 is therefore likely to overstate the contemporaneous effect of having a peer

group in the current grade and understate the effect of having that same peer

group in every grade up to the current grade. Also, the share of ESL students

in a particular grade could affect the resources available to ELO students in the

same grade, as class sizes might for instance be affected or particular teachers

could be asked to teach in grades with a high number of ESL students. Since

I do not have control variables measuring the availability of various resources

at the grade level, the coefficient β1 can be interpreted as capturing both the

direct peer effects of ESL students as well as the effect of changes in resources

as the share of students that are ESL changes.

Lastly, to place the results in the appropriate context, it is important

to know that in California elementary schools, FEP students are in the same

classrooms and take the same courses as ELO students. ELL students with
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low levels of English proficiency often follow English immersion programs with

other similar ELL students in separate classrooms. These programs, which can

be either only in English or in both the students’ native language and English,

are tailored to improving their English language skills as well as to teaching

the other core subjects using methods that are effective for students with a low

level of proficiency in English. More advanced ELL students are sometimes

still taught separately from the FEP and ELO students, but can also be placed

into mainstream classes. These students will follow the same curriculum and

courses as the FEP and ELO students, with some time each day set aside

for additional instruction focusing on their English language skills. In general

though, the way ELL students are taught can vary widely across school dis-

tricts within California. In particular, schools have flexibility in whether or

not ELL students are placed in the same classroom as ELO students.

3.5 Results

The baseline results for math test scores are shown in table 3.2. As

shown in column 1 there is a clear negative association between the share of

students in a grade that are ESL and the math performance of ELO students.

However, once we control for selection into schools by adding school fixed

effects in column 2 this negative association becomes small and statistically

insignificant. It remains so when we add school-grade level control variables

in column 3 such as the share of students in a grade that are male and belong

to various ethnic groups. The results are also unaffected by excluding the top

2% or top 20% of all schools in terms of the maximum variation in the share

of ESL students across grades within the school. Large variations in the share

of students who are ESL across grades could have caused grade-specific selec-

tion patterns into a school in a given year and are therefore less likely to be

exogenous. In column 4, I show the coefficient separately for the share of stu-

dents who are ELL and for the share of students who are FEP. The coefficient

on the share of students who are ELL is statistically significant and negative.
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The difference between the coefficients on the share of students who are ESL

and on share of students who are ELL is in line with the previous U.S. and

international literature and, as discussed in section 3.4, could partially be a

result of the share of students who are ELL being endogenous. This does not

seem to be the full explanation though, as we would expect the coefficient on

FEP to be positive and statistically significant if endogeneity played a large

role. Another explanation is that in some schools, ELL students share class-

rooms with ELO students and follow the same courses. It is possible that ELL

students hinder the math development of ELO students by slowing down the

class.

The baseline results for ELA test scores are shown in table 3.3. As

shown in column 1 there is a clear negative association between the share of

students in a grade who are ESL and the ELA performance of ELO students.

Adding school and grade fixed effects, various control variables and looking at

only a subset of schools in columns 5 and 6 decreases the size of the coefficient,

but it remains statistically significant and negative. Under the baseline effect

in column 3, a one standard deviation increase of 0.24 in the share of students

who are ESL in a particular grade and school is expected to decrease the av-

erage English test scores of ELO students by around 0.03 standard deviations.

For a student at the 50th percentile, assuming test scores follow a normal dis-

tribution, this is equivalent to moving the student to the 48.8th percentile. To

place this effect in the right context, this is the same effect that increasing

class size by around 3 students has on mathematics and reading test score

gains in fourth grade as estimated by Rivkin et al. (2005).

The effect I find here is comparable in size to the effect of the share

of ELL students in a grade on English test scores as found by Diette and

Oyelere (2012, 2014, 2016) and Ahn and Jepsen (2015) for students in grades

4 to 8 in North Carolina. Since these studies are able to control for students’

test scores in the previous year, the effect they find can be interpreted as the

contemporaneous effect of having a certain share of classmates who are ELL.

Since I cannot control for test scores in the previous year and the share of

students who are ESL in a cohort is not likely to change dramatically from
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grade to grade, the effect I estimate captures both the contemporaneous ef-

fect of having a particular peer group of ESL students as well as the effect of

having a very similar peer group in past years. In this light, we expect the

contemporaneous effect alone to be smaller than that found in the previous

literature that focused on ELL students.

One surprising feature of the result highlighted in column 4 is that the

overall coefficient is entirely driven by FEP students. The English test scores of

ELO students are not affected by ELL students but are negatively impacted by

higher shares of FEP students. This is not very surprising since, as explained

earlier, ELL students are often placed in separate classrooms, whereas FEP

students follow the mainstream curriculum in classrooms with ELO students.

One possible explanation for these results is then that FEP students might

not be sufficiently prepared for mainstream English classes and slow down the

progress of these classes for ELO students. This result is surprising however in

light of the negative peer effects of ELL students on the math performance of

ELO students shown earlier. However, it is possible that ELL students share

the classroom with ELO students for math, but not for ELA classes. Also, as

mentioned earlier, ELL students receive additional English Language Devel-

opment help to make sure that they make adequate progress in English. This

additional help, which does not exist for math, could allow English teachers

to not change the content of the English classes when teaching to both ELO

and ELL students in the same classroom.

Lastly, in tables 3.4 and 3.5 I study how the peer effects of ESL stu-

dents vary based on the average percentage of students in a school who are

ESL. This type of analysis is not possible in other studies as most schools in

these other studies have very few ESL students. In addition, following Friesen

and Krauth (2011), in these tables I also look at how the peer effects of ESL

students differ based on the language that they speak at home. This is im-

portant as heterogeneous impacts provide policy makers with guidance when

thinking about ways to address the peer effects of ESL students.

When looking at math test scores, I find no convincing evidence that

the peer effects of ESL students vary based on the average share of students
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in a school who are ESL. The peer effects of ESL students on math test scores

are only negative and statistically significant for students who do not speak

Spanish or an East-Asian language at home. This could be due to the fact

that schools have less experience assisting students who speak these other lan-

guages at home as they do not encounter such students frequently. When

looking at English test scores, the peer effects seem to be most negative at

schools with the highest shares of students who are ESL. However, we cannot

reject the hypothesis that the coefficient in the top third of schools in terms

of the share of students who are ESL is the same as the coefficients in the

bottom or middle third of schools. As with math scores, the coefficient is least

negative for Spanish-speaking ESL students. In fact, the peer effects of the

ESL students who speak a language other than Spanish at home are negative

and around 3 to 4 times larger than the peer effects of ESL students who speak

Spanish at home, a difference that is statistically significant.

3.6 Discussion and Conclusion

In this paper I estimated the peer effects of students who do not speak

English at home on students who speak English at home using publicly avail-

able data for students in grades 2 to 6 in California in the year 2012-2013. In

contrast to the previous literature, I did not just focus on the peer effects of

English Language Learners but rather on the peer effects of the larger group

of students who do not speak English at home as the share of students who

are English Language Learners in any given school, year and grade is more

likely to be endogenous. I identified peer effects by exploiting variation in the

distribution of ESL students across grades within a given school in the school

year 2012-2013.

I found that higher concentrations of ESL students have no effect on

average math test scores but have a small negative effect on ELA test scores

of ELO students. Further analysis showed that these peer effects do not sys-

tematically differ based on the average share of students in a school who are
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ESL. In addition, I found that the observed negative peer effects are driven

almost entirely by the negative peer effects of the small group of ESL students

who do not speak Spanish at home. Lastly, I also looked at the peer effects

of FEP and ELL students separately. These estimates are to be treated more

carefully though, as the share of students who are ELL and FEP is more likely

to be endogenous. These analyses showed the negative effects on ELA test

scores to be solely due to FEP students and also showed that higher concen-

trations of ELL students could have a negative effect on math test scores of

ELO students.

These results have a number of implications. First, high levels of ESL

students in California are unlikely to have a large impact on the academic per-

formance of ELO students in math and English. To the extent that existing

policies for ESL students in California can be copied by other states, this is

important for appeasing worries of large negative peer effects in other states.

Second, the definition of the group whose peer effects we study matters for the

results. In particular, looking at ESL students, as opposed to ELL students

that the previous US literature has focused on, I found negative peer effects

on ELA but not on math. On the other hand, looking at ELL students, I

found negative effects on math but not on ELA test scores. The fact that the

coefficient on FEP is not statistically significant when looking at math test

scores further suggests that these negative peer effects of ELL students on the

math test scores of ELO students cannot completely be attributed to the share

of ELL students being endogenous.

Most importantly, I found no negative peer effects of ESL students

in some key areas. In particular, there are no negative peer effects of ELL

students on ELA test scores of ELO students and very small or no negative

peer effects in math and ELA of Spanish-speaking ESL students who make

up the bulk of ESL students. Instead, I found negative peer effects of FEP

students on ELA test scores and of ELL students on math test scores. In

addition, I found that the estimated negative peer effects on ELA test scores

are mostly driven by non-Spanish speaking ESL students. These patterns are

consistent with a situation in which teachers have more experience dealing
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with Spanish-speaking ESL students and policies are focused on mitigating

potential negative peer effects of ESL students in areas where we might expect

them. It seems that large gains could still be made by focusing on ESL stu-

dents where we might not expect negative peer effects such as ELL students

in math classes and FEP students in ELA classes, and by focusing on non-

Spanish speaking ESL students.

This paper provided evidence on the existence of peer effects of ESL

students on ELO students in California. The above estimates can be used

by policy makers to identify areas in which there is potential for policy im-

provements to mitigate negative peer effects of ESL students. Further research

is needed however on the peer effects of ESL students on ELO students. In

particular, one has to be cautious about the results of this paper as I relied

on school by year fixed effects to control for selection into schools and as such

did not have true exogenous variation in peer group composition. In addition,

I also lacked information on the way ESL students are treated in individual

schools and as such can say little about potential mechanisms driving the above

results. Future research could try to identify such mechanisms by for instance

exploiting policy changes such as the repeal of Proposition 227 in California

in 2016 that dramatically affect how ELL students are taught.

Chapter 3 is currently being prepared for submission for publication

of the material. The dissertation author was the sole author of this paper.

Gaastra, Sieuwerd.
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Figure 3.1: Distribution of the share of students who are ESL
Notes: Figure 3.1 shows the distribution of the share of students who are ESL across all
school by grade combinations in my sample. In particular, this sample includes all public

schools in California in 2012-2013 and only looks at grades 2 to 6. School by grade
combinations with less than 10 ELO students are excluded as the outcomes of ELO

students are withheld in these cases. The sample also excludes schools with only one school
by grade combination as there is no variation across grades within these schools to exploit

in these cases.
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Figure 3.2: Distribution of the share of students who are ESL across grades
within a school
Notes: Figure 3.2 shows the distribution of the share of students who are ESL relative to
the school mean for school and year combinations in my sample (see description of figure
3.1). This figure captures over 99% of all observations in my sample. In absolute value,

the average deviation from the school wide average in a particular grade is 3.7 percentage
points.

Table 3.1: Descriptive Statistics

Mean Std. Dev.
Share Students ESL 0.42 (0.24)

Share Students ELL 0.26 (0.20)
Share Students ESL - Spanish 0.33 (0.26)
Share Students ESL - East Asian Lang. 0.036 (0.082)
Share Students ESL - Other Lang. 0.056 (0.075)

Share Students Male 0.51 (0.056)
Share Students Black 0.062 (0.094)
Share Students Hispanic 0.52 (0.30)
Share Students Asian 0.12 (0.16)
Share Students Other Ethnicity 0.038 (0.048)
Cohort size 86.4 (35.9)
Observations 22785

Notes: Table 3.1 shows the summary statistics for my sample (see description of fig-
ure 3.1). Each observation is a school by grade combination and the summary statis-
tics are calculated by weighting each observation’s value by its cohort size. The cate-
gory “East Asian Languages” includes Vietnamese, Cantonese, Mandarin, Korean and
Filipino. The category “Other Languages” includes all languages other than Span-
ish and these East Asian languages. The percent of students who are “Other Ethnic-
ity” refers to the percent of students who are not White, Hispanic, Black or Asian.
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Table 3.2: Effect of ESL share on Math performance

(1) (2) (3) (4) (5) (6)
No FEs FEs FEs + Controls ELL/FEP No top 2% No top 20%

Share Students ESL -0.67∗∗∗ -0.030 -0.035 -0.016 -0.096
(0.028) (0.037) (0.039) (0.044) (0.079)

Share Students ELL -0.094∗∗

(0.042)
Share Students FEP 0.022

(0.042)
Grade FEs No Yes Yes Yes Yes Yes
Controls No No Yes Yes Yes Yes
School FEs No Yes Yes Yes Yes Yes
Observations 1082624 1082624 1082624 1082624 1060957 866051

Notes: Table 3.2 shows the result of estimating equation 3.1 with normalized average math
CST test scores of ELO students as the dependent variable. The sample restrictions are the
same as described below figure 3.1. Each observation is a school by grade combination and is
weighted by the number of ELO students in that school and grade. Standard errors are clus-
tered at the school level. The control variables include the shares of students in the school and
grade who are male, White, Black, Hispanic and Asian. Columns (5) and (6) respectively
exclude the top 2% and top 20% of all schools in terms of the maximum variation in the
share of ESL students across grades within the school. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.

Table 3.3: Effect of ESL share on English performance

(1) (2) (3) (4) (5) (6)
No FEs FEs FEs + Controls ELL/FEP No top 2% No top 20%

Share Students ESL -0.81∗∗∗ -0.12∗∗∗ -0.12∗∗∗ -0.11∗∗∗ -0.21∗∗∗

(0.025) (0.030) (0.032) (0.036) (0.064)
Share Students ELL -0.017

(0.035)
Share Students FEP -0.22∗∗∗

(0.036)
Grade FEs No Yes Yes Yes Yes Yes
Controls No No Yes Yes Yes Yes
School FEs No Yes Yes Yes Yes Yes
Observations 1078155 1078155 1078155 1078155 1056528 862406

Notes: Table 3.2 shows the result of estimating equation 3.1 with normalized average ELA
CST test scores of ELO students as the dependent variable. The sample restrictions are the
same as described below figure 3.1. Each observation is a school by grade combination and is
weighted by the number of ELO students in that school and grade. Standard errors are clus-
tered at the school level. The control variables include the shares of students in the school and
grade who are male, White, Black, Hispanic and Asian. Columns (5) and (6) respectively
exclude the top 2% and top 20% of all schools in terms of the maximum variation in the
share of ESL students across grades within the school. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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Table 3.4: Heterogeneous Effects of ESL share on Math performance

(1) (2) (3) (4)
Bottom Third Middle Third Top Third Languages

Share Students ESL -0.021 -0.021 -0.050
(0.11) (0.067) (0.054)

Share Students ESL - Spanish 0.052
(0.047)

Share Students ESL - East Asian Lang. -0.11
(0.11)

Share Students ESL - Other Lang. -0.26∗∗∗

(0.078)
Grade FEs Yes Yes Yes Yes
Controls Yes Yes Yes Yes
School FEs Yes Yes Yes Yes
Observations 357453 357109 368062 1082624

Notes: Table 3.2 shows the result of estimating equation 3.1 with normalized average math
CST test scores of ELO students as the dependent variable. The sample restrictions are
the same as described below figure 3.1. Each observation is a school by grade combination
and is weighted by the number of ELO students in that school and grade. Standard er-
rors are clustered at the school level. The control variables include the shares of students
in the school and grade who are male, White, Black, Hispanic and Asian. In columns (1)-
(3), the sample is restricted to schools in respectively the top, middle and bottom third of
the distribution in terms of the average percentage of students in a school who are ESL. In
column (4), the category “East Asian Languages” includes Vietnamese, Cantonese, Man-
darin, Korean and Filipino. The category “Other Languages” includes all languages other
than Spanish and these East Asian languages. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.



186

Table 3.5: Heterogeneous Effects of ESL share on English performance

(1) (2) (3) (4)
Bottom Third Middle Third Top Third Languages

Share Students ESL -0.046 -0.066 -0.10∗∗

(0.081) (0.055) (0.046)
Share Students ESL - Spanish -0.068∗

(0.039)
Share Students ESL - East Asian Lang. -0.28∗∗∗

(0.092)
Share Students ESL - Other Lang. -0.23∗∗∗

(0.065)
Grade FEs Yes Yes Yes Yes
Controls Yes Yes Yes Yes
School FEs Yes Yes Yes Yes
Observations 356049 355671 366435 1078155

Notes: Table 3.2 shows the result of estimating equation 3.1 with normalized average ELA
CST test scores of ELO students as the dependent variable. The sample restrictions are
the same as described below figure 3.1. Each observation is a school by grade combination
and is weighted by the number of ELO students in that school and grade. Standard er-
rors are clustered at the school level. The control variables include the shares of students
in the school and grade who are male, White, Black, Hispanic and Asian. In columns (1)-
(3), the sample is restricted to schools in respectively the top, middle and bottom third of
the distribution in terms of the average percentage of students in a school who are ESL. In
column (4), the category “East Asian Languages” includes Vietnamese, Cantonese, Man-
darin, Korean and Filipino. The category “Other Languages” includes all languages other
than Spanish and these East Asian languages. ∗p < 0.10,∗∗ p < 0.05,∗∗∗ p < 0.01.
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