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Floquet (periodic) driving has recently emerged as a powerful technique for engineering quantum
systems and realizing non-equilibrium phases of matter [1–22]. A central challenge to stabilizing
quantum phenomena in such systems is the need to prevent energy absorption from the driving
field. Fortunately, when the frequency of the drive is significantly larger than the local energy scales
of the many-body system, energy absorption is suppressed [23–32]. The existence of this so-called
prethermal regime depends sensitively on the range of interactions and the presence of multiple
driving frequencies [14, 33–36]. Here, we report the observation of Floquet prethermalization in a
strongly interacting dipolar spin ensemble in diamond, where the angular dependence of the dipolar
coupling helps to mitigate the long-ranged nature of the interaction. Moreover, we extend our
experimental observation to quasi-Floquet drives with multiple incommensurate frequencies. In
contrast to a single-frequency drive, we find that the existence of prethermalization is extremely
sensitive to the smoothness of the applied field. Our results open the door to stabilizing and
characterizing non-equilibrium phenomena in quasi-periodically driven systems.

Floquet theory describes the dynamics of a system
whose Hamiltonian exhibits a single time-translation
symmetry. Often used as a tool to control quantum sys-
tems, Floquet engineering (i.e. periodic driving) can help
to prevent environment-induced decoherence and more
recently, has enabled the study of novel quantum dy-
namical phenomena [8, 37–42]. In particular, many-body
Floquet systems can host intrinsically non-equilibrium
phases of matter, ranging from discrete time crystals
[6, 7, 10–12, 18, 19, 43, 44] to Floquet topological states
[15, 20, 22, 45–51]. Even richer non-equilibrium behav-
iors can arise in “quasi-Floquet” systems, where a single
time-translation symmetry is replaced by multiple time-
translation symmetries [21, 35, 52–55]. For instance, the
spontaneous breaking of the latter can result in time
quasi-crystalline order, which features a subharmonic re-
sponse that is fundamentally distinct from conventional
time crystals [21, 35].

A critical obstacle to stabilizing and observing such
phenomena in driven quantum systems is Floquet heat-
ing: the inevitable absorption of energy from the driving
field. One potential solution arises when the driving fre-
quency, ω, is significantly larger than the local energy
scale, J , of the many-body system; in this case, Floquet
prethermalization occurs and there exists an exponen-
tially long-lived preheating regime described by an ef-
fective time-independent Hamiltonian, Heff [23–30]. The
intuition underlying Floquet prethermalization is simple
— in order to absorb a single photon from the drive, the

system must undergo ∼ ω/J off-resonant rearrangements
of its local degrees of freedom. This higher-order process
leads to an exponentially slow heating rate ∼ O(e−ω/J).

Despite this promise, there are two natural scenarios
where prethermalization can break down: (i) systems
with long-range, power-law interactions [14, 33] and (ii)
quasi-Floquet systems where multi-photon processes can
enable resonant energy absorption [35].

Here, we report the experimental observation of Flo-
quet prethermalization in a long-range interacting quan-
tum system under quasi-periodic driving. Our experi-
mental platform consists of a dense ensemble of dipolar
interacting nitrogen-vacancy (NV) centers in diamond
(Fig. 1) [7, 8, 40, 57–59]. With single-frequency mod-
ulation, we observe that the heating time, τ∗, is con-
sistent with an exponential scaling with increasing driv-
ing frequency. In contrast, by driving quasi-periodically
with two frequencies, we find that Floquet heating can
be fitted to a stretched exponential profile with τ∗ ∼
O(eω

1
2 ) [35]. Interestingly, in the quasi-periodic case, the

heating is extremely sensitive to the smoothness of the
drive; indeed, when the system is driven via rectangu-
lar pulses (as opposed to sinusoidal pulses), we observe a
significant enhancement in the heating rate (Fig. 3) [35].
We remark that the presence of slow heating is reminis-
cent of classic results from the NMR literature detail-
ing the observation of long-lived dynamics in driven sys-
tems [38, 60–64]. However, the origin of the long-lived
dynamics are either expected to be independent of the
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FIG. 1. Quasi-Floquet prethermalization in a dipolar spin system. (a) Quasi-periodic driving of a strongly interacting
NV ensemble in diamond with two incommensurate frequencies ω and φω, where φ is the golden ratio. Typical thermalization
dynamics of the spin polarization ⟨Sx(t)⟩ exhibit an initial fast decay followed by a late-time slow relaxation. Top: Level
structure of NV center. Without an external field, |ms = ±1⟩ sublevels are degenerate and sit Dgs = (2π) × 2.87 GHz above
|ms = 0⟩. A magnetic field B ∼ 350 G along the NV axis splits |ms = ±1⟩, enabling the isolation of a two-level system. (b)
Experimental sequence. The dynamical decoupling sequence eliminates the on-site random fields induced by the environmental
bath spins. The sequence includes a series of fast π-pulses with alternating phases along x̂ and −x̂ axes to compensate the pulse
errors. The inter-pulse spacing is fixed at τ = 0.1 µs, much smaller than the interaction timescale between NV centers. A static
microwave Ω

∑
i S

x
i together with dipolar interaction serves as the static Hamiltonian H0, and a time-dependent microwave

Ωf(t)
∑

i S
x
i serves as the Floquet and quasi-Floquet drives. A final π

2
-pulse along ∓ŷ axis rotates the spins back to ẑ for

detection [56].

driving frequency or exhibits a lifetime that scales as a
power-law of the driving frequency [56]. These scenar-
ios are markedly distinct from the context of Floquet
prethermalization, which exhibits an exponentially long
lifetime in ω. Despite such distinction, how to unequiv-
ocally demonstrate exponential over power-law scaling
from real experiment remains a challenging task [56].

Experimental system—We choose to work with a dia-
mond sample containing a dense ensemble of spin-1 NV
centers with concentration, ρ ∼ 4.5 ppm [56, 57]. The
NV centers can be optically initialized and read out us-
ing green laser. In the presence of an external magnetic
field ∼ 350 G, the |ms = ±1⟩ sublevels are Zeeman
split, allowing us to isolate an effective two-level system,
{|ms = 0⟩, |ms = −1⟩} (Fig. 1a). By applying a reso-
nant microwave field with Rabi frequency Ω, the effec-
tive Hamiltonian governing the system (in the rotating
frame) is [7, 8, 58]:

H0 = −
∑

i<j

J0Ai,j

r3i,j
(Sz

i S
z
j − Sx

i S
x
j − Sy

i S
y
j ) + Ω

∑

i

Sx
i ,

(1)

where J0 = (2π) × 52 MHz·nm3, Ai,j characterizes the
angular dependence of the dipolar interaction, ri,j is the

distance between the ith and jth NV centers, and Ŝ is
spin operator.

We note that H0 contains only the energy-conserving
terms of the dipolar interaction under the rotating-wave
approximation. The approximation holds because the
NV transition frequency is more than three orders of
magnitude larger than any other terms in the interacting
Hamiltonian [56]. The presence of other paramagnetic
spins in the diamond lattice, such as 13C nuclear spins

and substitutional nitrogen impurities, leads to an addi-
tional on-site random field at each NV center which is
eliminated using dynamical decoupling (Fig. 1b) [56].

Let us begin by characterizing the dynamics of the
NV ensemble under the static Hamiltonian H0. We set
Ω = (2π) × 0.05 MHz, comparable to the average dipo-
lar interaction strength. After optically initializing the
NV spins to |ms = 0⟩, we then prepare a product state,

⊗i
|0⟩i+|−1⟩i√

2
, by applying a global π/2-pulse around the

ŷ axis. We let the system evolve under H0 for a time
t, before measuring the final NV polarization, ⟨Sx(t)⟩,
along the x̂ direction.

The polarization dynamics proceed in two steps. At
early times, t ≲ 100 µs, the polarization exhibits rapid
decay toward a plateau value, reflecting local equilibra-
tion under H0 (Fig. 2a). Following these initial dy-
namics, the system exhibits a slow exponential decay

∼ A0e
− t

T0 with A0 = (0.43 ± 0.01) and a time-scale
T0 = (0.82±0.03) ms that is consistent with spin-phonon
relaxation [65]. To ensure that the observed spin dy-
namics does not come from the incorporated dynamical
decoupling pulses, we also investigate the corresponding
spin dynamics at Ω = 0. The measured NV polarization
quickly decays to zero, in agreement with the expectation
of thermalization behavior (Fig. 2a Inset).

Floquet prethermalization—To probe the nature and
existence of Floquet prethermalization, we modulate the
Rabi frequency as Ω(t) = Ω[1 + f(t)], where f(t) =
sin(ωt) (Fig. 1b). We note that Ω(t) contains two
fundamentally different components: the constant field,
Ω
∑

i S
x
i , is a part of the previous undriven Hamiltonian

H0, while the time-dependent component Ωf(t)
∑

i S
x
i

acts as the Floquet drive. Starting with a driving fre-
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FIG. 2. Probing the spin dynamics under periodic and quasi-periodic drives. (a) The measured spin polarization
⟨Sx(t)⟩ under Floquet drive. After an initial fast decay (gray shaded area), a long-lived prethremal regime persists. Dashed
lines are fits of the late-time dynamics using single exponential decay. Inset: Measured initial spin dynamics for the undriven
case (red): After the initial fast relaxation, the polarization decays to an equilibration plateau (dashed line), due to the finite
static field, Ω

∑
i S

x
i . In contrast, the polarization with only dynamical decoupling (Ω = 0) quickly decays to zero. (b) Measured

prethermal equilibrium value, A(ω), as a function of ω−1. Dashed line is a linear fit with the gray shaded area representing
95% confidence interval. The red diamond marks the measured amplitude for the undriven case. (c) Heating timescale τ∗ as a

function of the driving frequency ω. For both sinusoidal and rectangular single-frequency drives, τ∗ ∼ O(eω/J). For sinusoidal

quasi-periodic drive, τ∗ ∼ O(eω
1
2 ); while for rectangular quasi-periodic drive, τ∗ ∼ O(ω

1
2 ). (d) Measured spin dynamics under

quasi-periodic drive [ω = (2π)× 0.103 MHz]. We observe an additional small time-quasiperiodic micromotion on top of a slow
relaxation. Left inset: zoom-in of the micromotion. Right inset: relative amplitude of the micromotion, W , scales quadratically
with ω−1. (e) Using rolling-average to remove the micromotion [56], we observe a quasi-Floquet prethermal regime, whose
lifetime τ∗ increases with ω. Dashed lines are fits using single exponential decay. Errorbars on the spin polarization represent
1 s.d. accounting statistical uncertainties, and errorbars on the prethermal plateau and timescale represent 1 s.d. from the
fitting.

quency ω = (2π)×0.07 MHz, which is comparable to en-
ergy scales withinH0, we perform the same spin polariza-
tion measurement (light blue curve in Fig. 2a). The mea-
sured spin dynamics at stroboscopic times, t = 2πN/ω
(where N is an integer), exhibit an initial relaxation,
which is qualitatively similar to the undriven case. How-
ever, the late-time dynamics exhibit a significantly faster
polarization decay, arising from Floquet heating. To ob-
tain the heating timescale τ∗, we fit the experimental

data to ∼ Ae−( t
τ∗ + t

T0
), where T0 is the previously ex-

tracted spin-phonon lifetime. As shown in Fig. 2a, by
increasing the driving frequency, one can extract the fre-
quency dependence of the amplitude, A(ω), and the heat-
ing time-scale, τ∗(ω); both are crucial for understanding
the nature of Floquet prethermalization.

Focusing first on the heating time-scale, we find that
τ∗ increases exponentially with ω for more than an order
of magnitude, demonstrating the existence of a paramet-
rically long-lived prethermal regime (Fig. 2c). The ob-

served exponential scaling also allows us to extract a phe-
nomenological local energy scale of the NV many-body
system, Jexp = (2π)× (0.032± 0.006) MHz.

Intuitively, this Jexp extracted from Floquet heating
process is expected to agree with the local energy scale
of the system. However, for systems with power-law in-
teraction as ours (∼ 1/r3 in 3D), a naive estimation of
the local energy scale J ≈

∫
J0

r3 ρd
3r is divergent, and

thus, one should expect the prethermalization to not ex-
ist. Nevertheless, an important missing piece to this puz-
zle is the angular dependence of the dipolar interaction,
Ai,j [33]. Crucially, the combination of this angular de-
pendence and the NV’s random positioning in the dia-
mond lattice ensures that the average, Ai,j = 0, which
helps to mitigate the divergence of the above integral.
We note that even if the NV centers are located on a
three-dimensional regular lattice, we expect the angu-
lar dependence should also average to zero over a large
lengthscale, so the positional disorder is not necessary
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here.

A more careful analysis reveals that the relevant lo-
cal energy scale is the variance of the interaction, J̃ ≈
[
∫
(
J0Ai,j

r3 )2ρd3r]
1
2 =

√
16π
15 J0ρ [56]. As long as the

driving frequency ω > J̃ , one should expect the pres-
ence of prethermalization, in agreement with previous
theoretical studies [33]. Using the independently cali-
brated NV density, ρ, we estimate the local energy scale
J̃ ≈ (2π) × 0.02 MHz, which is indeed comparable with
Jexp extracted from Floquet heating.

Next, let us turn to analyzing the frequency depen-
dence of the amplitude, A(ω). One can think of A(ω)
as the value of the prethermal plateau. In general, for
short-range interactions, it is expected that A(ω) is de-
termined by a time-independent effective Hamiltonian,

Heff(ω) = H0 + O( J̃ω ), which can be calculated order-
by-order via a Magnus expansion [66]. In this case,

A(ω) = Tr[
∑

i S
x
i e

−βHeff (ω)] = A0 + O( J̃ω ), where the
inverse temperature β, is set by the energy density of the
initial state.

For sufficiently long-range interactions (such as dipo-
lar interactions in 3D), the existence of Heff is unproven
[14, 26, 66–68]. However, by probing the functional form
of A(ω) and its extrapolated value as ω → ∞, one can
provide experimental evidence for the existence of Heff .
As depicted in Fig. 2b, we find that the frequency depen-
dence of A(ω) is linear in ω−1, allowing us to extrapolate
A(ω → ∞) = (0.47 ± 0.06). This is consistent with the
measured value in the undriven case, A0 = (0.43± 0.01),
suggesting that despite the presence of strong long-range
interactions, the effective Hamiltonian exists and can be
well-approximated by H0 at leading order [56].

Quasi-Floquet prethermalization— We now turn to the
quasi-Floquet setting. Specifically, we choose f(t) =
1
2 [sin(ωt) + sin(φωt)], where φ = (

√
5 − 1)/2 ≈ 0.618 is

the golden ratio, so that the system is driven by two in-
commensurate frequencies. From the perspective of Flo-
quet heating, the situation is significantly more complex.
In particular, recall that within Fermi’s golden rule, the
heating rate can be estimated from the overlap between
the Fourier spectrum of the drive, F (ν) =

∫
f(t)eiνtdt,

and the local spectral function of the spin ensemble,
S(ν) =

∑
i,j δ(Ei − Ej − ν)|⟨i|Sx|j⟩|2, where Ei and |i⟩

are the eigenenergy and eigenstate of the spin system.

This picture immediately provides a more formal intu-
ition for the exponentially slow heating observed in the
context of single-frequency driving (Fig. 3c). In partic-
ular, for f(t) = sin(ωt), F (ν) exhibits a cut-off at fre-
quency ω. Meanwhile, as aforementioned, S(ν) exhibits

an exponentially small tail for frequencies ν > J̃ . This is
specifically for our case where we need the dipolar inter-
action to average to zero, in general this is true for the
local energy scale J. In combination, this implies that for
a single driving frequency, ω > J̃ , energy absorption is

strongly suppressed leading to τ∗ ∼ eω/J̃ .

For driving with two incommensurate frequencies, even
when ω > J̃ , there are multi-photon processes that are
effectively resonant within the local energy scale; these
processes correspond, for example, to the absorption of
n1 photons of energy ω and the emission of n2 photons
of energy φω. Thus, there is no strict cut-off for F (ν),
and the drive spectrum exhibits a non-zero amplitude for
all frequencies ν = |n1ω − n2φω| < J̃ . Interestingly, de-
spite this, for sufficiently large driving frequencies, sem-
inal results have proven that the quasi-Floquet heating
timescale remains extremely slow, exhibiting a stretched
exponential lower-bound. The predicted lower bound is

O(eC(ω/J̃)
1
m ), where m is the number of incommensurate

driving frequencies and C is a dimensionless factor [35].

In contrast to the Floquet case, we measure the dy-
namics at evenly spaced time points, since there does not
exist a stroboscopic time which is an integer multiple of
both drives. Much like the single-frequency drive, after
an early-time transient, the spin polarization exhibits a
slow decay. However, we observe small oscillations scal-
ing as ∼ ω−2 on top of the decay (Fig. 2d), corresponding
to the micromotion of the quasi-Floquet system [69–71].
We note that for a single-frequency drive, similar micro-
motion will also emerge if one does not measure the spin
dynamics at stroboscopic times [56]. Intuitively, such
micromotion arises from the time-dependent portion of
the Hamiltonian which only averages to zero for each
complete Floquet cycle. To reliably extract a heating
timescale τ∗ from our quasi-Floquet measurements, we
perform a rolling average to obtain the overall decay pro-
file (Fig. 2e) [56]. By varying the driving frequency, we

extract a heating time-scale, τ∗ ∼ eω
1
2 (Fig. 2c), which

is consistent with the theoretically predicted stretched
exponential form [35].

Robustness of quasi-Floquet prethermalization—The
stability of slow prethermal heating is quite different de-
pending on whether one considers the Floquet or quasi-
Floquet setting. For the Floquet setting, the exponen-
tial behavior of τ∗ is robust to the functional form of
the drive amplitude f(t). However, in the quasi-Floquet
setting, the stretched exponential behavior of τ∗ is only
predicted to hold when f(t) is smooth. In particular,
when f(t) is smooth, even though F (ν) does not exhibit
a cut-off for small ν, its amplitude is exponentially small
in this regime (Fig. 3c) [35, 36].

These expectations are indeed borne out by the data
(Fig. 2c, Fig. 3). Using a rectangular wave f(t) =
Sgn[ 12 sin(ωt) +

1
2 sin(φωt)], we observe that the heating

timescale is significantly shortened and scales as a power-
law with increasing driving frequency ∼ ω

1
2 , as opposed

to a stretched exponential. In contrast, for a single-
frequency drive, the smoothness of the driving field is
not critical: the Floquet heating time-scale exhibits an
exponential scaling for both sinusoidal and rectangular
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FIG. 3. Comparison between sinusoidal and rectangular driving fields. (a) A representative late-time dynamics of the
spin ensemble under single-frequency (Floquet) drive [ω = (2π)× 0.151 MHz]. Here the plotted polarization is normalized by

the intrinsic decay timescale, T0, measured without the driving field, i.e. normalized ⟨Sx(t)⟩ ∼ e−t/τ∗
. (b) Under quasi-periodic

drive [ω = (2π)×0.143 MHz], the spin dynamics is extremely sensitive to the smoothness of the drive, and displays a significantly
faster decay under a rectangular drive. Errorbars represent 1 s.d. accounting statistical uncertainties. (c) Two-dimensional
Fourier spectrum Fn1,n2 of the driving field f(t) [56]. The horizontal (vertical) axis corresponds to the absorption of n1 (n2)
photons with energy ω (φω) from the drive, where n1, n2 = 0,±1, .... The color of each green dot represents the amplitude
of Fn1,n2 at frequency ν = n1ω + n2φω (darker represents larger amplitude). The Fourier spectrum F (ν) can be thought of
as a projection of green dots onto a line with slope φ. Right panel: Fourier spectrum F (ν) of quasi-periodic and periodic
drive with sinusoidal and rectangular amplitude. For the quasi-Floquet scenario, the spectrum with rectangular drive exhibits
resonances at the small frequency range, which overlaps with the system’s local spectral function S(ν) (black) and leads to
energy absorption.

forms of f(t).

Outlook—Looking forward, our work opens the door
to a number of intriguing future directions. First, it is
interesting to ask whether the restriction on Ai,j = 0 is
essential for realizing prethermalization in long-range in-
teracting systems [14, 33, 34]. Second, the observed long-
lived quasi-Floquet prethermal regime can enable the ex-
perimental realization of novel non-equilibrium phases of
matter [15, 20, 22, 45–51]. Finally, while our experi-
ments suggest the presence of power-law-slow-heating in
the case of a quasi-Floquet, rectangular-wave drive, the
precise frequency dependence of the heating rate remains
unknown and requires future study.
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I. DIAMOND SAMPLE

The diamond sample (Element Six DNV-B14) in this work is a 3 mm × 3 mm × 0.5 mm single crystal diamond
grown by chemical vapor deposition (CVD). The sample is developed through a patented process with deliberate and
controlled nitrogen-vacancy (NV) doping [1, 2], resulting an estimated total NV density ρNV ∼ 4.5 ppm quoted by
the company. We also independently characterize the NV density of the sample from the measured spin coherent
dynamics and extract a density (∼ 2.8± 0.4) ppm, consistent with the reported value (see Section IV).
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II. EXPERIMENTAL SETUP

We characterize the dynamics of NV centers using a home-built confocal laser microscope. A 532 nm laser (Millennia
eV High Power CW DPSS Laser) is used for both NV spin initialization and detection. The laser is shuttered by an
acousto-optic modulator (AOM, G&H AOMO 3110-120) in a double-pass configuration to achieve > 105 : 1 on/off
ratio. An objective lens (Olympus LCPlanFl 40x/0.60NA) focuses the laser beam to a diffraction limited spot with
diameter ∼ 0.6 µm, and collects the NV fluorescence. The fluorescence is then separated from the laser beam by a
dichroic mirror, and filtered through a long-pass filter before being detected by an avalanche photodiode (Thorlabs).
The signal is processed by a data acquisition device (National Instruments USB-6343). The objective lens is mounted
on a piezo objective scanner (Physik Instrumente PD72Z1x PIFOC), which controls the position of the objective and
scans the laser beam vertically. The lateral scanning is performed by an X-Y galvanometer (Thorlabs GVS212).

The NV centers are created randomly in the sample, so there exist 4 different crystalline orientations of the spin
defects. To isolate one group of NV centers, we position a permanent magnet near the diamond to create an external
magnetic field B ∼ 350 G along one of the NV axes. Under this magnetic field, the |ms = ±1⟩ sublevels of the aligned
NV group are separated due to Zeeman effect, and exhibits a splitting 2γeB, where γe = (2π) × 2.8 MHz/G is the
gyromagnetic ratio of the NV electronic spin. A resonant microwave drive with frequency (2π)×1.892 GHz is applied
to address the NV transition between |ms = 0⟩ ⇐⇒ |ms = −1⟩ sublevels and isolate an effective two-level system.
We note that at this magnetic field, after few microsecond of laser pumping, the associated spin-1 14N nuclear spin
of the NV center is highly polarized to |mI = +1⟩ via the excited state level anti-crossing (esLAC) [3–5].

The microwave driving field is generated by mixing the output from a microwave source (Stanford Research SG384)
and an arbitrary wave generator (AWG, Chase Scientific Wavepond DAx22000). Specifically, a high-frequency signal
at (2π) × 1.767 GHz from the microwave source is combined with a (2π) × 0.125 GHz signal from the AWG using
a built-in in-phase/quadrature (IQ) modulator, so that the sum frequency at (2π)× 1.892 GHz is resonant with the
NV |ms = 0⟩ ⇐⇒ |ms = −1⟩ transition. By modulating the amplitude, duration and phase of the AWG output, we
can control the strength, rotation angle and axis of the microwave pulses. The microwave signal is amplified by a
high-power amplifier (Mini-Circuits ZHL-15W-422-S+) and delivered to the diamond sample through a coplanar wave
guide. The microwave is shuttered by a switch (Minicircuits ZASWA-2-50DRA+) to prevent any potential leakage.
All equipment are gated through a programmable multi-channel pulse generator (SpinCore PulseBlasterESR-PRO
500) with 2 ns temporal resolution.

We remark that in our experiment, the π
2 - and π-pulse strength is set to Ωp = (2π) × 10 MHz while the Floquet

and quasi-Floquet driving fields strength is set to Ω = (2π)× 0.05 MHz. Therefore, a good vertical resolution of the
AWG is crucial to create pulses with high fidelity. The AWG we use has a vertical resolution of 12-bit (4096 : 1)
which is sufficient to generate high-quality microwave pulses for the experiment.

III. DIFFERENTIAL MEASUREMENT SCHEME

The measurement sequence in this work is performed with a differential readout to mitigate the effect of NV
charge dynamics under laser pumping and reliably extract the spin polarization difference between NV |ms = 0⟩ and
|ms = −1⟩ states (Fig. S1) [6–13]. In particular, we first let the NV charge dynamics reach a steady state by waiting
for 0.5 ms without any laser illumination (I). After charge equilibration, we apply a 10 µs laser pulse to initialize the
NV centers (II). After laser polarization, we apply first a global π

2 pulse along ŷ direction to prepare the spin ensemble
to a superposition state, followed by a periodic or quasi-periodic microwave driving field (III). After the spin evolution,
a final π

2 pulse along −ŷ is used to rotate the spin state back to the ẑ direction for spin polarization detection (IV).
By repeating the same procedure but with a final NV π

2 -pulse along the positive +ŷ axis before readout, we measure
the fluorescence of an orthogonal spin state, and can use the difference between the two measurement to faithfully
obtain the NV spin polarization [6, 7]. Since this general procedure is applied to all experiments in this work, in the
main text we highlight the pulse sequences corresponding to the first II, III and IV regions.
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FIG. S1. Pulse sequence for differential measurement. Pulse sequence before and after the dashed line is for bright and
dark state, respectively. I: waiting for 0.5 ms for charge equilibration; II: polarizing the spin to |ms = 0⟩ state with laser 10 µs;
III: applying microwave for spin manipulation; IV: detecting fluorescence with laser.

IV. DYNAMICAL DECOUPLING SEQUENCE TO CANCEL ON-SITE FIELD

The presence of other spins in the diamond lattice (e.g. 13C nuclear spins and substitutional nitrogen spins) leads
to an effective on-site random field at each NV center via the Ising portion of the dipolar interaction (see section IX).
In experiments, we apply dynamical decoupling sequences to eliminate the effect of such static fields. After preparing

the NV system into ⊗i
|0⟩i+|−1⟩i√

2
with a global π

2 -pulse along ŷ axis, we apply a series of π-pulses around ±x̂ axes,

[τ/2 — πx̂ — τ — πx̂ — τ — π−x̂ — τ — π−x̂ — τ/2], with a fixed inter-pulse spacing τ = 0.1 µs (Fig. S2a top
inset).

In this case, the system dynamics is determined by the time evolution U = [e−i
∑

i S
x
i πe−iHτ ]N , where

H = H0 +
∑

i

hiS
z
i = −

∑

i<j

J0Ai,j

r3i,j
(Sz

i S
z
j − Sx

i S
x
j − Sy

i S
y
j ) + Ω

∑

i

Sx
i +

∑

i

hiS
z
i , (S1)

is the Hamiltonian including the on-site random field, and e−i
∑

i S
x
i π represents the dynamical decoupling pulses, and

N is the number of cycles. The dynamical decoupling pulses can be well described by e−i
∑

i S
x
i π because the driving

strength is (2π)× 10 MHz, more than two orders of magnitude larger than any other energy scale in the Hamiltonian
H. Since we choose the fixed inter-pulse spacing τ , much smaller than any other timescales in the dynamics, the
evolution of the system is well approximated by the unitary

U ≈ [e−iH0τ ]N = e−iH0Nτ = e−iH0t, (S2)

where t = Nτ is the total evolution time.
Practically, in any experimental implementation of decoupling sequence, the presence of pulse errors can potentially

affect the dynamics and the conclusion. In order to rule out such effect, we implement the decoupling sequence with
alternating phases along x̂ and −x̂ axes to compensate the error in the rotation angle. Additionally, we choose the
π-pulses only along ±x̂ axes (rather than a conventional XY-8 sequence) so that the decoupling pulses do not alter
the Hamiltonian of the driven NV system H0, but only cancel the on-site field disorder from the bath spins.

To characterize the NV density from experiment, we perfrom the TXX
2 measurement and compare the measured

decoherence timescale to numerical simulations. Figure S2a shows the measured coherent decay of the NV centers
with only the dynamical decoupling sequence (τ = 0.5 µs). By fitting the data using a single exponential decay
profile, we extract a coherence time, TXX

2 = (6.8± 0.8) µs. We sweep the value of inter-pulse spacing τ from 0.1 µs to
1 µs, and find that the corresponding decay timescales do not change significantly (Figure S2a inset). We attribute
the slightly decrease of TXX

2 at smaller τ to the accumulated imperfections of the applied pulses. We emphasize that
the measured TXX

2 = (6.8± 0.8) µs should not be thought of as extrinsic decoherence, but rather as a consequence of
the coherent dipolar interactions between NV centers.

The numerical simulation is performed using 1 central NV surrounded by 8 randomly positioned NV centers with
varying spin concentration ρ 1

4
. Here the subscript 1

4 represents a fraction of 1
4 of the total NV centers in diamond, since

under an applied large external magnetic field (∼ 350 G), only one of the four crystallographic axes of NV centers are
being measured in experiment. For each sampled density ρ 1

4
, we average over 1000 realizations of positional disorder

to get a smooth decoherent dynamics of the central NV center. We extract the theoretical values of TXX
2 at different

NV density by fitting the simulated profiles to a single exponential decay (Figure S2b). Comparing the experimental
measured TXX

2 to the numerics, we estimate a spin density ρexp1
4

≈ (0.7 ± 0.1) ppm. This corresponds to a total NV
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concentration ρexp = 4 × ρexp1
4

≈ (2.8 ± 0.4) ppm, consistent with the quoted NV density ρNV ∼ 4.5 ppm from the
company.
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FIG. S2. Extraction of NV density. (a) Measured NV coherent dynamics under dynamical decoupling sequence with
inter-pulse spacing τ = 500 ns. Dashed line corresponds to a fit to single exponential decay. Extracted coherence time,
TXX
2 = 6.8±0.8 µs. Top inset: Pulse sequence. Bottom inset: Measured TXX

2 versus the inter-pulse spacing τ . (b) Theoretically
simulated TXX

2 versus NV density. Shaded region indicates the experimentally measured timescale.

V. EXTRACTION OF THE HEATING TIMESCALES

In this section, we examine the robustness of the fitting scheme we apply to obtain the heating timescales τ∗. In
particular, through out the main text, we focus on the NV polarization dynamics after a transient behavior with
t ≳ 100 µs, to ensure that the system is already in a local equilibrium state. The heating timescale is then extracted

by fitting the late-time dynamics to a single exponential decay, ∼ Ae−( t
τ∗ + t

T0
), where T0 = (0.82 ± 0.03) ms is

independently characterized from the undriven case. Below we provide additional data analysis by varying the fitting
ranges and the fitting functional forms. Crucially, we observe that these changes do not lead to qualitatively change
of the measured heating timescales and thus our conclusions.

V.1. Varying fitting ranges

To reliably extract the heating timescales, τ∗, it is essential to isolate the late-time prethermal behaviors from the
early-time initial equilibration. Here, we show that when t ≳ 60 µs, the NV polarization has already entered the
prethermal regime, and the extracted scaling of heating time, τ∗, with respect to driving frequency, ω, is not sensitive
to a specific starting point of the measured dynamics. Fig. S3a depicts an example of the measured dynamics in
the Floquet case with driving frequency ω = (2π) × 0.104 MHz. Specifically, we fit the late-time data using a single
exponential decay, and change the fitting range starting from 60 µs, 80 µs, 100 µs and 120 µs respectively. The
corresponding fitted curves agree well with each other. In Fig. S3b, we plot the dependence of heating time, τ∗,
with driving frequency, ω, for the four different fitting ranges. Crucially, in all four cases, we observe an exponential
increment of the heating time τ∗ with ω for more than an order of magnitude, demonstrating the existence of a
parametrically long-lived prethermal regime in our long-range dipolar system.
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FIG. S3. Extracted heating time with different fitting ranges. (a) Fitted late-time dynamics under Floquet drive
[ω = (2π) × 0.104 MHz] with different starting times (dashed lines). (b) Extracted heating time τ∗ versus Floquet driving
frequency ω with different fitting ranges. Dashed lines in the semi-log plot indicate exponential scaling.

V.2. Varying fitting functional forms

We also investigate the heating time by fitting the measured dynamics to a stretched exponential decay profile,

∼ Ae−( t
τ∗ )0.5e−

t
T0 . Such functional form has been recently used to capture the measured quantum dynamics of a solid-

state spin system with strong positional disorder [7, 13–15]. Figure S4a shows an example of the two fitting curves
using single exponential profile and stretched exponential profile respectively [ω = (2π)× 0.104 MHz]. Crucially, we
find that both functional forms capture the measured late-time NV spin dynamics equally well, presumably because
there is not enough early-time data to distinguish between the two decay forms. The extracted heating time, τ∗,
exhibits a small difference in the two cases, as shown in Figure S4b. Nevertheless, in either case, we observe an
exponential increment of τ∗ with driving frequency ω, confirming the existence of prethermalization in our dipolar
NV ensemble.
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FIG. S4. Extracted heating time with different fitting forms. (a) Fitted late-time dynamics under Floquet drive
[ω = (2π)× 0.104 MHz] with single exponential and stretched exponential profiles (dashed lines). (b) Extracted heating time
τ∗ versus Floquet driving frequency ω with two different fitting forms. Dashed lines in the semi-log plot indicate exponential
scaling.
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V.3. Distinguishing exponential dependence of heating time from power-law scaling

In this section, we provide additional analysis of the experimentally measured heating time, τ∗, to distinguish the
observed exponentially slow heating based on Floquet prethermalization from conventional power-law scaling. In
particular, we also try to fit the heating time using a second order polynomial form, τ∗ = Aω2, as expected from
a standard perturbation theory. Yet, as shown in Figure S5(a),the second order polynomial form (dashed red line)
hardly reproduces our experimental result. In Figure S5(b), we plot the relative residues from both exponential (blue)
and second order polynomial (red) fittings, and find that the second order polynomial fitting results in nearly an
order of magnitude larger χ2 value. Therefore, we believe our experiment is more consistent with the exponential
scaling predicted by Floquet prethermalization rather than second order power-law scaling predicted from standard
perturbation theory.

We remark that it is extremely difficult to unequivocally demonstrate a difference between an exponential scaling
and a generic power-law scaling, τ∗ ∼ ωβ . Specifically, one can always choose a very large power β, so that the
power-law function can capture the real exponential scaling within a given range of ω. For instance, in Figure S5,
we also fit our experimental data using a fourth-order polynomial, τ∗ = Aω4. We find that the exponential (blue)
and the fourth order polynomial (yellow) resembles each other. Along with the χ2 test, the result indicates that the
exponential form and the fourth order polynomial describe our experimental data equally well. However, we note that
the seemingly robust fourth order polynomial scaling falls short of a simple physical interpretation from perturbation
theory.
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FIG. S5. Comparison Between Exponential and Power-Law Dependence of the Heating Timescale (a) The
measured heating time is consistent with an exponential scaling with the driving frequency (blue). A second order polynomial
model (red), as expected from the perturbation theory, cannot faithfully capture our experiment. As a natural extension from
the mathematical point of view, we try a fourth order polynomial fit, which can reproduce our data (yellow). But the latter
lacks any solid physical meaning. (b) The relative residual error and χ2 for the three different fitting schemes.

VI. MICROMOTION IN QUASI-PERIODICALLY DRIVEN SYSTEMS

In a conventional Floquet system, if one does not measure the spin dynamics at integer multiples of the Floquet
period (i.e. stroboscopic time), the time-dependent part of the Hamiltonian will not average to zero, thus leads to a
small periodic oscillation on top of the measured spin dynamics, known as micromotion [16–18]. Figure S6 shows an
example of the measured Floquet micromotion in experiment if one intentionally measures at non-stroboscopic times.
With a single driving frequency, ω = (2π)×0.088 MHz, the observed micromotion exhibits a period of 2π/ω ≈ 11.4 µs,
which describes the time evolution of the system within one Floquet cycle.
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FIG. S6. Micromotion in Floquet driven systems. In the case with single-frequency drive, the measured spin dynamics not
at stroboscopic times displays small periodic oscillation, whose period reflects the Floquet driving period, T = 2π/ω ≈ 11.4 µs.

However, in a quasi-periodic driven system with two incommensurate driving frequencies, ω and φω, there does
not exist a stroboscopic time to be an integer multiple of both driving periods. As a result, the measured late-time
spin polarization displays a quasi-periodic micromotion on top of the perthermal dynamics (Fig. 2d in main text).
We find that the relative amplitude of the micromotion, W , which can be calculated using the standard deviation of
the spin polarization divided by the average, scales quadratically with the inverse of driving frequency, W ∼ ω−2. To
reliably extract the heating time, τ∗, we apply a rolling average method on the experimental data to obtain a smooth
profile of the spin dynamics (Figure S7). Specifically, we first choose a time at the integer multiples of one driving
period, tc =

2πN
ω , and measure four data points at times t = [tc − 3

8
2π
φω , tc − 1

8
2π
φω , tc +

1
8

2π
φω , tc +

3
8

2π
φω ]. We then take

the average value of the four points, and use it to represent the spin polarization at time tc. After the rolling average,
the measured spin dynamics display smooth decay profiles (main text Fig. 2e) which can then be used to obtain the
heating times in quasi-periodic driven systems.
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FIG. S7. Rolling average for quasi-Floquet driven systems. To average the observed micromotion in quasi-periodic
driven systems, we first choose a time at the integer multiples of one driving period, tc = 2πN/ω, and measure the spin
dynamics at 4 points with even spacing ∆t = 1

4
2π
φω

around tc. We then use the average value of the four points to represent
the spin polarization at tc.
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VII. TWO-DIMENSIONAL FOURIER SPECTRUM OF THE QUASI-FLOQUET DRIVE

In this section, we give a detailed explanation of the two-dimensional Fourier spectrum of the quasi-periodic drive
shown in main text Figure 3c. Specifically, we can express the quasi-Floquet drive f(t) using a two-dimensional
Fourier space,

f(t) =
∑

n1,n2=0,±1,...

Fn1,n2
ei(n1ω+n2φω)t, (S3)

where Fn1,n2 characterizes the Fourier component of the driving field at frequency ν = (n1ω + n2φω) (green dots in
main text Figure 3c). By projecting the two-dimensional Fn1,n2 onto a one-dimensional line with slope φ, we obtain
the Fourier spectrum F (ν) of the quasi-periodic drive in main text Figure 3c.

A few remarks are in order. First, unlike the conventional Floquet prethermalization, in quasi-periodic driven

systems, even with large driving frequencies [ω, φω ≫ J̃ ], there can exist ν = (n1ω + n2φω) < J̃ with non-zero
F (ν) = Fn1,n2

, which leads to potential energy absorption. Second, for any given driving frequency ω, only when

n1, n2 ≳ ω/J̃ , one can find ν = n1ω+n2φω < J̃ . As a result, as long as Fn1,n2 is sufficiently small with increasing n1

and n2 (in other words, f(t) is sufficiently smooth in time), the energy absorption from the multi-photon processes is
suppressed, enabling the existence of a long-lived prethermal regime in quasi-periodic driven systems [19].

VIII. LOCAL ENERGY SCALE

VIII.1. Summary of existing results in different parameter regimes

In a long-range power-law interacting periodically or quasi-periodically driven system, the existence of prethermal-
ization highly depends on the interplay between the dimensionality and the interaction range. In this section, we
summarize both the theoretical and experimental results, in order to make it clear how our work is related with and
adds to the previous literature (Table S1).

The prethermalization phenomenology consists of two ingredients: 1) a (stretched) exponentially slow heating
time, and 2) an effective static Hamiltonian governing the prethermal dynamics. To be concrete, we consider a D-
dimensional system with a power-law interaction, J(r) ∼ A/rα, where prefactor A characterizes the possible angular
dependence of the interaction. As explained in the main text and detailed below, the existence of exponentially slow

heating relies on the local energy scale J̃ ≈ [
∫
J(r)2ρdDr]

1
2 being finite in the presence of disorder. Crucially, when the

angular dependence averages to zero [J̄(r) = 0], a finite J̃ requires α > D/2; in the opposite case [J̄(r) ̸= 0], α > D
is required. Moreover, we remark that the presence of exponentially slow heating does not guarantee the existence of
a static Hamiltonian, Heff , to effectively generate the dynamics in the prethermal regime. On the one hand, a strict
analytical proof for such prethermal Hamiltonian relies on the results of Lieb-Robinson bounds, which constrain the
speed of spreading of local perturbations [20, 21]. On the other hand, even in systems without Lieb-Robinson bounds,
numerical evidences show that a formally constructed effective Hamiltonian by Floquet-Magnus expansion can still
describe the prethermal dynamics well [21–23].

Our three-dimensional NV system with dipolar interaction (α = 3) sits in the regime of D/2 < α < D and J̄(r) = 0,
where there are not many results from the previous literature, especially on the experimental front. Looking forward,
the recently developed two-dimensional NV systems can enable the experimental investigation of prethermal behaviors
in D < α < 2D regime [15].

VIII.2. Key idea to estimate local energy scale

Let us start with the physical intuition of the local energy scale in our long-range dipolar interacting system with
angular dependence. The interactions can be both positive and negative which accords a cancellation of many terms
in the response function of the system. Crucially, the angular dependence of the dipolar interaction leads to an exact
cancellation of the positive and the negative interaction strength to the leading order. Therefore, to estimate the local
energy scale in the response function, one needs to go to at least the second order, i.e. the variance of the interaction.

To be more concrete, we also sketch the essence in the mathematical proof of the estimation of local energy scale
to ensure that the major claims of this Letter is self-contained, as a strict analytical study of the prethermalization
with the presence of disorder can be found in the previous literature[24], which further clarify how the lowest order
of the interaction strength gets averaged out.
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condition exponentially slow heating effective prethermal Hamiltonian

α ≤ D/2 ✗ ✗

D/2 < α ≤ D
J̄(r) ̸= 0 ✗ ✗

J̄(r) = 0
analytical proof [24]

experimental evidence [this work ]
lack of analytical proof

experimental evidence [this work ]

D < α ≤ 2D
analytical proof [20, 25, 26]
lack of experimental evidence

lack of analytical proof
numerical evidence [22]

lack of experimental evidence
α > 2D

short-range
analytical proof [20, 25, 26]

experimental evidence [14, 27]
analytical proof [20, 25, 26]

experimental evidence [14, 27]

TABLE S1. Summary of the results on prethermalization in the literature.

Let us consider a generic model with both long-range two-body interaction and single-body terms, of which the
Hamiltonian is written as:

H =
∑

ij

JijÔij +
∑

i

JiÔi, (S4)

where Ôij (Ôi) are two-body (single-body) operators, and Jij (Ji) are the corresponding coupling strengths which
varies in time with a frequency of ω. In the high-frequency regimes, considering the high-order processes, the heat-
ing effect is induced by the transition rate between different energy levels and is thus bounded by the high-order
commutators [20, 24–26]

1

ωp
⟨Jµ1

Jµ2
Jµ3

Jµ4
· · · ⟩Tr(Ôµ1

[[[Ôµ2
, Ôµ3

], Ôµ4
], · · · ](p)), (S5)

where the superscript (p) denotes that there are p layers of commutator in the expression, the subscript µ denotes
either the two indices associated with a two-body term or the index associated with a single-body term, and the
bracket ⟨· · · ⟩ denotes the average over positional configurations of the spins. In generic short-range systems, all the
⟨Jµi

⟩ remains finite and non-zero, so Eq. S5 ∼ p!(Jω )
p, where J = ⟨Jµi

⟩ is considered as the local energy scale. One
can eventually prove an exponentially small heating rate by finding the optimal p ∼ ω[20, 24–26]. In contrast, for each
two-body interaction Jµi

, if ⟨Jµi
⟩ = 0, then it has to appear at least twice for non-zero ⟨Jµ1

Jµ2
Jµ3

Jµ4
· · · ⟩. Therefore,

the size of Eq. S5 should be estimated as

∼ p!
⟨J2

µ⟩
p
2

ωp
. (S6)

Let us note that such estimation of the local energy scale only accounts the terms in Eq. S5, in which only two-
body terms are involved. However, one should also, in principle, consider single-body terms, with the requirement
that each two-body Jµi

term has to appear twice still being satisfied. Nevertheless, as long as the local energy

scale of the two-body terms ⟨J2
µ⟩

1
2 is of the same order of the single-body field, we can use their values as a typical

local energy scale to estimate the heating rate. Going back to our dipolar interaction in experiment, ⟨J2
µ⟩

1
2 =

{
∫
[J0

r3 (3 cos
2 θ − 1)]2 ρr2 sin θ dr dθ dϕ)} 1

2 =
√

16π
15 J0ρ.

IX. RELATION BETWEEN FLOQUET PRETHERMALIZATION AND ROTATING WAVE
APPROXIMATION

In this section, we clarify the relationship between our current work on Floquet prethermalization and related works
in the NMR literature. The rotating wave approximation (RWA), which is widely used in the context of NMR systems
(and in almost all AMO systems), is essentially an application of Floquet engineering. However, one key difference
between the RWA and Floquet prethermalization is the parametric timescale for the approximation to be valid. In
particular, RWA utilizes energy conservation arguments to eliminate the leading order correction from the periodic
drive; in experiments, this can lead to relatively long time-scales; but crucially, from a parametric perspective, the RWA



10

is only valid for a time that scales polynomially in the frequency of the drive. In contrast, Floquet prethermalization
analyzes the convergence of a Magnus expansion to show that an effective Hamiltonian governing the dynamics can
emerge for intermediate time-scales. Crucially, unlike the RWA case, numerical and analytic results demonstrate that
Floquet prethermalization persists for an exponentially long time in the driving frequency.

To be specific, the validity of RWA relies on a separation between different energy scales. As an example, for
the NV center in diamond, the spin transition frequency is on the order of gigahertz while the interactions are on
the order of megahertz. Similarly, for NMR systems, the nuclear spin transition frequency can be on the order of
megahertz while interaction strengths are often on the order of kilohertz; this causes the system dynamics to become
governed by energy conserving terms (until late times). We note that, again in contrast to Floquet prethermalization,
the above arguments do not rely on any details of the driven many-body systems, including the interaction range,
dimensionality, integrability of the system, and the types of Floquet drive (single v.s. multi frequencies, smooth v.s.
sharp amplitude modulation), etc.

Previous NMR/AMO experiments using the rotating wave approximation can be perhaps be recast using the
language of Floquet prethermalization. The challenge is that since the driving frequencies in those experiments were
typically much larger than the other energy scales of the system, it becomes hard to measure to late enough times
to distinguish between the polynomially long time-scale predicted by RWA argument and the exponentially long
time-scale predicted by Floquet prethermalization. Perhaps most importantly, these prior experiments do not focus
on exploring the parametric dependence of the thermalization time-scale with the driving frequency, a key observable
identify Floquet prethermal behavior. On the other hand, our work, and more broadly the recent resurgence on Floquet
prethermalization, precisely explore the response of the many-body system as the driving frequency is changed, with
the goal of exploring the minimal requirements for Floquet prethermalization.

X. DIPOLAR HAMILTONIAN UNDER THE ROTATING-WAVE APPROXIMATION

In this section, we derive the dipolar interacting Hamiltonian of the NV ensemble described by Eq. (1) from the
main text. In the laboratory frame, the spin dipole-dipole interaction between two NV defects can be written as:

Hdip = −J0
r3

[3(Ŝ1 · n̂)(Ŝ2 · n̂)− Ŝ1 · Ŝ2], (S7)

where J0 = (2π)× 52 MHz·nm3, r and n̂ denote the distance and direction unit vector between two NV centers, and

Ŝ1 and Ŝ2 are the NV spin-1 operators. Our experiments only focus on an effective two-level system {|ms = 0⟩, |ms =
−1⟩}, so the spin operators in the restricted Hilbert space are:

Sz =

[
0 0
0 −1

]
, Sx =

1√
2

[
0 1
1 0

]
, Sy =

1√
2

[
0 −i
i 0

]
. (S8)

Also, we can define the spin raising and lowering operators:

S+ =

[
0 1
0 0

]
=

Sx + iSy

√
2

, S− =

[
0 0
1 0

]
=

Sx − iSy

√
2

, (S9)

and rewrite spin operators in terms of the raising and lowering operators:

Sx =
S+ + S−

√
2

, Sy =
S+ − S−

i
√
2

. (S10)

Then we can expend the dipolar interaction in Eq. (S1) as:

Hdip = −J0
r3

×
{
3

[
Sz
1nz +

(S+
1 + S−

1 )nx√
2

+
(S+

1 − S−
1 )ny

i
√
2

] [
Sz
2nz +

(S+
2 + S−

2 )nx√
2

+
(S+

2 − S−
2 )ny

i
√
2

]

−
[
Sz
1Sz

2 +
(S+

1 + S−
1 )√

2

(S+
2 + S−

2 )√
2

+
(S+

1 − S−
1 )

i
√
2

(S+
1 − S−

1 )

i
√
2

]}
.

(S11)

For each NV center, there is a splitting ∆ = (2π) × 1.892 GHz between the two levels |ms = 0⟩ and |ms = −1⟩
along the z direction (under a external magnetic field ∼ 350 G). Therefore, the evolution driven by ∆Sz is worth to
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be noted. Consider a quantum state |ϕ⟩ in the rotating frame |φ⟩ = e−i∆Szt|ϕ⟩. If we apply Schrödinger equation:

i∂t|φ⟩ = (∆Sz +Hdip)|φ⟩
i∂t(e

−i∆Szt|ϕ⟩) = (∆Sz +Hdip)(e
−i∆Szt|ϕ⟩)

∆Sze−i∆Szt|ϕ⟩+ e−i∆Szti∂t|ϕ⟩ = ∆Sze−i∆Szt|ϕ⟩+Hdipe
−i∆Szt|ϕ⟩

i∂t|ϕ⟩ = ei∆SztHdipe
−i∆Szt|ϕ⟩.

(S12)

Then we can define dipolar interaction Hamiltonian in rotating frame:

H̃dip = ei∆Szt · Hdip · e−i∆Szt, (S13)

and the spin operators in the rotating frame:

S̃z = ei∆Szt · Sz · e−i∆Szt = Sz

S̃+ = ei∆Szt · S+ · e−i∆Szt = S+ · e+i∆t

S̃− = ei∆Szt · S− · e−i∆Szt = S− · e−i∆t.

(S14)

In the rotating frame, rewrite the dipolar interaction Hamiltonian (Eq.S5):

H̃dip = −J0
r3

×
{
3

[
S̃z
1nz +

(S̃+
1 + S̃−

1 )nx√
2

+
(S̃+

1 − S̃−
1 )ny

i
√
2

][
S̃z
2nz +

(S̃+
2 + S̃−

2 )nx√
2

+
(S̃+

2 − S̃−
2 )ny

i
√
2

]

−
[
S̃z
1 S̃z

2 +
(S̃+

1 + S̃−
1 )√

2

(S̃+
2 + S̃−

2 )√
2

+
(S̃+

1 − S̃−
1 )

i
√
2

(S̃+
2 − S̃−

2 )

i
√
2

]}
,

(S15)

which can be simplified to

H̃dip = −J0
r3

×{ (3n2
z − 1)Sz

1Sz
2 + (S+

1 S−
2 + S−

1 S+
2 )

[
3

2
(n2

x + n2
y)− 1

]

+
3

2
S+
1 S+

2 e+2i∆t(n2
x − n2

y − 2inxny) +
3

2
S−
1 S−

2 e−2i∆t(n2
x − n2

y + 2inxny)

+ 3Sz
1nz

[
nx√
2
(S+

2 e+i∆t + S−
2 e−i∆t) +

ny

i
√
2
(S+

2 e+i∆t − S−
2 e−i∆t)

]

+ 3Sz
2nz

[
nx√
2
(S+

1 e+i∆t + S−
1 e−i∆t) +

ny

i
√
2
(S+

1 e+i∆t − S−
1 e−i∆t)

]
}.

(S16)

Since we are interested in spin-spin interaction dynamics with energy scale J0/r
3 ≈ (2π) × 0.01 MHz that is much

smaller than the splitting ∆ ≈ (2π)×1.892 GHz, we are able to drop the last six time-dependent terms and only keep
the energy-conserving terms under the rotating-wave approximation. Additionally, considering n2

x + n2
y + n2

z = 1, we
get

H̃dip = −J0
r3

× (3n2
z − 1)[Sz

1Sz
2 − 1

2
S+
1 S−

2 − 1

2
S−
1 S+

2 ]

= −J0
r3

× (3n2
z − 1)

2
[2Sz

1Sz
2 − Sx

1Sx
2 − Sy

1Sy
2 ].

(S17)

We can rewrite the interacting Hamiltonian using normal spin- 12 operators

Sz =
1

2

[
1 0
0 −1

]
, Sx =

1

2

[
0 1
1 0

]
, Sy =

1

2

[
0 −i
i 0

]
. (S18)

Specifically, we convert the effective two-level spin-1 operators to spin- 12 operators, Sx =
√
2Sx, Sy =

√
2Sy, Sz =

Sz + 1/2, and plug them into Eq. (S11),

Hdip = −J0A
r3

(Sz
1S

z
2 − Sx

1S
x
2 − Sy

1S
y
2 ), (S19)
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where A = 3n2
z − 1 is the angular dependent factor.

To derive the dipolar Hamiltonian of the entire NV spin ensemble, we simply sum up the interactions between every
pair of NV spins:

Hdip = −
∑

i<j

J0Ai,j

r3i,j
(Sz

i S
z
j − Sx

i S
x
j − Sy

i S
y
j ), (S20)

where Ai,j and ri,j represent the angular dependence of the long-range dipolar interaction and the distance between
the ith and jth NV centers.

We remark that due to random positions of the NV centers in diamond lattice, the angular dependence term
averages to zero. This can be easily seen by writing the angular dependence term in spherical coordinate, Ai,j =
3n2

z − 1 = 3 cos2 θ − 1, and integrate it on the unit sphere over polar angle θ and azimuthal angle ϕ,

Ai,j =

∫ 2π

0
dϕ

∫ π

0
sin θdθ · (3 cos2 θ − 1)

∫ 2π

0
dϕ

∫ π

0
sin θdθ

=
1

2

∫ π

0

sin θdθ · (3 cos2 θ − 1) = 0 (S21)

XI. ERROR ESTIMATION AND PROPAGATION

The errorbars for the measured spin polarization ⟨Sx(t)⟩ represent one standard deviation of the statistical error,
and can be calculated via propagating the statistical errors from the measured NV photoluminescent counts. The
errorbars on the measured NV counts are directly estimated assuming a Gaussian distribution with a mean value N
and a standard deviation

√
N , where N is the detected photon number. We note that in our figures, some errorbars

are smaller than the data markers. The errorbars for the extracted heating time τ∗ and prethermal plateau value
A(ω) represent one standard deviation from the fitting.
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