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ABSTRACT OF THE DISSERTATION

Deep Models for Image Analysis, Synthesis and Scene Perception

by

Runze Li

Doctor of Philosophy, Graduate Program in Computer Science
University of California, Riverside, December 2023

Dr. Bir Bhanu, Chairperson

Visual analysis is a fundamental task to develop approaches to understand contents. With

the advances of deep learning models, visual image synthesis plays an increasingly important role

because it leverages generative models for synthesizing novel images which can be used for training

and testing. This dissertation presents new techniques for visual analysis and synthesis by develop-

ing novel deep learning techniques, in particular methods for sports analytics, vision and language,

face synthesis, scene perceptions, human body mesh understanding and visual interpretations of

generative models. This dissertation deals with sports analytics, image and language pre-training,

translation of facial attributes, passive depth estimation in the indoor environments, human body

mesh reconstruction and visual interpretations of variational autoencoders. It develops a range of

advanced techniques for dribbling and goal recognition, language-supervised contrastive learning

for visual understanding, translating features on a human face, passive range application of AR/VR,

reconstructing human body mesh and interpreting variational autoencoders. Both theory and exper-

imentation will be presented.
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Chapter 1

Introduction

Rich and complex events in sports have led to the development of a wide-variety of tech-

niques for interpreting content of sports videos in terms of players’ actions, poses, gait, performance,

etc. This is due to the requirements from coaches, trainers and players who expect to analyze ac-

tions in top sports events, as well as sports fans who practice to imitate professional playing skills,

e.g., dribbling, shooting, etc. However, this poses two key challenges for automated sports analysis

community. Firstly, there are extremely limited public sports datasets. Secondly, recent advances in

interpretations of sports activities, e.g., soccer, are predominantly made through analyzing coarse-

grained contents. Players’ fine-grained skills analysis still remains under-explored. To alleviate

these problems, this thesis (a) collects the dataset of highlight videos of soccer players, including

two coarse-grained action types of soccer players and six fine-grained actions of players. Detailed

annotations are provided for the collected dataset, in terms of action classes, bounding boxes, seg-

mentation maps, and body keypoints of soccer players, and positions of a soccer ball in a game.

(b) leverages the understanding of complex highlight videos by proposing an energy-motion fea-
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tures aggregation network-EMA-Net to fully exploit energy-based representation of soccer players

movements in video sequences and explicit motion dynamics of soccer players in videos for soccer

players’ fine-grained action analysis. Experimental results and ablation studies validate the pro-

posed approach in recognizing soccer players actions using the collected soccer highlight video

datasets.

Large-scale vision and language pre-training has made great progress in recent years.

This thesis presents RECLIP (Resource-efficient CLIP), a simple method that minimizes computa-

tional resource footprint for CLIP (Contrastive Language Image Pretraining). Inspired by the notion

of coarse-to-fine in computer vision, we leverage small images to learn from large-scale language

supervision efficiently, and finetune the model with high-resolution data in the end. Since the com-

plexity of the vision transformer heavily depends on input image size, our approach significantly

reduces the training resource requirements both in theory and in practice. Using the same batch size

and training epoch, RECLIP achieves highly competitive zero-shot classification and image-text

retrieval accuracy with 6 to 8× less computational resources and 7 to 9× fewer FLOPs than the

baseline. Compared to the state-of-the-art contrastive learning methods, RECLIP demonstrates 5

to 59× training resource savings while maintaining highly competitive zero-shot classification and

retrieval performance. Finally, RECLIP matches the state of the art in transfer learning to open-

vocabulary detection tasks, achieving 32 APr on LVIS. We hope this work will pave the path for

the broader research community to explore language supervised pretraining in resource-friendly

settings.

Synthesis of face images by translating facial attributes is an important problem in com-

puter vision and biometrics and has a wide range of applications in forensics, entertainment, etc.

2



Recent advances in deep generative networks have made progress in synthesizing face images with

certain target facial attributes. However, visualizing and interpreting generative adversarial net-

works (GANs) is a relatively unexplored area and generative models are still being employed as

black-box tools. This thesis takes the first step to visually interpret conditional GANs for facial

attribute translation by using a gradient-based attention mechanism. Next, a key innovation is to

include new learning objectives for knowledge distillation using attention in generative adversarial

training, which result in improved synthesized face results, reduced visual confusions and boosted

training for GANs in a positive way. Firstly, visual attentions are calculated to provide interpreta-

tions for GANs. Secondly, gradient-based visual attentions are used as knowledge to be distilled in a

teacher-student paradigm for face synthesis with focus on facial attributes translation tasks in order

to improve the performance of the model. Finally, it is shown how “pseudo”-attentions knowledge

distillation can be employed during the training of face synthesis networks when teacher and stu-

dent networks are trained to generate different facial attributes. The approach is validated on facial

attribute translation and human expression synthesis with both qualitative and quantitative results

being presented.

Self-supervised monocular depth estimation has seen significant progress in recent years,

especially in outdoor environments, i.e., autonomous driving scenes. However, depth prediction

results are not satisfying in indoor scenes where most of the existing data are captured with hand-

held devices. As compared to outdoor environments, estimating depth of monocular videos for

indoor environments, using self-supervised methods, results in two additional challenges: (i) the

depth range of indoor video sequences varies a lot across different frames, making it difficult for

the depth network to induce consistent depth cues for training, whereas the maximum distance in
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outdoor scenes mostly stays the same as the camera usually sees the sky; (ii) the indoor sequences

recorded with handheld devices often contain much more rotational motions, which cause difficul-

ties for the pose network to predict accurate relative camera poses, while the motions of outdoor se-

quences are pre-dominantly translational, especially for street-scene driving datasets such as KITTI.

In this thesis, we propose a novel framework-MonoIndoor++ by giving special considerations to

those challenges and consolidating a set of good practices for improving the performance of self-

supervised monocular depth estimation for indoor environments. First, a depth factorization module

with transformer-based scale regression network is proposed to estimate a global depth scale factor

explicitly, and the predicted scale factor can indicate the maximum depth values. Second, rather

than using a single-stage pose estimation strategy as in previous methods, we propose to utilize a

residual pose estimation module to estimate relative camera poses across consecutive frames itera-

tively. Third, to incorporate extensive coordinates guidance for our residual pose estimation module,

we propose to perform coordinate convolutional encoding directly over the inputs to pose networks.

The proposed method is validated on a variety of benchmark indoor datasets, i.e., EuRoC MAV,

NYUv2, ScanNet and 7-Scenes, demonstrating the state-of-the-art performance. In addition, the

effectiveness of each module is shown through a carefully conducted ablation study and the good

generalization and universality of our trained model is also demonstrated, specifically on ScanNet

and 7-Scenes datasets.

Recent works have made significant advances of skeleton-based 3D human mesh recon-

structions. In this thesis, we consider the problem of estimating frame-level full human body meshes

given a video of a person with natural motion dynamics. While much progress in this field has been

in single image-based mesh estimation, there has been a recent uptick in efforts to infer mesh dy-
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namics from video given its role in alleviating issues such as depth ambiguity and occlusions. How-

ever, a key limitation of existing work is the assumption that all the observed motion dynamics can

be modeled using one dynamical/recurrent model. While this may work well in cases with relatively

simplistic dynamics, inference with in-the-wild videos presents many challenges. In particular, it is

typically the case that different body parts of a person undergo different dynamics in the video, e.g.,

legs may move in a way that may be dynamically different from hands (e.g., a person dancing). To

address these issues, we present a new method for video mesh recovery that divides the human mesh

into several local parts following the standard skeletal model. We then model the dynamics of each

local part with separate recurrent models, with each model conditioned appropriately based on the

known kinematic structure of the human body. This results in a structure-informed local recurrent

learning architecture that can be trained in an end-to-end fashion with available annotations. We

conduct a variety of experiments on standard video mesh recovery benchmark datasets such as Hu-

man3.6M, MPI-INF-3DHP, and 3DPW, demonstrating the efficacy of our design of modeling local

dynamics as well as establishing state-of-the-art results based on standard evaluation metrics.

Recent advances in convolutional neural network (CNN) interpretability have led to a

wide-variety of gradient-based visual attention techniques for generating visual attention maps.

However, most of these methods require a classification-type design architecture, and consequently

concenrate on classification/categorization-type tasks. Extending these methods to generate visual

attention maps for other kinds of computer vision models, e.g., variational autoencoders (VAE) is

not trivial. In this paper, we present a method that helps bridge this crucial gap, proposing to com-

pute VAE attention as a means for interpreting the latent space learned by a VAE. We first present

methods to generate visual attention maps from the learned latent space, and then show how they
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can be used in a variety of applications: localizing anomalies in images, including medical imagery,

and improved latent space disentanglement. We conduct extensive experiments on a wide-variety

of benchmark datasets to demonstrate the efficacy of the proposed VAE attention.
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Chapter 2

Energy-Motion Features Aggregation

Network for Players’ Fine-grained

Action Analysis in Soccer Videos

2.1 Introduction

Computer vision techniques have been widely utilized in sports (soccer, ice hockey, bas-

ketball, baseball, etc.) for broadcasting, tactical analysis for players’ actions and classification

and skill/talent recognition and improvement. For instance, Wu et al. [442] collected a basket-

ball dataset, NCAA+ to study event classification in basketball games. Xu et al. [448] proposed a

deep architecture to automatically score the fancy figure skating in videos. Qi et al. [333] designed

a hierarchical recurrent-neural-network-based framework for sports video captioning and conducted
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experiments on volleyball datasets. Kong et al. [219] focused on analyzing group dynamics and

describing team tactics in volleyball games.

As one of the most popular sports, soccer-related activities have drawn significant inter-

est worldwide. From the perspective of professional activities, Word Cup and European Cup, as

world-class tournaments, are held in turn every two years and national soccer teams compete for

participation in the final. In Europe, five top football leagues, Premier League, La Liga, Cham-

pionnat de France de football Ligue 1, Bundesliga and Lega Serie A, organize the highest-level

soccer games every year and attract soccer players from around the world to participate. From a

commercial perspective [228], the Premier League is the most profitable league, which has achieved

a revenue of 6,032 million euros in 2020-2021. The booming business value in soccer has driven

a deeper analysis targeting on players-related actions, to obtain precise and elaborate statistics on

soccer players. Besides, a number of companies are expanding their business for sports analysis,

including Intel, Second Spectrum, Sports Logic, etc. From the perspective of high school partici-

pation, soccer has been growing as one of the most popular sports played by high school students.

In USA, according to the survey conducted by Statista.com [228], 846,844 high school students

have participated in soccer during the year 2019-2020, including 459,077 boys and 394,105 girls.

In addition to sports events related research, the analysis of injuries in sports games [304, 324] has

become popular and has gained increasing attention because (1) monitoring the health conditions

of players can benefit players’ performance and (2) predicting potential risks can aid in preventing

crises from adversely impacting players in sports. Thus, soccer is an important research area for

video technologies to develop analytical tools which extract useful information from a large num-

bers of soccer videos.
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Developing computer vision techniques for analyzing soccer videos has led to a number

of research works in the field of circuits and systems for video technology. Baysal et al. [20]

proposed a method for tracking multiple players in soccer videos by designing a new particle-

filter-based model. They also studied coarse-grained jersey number classification in soccer videos.

Wang et al. [432] focused on action localization in soccer games and proposed leveraging the rich

text information to assist in analyzing soccer videos. Theagarajan et al. [396] designed a system for

detecting ball possession, team identification and tactical statistics generation for players in soccer

games. Liu et al. [260] proposed universal jersey number detection methods based on deep learning

for a wide range of sports. However, from these recent works, it can be observed that: (i) Limited

work has been done on video-based soccer players action analysis; (ii) The video data on players are

rarely provided and even more rare are the detailed annotations that are provided for players action

analysis. This poses challenges for researchers because deep models always require large data with

ground-truth information for training; (iii) Most of the existing video analysis work concentrates on

players’ coarse-grained analysis, i.e., high-level event detection, group activity identification, etc.,

while players’ fine-grained action analysis, e.g., dribbling, shooting, which are important in soccer

games, related research work is rare.

In the field of computer vision and circuits and systems for video technology, this is the

first paper that provides soccer players’ (including goalkeepers) highlight video datasets with mul-

tiple fine-grained action classes and develops algorithms for players’ fine-grained video analysis.

There are two main problems in performing automated soccer video analysis: The first

problem is that most of the existing methods conduct coarse-grained soccer analysis, e.g., event

9



detection, game recognition, while soccer player’s fine-grained analysis remains relatively unex-

plored. In this work, based on the collected soccer players highlight videos, this paper develops a

system for analyzing detailed skills performed by soccer players, in particular, players’ fine-grained

actions analysis. We propose a novel energy-motion features aggregation network (EMA-Net) for

soccer players’ fine-grained action analysis. The input soccer highlight videos are processed by

deep-learning-trained models for detecting and segmenting soccer players, soccer balls and parsing

soccer players’ body keypoints. Next, the results so obtained are processed further by two core

components for players’ fine-grained action classification. It is observed that most of the soccer

highlight videos are captured without a chance to know camera parameters. Soccer players always

move at a fast speed to perform certain skills within seconds and cameras are trying to catch up with

players, causing camera motions. A sequence of frames with both temporal and spatial information

would be distorted and can provide little information without image registration. To solve above

problems, we propose to use a transformation-based approach to register a sequence of frames with

target soccer players into a single energy-based image representation. This representation can serve

as a way to encode history of players’ motions and maintain fine-grained information. In addition,

to explicitly encode players’ movements in a video sequence, we propose to use a self-attentive

motion modelling module to capture and model motion dynamics. Further, we design an energy-

motion features aggregation module for players’ fine-grained action classification. Unlike many

existing transformer works for sports analysis [354, 415] which use the same query, key and value

for learning features, we give special considerations on using the registered energy image as query

and key features to model players’ fine-grained action information and use motion features as value

features to explicitly account for the motion dynamics. This allows the model to focus on learning
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fine-grained features. We validate the proposed method on extensive dataset and design experiments

that show the superiority of performance over the standard action recognition algorithms for soccer

players’ fine-grained action classification.

The second problem with automated video analysis is the lack of labeled soccer highlight

video data. Soccer highlight videos are captured in close-view to record a player’s action where

the camera is moving to track the player who is controlling the ball and performing various tasks

that may require significant skills. These videos illustrate expert skills in soccer games and they

are shared by fans around the world. However, there are very few datasets available for research

usage, especially for the streaming data which are used by a business. There exist data-in-the-

wild that can be obtained from online platforms, for example, Youtube, which are captured without

ground-truth annotations. Annotating video data is time-consuming and expensive. To bridge the

gap of the shortage of soccer highlight video data with players’ fine-grained actions, in this paper,

we collect soccer players highlight video datasets. It consists of two coarse-grained actions which

are dribbling and shooting, and six fine-grained types of actions, for dribbling they are “Stepover”,

“Elastico” and “Chop” and for shooting they are “Penalty-Kick shooting”, “Goal shooting” and

“Free-Kick shooting”.

We have provided detailed annotations of players-related contents by using CVAT [367]

to annotate each frame in a soccer video and export annotations in various widely-used formats,

e.g., COCO object detection, PASCAL VOC segmentation, etc. Besides, we have processed the

collected dataset by a number of computer vision algorithms to generate auxiliary annotations, in-

cluding an object detection tool, Mask R-CNN [161], and one of the most robust human pose
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estimation toolboxes, OpenPose [48], which outputs players segmentation maps and keypoints on

players’ body. It is noted that the goalkeeper is also annotated and processed.

The collected dataset is suitable for performing analysis for different fine-grained actions

of soccer players. For instance, investigating dribbling skills in soccer games, which has been

beneficial to both the clubs to train their players, and for the defenders to know how to improve

their defending skills. For example, top players, like Cristiano Ronaldo, Lionel Messi, Neymar Jr.,

have been well-known icons for their smart dribbling skill, which has helped them evade through

defenders and score in soccer games. Soccer fans have been constantly amazed by adept drib-

bling skills and have been curious to understand and analyze “What dribbling styles have been

shown by the players” when they have watched top-class soccer games like World Cup, UEFA

European Champions, etc. The collected dataset and annotations will be released at https://

github.com/bragilee/Soccer_Players_Highlight_Videos_Dataset under ap-

proved licenses after the publication of this paper.

2.2 Related Work and Our Contributions

2.2.1 Deep Learning Models

Deep convolutional neural networks [221, 162] have been widely used for image clas-

sification. Girshick et al. [138] proposed the Faster R-CNN for object detection. This work has

been further optimized as the Mask R-CNN [161] which established a new benchmark in predict-

ing object bounding boxes, segmenting semantic masks. Cao et al. [48] concentrated on using

deep models in predicting human poses and proposed the OpenPose which achieved high perfor-

mance both in accuracy and speed. In recent years, action recognition has made significant progress
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driven by various learning paradigms with deep models [51, 403, 203, 123, 124, 423, 325]. Be-

sides, research [413, 110, 274] on vision transformers has been very active and they have become

new backbone networks with competitive performance. Various ongoing efforts [12, 26, 302, 190]

have already studied the applications of transformers in video classification. Another line of re-

search concentrates on skeleton-based action analysis. Yan et al. [451] proposed a Spatial Temporal

Graph Convolutional Networks for skeleton-based action recognition. Shi et al. [372] designed a

two-stream adaptive graph convolutional network to fully model the skeleton information from the

lengths and directions of bones. Plizzaria et al. [325, 326] explored the integration of transformer

modules in designing a Spatial-Temporal Transformer network for modelling joints dependencies

for action recognition. Instead of simply using skeleton representations, Duan et al. [112] proposed

to use 3D heatmap volume and investigated the combination with RGB frames for robust skeleton-

based action recognition.

2.2.2 Soccer Video Analysis

Computer vision in sports has been a hot topic in recent years and there has been an

increasing amount of research emanating from numerous sports events [122, 323, 346, 44, 322, 335,

296, 320, 320, 414, 289, 371, 393, 60, 189]. There have been many ongoing efforts which focus

on soccer video analysis including video summarization, event classification and action spotting.

Our work is focused on players’ fine-grained analysis. It is directed towards in-depth exploration

of soccer highlight videos, specifically, with insights on how to recognize dribbling and shooting

styles of a player who is controlling the ball and performing smart actions. Most existing player

action analysis research belonged to either video-based or image-based methods. Sarkar et al. [358]

presented an automatic technique to analyze different stages in a valid pass between soccer players
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for calculating ball possession statistics from the video of a soccer match. Arbues-Sanguesa et

al. [10] used offensive player’s orientation along with location information and opponents’ spatial

configuration to generate the feasibility of pass events in soccer games. Theagarajan et al. [397, 396]

conducted soccer game analysis by identifying a player who has the ball at any moment in soccer

matches, recognizing teams and generating tactical performance statistics from soccer videos. Li et

al. [242] conducted fine-grained action classification for soccer dribbling styles. They manually

cropped dribbling player of interests and used the player’s keypoints and dribble energy image to

classify dribbling styles.

2.2.3 Sports Dataset

Datasets are critical for researchers to conduct sports analysis using deep learning tech-

niques because model training is typically data-hungry. Researchers have developed soccer datasets

at varying scales. Soccer Player [283] is a small scale datasest which consists of 2,019 anno-

tated frames with 22,586 player bounding boxes for player detection and tracking. Tsunoda et

al. [407] have collected a private video dataset captured using 14 synchronized and calibrated Full

HD cameras with annotations of bounding boxes for players. This dataset is designed for “Futsal”, a

football-based game played on a smaller hard court, e.g., indoors. SportsMOT [252] is a dataset for

multiple object tracking in sports videos(including basketball, volleyball and soccer) and its soccer

category has 680 frames in 21 tracks. SoccerNet [136] dataset includes 550 complete broadcast soc-

cer games and 12 single-camera games taken from major European leagues. This dataset is further

extended to SoccerNet-v2 [93], SoccerNet-v3 [79] for action spotting, camera segmentation and

boundary detection, and SoccerNet-Tracking [82] for multiple object tracking. As existing datasets
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have not fully explored players’ fine-grained actions, we have collected soccer highlight video

datasets and provided detailed annotations for research purposes.

2.2.4 Contributions of this Chapter

• First automated system which integrates player and ball detection, parsing of player key-

points and energy-motion features aggregation core modules for soccer players’ fine-grained

action analysis in soccer videos.

• A novel energy-motion features aggregation network (EMA-Net) for soccer players’ fine-

grained analysis, including (a) a novel joints-guided image registration module to transfer a

sequence of frames to an image representation which can handle raw video clips at multi-

scale resolutions and solve camera motion problems, (b) a self-attentive motion modelling

module to explicitly model dynamics of soccer players in a video sequence, and (c) an energy-

motion features aggregation module which takes energy features and explicit motion features

for players’ fine-grained action analysis. This is the first work that fully leverages the design

ideas of vision transformer in modelling registered energy and motion features for the analysis

of soccer players in videos.

• Soccer Players Highlight Video Datasets are collected from various sources for soccer play-

ers action analysis. It includes two coarse-grained of widely-performed actions which are

dribbling and shooting, and six fine-grained styles of actions, three of which are for drib-

bling: “Stepover”, “Elastico” and “Chop” and the other three are for shooting: “Penalty-Kick

shooting”, “Goal shooting” and “Free-Kick shooting”. Detailed annotations are provided

manually or by running third-party algorithms with the collected soccer players highlight
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video datasets, including bounding boxes, semantic segmentations, human body keypoints of

soccer players and goalkeepers (which has rarely been studied) who are performing certain

actions, and bounding boxes of soccer balls.

• Extensive Experiments with discussions, ablation studies are conducted for soccer play-

ers action analysis and the effectiveness of the proposed approach is validated using soccer

players highlight videos. This paper is the first one to conduct experiments with extensive

considerations of both the goalkeepers and soccer ball explicitly.

2.3 Technical Approach

In this section, we introduce the overall pipeline called Energy-Motion Features Aggre-

gation Network (EMA-Net), which is an end-to-end framework to process incoming soccer players

highlight videos, and explain the role of each of the individual components for the analysis of a

soccer player. The overall pipeline is shown in Fig. 2.1. Our framework accepts video sequences as

the input. The input data are first processed by the player and ball detection module which outputs

the bounding boxes, segmented maps of soccer players and soccer balls in a video. Soccer players

are also parsed with human pose estimation module which outputs kinematic human keypoints of

players. Second, the soccer players segmentation maps and body keypoints are used for performing

the registration of soccer players in a video sequence. It creates an energy image representation of

the soccer players in a video sequence that passes through a feature extractor to obtain energy fea-

tures which will be aggregated in the next stage. Third, the sequence of soccer players segmentation

maps are taken as input to a self-attentive motion modelling module to encode motion dynamics of

soccer players and output motion features. Finally, we design an energy-motion feature aggregation
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Figure 2.1: The proposed framework. Top: Energy-Motion Features Aggregation Network (EMA-
Net) for a player’s action analysis in soccer highlight video. Bottom: (a) Self-attentive Feature
Extraction Module; (b) Self-attentive Motion Modelling Module; (c) Energy-Motion Feature Ag-
gregation Module.

module to aggregate energy features and motion features learned for soccer players’ fine-grained

action classification.

2.3.1 Localization, Segmentation and Keypoints Parsing

Soccer Player and Soccer Ball Detection and Segmentation: In soccer games, soc-

cer players perform various actions such as dribbling and shooting that require the interaction with

soccer ball. Most existing work [396, 397] focuses on analyzing soccer players actions without

considering contextual information related to soccer ball. Some ongoing efforts analyze ball pos-

session, passing ball, etc, while knowing soccer ball context in a game is a strong assumption. We
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video sequence

dribbling player’s mask sequence dribbling player’s pose sequence

Figure 2.2: Top: video sequence of a dribbling action performed by Cristiano Ronaldo (red jersey).
Bottom left: segmentation mask of the dribbling player and soccer ball. Bottom right: pose of the
dribbling player.
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Figure 2.3: COCO 18 keypoints and OpenPose 25 keypoints for human body.

propose to use object detection tools for both soccer players and soccer ball. Existing objection

detection tools fall into two main categories, single-stage methods [343, 267] and two-stage meth-

ods [139, 138]. Single-stage methods, in particular, YOLO [343] and SSD [267] show advantages

in detecting objects at a fast rate while R-CNN [139, 138] and its extension Mask R-CNN [161]

have advantage in outputting extensive information, including bounding boxes, segmentation maps

and human body keypoints. Because Mask R-CNN is designed with two-stages and outputs several

types of predictions, this network runs relatively slower compared with single-stage detectors. Mask
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R-CNN [161] also maintains excellent feasibility and it can be easily extended with different output

streams for various purposes. In this work, we use the Mask R-CNN [161] to preprocess video se-

quences to localize soccer players, soccer balls, segment these regions of interests and parse soccer

players.

Mask R-CNN designs a network with two-stage procedures. In the first stage, the back-

bone network proposes candidate object bounding boxes for input images. In the second stage, Mask

R-CNN outputs a binary mask for each region-of-interests in parallel to predict the classes with con-

fidence values and bounding boxes. The model that we use was pretrained on the Microsoft COCO

dataset [254]. Microsoft COCO dataset consists of diverse images for the class“Person” which also

includes sports players and the images in this dataset have different scale variations, and occlusions

which are similar to the scenario of a soccer field. Our approach processes every frame of each

highlight video through the Mask R-CNN. For a given frame, the bounding boxes belonging to the

class “Person” with probability greater than a given threshold are considered to be the locations of

the soccer players for that frame. Similarly, the bounding boxes belonging to the class “Sports ball”

with probability greater than a given threshold are considered to be the locations of the soccer balls.

In our approach, we set the threshold for soccer player to be 0.5 and the threshold for soccer ball

to be 0.4, empirically. The bottom left part in Fig. 2.2 shows the segmentation results of the soccer

player on a video sequence using Mask R-CNN.

Soccer Player Pose Parsing: We use Keypoint R-CNN [315] which extends Mask R-

CNN by adding one stream for predicting human body keypoints for each detected object-“Person”.

So for each player, by performing detection and pose parsing, we obtain bounding box, segmenta-

tion map and body keypoints from the model output given the input video data. For each frame as
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the input, the locations of the kinematic keypoints are predicted as one of the outputs. As the model

is trained on COCO dataset, there are 18 keypoints in the output which are shown in Fig. 2.3(a).

As it can be seen from the Fig. 2.3(a), keypoints of lower torso are quite sparse and some

important joints are not included, in particular, the “mid hip” joint, and this could potentially raise

problems in soccer players action analysis due to the missing skeleton connected by the “mid hip”

and “neck” joint. It is observed that lower torso plays a significant role for soccer players to per-

form fancy soccer actions at a fast speed (normally within 1 second). Thus, rich joints information

of lower torso can be helpful in observing, analyzing and recognizing soccer actions played by

soccer players. To alleviate the sparse output from Keypoint R-CNN predictions, we propose to

use OpenPose [48] as an auxiliary tool to extract 2D pose information of soccer players. Open-

Pose takes a color image of size w × h as the input and produces the 2D locations of anatomical

keypoints for each person in the image as the output. The output from the OpenPose contains 25

keypoints, including rich joints in the lower torso, which is shown Fig. 2.3(b). After obtaining two

human keypoints outputs, we take keypoints on hips which support the main torso of human body

and compensate each other if they are not detected by one of the models because we would like to

ensure we can perform hip-joints based image registration. If keypoints of hips are not obtained, the

keypoints of shoulders will be used for image registration. If none of the keypoints on hips or shoul-

ders are outputted, the keypoints of knees will be utilized. Image registration will not be performed

if none of keypoints on the torso or keens are detected. To this end, for soccer players of interests

in each frame of soccer videos, segmentation map, keypoints of soccer players and soccer ball are

obtained, which are shown in Fig. 2.2. We have focused on a player’s fine-grained action analysis

based on detection, segmentation and keypoints results. We match keypoints and bounding boxes
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using the following steps: (1) First, we run Mask R-CNN and Keypoints R-CNN models available

in PyTorch [315] on each frame, which provide outputs that consists of bounding boxes and key-

points of detected players. (2) Second, we infer the bounding box according to the coordinates of

keypionts that correspond to each detected player. (3) Third, we match the inferred bounding boxes

from the keypoints and the detected bounding boxes between consecutive frames. We calculate the

mean IOU between the two bounding boxes so obtained and the matching is successful when the

mean IOU is larger than a pre-set threshold. After many experiments, for soccer dribbling videos,

the threshold was empirically set at 0.8 and for soccer shooting videos, the threshold was empiri-

cally set at 0.5. (4) Finally, we use the matched bounding boxes and keypoints of a player in each

frame for the subsequent processing.

The keypoints we consider to perform the energy-based player image registration include,

left and right shoulders, left, mid and right hips and left and right knees. The intuition for select-

ing these keypoints for image registration is that it is observed that hip, shoulder and knee ar-

eas are mainly supporting a soccer player’s body movements when the player is performing fancy

skills. Specifically, for dribbling and shooting actions, soccer players are swiftly moving their feet

to demonstrate their professional skills. During a player’s body movement, we argue that the hip

area of a player’s body performs core functions in stabilizing the gesture of the whole body. There-

fore, we primarily select hip joints to process the proposed image registration to obtain registered

energy image which would be introduced in the next section.
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2.3.2 Energy-Motion Features Aggregation Network for Soccer Player Action Clas-

sification

We design three core modules: (1) an image registration module to register a soccer player

in a video sequence into one fine-grained energy image representation, (2) a self-attentive feature ex-

traction and motion modelling module to explicitly encode fine-grained motion dynamics of soccer

players, (3) an energy-motion features aggregation module to encode fine-grained energy features

and explicit motion features for players’ fine-grained action classification in soccer players highlight

videos. Details of each module is explained in the following sub-sections.

B.1 Soccer Player Image Registration

Energy-based Player Image Registration: In soccer highlight videos, players demonstrate cer-

tain soccer skills in a sequence of frames, which causes both spatial motion of objects-of-interests

within each frame and camera motion across consecutive frames and obtaining camera information

is expensive for researchers. One line of research work [51] focuses on utilizing a spatial stream

and a temporal stream to process a sequence of frames and such methods always face bottlenecks

in how to extract valid information with two streams to train a network and they need large-scale

data during the training. Another line of research finds efficient ways to encode dynamics of a se-

quence of frames. Bilen et al. [32] introduce a dynamic image that summarizes the appearance and

dynamics of an entire video sequence for video analysis. Bobick et al. [34] propose binary motion-

energy image and motion-history image to represent where motion has occurred and its intensity

in an image sequence. Han et al. [157] propose the gait energy image as a spatio-temporal gait

representation for recognition of walking humans. These energy-based representations can serve
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as simple yet efficient ways for representing basic human actions, for example, walking, running,

etc. Nevertheless, simply adapting these representations to the professional skills demonstrated by

soccer players fails as both cameras and soccer players may be moving in different directions at a

fast speed. In this paper, we take an initial step for a player’s image registration to obtain an energy

image representation for complex player’s motions in highlight videos. By using the player’s energy

image, we expect to encode the fine-grained information of a soccer player’s moving sequence into

a single image representation. In addition, we consider elimination of influences imposed by chal-

lenging camera motions by proposing a registration method that transforms a sequence of frames

into the same embedding so as to generate a single energy image representation for the soccer player

of interest in a highlight video.

Algorithm 1 Transformation-based Player’s Image Registration for Energy Image Representation
Generation
Input: Detected player’s mask images Mj , j ∈ 1 , 2 , 3 , ...,n and parsed keypoints results Pj , j ∈

1 , 2 , 3 , ...,n of the soccer player of interest in each highlight video.
Output: Registered player’s mask images Mj , j ∈ 1 , 2 , 3 , ...,n of the player of interest in each

highlight video.
1 From Mj , j ∈ 1 , 2 , 3 , ...,n , find the index k where the pose results contain valid keypoints. Take

the left hip, right hip and the left shoulder for an example, the keypoints are described as (xlhk , y
lh
k ),

(xrhk , y
rh
k ) and (xlsk , y

ls
k ) along (x, y) axes, respectively.

for j = 1 to n frames in the sequence and j ̸= k do
2 localize left hip, right hip and left shoulder keypoints of the soccer player, which are described as

(xlhj , y
lh
j ), (xrhj , y

rh
j ) and (xlsj , y

ls
j ), respectively calculate the transformation matrix TA following

equation (2.1) by using the triangle ∆j constructed from (xlhj , y
lh
j ), (xrhj , y

rh
j ) and (xlsk , y

ls
k ) and the

triangle ∆k constructed from (xlhk , y
lh
k ), (xrhk , y

rh
k ) and (xlsj , y

ls
j ) calculate the center point Cj of

the line connected by the left hip and right hip keypoints and the aligned center point of the line C
′
j

with transformation matrix TA as C
′
j = TA × Cj based on the C

′
j and Cj , register Mj to obtain

registered mask image Mj .

Transformation-based Image Registration: It is based on the player detection and keypoints

parsing results from Section 2.3.1. The registration process is described in Algorithm 1.
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The equation for calculating transformation matrix is given below:
x1

y1

1
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x2

y2

1

 (2.1)

where (x1, y1) is the end point from the triangle ∆k and (x2, y2) is the end point from the triangle

∆j , which is shown at the bottom of Fig. 2.4. Once we obtain a sequence of registered mask images

Mj , j ∈ 1 , 2 , 3 , ...,n for the soccer player of interest for each video clip Vi, i ∈ 1 , 2 , 3 , ...,N ,

we calculate the energy image representation IEi . The energy image representation results of

transformation-based image registration is illustrated on the right side of Fig. 2.4.

Thanks to the player’s image registration module, our system does not perform any camera

calibration and the camera operator is allowed to freely pan, tilt and zoom the camera depending

on where the action is happening on the soccer field. For instance, the field-of-view of cameras is

narrow when capturing dribbling and goal shooting actions performed by soccer players because

cameras are moving at a fast speed. Similarly the field-of-view of cameras is wide when the soccer

players are performing Free-Kick shooting in soccer field. Our system can handle these situations

by means of player detection process and players image registration operations.

In this paper, we concentrate on fine-grained analysis of dribbling and shooting skills

performed by soccer players so hip joints are considered with the highest priority to perform the

player’s image registration and we use keypoints parsing results from two sources, Keypoint R-

CNN and Openpose which are shown in Fig. 2.3, to increase chances in obtaining valid hip joints.

However, in situations when hip joints are missing, for example, only one left hip joint is valid, we

take the joint from neck, left shoulder or left knee to perform registration because joints of neck and
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Figure 2.4: Comparisons of the energy image representations with and without image registration.
LH, RH, LS: joints of left hip, right hip and left shoulder. ∆k, ∆j : triangles with coordinates which
are used to calculate the transformation.

shoulders still remain in the main torso of the human body and joints of knee are the closest to the

hip area.

B.2 Self-attentive Processing Modules

1) Self-attentive Feature Extraction: Most of work conducting analysis on soccer players in images

and videos uses convolutional neural networks to extract features with multi-level kernels designed
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for high-level content analysis, e.g., event detection, action spotting, etc. Inspired by recent ad-

vances in natural language processing (NLP) in using self-attention layers for modelling language

tasks, vision transformers have been used widely for object detection, image classification, etc., re-

sulting in competitive performance [110]. In this paper, we propose to use a self-attention module

for extracting energy features from soccer players highlight videos and for modelling soccer players

motion dynamics explicitly, outputting fine-grained motion features, which can be aggregated with

fine-grained energy features for soccer players action classification.

We use the vision transformer backbone [110] for designing feature extraction module.

To elaborate, different from the standard transformers which are designed to accept 1D input, the

vision transformer divides the image X ∈ RH×W×C into a sequence of flattened 2D patches xp ∈

RQ×(P 2×C), where (H,W ) is the resolution of the image, C is the number of channels, P 2 is the

resolution of each image patch and Q = HW/P 2 is the resulting number of patches, which is also

the length of effective input sequence for the vision transformer. Firstly, patch embedding layer is

designed to project the image patches to a pre-defined-dimensional embedding space. Next, a self-

attentive encoder which is composed of a series of self-attention layers with normalization layers is

used to learn features from image patches. Finally, multi-layer perceptron (MLP) layers are used

to output features learned from the input image. The self-attentive feature extractor is shown in

Fig. 2.1(a).

We use this self-attentive feature extraction module to process both registered players en-

ergy image representations after image registration module and player segmentation map after de-

tection with Mask R-CNN over the soccer players videos so that parameters can be shared for multi

features extraction purposes. For instance, given segmentation mask maps Mj , j = 1 , 2 , 3 , ...,n
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as the input, the output of self-attentive feature extraction module can be denoted as Fj , j =

1 , 2 , 3 , ...,n; given one energy image IEi from each soccer highlight video clip i, i ∈ 1 , 2 , 3 , ...,N

as the input, the output can be denoted as Fenergy, where n is the number of frames and N is the

number of videos.

2) Self-attentive Motion Modelling: The self-attentive feature extraction module enables the ex-

traction of features given any types of input images, including energy image, video frames, players

segmentation maps and cropped patches of soccer players, etc. In this section, we introduce how we

design self-attentive motion modelling module by using the features extracted from each player’s

segmentation map in a video sequence and it is shown in Fig. 2.1(b). As aforementioned, segmenta-

tion map of each frame is denoted asMj .j ∈ 1 , 2 , 3 , ...,n in a video sequence Vi.i ∈ 1 , 2 , 3 , ...,N .

The output of each frame after feature extraction operation is denoted as Fj , j = 1 , 2 , 3 , ...,n ,

which is designed as the input to the self-attentive motion modelling module. Inspired by the intu-

ition behind the transformer networks [110] where the input image is divided into patches and the

patch sequence is composed for further processing. We extend the self-attention module in mod-

elling features sequence Fj , j = 1 , 2 , 3 , ...,n where each item in the sequence represents features

extracted from segmentation map Mj , j ∈ 1 , 2 , 3 , ...,n . These operations can be denoted as:

f0 = [F1;F2; . . . ;Fj ], j = 1 , 2 , 3 , ...,n (2.2)

f ′l = SAE(fl−1) + fl−1, l = 1 ...L (2.3)

fl =MLP (fl) + f ′l , l = 1 ...L (2.4)

Fmotion = Norm(fl) (2.5)

where SAE is self-attentive encoder, fl is features from the self-attentive layer l(l = 1 , 2 , 3 , ...,L)

and L = 6 (6 layers are used in our experiments), MLP is multi-layer perception module, Norm
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is a normalization layer and Fmotion is the outputted fine-grained motion features of soccer play-

ers in each highlight video clip. Following the backbone network in [110], positional encoding is

also utilized in Equation (2.2). The self-attentive motion modelling module explicitly encodes the

motion dynamics of soccer players who perform certain fine-grained actions across the video se-

quence. The self-attention module learns motion features with context information that spans long

duration. Our expectation is that motion dynamics of players’ fine-grained actions can be encoded

as fine-grained motion features which can be aggregated with fine-grained energy features and the

aggregated features so obtained can contribute collaboratively to the classification of soccer players’

fine-grained actions.

B.3 Learning Energy-Motion Feature for Classification

We propose to design a energy-motion feature aggregation module which takes the fine-grained

motion features and fine-grained energy features outputs a player’s action classification prediction.

Motion features are directly obtained from the motion modelling module which encodes motion

features of fine-grained actions played by soccer players in soccer highlight videos. Fine-grained

energy features are the output of the feature extraction module (see Fig. 2.1) given the registered

energy image of a player. We give special considerations to using the registered energy image as

query and key features to learn players’ fine-grained action information and using motion features

as value features to explicitly acccount for the motion dynamics. This can allow the model to focus

on learning fine-grained features.

The proposed energy-motion features aggregation module takes the energy features

Fenergy ∈ RN×De and motion features Fmotion ∈ RN×Dt as the input to compute aggregated
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energy feature, and then the aggregated energy-motion features are used for soccer players’ fine-

grained actions classification. The aggregated energy-motion features are given by

Fenergy−motion = Fmotion+

g(δ(Fenergy), ω(Fenergy))θ(Fmotion)
(2.6)

where δ, ω and θ are the projection functions for the query, key and value, which are given by

δ(Fenergy) = WqueryFenergy,

ω(Fenergy) = WkeyFenergy,

θ(Fmotion) = WvalueFmotion,

(2.7)

where Wquery, Wkey and Wvalue are learnable parameters. The g function consists of two op-

erations which are matrix multiplication and softmax, respectively. The aggregated energy-motion

features will be flattened and used for soccer players’ fine-grained action classification. We apply

two fully-connected layers with normalization and DropOut layers and the output is denoted as y,

which represents probabilities of current input soccer player’s highlight video belonging to the cor-

responding fine-grained style. Finally, the output y can be used to calculate cross-entropy loss for

training the whole network. The cross-entropy loss, given each input data, is calculated as

L = −
M∑
c=1

yclog(y) (2.8)

where M is number of classes, log is the natural log function, yc is the binary indicator (0 or 1) if

class label c is ground-truth or not and y is the predicted probability that the input is of class c. The

architecture of energy-motion features aggregation module is shown in Fig. 2.1(c).
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Figure 2.5: Examples from our fine-grained soccer players highlight video datasets. Fine-grained
styles from the first row to the last row: Stepover, Elastico, Chop, Penalty-Kick shooting, Goal
shooting and Free-Kick shooting.

2.4 Experimental Results

2.4.1 Soccer Players Highlight Video Datasets

We collect soccer players highlight video datasets from three different sources. Overall,

there are two coarse-grained classes of soccer players actions, dribbling and shooting, and six fine-

grained types of players actions. Fig. 2.5 presents examples of our dataset and Table 2.1 shows a

summary of our dataset. We provide the details of data source, collection and statistics in following

paragraphs.
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Table 2.1: Summary of the Soccer Players Highlight Video Datasets. Abbreviations: P: Soccer
Player, B: Soccer Ball, G: Goalkeeper, DW: “Defensive Wall”, OoI: Object of Interest.

Soccer Players Actions No. Resolution OoI
D

ri
bb

lin
g Stepover 102

min(720× 1920) P
Elastico 49

Chop 82
max(1280× 1920) B

Subtotal 233

Sh
oo

tin
g Penalty-Kick 114

min(240× 320) P, B, G
Goal 183

Free-Kick 39
max(720× 1280)

P, B, G, DW
Subtotal 336 P, B, G, DW

Total 569 Multiple resolutions P, B, G, DW

Soccer Players Dribbling Videos: Dribbling is one of the most fundamental skills in

soccer games. In particular, only these top-tier soccer players can perform professional offending

dribbling skills smoothly, so we start to collect soccer dribbling videos from real soccer matches by

searching and crawling on Youtube. We collect 233 soccer dribbling video clips from real soccer

games with more than 4,600 frames and each dribbling video clip is annotated with the correspond-

ing fine-grained dribbling style name: Stepover, Elastico and Chop. Dribbling styles annotations are

based on the terminology used in soccer games. The Stepover is the style where soccer players will

use their non-dominant foot to pretend kicking the ball to one direction but go over the ball in actual

to evade defenders. The Elastico is the style where soccer players use outside of their dominant

foot to push the ball to one direction, then change to move to reverse direction with ball. The Chop

is the style where soccer players use one foot to kick the ball to the reverse direction behind their

body. To elaborate, there are 102, 49 and 82 video clips of each dribbling styles Stepover, Elastico

and Chop, respectively. It should be noted that these dribbling skills are always performed by soccer

players within 1 second to ensure ball possession for subsequent movements. The average length of
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video clip is around 0.9 seconds. The minimum length is only 0.5 seconds. The maximum length is

4.9 seconds. Most of video clips are at the resolution of 720×1920 with a few of the video clips are

at 1280× 1920. Each video clip contains soccer players and ball which are the objects of interests.

Figure 2.6: The view of CVAT and an example of annotating operation.

Soccer Players Shooting Videos: Soccer players shooting videos are collected from two

sources in three different fine-grained type: Penalty-Kick Shooting, Goal Shooting and Free-Kick

Shooting. The Penalty-Kick shooting is the case when a soccer player is allowed to take a single

shot on the goal while it is defended seriously by the opposing team. The shot is taken from the

penalty mark, which is 11m (12 yards) from the goal line and centred between the touch lines in

soccer field. Goal shooting is the action when soccer players kick the soccer ball for goal. Free-

Kick shooting is the case when an unopposed kick is taken by a player to restart the play after

an opposition player has committed a foul. A player must take a free-kick from the exact location

where the offense has occurred, and the play does not restart until the ball clearly moves.
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Example frame of Free-Kick Shooting Videos

Soccer player Soccer player 
with soccer ball

Soccer ball

Detailed Annotations
Goalkeeper

“Defensive Wall”

Detailed Semantic Segmentation Map

Figure 2.7: Detailed multi-level annotations of one example frame in a soccer player highlight
video.

Firstly, as Penalty-Kick shooting happens rarely in soccer matches, we collect videos

that belong to the class “SoccerPenalty” from the UCF-101 [384] dataset which contains videos

from 101 different classes. In total, there are 114 videos with more than 11,000 frames, including

soccer matches that are captured from different soccer leagues around the world and soccer training

highlights played by teenage players. The resolution of all videos is 240× 320.

Secondly, for the players Goal shooting and the Free-Kick shooting videos, we collected

video data from three different soccer matches. The matches played by the teams were recorded

using a single Canon XA10 video camera. The camera was installed at a height of 15 feet and 20

feet away from the horizontal baseline of the soccer field. The resolution of the recorded video is

1280 × 720. The camera operator was allowed to pan and zoom depending on where the action

is happening on the soccer field in order to collect high resolution (720 × 1280) and good quality

images with enough pixels on a player’s body. For videos in these three matches, we cropped video
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clips where soccer players are performing these two actions and collected the data as part of our

soccer players highlight video datasets. There are 183 Goal shooting video clips with more than

23,000 frames and 39 Free-Kick shooting video clips with more than 4,700 frames. For all players’

fine-grained shooting video clips, the average length is around 3.5 seconds. The minimum length is

2 seconds. The maximum length is 7.3 seconds.

Overall, our dataset is setup with the following features:

• Soccer players in our dataset are from a variety of soccer games, including soccer matches of

top leagues in Europe, Asia, etc., as well as soccer matches among high school teams in the

USA.

• Data are collected with diversity of participants maintained. Soccer players include profes-

sional adults players from various countries and students from high schools.

• Data are at varying resolutions. Most of the videos are at high resolution which is either

720×1920 or 720×1280.

• Detailed annotations are provided. Soccer players, ball, goalkeepers, etc., are annotated in

each frame, which can be used for multiple purposes (See Section 2.4.2).

2.4.2 Annotations

We use the open-source annotation tool-CVAT [367] to annotate soccer-related objects

of interests in each frame of soccer players highlight videos. CVAT provides users with a set of

convenient instruments for annotating digital images and videos. It allows users to annotate images
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with four types of shapes: boxes, polygons, polylines, and points. The collected dataset was an-

notated by five experts (initials of the annotators are: RL, TF, SW, XZ, AS).

Table 2.2: Annotation time of the the fine-grained action label on Soccer Players Highlight Video
Datasets.

Soccer Videos Soccer-related Actions Annotating Time
Dribbling Dribbling

5s∼10s
Dribbling Defending
Shooting Shooting

20s∼30s
Shooting Defending
Shooting Goal Saving
Shooting Defending with “Defensive wall”

Firstly, we load each soccer player’s highlight video on CVAT platform, given an image

frame, we draw bounding boxes over the soccer-related objects of interests, e.g., soccer dribbling

players, soccer ball, goalkeepers, etc. Secondly, we go through all the frames in each video and

annotate all soccer-related objects. Finally, we export the dataset and corresponding annotations in

various formats, including COCO object detection [254], Pascal VOC semantic segmentation [118],

etc., so that researchers can use the dataset for different purposes. An annotation example is shown

in Fig. 2.6. It should be noted that soccer player’s highlight video might contain non-relevant con-

tent, e.g., soccer players are waiting for whistles from the referees. During the annotating process,

we skip these frames. Therefore, in each highlight video clip, we concentrate on the period when

the soccer players of interest are demonstrating professional skills and ensure the player’s action is

complete.

We also provide annotations of goalkeepers and players who are involved in the “defensive

wall” which is the tactic that is particularly used in Free-Kick shooting. A detailed multi-level

annotation example is shown in Fig. 2.7.
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Table 2.3: Annotation time for the Soccer-related Objects in Soccer Players Highlight Video
Datasets.

Soccer-related Objects of Interest Bounding Box (per object)
Dribbling Players 5s ∼ 7s

Shooting Players 4s ∼ 5s

Goalkeepers 4s ∼ 5s

Soccer Balls ∼ 2s

Defense Players 4s ∼ 7s

Goal Area ∼ 10s

“Defensive Wall” 5s ∼ 10s

In the following paragraphs, we present annotation efforts spent on the collected dataset.

To record annotating time, we randomly select 10% of video clips for each fine-grained action based

on the length of a video. Table 2.2 presents the annotation time for the fine-grained action label.

Annotating shooting videos normally takes longer because shooting video clips always contain more

soccer players and it takes longer to identify fine-grained actions played by soccer players and

goalkeepers. Table 2.3 presents the annotation time to obtain the bounding box for each object

of interest in each frame in soccer videos. Table 2.4 presents the runtime for detection, semantic

segmentation and human body keypoints results for each frame in soccer videos by using Mask

R-CNN [162] and Openpose [48].

Table 2.4: Runtime for generating semantic segmentation and human body keypoints by runing
third-party algorithms on Soccer Players Highlight Video Datasets.

Algorithms Outputs Speed (FPS)
Mask R-CNN [162] Detection, Semantic Segmentation ∼8.5

Openpose [48] Human body Keypoints ∼10.0
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Table 2.5: Results of soccer player and soccer ball detection with Mask-RCNN framework. Detec-
tion performance measured by average IOU (%) and inference speed (FPS) are shown.

Soccer Video Type
Average IOU (%) Average Speed

Soccer Player Soccer Ball (FPS)
Dribbling 84.48% 65.82% 8.43

Penalty-Kick 57.22% 26.49% 9.36
Goal 57.97% 23.87% 8.19

Free-Kick 56.01% 25.14% 8.00
Average 63.92% 35.33% 8.50

2.4.3 Implementation Details

We trained and evaluated our approach on the collected highlight video datasets. The

framework of our approach is implemented using PyTorch [315] on 1 NVIDIA 1080Ti GPU.

2.4.4 Results of Soccer Player and Ball Detection

The first experiment evaluates the detection performance of soccer players and soccer

balls. As introduced in Section 2.3.1, we use the Mask R-CNN [161] for soccer player and soccer

ball detection because it can output bounding boxes, segmentation masks and human body key-

points in a single pass. We used Intersection Over Union (IOU) between the ground-truth and

predicted bounding box and the speed of performance during inference in Frames Per Second (FPS)

as metrics. The model is trained on the COCO dataset [254] and then evaluated using highlight

videos of soccer players. We chose the model trained on the COCO dataset because it has a lot of

diverse images for the class “Person” to which soccer players and goalkeepers belong to and the

class “sportsball” to which class the soccer balls belong to. Table 2.5 shows the detection results on

the soccer highlights videos. It should be noted that the detection results are based on all ground-

truth annonations in the dataset, not simply the dribbling and shooting players. From Table 2.5 it
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Figure 2.8: Confusion matrix of players’ fine-grained shooting action analysis using our method.

can be observed that average IOU accuracy of player detection is 63.92% and soccer ball detec-

tion is 35.33%, with an average of 8.5 FPS inference time. It is to be noted that the average IOU

accuracy of both soccer players and soccer balls in soccer dribbling videos are far higher than the

IOU accuracy of that in shooting action videos, which is 84.48% for soccer players and 65.82% for

soccer balls. This is because dribbling videos are captured using a camera that is moving along with

soccer players when players are performing actions, while shooting action videos in our dataset are

recorded using a camera with a larger field-of-view located far away from soccer players when they

perform these actions. This setting is common in soccer games because for dribbling, people are

more focused on how soccer players are performing actions; while for shooting, people are also

looking at referees, goalkeepers who are always at a distance between soccer players.
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2.4.5 Results and Comparisons of Soccer Players’ Fine-grained Action Analysis

We present results and discussions on shooting, dribbling and mixed shooting and drib-

bling analysis, respectively. We compare the proposed method with a range of existing algorithms

which belong to three categories. The first category includes video-based methods. To elaborate, we

use 3D-ResNet with two network designs (18 and 50 layers) proposed by Kataoka et al. [158, 203]

and ResNet(2+1)D proposed by Tran et al. [403]. In 3D-ResNet, full 3D convolution is carried

out while in ResNet(2+1)D networks, a spatial 2D convolution followed by a temporal 1D con-

volution is used in each of the layers. Both works are designed for activity recognition and their

models are pre-trained on Kinetics [50] dataset. We mainly fine-tune the last convolutional blocks as

well as final fully-connected layer on soccer highlight video datasets. Besides, we also test the video

swin transfomer [276] by fine-tuning last two convolutional blocks with the Kinetics [50] pretrained

model on our datset. The second category contains skeleton-based methods. We use ST-GCN [451],

ST-RT [325] and PoseC3D [112]. The third category mainly contains the baseline method which

is presented in [242]. On each task, we split soccer highlight videos into train-validation-test sets.

For the dribbling videos, as they are collected from a wide range of Youtube videos from diverse

sources, we perform random sampling to generate the the split. For the shooting videos, as the

match ids of partial dataset are available, we perform random sampling per match to generate split

if the match id is available. We evaluate different algorithms using 5-fold cross validation for a fair

comparison and present average precision, recall and F1-score [142] for all players actions. The av-

erage precision (AP) is defined as: AP = 1
N

∑N
i=1 Precision(i), the average recall (AR) is defined
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Table 2.6: Results of players’ fine-grained shooting types classification on soccer players shooting
highlight videos. Best results are in bold. Players’ fine-grained shooting actions: Penalty-Kick,
Goal, Free-Kick. 18 & 50: 3DResNet with 18 and 50 layers.

Methods Registration AP AR A-F1
Tran et al. [403] ✗ 0.480 0.492 0.486

Kataoka et al. [203] (18) ✗ 0.672 0.649 0.660
Kataoka. et al. [203] (50) ✗ 0.591 0.564 0.578

Liu. et al. [276] ✗ 0.717 0.65 0.681
Yan et al. [451] ✗ 0.665 0.646 0.656

Plizzaria et al. [325] ✗ 0.835 0.671 0.741
Duan et al. [112] ✗ 0.573 0.554 0.563

Li et al. [242] (baseline) ✓ 0.852 0.745 0.788
EMA-Net (Ours) ✓ 0.929 0.933 0.931

as: AR = 1
N

∑N
i=1Recall(i) and the average F1-score (A-F1) is defined as: A–F1 = 1

N

∑N
i=1 F1

–score(i), where in each equation, i is the each action class, N is the number of total action classes.

Comparisons and Results of Players’ Fine-grained Shooting Classification

Soccer players’ fine-grained shooting evaluation is conducted with 242 training 30 valida-

tion and 64 test video clips. Table 2.6 presents the results and comparisons of players’ fine-grained

shooting action analysis between our method (EMA-Net) and a range of video-based algorithms.

From Table 2.6, it can be observed that our method (EMA-Net) achieves the best performance

in classifying players’ fine-grained shooting actions, with the average f1-score of 0.931, which is

∼0.15 higher compared with the baseline method proposed by Li et al. [242]. We note that more

gain comes from the high average recall, which is 0.933 using our method. It is observed that

video-based methods which use standalone convolutional neural networks achieve relatively low

performance in players’ fine-grained action classification. For instance, the best performance is

obtained with as average f1-score of 0.66 by using 3D-ResNet18. Video swin transformer shows
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good generalizability on fine-grained action analysis compared with 3D-ResNet, which gives 0.68

as the average f1-score. Among skeleton-based human action analysis methods, ST-RT proposed

by Plizzaria et al. [325] gives the best performance with 0.741 as the average of f1-score. We

discuss that these methods mainly show advantages on coarse-grained action analysis driven by

large-scale training strategy, which is extremely challenging in fine-grained analysis with limited

data and annotations, especially in sports community. However, using energy image representation

can leverage complex temporal and spatial information into one single image representation for the

model to learn fine-grained features for players action classification; this is validated by comparing

the results with Li et al. [242].

Our method, which takes the next subsequent step to aggregate explicit motion features

from the motion modelling module with energy features extracted from energy image representation

provides the best performance in classifying players’ fine-grained shooting actions. It also validates

our expectations that by using motion features as an auxiliary feature set aggregated with energy

features, the model can perform better with the aggregated features due to the capture of enhanced

motion dynamics. Besides, it can be observed that image registration is important for players’ fine-

grained action classification. This is because without players registration, the motion of the players

across the video sequences and the motion of each part of human body within each frame are quite

different and this causes feature-points-based transformation in standalone convolutional neural net-

works to be inaccurate. Therefore, our framework not only extracts features from registered energy

image representation for players actions but also extracts features by encoding motion dynamics of

soccer players explicitly, and both modules collaboratively provide improved model performance.
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Fig. 2.8 presents the confusions matrix of players’ fine-grained shooting action analysis

using our method. It can be observed that penalty shooting style is easier to be miss-classified to

other two styles, especially to free-kick shooting. Our method shows good performance in clas-

sifying goal shooting. However, the current dataset still suffers from insufficient data, especially

for free-kick shooting. We expect to continue extending the current dataset and provide extensive

discussions in Section 2.4.7.

Comparisons and Results of Players’ Fine-grained Dribbling Classification

Soccer players’ fine-grained dribbling evaluation is conducted with 157 training, 31 vali-

dation and 45 test video clips. Table 2.7 presents the results and comparisons between our method

(EMA-Net) and a range of existing video-based methods. From Table 2.7, it can be observed that

our method (EMA-Net) achieves the best performance, with the average 0.767 f1-score, which is

around ∼0.09 higher compared with the baseline method proposed by Li et al. [242]. Moreover,

similar observations, with those in Sec. 2.4.5, are made that methods with standalone 3d convolu-

tional neural networks cannot give ideal performance for classifying fine-grained actions. One of

the reasons is that training such kind of models requires a large amount of data, but only few soc-

cer video datasets contain dribbling actions so obtaining a large number of video data for training

is expensive. Video swin transformer has shown improved performance with the average f1-score

of 0.632. Among skeleton-based methods, the method proposed by Duan et al. [112] can achieve

0.624 on average f1-score. For fine-grained action analysis, our method, which uses energy image

representation can leverage complex motion and spatial information into one single image repre-

sentation which provides strong and valid signals for the model to learn fine-grained features for

players action classification. In addition, our method fully exploits and encodes motion dynamics in
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Table 2.7: Results of players’ fine-grained dribbling styles classification on soccer dribbling high-
light videos. Best results are in bold. Fine-grained dribbling actions: Stepover, Elastico, Chop. 18:
3DResNet with 18. †: only parameters of the last block in the model are optimized.

Methods Registration AP AR A-F1
Kataoka. et al. [203] (18) ✗ 0.525 0.439 0.478
Kataoka. et al. [203]† (18) ✗ 0.619 0.449 0.520

Liu. et al. [276] ✗ 0.656 0.610 0.632
Yan et al. [451] ✗ 0.553 0.517 0.534

Plizzaria et al. [325] ✗ 0.661 0.546 0.598
Duan et al. [112] ✗ 0.718 0.553 0.624

Li et al. [242] (baseline) ✓ 0.674 0.668 0.671
EMA-Net(Ours) ✓ 0.776 0.760 0.767

motion features which are aggregated with energy features. This enables the model to further learn

fine-grained signals for improved fine-grained dribbling action classification performance.

Fig. 2.9 presents the confusions matrix of players’ fine-grained dribbling action analysis

using our method. It can be observed that the stepover style is easier to be miss-classified to chop

style. A relative good performance can be observed in classifying stepover style.

Compared with the player’s shooting actions, we argue that player’s dribbling analysis

suffers from poor performance due to four main reasons. First, dribbling skills are way more com-

plicated than shooting styles. Based on our empirical observations, only top groups of professional

players can consistently show fancy dribbling skills in professional soccer leagues where soccer

freshmen and fans always try to imitate these skills. Second, the status of a soccer player who is

performing dribbling skills is quite different from the one in performing shooting. Soccer players

are moving at a fast speed when they are performing dribbling skills and sometimes there are phys-

ical confrontations. While in shooting movements, especially, in penalty shooting and free-kick

shooting, soccer players are moving in a relatively stable conditions and are supposed to be able to
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Figure 2.9: Confusion matrix of players’ fine-grained dribbling action analysis of our method.

perform shooting movements much more smoothly, and this can largely remove noises from fine-

grained shooting analysis. Third, it should be noted that our paper explicitly includes the soccer

ball in all players’ fine-grained analysis. Soccer ball moves differently and it can implicitly provide

cues for helping players’ fine-grained shooting analysis. Fourth, we only concentrate on analyzing

the fine-grained movements performed by the dribbling player and soccer ball in dribbling analysis.

While, additional contextual information is leveraged in shooting analysis, which is explained as

one limitation in Section 2.4.7.

Comparison of Results of Players’ Fine-grained Action Classification

Soccer players’ fine-grained shooting and dribbling evaluation is conducted with 397

training, 62 validation and 110 testing video clips. Experimental results are shown in Table 2.8.

From Table 2.8, we observe that our method (EMA-Net) achieves the best performance in classi-
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fying fine-grained actions of various styles, with the average 0.794 f1-score, which is 0.09 higher

compared with the method proposed by Li et al. [242]. We can also observe that video swin

transformer gives competitive performance with the average 0.684 f1-score, which demonstrates

the superiority of transformers networks. Among skeleton-based methods, the method proposed

by Duan et al. [112] achieves the average 0.671 f1-score, which shows its robustness when more

data are given for training. Our method, which uses energy features from energy image represen-

tations and motion features from segmentation maps can collaboratively provide strong signals for

the model to learn fine-grained features for action classification.

Table 2.8: Results of players’ fine-grained actions classification including dribbling and shooting
actions on soccer players highlight videos. Best results are in bold. Players’ fine-grained actions:
Stepover, Elastico, Chop, Penalty-Kick, Goal, Free-Kick. 18 & 50: 3DResNet with 18 and 50
layers.

Methods Registration AP AR A-F1
Kataoka. et al. [203] (18) ✗ 0.502 0.541 0.521
Kataoka. et al. [203] (50) ✗ 0.672 0.476 0.557

Liu. et al. [276] ✗ 0.717 0.654 0.684
Yan et al. [451] ✗ 0.619 0.624 0.621

Plizzaria et al. [325] ✗ 0.528 0.570 0.548
Duan et al. [112] ✗ 0.707 0.639 0.671

Li et al. [242] (baseline) ✓ 0.713 0.698 0.705
EMA-Net (Ours) ✓ 0.799 0.790 0.794

Fig. 2.10 presents the confusions matrix of players’ fine-grained shooting and dribbling

action analysis using our method. We observe a decrease in classification performance on dribbling

styles, while classification performance on shooting styles remains relatively good. In particular,

goal shooting has become one of the major classes that causes confusion. We argue that the main

reason for it is that the goal shooting styles are performed under similar conditions as dribbling

movements, e.g., high speed, physical confrontations. To mitigate this issue, we discuss that adding
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an umbrella classification module, for close view or long view, could be helpful in improving soccer

players’ fine-grained analysis with all fine-grained styles. However, we argue that it could pose

additional problems. In players’ shooting movements, we have observed that the camera is always

moving from long view to close view because the camera is controlled to capture the scene with

large field-of-view at the beginning and then the camera is steered to move in a fast speed to track

the soccer ball, which might cause difficulties in distinguishing view types (narrow-field-of-view

(“close”) vs. wide-field-of-view (“far/long”)) and it could make simply estimating long view and

close view not work. Based on this observation, we discuss one potential solution which is explained

in the following. One can add an additional branch, named as view estimation, along with player

detection and keypoints parsing modules to estimate view corresponding to each frame in a video

clip. Then the estimated view information can be encoded in the motion modelling module or a

separate light module can be designed to output view elapsing features. We believe it could be

helpful but this requires additional camera meta information, which could be an interesting future

work.

2.4.6 Ablation Study

In this section, firstly we perform ablation studies to evaluate how features from each

module contributes to the proposed framework (EMA-Net). Secondly, we conduct extensive exper-

iments on players’ fine-grained shooting action classification with the consideration of goalkeepers

actions in soccer games.
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Figure 2.10: Confusion matrix of players’ fine-grained shooting and dribbling action analysis.

Table 2.9: Ablation Results of players’ fine-grained shooting action classification on player shooting
highlight videos. Best results are shown in bold. Players’ fine-grained shooting actions: Penalty-
Kick, Goal, Free-Kick.

Methods
Energy Motion Fusion

A-F1
Features Features Method

EMA-Net ✓ ✗ ✗ 0.788
EMA-Net ✗ ✓ ✗ 0.424
EMA-Net

✓ ✓
Naive

0.817
(LSTM Motion) Fusion

EMA-Net
✓ ✓

Naive
0.886

(GRU Motion) Fusion
EMA-Net

✓ ✓
Naive

0.910(Ours full model) Fusion
EMA-Net

✓ ✓
Energy-Motion 0.931(Ours full model) Aggregation

Contributions of Features from Each Component

We run EMA-Net with three different network designs, which are with energy features

module removed, motion modelling module removed and with none of the modules removed. Be-
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sides, we also conduct ablation experiments by using LSTM and GRU functions for designing

motion modelling module and simply using a naive feature fusion module to replace the proposed

energy-motion features aggregation module. The tested naive feature fusion module consists of a

series of fully-connected layers with normalization, activations and DropOut layers. We conduct

experiments on soccer players’ fine-grained shooting highlight videos and the experimental results

are shown in Table 2.9. From Table 2.9, the last row shows the results by using the EMA-Net which

is the proposed framework. The third row is the results by using the EMA-Net without energy

features. The second row shows the results by using only the energy features, which is also the

same as the baseline method proposed by Li et al. [242]. It can be observed that using only energy

features extracted from energy image representation gives better performance (0.788 vs. 0.424) than

using only the motion features from motion modelling module. Using motion features alone would

saturate the model to learn valid signals for players’ fine-grained action classification, which is also

observed in Sec. 2.4.5 and Sec. 2.4.5. However, using motion features as an auxiliary signal to be

aggregated with energy features can improve the model performance significantly. In addition, from

the fourth, fifth and the last rows in Table 2.9, it is observed that motion features outputted from the

motion modelling module with different designs can consistently help in players’ fine-grained ac-

tion analysis. Among various motion modelling designs, our method with transformer-based design

gives the best performance. Finally, by comparing the last two rows, it is observed that, compared

with a naive feature fusion method, the proposed energy-motion features aggregation module shows

superiority in aggregating both energy features and motion motion features for soccer players’ fine-

grained action analysis.

48



Table 2.10: Ablation results of fine-grained action classification on soccer players shooting videos
with the considerations of goalkeepers’ actions. Players’ fine-grained actions: Penalty-Kick, Goal,
Free-Kick, Goalkeepers’ Goal Saving.

Methods A-F1
Li et al. [242] (Baseline) 0.563

EMA-Net (Ours) 0.683

The Role of Goalkeeper’s Saving Actions

As far as we know, none of the existing work has conducted action analysis that involves

both soccer players and goalkeepers. We conduct players action classification by considering actions

performed by soccer players for Penalty-Kick shooting, Goal shooting and Free-Kick shooting, and

Goal saving by goalkeepers. We use all 336 players shooting videos and split them into train-

validation-test sets where each consists of 241, 30 and 65 video clips, respectively. For each video

clip, we use goalkeeper tracklet separately, resulting in additional 230 tracklets for training, 30

tracklets for validation and 65 tracklets for testing. Table 2.10 presents ablation experimental results

for 5-fold cross validation and comparison with the baseline method proposed by Li et al. [242].

It can be observed that the proposed framework consistently outperforms the baseline method in

classifying players’ fine-grained actions in considering actions performed by soccer players and

goalkeepers in soccer games.

2.4.7 Discussions on the Future Applications and Limitations

Compared with most of the existing video datasets, sports videos contain far richer in-

formation and are way complex in scenes, objects, motions, noises, etc., which pose sports video

analysis to be extremely challenging. In this work, we focus on soccer players’ fine-grained ac-

tion analysis. We collect soccer highlight video datasets and provide annotations for each frame
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in each video. This dataset can be extended by introducing a wider range of soccer players’ fine-

grained movements. For instance, one can analyze short ball pass and long ball pass, and passing

soccer ball with different kicking styles, e.g., back heel, side and instep, etc. Besides, we argue that

“goalkeeper” plays an important role in soccer games and it has not received sufficient attention.

Analyzing goalkeepers’ actions could lead to important future directions. For instance, one can an-

alyze the success/fail ratio of the “goal saving” performed by goalkeepers and such kind of analysis

could be conducted given the data that includes the front view of goal area and goalkeepers’ move-

ments towards soccer ball. In addition, it would be interesting to perform fine-grained interaction

analysis among a group of soccer players and the soccer ball, which could be beneficial to under-

stand team tactics. Finally, researchers would also be interested in non-players’ fine-grained action

analysis, including the chair referee, two assistant referees, the fourth official referee, coaches and

the ball boy, etc., and semantic analysis based on these identities could be conducted in the future.

Moreover, when extending soccer players action analysis from dribbling/shooting to other

fancy actions, our joints-based image registration algorithm can be applied directly or extended

accordingly based on certain fine-grained analysis of interests. For instance, to researcher who may

be interested in players’ head jump, joints of upper human body would become more interesting.

Therefore, hip-joints based registration can be adapted to shoulder-joints based registration because

we think that head poses are directly connected with the player’s head movements and in turn

support head motions for player’s fine-grained head-jump analysis. Similarly, another example for

throw-in can be explained as well. Joints-based registration can be utilized for analyzing long throw-

in and short throw-in actions performed by players in soccer games. It is expected that extensive

fine-grained actions and annotations to be consistently added in the future. After extending the
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dataset, a wide-variety of objects, motions and tactics could be analyzed further, e.g., fine-grained

defending skills, referee hand gestures, coaches’ tactics, etc. Besides, based on the extending dataset

which is relatively large-scale, existing algorithms [112, 276] could be leveraged during the training

and integrating these design ideas with current framework for new mechanism.
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Chapter 3

RECLIP: Resource-efficient CLIP by

Training with Small Images

3.1 Introduction

Representation learning is a foundational problem in computer vision and machine in-

telligence. Effective image representation can benefit a myriad of downstream tasks, including

but not limited to image classification, object detection, semantic segmentation, and 3D scene

understanding. In the past decade, the community has witnessed the rise of supervised learn-

ing [94, 385], then self-supervised learning [65, 160, 17], and most recently language-supervised

learning [336, 188, 457]. Language-supervised representation gains much traction for its excep-

tional versatility. It exhibits outstanding performance in zero-shot classification [336], linear prob-

ing [336, 457], few-shot learning [496], full finetuning [108], and finds great applications in text-

guided image generation [338]. Much like the role of supervised pretraining [94] before, language-
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supervised pretraining has emerged as a simple yet powerful methodology for representation learn-

ing today.

Traditional supervised learning uses a predetermined set of labels, and is effective across

a wide range of data and computational resources. In contrast, natural language offers richer learn-

ing signals such as object categories or instances, named-entities, descriptions, actions, and their

relations at multiple levels of granularity. Unfortunately, this rich supervision also leads to a higher

level of noise in the data, where many image-text pairs have only loose connections. To address

this noise, data and computational scaling have proven to be highly effective and necessary. For

example, training CLIP models require ∼3k V100-GPU-days, and likewise CoCa requires ∼23k

TPU-v4-core-days. Apart from the lengthy training time, the large batch requirement of contrastive

learning recipes also demand substantial amount of device memory at all times. These factors limit

the research of language supervised learning to institutions with high-end infrastructure, and hinder

the exploration by the broader community.

Thus, improving efficiency of contrastive training has drawn substantial research interest.

For example, [468] precomputes the image features by a pretrained classification model to reduce

the training cost. [467] utilizes sigmoid loss to avoid the use of all-gather operation and improves

learning with a smaller batch size. Moreover, [454] leverages masked images to speed up con-

trastive learning. The community have also explored smaller batch sizes [109] or curated academic

datasets [246, 231] for contrastive learning. However, it is not clear how well the findings in smaller

batch and data size settings generalize to larger batch and data size.

We present RECLIP (Resource-efficient CLIP), a simple method designed to make CLIP

more affordable and reproducible for the community (see Fig. 6.3). Consider images 1-3 in the top
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Figure 3.1: Top: Resource-efficient CLIP (RECLIP) training pipeline. Bottom: existing CLIP
training methods. RECLIP leverages small images for the main training phase which significantly
reduces computational resource requirements through much shorter image sequence length.

left of Fig. 3.1. Humans can effortlessly match the images with the corresponding texts below them,

e.g.“a boy is playing a soccer ball in grass” matching image 1. Although the images are only of

size 64 × 64, they contain adequate amount of visual information for pairing with texts. Our main

insight is to train on small images during the main training phase, and finetune the model with high-

resolution images for a short schedule in the end. Intuitively speaking, our approach re-introduces

the idea of “coarse-to-fine” from classical computer vision to contrastive learning, whereby pretrain-

ing incorporates high-level information from small images and finetuning enables the model to re-

focus its attention on the important details. There is no need for multi-view supervisions [246, 454],

feature distillation [231], other contrastive losses [467], pretrained classifiers [468], or image mask-

ing [247]. Surprisingly, RECLIP achieves highly competitive zero-shot classification and retrieval

performance using 64× 64 images, which significantly reduces computational resource usage. We
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attribute this to the complexity of image tower being quartic with respect to the image size (see

Eqn. 3.4).

In addition, RECLIP demonstrates the efficiency and effectiveness of using short sequence

length for image language representation learning. Existing image-text pretraining methods typi-

cally use long sequence lengths, e.g.441 [336] or 784 [457] to achieve strong downstream zero-shot

transfers. Long sequence image encoding has been validated to benefit image classification [27]

and object detection [66] with vision transformers. [175] find the sequence length is a key factor

for masked image representation learning. Different from these methods that advocate for long se-

quence length, RECLIP demonstrates that using only 16 tokens for the image encoding is sufficient

for the main training phase, and can achieve highly competitive zero-shot transfer capabilities via

a short high-resolution finetuning schedule. Interestingly, our image sequence length is 4 to 5×

shorter than the text sequence lengths of popular recipes e.g.76 [336] or 64 [457].

Compute Resource (cores × hours ) Compute Resource (cores × hours )
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Figure 3.2: Zero-shot accuracy vs. compute resource in cores×hours trade-off. RECLIP-X: RE-
CLIP training for 300k and 600k steps with image size X where X = 64, 80, 112. RECLIP-64-
F20k: RECLIP-64 finetuned for 20k steps. Our CLIP repro.: our reproduction of CLIP [336].
Zero-shot image-text retrieval results are averaged from image-to-text and text-to-image Recall@1
on two benchmark datasets, Flickr30K [327] and MSCOCO [70]. RECLIP consumes significantly
less compute resource and is more accurate on zero-shot image-text retrieval and highly competitive
classification results on ImageNet-1K validation set.
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In Fig. 3.2, we present zero-shot classification and retrieval performance, and resource

costs in cores×hours of training RECLIP models and the baseline model for short and long sched-

ules. Experiments show that, using the same batch size and training steps, RECLIP reduces the

computation resources by 6 to 8× and largely preserves the classification and retrieval accuracy.

When comparing to state-of-the-art (SOTA) methods, RECLIP significantly saves resource usage

by 5 to 59× and shows highly competitive zero-shot classification and retrieval accuracy. Apart from

image-level tasks, we explore transfer learning of RECLIP to open-vocabulary detection tasks [148],

which typically requires high-resolution images for small object recognition. Surprisingly, RECLIP

achieves 32 APr, matching the state of the art performance of RO-ViT [207] on LVIS benchmark.

This demonstrates the potential of RECLIP for region and pixel-level tasks beyond image-level

understanding. We believe RECLIP could enable the broader research community to explore and

understand language supervised pretraining in a more resource friendly setting.

3.2 Related Work and Our Contributions

3.2.1 Learning with Low-Resolution Images

Deep learning techniques have been utilized on a wide-variety of computer vision tasks,

e.g.visual recognition [162, 110], video analysis [403], images generations [338], etc. Most of

existing work follow the standard training and testing paradigms to exploit very deep models by

using images with the fixed resolution, e.g.224 × 224. This setting has been one of fundamental

standards for various computer vision tasks. However, an increasing number of studies have been

conducted to investigate to train deep learning models with low-resolution data. [402] have observed

significant discrepancy on image sizes caused by augmentation methods during the train and test
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period, and further validated the effectiveness of using lower resolution images for training than

testing. Driven by the needs for specific tasks, e.g.face recognition, surveillance images analysis,

etc., [379, 380] and [180] study learning with low resolution images and generally focus on using

high resolution images as auxiliary data to help to train models with low resolution data, which

causes difficulties to generalize on broader visual recognition tasks. For video understanding, [440]

propose to use variable mini-batch shapes with different spatial-temporal resolutions for training

deep video models and obtain optimal performance and time trade-offs. With recent advances of

vision transformers [110, 159], [151] speedup image pretraining by using masked image modelling

with low resolution data. [272] introduce a a log-spaced continuous position bias for pretraining

vision models by using smaller images and transfer to high-resolution localization tasks.

3.2.2 Language-supervised Learning

Due to the natural co-occurrence of image and language data on the web, language-

supervised learning has become a highly effective and scalable representation learning methodology.

Researchers have explored a variety of paired image-text data such as image tags [71, 105, 192],

captions [97, 357, 421, 370], alt-texts [188, 365], image search queries [336], page title [69], or a

combination of these sources [69]. From a modeling perspective, contrastive learning is particularly

suitable for recognition and retrieval tasks, because of its simplicity and versatility. However, the

high requirements of computational resources have limited the research from the broader commu-

nity.

To fully leverage capabilities of vision and language pretraining, large batch size (e.g.16k [188],

32k [336, 454], or 64k [457]) and web image text data have been adopted widely. This requires a

large amount of computational resources which many academic institutions and industry labs can-
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not afford. To address such limitation, [468] proposes to precompute the image features with frozen

classifier backbone, while [467] proposes sigmoid loss which better supports small batch training.

In addition, masked image learning [454], multi-views data augmentations [246, 454], knowledge

distillations [231] and masked self-distillation [109] have been proposed. Since many of these

methods are trained and evaluated on smaller scale/data, it is unclear how well they may scale up

to larger batch and data. For example, [438] shows that the advantage of contrastive learning ap-

proaches on smaller scales may not always hold at larger scales. In contrast, we propose a simple

and novel recipe for language image pretraining, which (1) significantly reduces computation re-

source requirements and (2) works well on a large-scale web dataset [69] with minimal change to

the established CLIP recipe [336].

3.2.3 Contributions of this Chapter

• We present a new language image pretraining methodology, Resource-efficient CLIP (RE-

CLIP) to minimize computational resource requirements.

• We leverage small images for the main contrastive learning phase to enable the model to be

trained with language supervisions fast and then finetune the model on high-resolution data

with a short schedule in the end.

• RECLIP significantly saves compute resource, reduces FLOPs and achieves highly competi-

tive performance on both zero-shot classification and image-text retrieval benchmarks.

• RECLIP matches the state of the art in open-vocabulary detection with much less training

resources.
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3.3 Technical Approach

3.3.1 Preliminaries

Contrastive Language Image Pretraining. Following existing works [336, 457], we utilize a

transformer-based contrastive model which consists of an image encoder and a text encoder. The

image and text encoders are trained to output image-level representation and sentence-level repre-

sentations respectively. The image embeddings {p} and text embeddings {q} are obtained by global

average pooling at the last layers of image and text encoders. The cosine similarity of the embed-

dings in batch B, scaled by a learnable temperature τ are the input to the InfoNCE loss [309, 336].

The image and text contrastive loss is obtained by Lcon = (LI2T + LT2I)/2, with:

LI2T = − 1

B

B∑
i=1

log(
exp(piqi/τ)∑B
j=1 exp(piqj/τ)

). (3.1)

LT2I = − 1

B

B∑
i=1

log(
exp(qipi/τ)∑B
j=1 exp(qipj/τ)

). (3.2)

where i, j are indexes within the batch. This loss is optimized to learn both the image and language

representation in the dual-encoder model.

3.3.2 Resource-efficient CLIP

At a high-level, our method utilizes small images to reduce computation and leverage

a brief finetuning stage at the end of training to adapt for high-resolution inference. Intuitively,

the use of smaller images presents a trade-off between how much detail we encode per example

and how many samples we process per unit of computation resource. Fig. 6.3 shows the RECLIP

training pipeline on the top. There are two phases: low-resolution main training, and high-resolution

finetuning. In the first phase, we leverage small images which contain sufficient visual concepts with
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paired texts as the input to the image and text encoders. By using an image size of 64 and a text

length of 16, RECLIP processes the training data significantly faster than existing methods. In the

second phase, we finetune the model for a short cycle on high-resolution data to provide valuable

image details, which largely enhances the representation quality of the model. Below we delve

deeper into specific aspects of RECLIP design.

Structure preservation by learning from small images. In Fig. 6.3, we observe that small im-

ages can preserve visual structure and contain sufficient concepts well. For instance, human can

easily tell the object, “a dog”, in the third image and associate the image with the text of “a brown

dog waits for ...”, and this is a fundamental principle for our RECLIP to leverage small images for the

main language-supervised pretraining. Because down-sampling is a structure-preserving operation

i.e.global appearance remains similar, we are able to reduce the token length aggressively without

compromising the performance of the model. This is different from other techniques to reduce

the sequence length (e.g.random masking) where the global appearance may change significantly

with reduced sequence lengths. Additional visualization presents a comparison between various

image resolutions and sheds light on how small images effectively preserve visual appearance (see

Fig. 3.3).

Training complexity with small images. The computation cost of contrastive learning mostly

depends on the cost of processing images [336, 247, 457], partly because the image encoder is

typically heavier than the text encoder, partly because the image token length tends to be greater

than that of text tokens. Below we provide theoretical analysis to understand the efficiency of using

small images.

60



Let the number of tokens from the image encoder be:

N = hw/p2 (3.3)

, where h/w are height/widths of the image, and p is the patch size. If we replace h by H/r and w

by W/r, where H/W are the original image height and widths, and r is the down-sampling factor.

The computation complexity C of the image encoder of a batch is given by:

C = O(BN2) = O(
BH2W 2

p2r4
) (3.4)

, where B is the batch size. When B,H,W, p are held constant, we have:

C = O(
1

r4
) (3.5)

This shows that reducing the image size is very effective in reducing computation com-

plexity to the inverse power of up to 4. Since image encoder is the computation bottleneck in

existing CLIP recipes [336, 247, 468, 457], RECLIP reduces the image sequence length to 16 by

using an image size of 64, which makes our image token length the same as our own text token

length, and much shorter than those of aforementioned methods.

The above complexity analysis C is calculated based on the core operations self-attention

layers in transformers. However, empirically the complexity of a transformer may not be dominated

by the self-attention layers, the fully connected layers also play an important role. GPT-3 [39]

paper have provided computation analysis of their language models, where the computation cost is

estimated as O(N), linear with the sequence length. Thus, we discussed the lower-bound of the

complexity Clb of RECLIP in (3.6). Using the notation of (3.4) and (3.5), we have

Clb = O(BN) = O(
BHW

pr2
), (3.6)

61



During the training, the B, H, W, p are normally constant, so (3.6) can be simplified as:

C = O(
1

r2
). (3.7)

Compared to (3.5), we observe that the computation savings in practice may be somewhere between

O( 1
r2
) and O( 1

r4
). This analysis shows that changing r is very effective regardless of the compute

estimation techniques.

Constant batch size. Batch size is a critical factor in contrastive learning [336, 319, 247, 66]

and larger batch has consistently yielded improvement. In Equation 3.4, the complexity changes

linearly with batch size B. Observing that reduced batch size tends to hurt representation quality,

we keep the batch size constant to save both computation and memory use by reducing image size

only.

High-resolution finetuning. We perform high resolution finetuning after the main low-resolution

training. Intuitively speaking, the model has acquired a high-level understanding of the images and

texts through the main training phase. We improve its representation further by providing more

detailed visual information through a short high-resolution finetuning process. The images used for

high-resolution training are the same as those for the low-res training, except that we remove the

downsampling to preserve the rich visual details.

Care is taken to initialize the positional embeddings from low-res pretraining to high-res

finetuning. We up-sample the positional embedding weights from the low dimension (e.g.4x4 for

h = w = 64) to the dimension of high-resolution positional embeddings (e.g.14x14 for h = w =

224) for a given patch size p = 16. Compared to up-sampling the low-res positional embeddings

without increasing the amount of weights, we found this weight up-sampling beneficial because the
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positional embeddings have higher capacity to adapt with more detailed spatial representation. We

use trainable positional embedding throughout the paper following existing works [336, 110, 457].

Network architecture. We use the ViT-Large backbone as image encoder by default unless noted

otherwise. The ViT-Large is a vision transformer which consists of 24 multi-head self-attention

layers with 16 heads and the width dimension of 1024. The patch size is fixed at 16 following

common practice. Although we focus on ViT architecture in this study, RECLIP involves only

changing the input size, and can potentially support other network architectures as well [413, 110,

162, 274, 400]. Our text encoder follows the same transformer design as previous works [336,

457]. The text encoder consists of 12 multi-head self-attention layers with 12 heads and the width

dimension of 1024.

Implementation details. We use a starting learning rate of 0.001, and train for 250k and 550k

steps with linear LR decay using an Adafactor optimizer. We set weight decay to 0.01 and batch

size to 16384. The batch size is chosen to be a multiple of 1024 and the model feature dimension

(e.g. 4096) a multiple of 128, so that TPU padding would not occur on the sequence dimension.

A short LR warmup of 2500 steps is used. Our high-resolution finetuning schedule starts with a

learning rate of 10−4 with 5000 steps LR warmup, and decays linearly over a total schedule of 20k

or 50k iterations. We use an image size of 224 or 448 for finetuning. We use the English subset

of the WebLI dataset [69] for training. Our training is run on TPU-v3 infrastructure. Compared to

general-purpose GPU devices, TPUs are specifically designed for large matrix operations commonly

used in neural networks. Each TPU v3 device has 16GB high-bandwidth memory per core, which

is comparable to that of a V100 and suitable for synchronous large-scale training. For zero-shot

image classification, we use the same text prompts as [336].
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3.4 Experimental Results

3.4.1 Main Results

Zero-shot image-text retrieval and image classification. Following existing works [336, 247,

457], we evaluate RECLIP on zero-shot image and text retrieval on Flickr30K [327] and MSCOCO [70]

test sets, and zero-shot image classification on ImageNet [94], ImageNet-A [168], ImageNet-R [166],

ImageNet-V2 [342] and ImageNet-Sketch [419] datasets. we take each image and text to the cor-

responding encoder to obtain embeddings for all image and text pairs. Then we calculate the the

cosine similarity scores for the retrieval, and use the aligned image and text embeddings to perform

zero-shot image classification by matching images with label names without fine-tuning.

Table 3.1 presents the results of RECLIP on this benchmark, where the baseline is our

own reproduced version of CLIP. Our baseline model trains on the WebLI dataset with the images

of 224 × 224 for 300k and 600k steps. The original CLIP [336] model and trains on their own

dataset with the image size of 336× 336, which is marked in gray. RECLIP uses small images for

the main training phase and finetune the model with the images of 224× 224 for 20k or 50k steps.

For long-schedule training of 600k steps, RECLIP-64 significantly reduces compute use

by ∼ 6 times from 52.8K to 9.2K in cores× hours, which saves ∼ 80% compute resource, and

it outperforms the baseline model by +3.9 on Flickr and MSCOCO retrieval. RECLIP-64-F20K,

which finetunes the model for only 20k steps with high-resolution images, further reduces the com-

putation use by ∼ 8× to 6.5K and improves retrieval performance by +1.8. On zero-shot image

classification, RECLIP-64 achieves 75.4 and RECLIP-64-F20K achieves 74.9 of the top-1 accuracy,

which is very competitive with the baseline method. RECLIP-64 reduces the token length for the

image encoding from 196 to 16 during the main training phase, which is a key factor for resource
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savings. Overall, RECLIP-64 shows attractive trade-offs between the resource use and zero-shot

retrieval and image classification performance.

Table 3.1: Zero-shot image-text retrieval, image classification results. CLIP*: The original CLIP
model [336] is marked in gray. The resource use is converted to TPU-v3 core-hours per [247].
CLIP, our repro.: our reproduced CLIP. RECLIP-X: RECLIP trained with image size X where
X = 64, 80, 112. RECLIP-64-F20K: RECLIP-64 finetuned for a shorter schedule of 20k steps.
Best results are bolded.

Method Training
steps

Cores
×hours

Zero-shot Retrieval Zero-shot INet Classification
Flickr30K (1K test set) MSCOCO (5K test set) INet INet-A INet-R INet-V2 INet-SketchI2T R@1 T2I R@1 I2T R@1 T2I R@1

CLIP* [336] - 120.0K 88.0 68.7 58.4 37.8 76.2 77.2 88.9 70.1 60.2
CLIP, our repro. 300k 26.4K 89.3 75.4 61.3 45.1 74.5 54.4 88.9 67.7 64.5
RECLIP-112 300k 13.1K 90.0 76.6 63.1 45.0 74.2 55.4 87.8 67.2 63.2
RECLIP-80 300k 7.5K 91.0 77.1 62.8 45.7 74.3 56.7 87.8 67.2 62.9
RECLIP-64 300k 6.6K 89.4 77.0 62.2 45.2 73.3 53.7 86.3 66.2 61.6
RECLIP-64-F20K 270k 3.9K 88.5 76.1 60.8 44.5 72.6 51.7 85.3 65.3 60.6
CLIP, our repro. 600k 52.8K 89.3 76.9 63.3 46.8 76.4 60.2 90.9 70.1 66.4
RECLIP-112 600k 23.4K 90.6 77.6 63.6 46.5 75.8 58.8 89.3 69.1 65.2
RECLIP-80 600k 11.2K 91.3 78.2 64.6 47.2 75.8 60.3 89.0 69.2 64.6
RECLIP-64 600k 9.2K 91.0 78.1 64.2 46.9 75.4 60.9 88.8 68.9 64.5
RECLIP-64-F20K 570k 6.5K 91.0 77.1 63.6 46.2 74.9 58.6 88.2 68.4 63.5

We also train RECLIP with the image size of 80× 80. Comparing to the baseline method

which consumes 52.8K in cores×hours, our RECLIP-80 remarkably reduces resource usage by ∼ 5

times to 11.2K. RECLIP-80 improves retrieval results by +5.0 on Flickr30K and MSCOCO test

sets, and achieves highly competitive zero-shot image classification performance of 75.8. Specifi-

cally, taking INet-A as an example, RECLIP-80 outperforms the baseline method for both 300k and

600k training steps. For short training schedule with 300 steps, RECLIP-80 requires only 7.5K in

cores×hours which is ∼ 4× less than the baseline model.

Table 3.2: Comparisons of GFLOPs between RECLIP and the baseline model during the RECLIP
training.

Models GFLOPs

CLIP, our repro. 71.4
RECLIP-112 24.8
RECLIP-80 10.1
RECLIP-64 7.3
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GFLOPS. We compare GFLOPs of RECLIP with the baseline method in Table 3.2. The baseline

method, CLIP, our repro., requires 71.4 GFLOPs. Our RECLIP-80 reduces GFLOPs by ∼ 7× to

10.1 and RECLIP-64 further reduces GFLOPs by ∼ 10× by using even smaller images.

3.4.2 System-level Comparison

We present system-level comparison between RECLIP and a series of existing methods

on Flickr30K and MSCOCO image-text retrieval benchmarks, and ImageNet classification accuracy

in Table 3.3. We train RECLIP for 600k steps and then finetune for 50k steps with the image size

of 448× 448. For RECLIP-64-F20K, we finetune for 20k steps.

Table 3.3: Comparisons of zero-shot image-text retrieval and ImageNet classification top-1 accuracy
on Flickr30K, MSCOCO and ImageNet. Models that use the fully-supervised dataset [385] and
much larger are marked in gray. †: We refer to [247] to convert GPU cost to TPU usage in
CLIP [336], FILIP [454]. Cores×hours results are reported on TPU-v3 infrastructure. Best results
are bolded.

Image Cores Flickr30K (1K test set) MSCOCO (5K test set)
Encoder × ImageNet —image-to-text— —text-to-image— —image-to-text— —text-to-image—

Method Size Hours Top-1 R@1 R@5 R@1 R@5 R@1 R@5 R@1 R@5
PaLI [69] 3.9B 598.7K 85.4 - - - - - - - -
BASIC [319] 2.4B 288.1K 85.7 - - - - - - - -
CoCa [457] 1B 962.1K 86.3 92.5 99.5 80.4 95.7 66.3 86.2 51.2 74.2
CLIP [336] 302M 120.0K† 76.2 88.0 98.7 68.7 90.6 58.4 81.5 37.8 62.4
ALIGN [188] 408M 355.0K 76.4 88.6 98.7 75.7 93.8 58.6 83.0 45.6 69.8
FILIP [454] 302M 180.0K† 78.3 89.8 99.2 75.0 93.4 61.3 84.3 45.9 70.6
FLIP [247] 303M 81.9K 75.8 91.7 - 78.2 - 63.8 - 47.3 -
RECLIP-80 (ours) 303M 28.7K 76.3 91.4 99.1 79.2 94.7 64.9 85.2 48.2 72.6
RECLIP-64-F20K (ours) 303M 16.4K 75.3 92.5 99.1 78.7 94.9 64.5 85.2 47.3 71.9

From Table 3.3, we observe clear resource savings and highly competitive performance

achieved with our simple and efficient training recipes. RECLIP with small images saves 3 ∼ 59×

compute resource in cores×hours. When comparing to the models with the similar scale of the

image encoder [336, 188, 454, 247], RECLIP reduces resource use by 5 ∼ 22 times with compet-

itive zero-shot retrieval and image classification performance. In the comparisons to FLIP [247],

RECLIP-64-F20K uses ∼ 5× less resource in cores×hours and outperforms it by +2.0 on Flickr30k
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and MSCOCO retrieval. Surprisingly, when compared to the CoCa, RECLIP-64-F20K significantly

saves ∼ 98% resource use and achieves the best image to text retrieval on Flickr30K test set, giving

92.5 of R@1. RECLIP-64-F20K gives 75.3, which is very competitive on zero-shot ImageNet clas-

sification among purely language supervised approaches. We believe this resource savings mostly

come from the use of very short image sequence length i.e., 16, which is very different from existing

recipes [336, 247, 457, 468].

We also observe that RECLIP-80 uses 3 ∼ 34× less compute resource. When comparing

to the CoCa [457], RECLIP-80 saves ∼ 97% resource use and achieves highly competitive retrieval

performance. The resource savings of RECLIP-80 can also be attributed to the largely-reduced se-

quence length, i.e., 25 for the image encoding. RECLIP-80 achieves highly competitive ImageNet

top1 accuracy of 76.3, which outperforms CLIP and is on-par with ALIGN. Overall, RECLIP pro-

vides very affordable recipes for large-scale language and image pretraining.

We note that some leading methods [69, 319, 457] marked in gray demonstrate sub-

stantially better zero-shot classification because of larger image encoder capacity and the use of

JFT [385] dataset. JFT is a human-annotated classification dataset which is cleaner than most web

crawled image-text datasets [336, 365, 188] and most advantageous for zero-shot classification, so

we list the JFT-trained entries there for reference only.

3.4.3 Open Vocabulary Detection

We conduct evaluation on the LVIS dataset [153] by using RECLIP for open vocabulary

detection. We take a recent SOTA approach RO-ViT [207] as the baseline and apply RECLIP-80 to

pre-train the model (RECLIP-RO-ViT). We train only on the LVIS base categories (frequent & com-

mon) and test on both the base and novel (rare) categories following the protocol of ViLD [148]. The

67



results are in the Table 3.4. RECLIP-RO-ViT achieves 32.0 Mask APr (AP on rare categories) [153],

matching the state of the art performance of RO-ViT (32.1). This is surprisingly encouraging be-

cause detection task typically requires much higher resolution e.g. 1024 than classification task to

recognize the small objects, which can be especially challenging for RECLIP due to the low-res

information loss. In addition, RECLIP-RO-ViT outperforms RO-ViT by 0.7 on all-category AP,

showing that its representation is also suitable for standard detection on the base categories. These

detection results suggest that RECLIP representation is versatile and suitable for a broader range of

object and pixel-level tasks.

Table 3.4: LVIS open-vocabulary object detection. RECLIP maintains the same open-vocabulary
detection (APr) and standard detection (AP) as the state of the art RO-ViT despite using much less
training resources.

ViT based method Pretrained model Detector backbone APr AP

RO-ViT [207] ViT-L/16 ViT-L/16 32.1 34.0
RECLIP-RO-ViT (Ours) ViT-L/16 ViT-L/16 32.0 34.7

3.4.4 Ablations

In this section, we ablate the design of RECLIP training and evaluate on the zero-shot

retrieval and classification accuracy.

The importance of high-resolution finetuning. Table 3.5 shows the importance of finetuning

RECLIP with high-resolution data after the main training phase. We compare the retrieval and

classification accuracy by using the model trained with and without high-resolution finetuning on an

image size of 224 for 50k steps. We observe that high-resolution finetuning significantly improves

the performance for zero-shot retrieval and classification. In particular, training RECLIP by using

the smallest images, e.g.64 × 64, high-resolution finetuning offers the most notable benefits. This
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is also aligned with the results in Table 3.3 where RECLIP models trained with small images,

e.g.64 × 64 or 80 × 80, and finetuned with 448 × 448 for a short cycle can achieve comparable

performance with SOTA models.

Table 3.5: The importance of RECLIP high-resolution finetuning. We found that high-resolution
finetuning significantly improves zero-shot transfer performance. RECLIP-X: RECLIP trained with
image size X . Best results are bolded.

Total Before high-resolution finetuning After high-resolution finetuning
Training INet Flickr30K MSCOCO INet Flickr30K MSCOCO

Steps Top-1 I2T T2I I2T T2I Top-1 I2T T2I I2T T2I

RECLIP-112 300k 69.0 83.2 67.9 58.6 40.0 74.2 (+5.2) 90.0 (+6.8) 76.6 (+8.7) 63.1 (+4.7) 45.0 (+5.0)
RECLIP-80 300k 66.3 80.8 65.4 54.6 37.4 74.3 (+8.0) 91.0 (+10.2) 77.1 (+11.7) 62.8 (+8.2) 45.7 (+8.3)
RECLIP-64 300k 62.8 79.6 63.6 51.4 34.5 73.3 (+10.5) 89.4 (+9.8) 77.0 (+6.4) 62.2 (+10.8) 45.2 (+10.7)

RECLIP-112 600k 70.7 87.4 71.9 59.0 40.9 75.8 (+5.1) 90.6 (+3.2) 77.6 (+5.7) 63.6 (+4.6) 46.5 (+5.5)
RECLIP-80 600k 67.7 82.8 68.1 55.8 39.0 75.8 (+8.1) 91.3 (+8.3) 78.2 (+10.1) 64.6 (+ 8.8) 47.2 (+8.2)
RECLIP-64 600k 65.5 80.9 66.1 54.3 37.1 75.4 (+9.9) 91.0 (+10.1) 78.1 (+12.0) 64.2 (+10.1) 46.9 (+9.8)

Text length for RECLIP main training. Table 3.6 studies the text length for the RECLIP train-

ing. We use the text length of 64 and 16 to train our RECLIP with an image size of 80. Somewhat

surprisingly, we observe that using a short text length, i.e.16, during the main training phase clearly

reduces the resource use and achieve competitive zero-shot retrieval and image classification per-

formance. This training efficiency gains is possible because we use much shorter image sequence

lengths than existing recipes [336, 457].

Table 3.6: The effect of the text length in RECLIP main training. We found that using a short image
sequence can further save compute resource and achieve promising zero-shot transfer performance.
Default RECLIP settings are in dark gray . Best results are bolded.

Text Cores Flickr30K MSCOCO INet
Length × hours I2T T2I I2T T2I Top-1

64 15.5K 91.2 78.0 64.3 46.7 75.6
16 11.2K 91.3 78.2 64.6 47.2 75.8

Small batch size for RECLIP main training phase. Our RECLIP is designed with principles of

using constant batch size but varying image resolutions during the main training phase. Table 3.7
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Table 3.7: The importance of RECLIP main training with constant batch size. We found that using
the same batch size (16k) for RECLIP main training and finetuning achieves better zero-shot transfer
performance. Default RECLIP settings are in dark gray . Best results are bolded.

Batch Cores× Flickr30K MSCOCO INet
Size Hours I2T T2I I2T T2I Top-1

4k 4.2K 81.9 68.8 51.2 38.6 64.4

16k 13.1K 90.0 76.6 63.1 45.0 74.2

ablates effects of the batch size during the main training phase on zero-shot retrieval and image

classification accuracy. We first train the model for 250k steps by using the batch size of 4k or 16k

and the image size 112; then we finetune it for 50k steps by using the batch size of 16k and the

image size of 224. From Table 3.7 shows that using smaller batch size (4k) saves compute resource

by 69%, but the zero-shot retrieval and classification performance drops significantly even with the

same high-resolution finetuning phase. Therefore, we conclude that using the same large batch size

is important for language image pretraining to ensure competitive zero-shot transfer performance.

Increasing the batch size with small images for RECLIP. In Table 3.8, we ablate RECLIP by

varying both the batch size and image size during the main training phase. The multi-grid training

paradigm is as below: (1) we equally divide training process into 3 stages with the same steps in

each; (2) we train the model for 25k, 50k and 100k steps by using the batch size of 64k, 32k and

16k, and the image size of 112, 160 and 224 in each stage. The idea is to increase the batch size

while using low resolution data, and decrease the batch size with high-resolution data. The multi-

grid free baseline is trained for 300k steps by using a constant batch size 16k and image size 112,

and finetuned with image size 224. We observe that RECLIP without “MG” is not only simpler,

but saves computational resource by 30%. In addition, RECLIP achieves better zero-shot retrieval

retrieval performance on Flickr30K and MSCOCO and very similar ImageNet performance.
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Table 3.8: The effect of multigrid training strategy, where we increase the image size and decrease
the batch size simultaneously. We found RECLIP is simple and effective. Default RECLIP settings
are in dark gray .

MG
Cores× Flickr30K MSCOCO INet
Hours I2T T2I I2T T2I Top-1

✓ 18.4K 89.2 75.5 62.3 45.3 74.5
✗ 13.1K 90.0 76.6 63.1 45.0 74.2

Multi-stages RECLIP high-resolution finetuning. In Table 3.9, we further study RECLIP with 1

and 2 high-resolution finetuning stages given a model trained with low-resolution data. We study the

following two variants. (112 → 224 → 448): we train the model for 300k steps with the image size

of 112, finetune it for 40k steps with the image size of 224, and finetune it for another 40k steps with

the image size of 448. (112 → 448): we train the model for 300k steps with the image size of 112

and finetune it for 50k steps with the image size of 448. We set 50k steps to keep the computation

cost comparable with the first one. We observe that (112 → 448) gives very competitive zero-shot

retrieval and image classification accuracy. Thus, we use only one high-resolution finetuning stage.

Table 3.9: RECLIP with one-stage or multi-stages high-resolution finetuning. We found that one
high-resolution finetuning stage is simple and sufficient. Default RECLIP settings are in dark gray .
The best results are bolded.

Stages
Core× Flickr30K MSCOCO INet
Hours I2T T2I I2T T2I Top-1

112 → 224 → 448 31.1K 91.0 77.7 64.1 47.4 76.2
112 → 448 30.8K 90.7 78.0 64.3 47.0 76.1

Comparisons of image resizing and token maskingTable 3.10, we present a comparison between

token masking [247] and image resizing training strategy with matching computational budget.

The benchmark is zero-shot ImageNet classification. All factors other than masking vs resizing

are controlled to be the same. For example, we use the same batch size, data, training recipe,

and the same number of iterations for low-resolution (vs masked) pretraining and high-resolution

71



(vs unmasked) finetuning. To match the compute usage betweeen resizing and masking, we set

the masking ratios such that the sequence lengths are the same. For example, Mask-112 masks

75% tokens to match the sequence length of RECLIP-112 (assuming the baseline using full image

size 224x224). Table 3.10 shows that image resizing has a clear advantage over token masking.

RECLIP-112 starts with a gap of +2.9 with Mask-112. As the token masking ratio goes above 75%

(Mask-112), we observe an increasing gap between resizing and masking (+5.4% for RECLIP-64),

showing the clear advantage of resizing in very low-compute settings.

Table 3.10: Comparison of resizing vs token masking on zero-shot ImageNet classification.
RECLIP-X: RECLIP with image size X. Mask-X: token masking with the same compute budget
as the corresponding RECLIP-X. Resizing consistently outperforms masking, and the gap increases
with decreasing compute budget. Best results are bolded.

X (Image Size) Mask-X RECLIP-X

112 72.9 75.8 (+2.9)
80 71.3 75.8 (+3.5)
64 69.5 74.9 (+5.4)

3.4.5 Visualization

Visualization of small images. In Fig. 3.3, we visualize images at various resolutions paired with

their corresponding texts. We observe that small images generally preserve high-level structures of

the original images, and contain sufficient visual information for language supervisions. For exam-

ple, the martial arts, office meeting, concert, and gymnastics scenes are clearly recognizable down

to 64 × 64 resolution. This supports the key insight of our RECLIP training design that leverages

small images for the main training phase to save computation.
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a martial artist wearing a white
gi and a black belt is pinning
another man in a blue gi to the
ground.

80 × 80 64 × 64

224 × 224

two men one sitting one 
standing are playing their 
guitars on stage while the 
audience is looking on.

80 × 80
64 × 64

224 × 224

a lady in a gray sweater has a
conversation with three other
people at the same table.

80 × 80 64 × 64

224 × 224

a man in a white shirt and black 
pants is playing a large brown 
instrument.

80 × 80
64 × 64

224 × 224

two law enforcement officers
standing near one another with
an open air market in the
background.

80 × 80 64 × 64

224 × 224

an individual wearing blue latex
gloves is compressing foods
into juice with the aid of an
instrument.

80 × 80
64 × 64

224 × 224

a gymnast in a blue and pink
leotard is standing on her right
foot with her left foot in the air
and waving a ribbon.

80 × 80 64 × 64

224 × 224

a girl has placed a purple cloth
over her face while she lies on
wooden structure

80 × 80
64 × 64

224 × 224

Figure 3.3: Visualization of image-text pairs and images are in various resolutions. Images are
scaled with the same factor of 0.01 for both height and width. Small images contain sufficient
visual information for contrastive training.

Visualization of image and text retrieval. We present image and text retrieval results of RECLIP

in Fig. 3.4. Despite highly resource efficient training, RECLIP still produces accurate results on both

image-to-text and text-to-image retrieval. For example, the concepts of football players, race cars,

circular sculpture, police officer, musicians, and bulldozer are all correctly matched between image

and texts.
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1. football players are celebrating as
an opposing team member watches
2. two football players leap into the
air as a player on the opposing team
moves toward them
3. two defensive players jumping in
the air to block a quarterback s pass

Image Query Text Retrieval Results

1: a man is doing a handstand on top 
of a circular sculpture covered with 
graffiti
2: a person does a handstand on 
public art
3: a man doing handstand on top of 
a round statue

Image Query Text Retrieval Results

1. a man wearing jeans and boots is 
jumping into the air with a white 
sandy hill below him and a blue 
cloudless sky behind him
2. a man in a long sleeved gray shirt 
and jeans leaps from a sandy hillside
3. a man in a gray shirt jumps over 
the top of a sand dune in the desert

1. two race cars are going down a 
racetrack bend
2. two cars are on a racetrack
3. indy car white blue with a red 
mark on the roof rounding a turn 
in front of the white car

Text Query: a police officer walking out of his parked vehicle 
and about the approach a yellow vehicle

Text Query: a bulldozer works to demolish a decrepit building in 
the background another brick building waits for its demise its 

face covered with a grid of blackened window holes

Text Query: a group of musicians are performing on a 
stage in front of a crowd

Text Query: a gateway with wood paneling and asian characters 
opens up onto a public street
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Figure 3.4: Visualization of image and text retrieval results. Despite training with orders of magni-
tude less resource, RECLIP correctly match many visual concepts with texts.

Broader Impact Statement

Language image pretraining plays an important role in many applications, e.g.image and

text retrieval, text-to-image generations, open-vocabulary detection, etc. This work presents a lan-

guage image pretraining method, RECLIP, on large-scale web datasets and the proposed model has

been evaluated on a series of zero-shot downstream tasks. The large image-text corpus may con-

tain biased or harmful content which could be learnt by the model. Our model is for research use

only and these models should not be used in applications that involve detecting features related to

humans (e.g. facial recognition). The good news is RECLIP significantly reduces the resource use,
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thereby reducing the carbon footprint and is very environment-friendly for the community to build

upon in the long run.
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Chapter 4

Face Synthesis With a Focus on Facial

Attributes Translation Using Attention

Mechanisms

4.1 Introduction

Synthesis of facial attributes and their characterization are important for a wide range

of computer vision, forensics, security, biometrics and entertainment applications. For instance,

synthesizing face images can be used as a data augmentation technique in order to boost large-scale

training for deep neural networks. Face synthesis with facial attributes translation can be applied in

attribute-based recognition and identification, especially in surveillance and security. Besides, face

synthesis can be useful in digital-art applications, e.g., paintings-related tools, like apps/softwares

where users virtually customize faces with various attributes. Further, it is worth exploring how to
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extend face synthesis for video generation, e.g., one can generate face videos where facial attributes

are changing.

In applications of forensics, security and biometrics, face synthesis with various facial

attributes can be applied for disguised and concealed identity recognition by using either synthe-

sized face images or videos. Moreover, adversarial attacks have become hot topics in recent years

and synthesizing face images with various facial attributes can be effectively utilized for dealing

with adversarial attacks in deep learning models for improving their robustness of deep models.

With these broad applications, we argue that translating facial attributes in face images synthesis

is an under-explored problem, specifically from the perspective of visual interpretations, because

it generally happens as a “black-box” process, without interpretations. However, security critical

applications demand a clear understanding of the reasoning behind algorithmic processes. Con-

sequently, there has been substantial recent interest in understanding and interpreting how facial

attributes are translated in generative models.

Starting from classification tasks, inspired by Zeiler and Fergus [464], much effort has

been dedicated in visualizing and understanding feature activations in convolutional neural networks

(CNNs) by generating attention maps that highlight regions which are considered to be important

for the network goals. As shown in the top stream in Fig. 4.1, given a trained CNN model, attention

maps show how CNN responds to input images by indicating where an object is located in an image,

e.g., an elephant is classified correctly and highlighted visually in the attention map. CAM [489],

Grad-CAM [368] and Grad-CAM++ [57] were proposed to generate this kind of visualization by

means of attention maps to help us interpret why this image is classified to the elephant class in a

more discriminative way.
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elephant

CNN

Encoder Decoder

Why? 

Where? 

input facial attribute
- rosy cheeks

input attention

Visual Explainations

Generative Models

Classification Models Understand Neural Network

Figure 4.1: Exploring interpretability of traditional CNN models (top) and generative models (bot-
tom).

Following this line of research, various researchers exploited the model explainability and

explored the utilization of valuable information contained in attention maps in order to improve the

performance of CNNs. Li et al. [237] used attention maps as weak supervised visual guidance for

training CNNs and observed improvements in model generalizability in image classification and

segmentation tasks. Dhar et al. [100] proposed an approach with attention distillation loss for in-

cremental learning for classification tasks. Wenqian et al. [269] proposed a technique to visually

interpret Variational Autoencoders (VAEs) and utlized attention maps for anomaly localization and

disengled representation learning. However, in spite of these significant advances, enabling ex-

plainability of GANs by using visual attentions is an area that has not been fully explored yet. For

example, how GANs respond to input under different conditions still remains unresolved, which

results in GANs being used mainly as a black-box tool.

With the introduction of GANs and their many variants, image generation has made a

gigantic forward leap in recent years, especially in terms of photo-realism. Still, often it is necessary
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Figure 4.2: Visual interpretations obtained from different residual blocks over the conditional GAN
for facial attributes translation. The input to the model is a source face image with target facial
attributes and the output is the translated face image where target attributes are expected to be
applied on. The attention maps highlight the pixels which contribute to the output class.

to condition the generative models in order to have control over their outputs. This is the case of

facial attribute translation, where the objective is to have a more useful representation of input face

images that can be later used for various down-streaming tasks. For example, as shown in the bottom

stream of Fig. 4.1, generative models that are able to produce highly detailed images with expected

facial attributes and their outputs are almost indistinguishable from real face images. Understanding

how these generative models perform such kind of tasks for a set of diverse conditions on the input

is crucial for us to interpret them.

In this paper, we posit that exploiting visual interpretations in conditional GANs (cGANs)

is a fundamental step in order to improve upon them. For this reason, we first study the generation

of visual attention in (cGANs) for facial attribute translation by means of a gradient-based method.

Facial attribute translation task requires the model to translate a input face image into different face

images with specified different facial attributes using only a generator and a discriminator as a GAN

system. Then, a fundamental step is taken to produce visual attentions which highlight the spatial
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features where the network is focusing on for a certain facial attribute and also allows to identify

which layers in the generator are relatively more devoted to the facial attribute translations. Some

examples of attentions are presented in Fig. 4.2.

Next, we focus on the utilization of these attention maps to derive a knowledge distillation

module in a teacher-student paradigm and propose a novel framework called Attention Knowledge

Distillation Generative Adversarial Network (AKD-GAN) for facial attribute translation, thus im-

proving performance of translating target facial attributes on input face images. In other words, the

teacher network suggests meaningful visual attention for each attribute, that will guide the training

of the student network. Further, using attention knowledge distillation helps us in removing biases

that are common in facial-attribute translation datasets (e.g., “gender bias” where the selection of a

certain attribute also changes the gender of the input face image).

In addition, another flexible application enabled by our proposed model is the use of so-

called “pseudo”-attention maps, that are attention maps generated by the teacher from a set of facial

attributes and used as weak supervisions for training a different set of facial attributes in order to

help the student network to produce better face images with target attributes. This application is

developed as a “pseudo”-attention knowledge distillation module in AKD-GAN. Extensive experi-

ments are conducted on publicly available datasets and experimental results on two different settings

demonstrate the effectiveness of the proposed model.

80



4.2 Related Work and Our Contributions

4.2.1 CNNs visual attention explanation

Deep Convolutional Networks have achieved astounding results in most computer vision

tasks and interpreting their behaviours by visualizing “where they look” when making a decision

has attracted lots of interest in the past years. Following the initial work of Zeiler et al. [464]

and Mahendran et al. [288], Zhou et al. [489] provided a method for generating class activation

mappings (CAM) by using the global average pooling. Grad-CAM [368] and its variant Grad-

CAM++ [57] were proposed by using gradients of the output score and intermediate feature maps

to obtain the gradient-based class-discriminative attention maps. Compared with the response-based

approaches [489, 128, 476] which introduce additional trainable units, they are applicable to a wide

range of architectures without requiring any structural change in the network and without retraining

the models. Recently, the concept of visual attention was also extended to GANs [471, 478, 255];

However, these papers mainly studied self-attention modules which required a large number of

additional training units consisting of a series of convolutional layers with 1 × 1 kernel size. In

particular, MU-GAN [478] introduced an additive attention mechanism to build attention-based U-

Net connections and a self-attention mechanism in the convolutional layers. In addition, Kim et

al. [205] calculated attention in the discriminator of a GAN in order to use it as a mask to preserve

the attribute-irrelevant regions. As compared to this work, we take the first step into visualizing and

employing attention that is calculated from the GAN generator to directly improve the performance

of face images synthesis.
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4.2.2 Knowledge distillation in neural networks

Knowledge distillation involves transferring knowledge from a more complex network

(teacher) to a simpler and lighter network (student) sharing the same task [171]. The goal is to

have the student to reach almost the same results as the teacher. Many techniques have been de-

veloped in this area [61, 313, 328], with [463] being the first to use attention transfer to improve

the performance of a student classification network. Previous methods were almost entirely used

for recognition or classification models, while [3] introduced a method working on unconditional

GANs. Recently, Li et al. [241] proposed a compression algorithm for cGANs using feature distil-

lation and neural architecture search.

4.2.3 Conditional GANs for facial attribute translation

Generative Adversarial Networks (GANs) [145, 198, 200], in their many variations rep-

resent the state-of-the-art for photo-realistic image synthesis nowadays. In particular, when a much

finer control over the output is required, conditional GANs (cGANs) [298] allow the generation

of images from text [344, 473, 474], class labels [38, 102] for natural images, sketches or rich

textures [355, 444, 452, 427, 101, 102]. Besides, Di et al. [103] studied to synthesize attribute-

preserved visible face images from thermal imagery for cross-modal matching. Furthermore, while

initially a paired dataset was required [264], CycleGAN [500] showed that a conditional GAN can

be successfully trained in an unpaired way. Another relevant feature that most cGANs lack is the

ability of producing images belonging to different classes or domains using a single architecture.

Some models [179, 265] achieve this by using adaptive instance normalization layers [177] com-

bined with a class-specific encoder and a content-specific encoder whereas StarGAN [77] and its
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variants [164, 374, 443, 263] take as input both an image and the target label learning to flexibly

execute the translation using only one underlying representation. Unlike the above frameworks,

models like StarGANv2 [78] focus on different tasks and share different principles in network de-

sign. StarGANv2 designs the architecture by heavily relying on using a mapping network to learn

multiple styles and utilizing Adaptive Instance Normalization (AdaIN) layers [177] that can only

perform global editing over the input images. Thus, StarGANv2 performs more of a style transfer

(like most of AdaIN-based methods) than attributes translation as we focus in this paper. We argue

that the purpose of StarGANv2 is significantly different from ours. To perform style transfers, the

model is trained to take an image to be transferred and a reference image as the input, and outputs

a new image by transferring features of reference image over the image to be transferred, and the

output image could be completely different in identities. Fig. 4.3 presents a comparison of results

of image-to-image facial attributes translation and style transfer. Fig. 4.3(a) shows an example of

facial attributes translation on a face image, where the identity of the face and the appearance of the

face are maintained, but only facial attributes are changed. Fig. 4.3(b) shows an example of style

transfer, where the identity and almost the entire image have been changed in the output. Indeed,

when transferring styles, no single facial attribute is changed, but the style and appearance of the

entire image have changed and only the pose of the source image is maintained. In this work, we

focus on image-to-image translation for facial attributes translation. Finally, cGANs can also be

combined with meta-learning for greater flexibility and robustness [125].
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Figure 4.3: Examples of image-to-image facial attribute translation (a) and style transfer (b).

4.2.4 Contributions of this Chapter

• A novel framework called AKD-GAN that consists of a teacher and a student network trained

with attention knowledge distillation, where visual attentions are designed as full supervisions

or weak supervisions to improve the performance of the student network and to remove bias

in the datasets.

• An approach that enables to visually interpret conditional generative adversarial networks

(cGANs) by using a gradient-based attention mechanism. In addition, the paper shows how

these visual attention maps can be used for multiple purposes.

• A demonstration of the proposed method’s advantages in improving facial attribute transla-

tions with extensive experiments both in distilling attention knowledge among various facial

attributes and alleviating observed bias in generated face images.

To bridge the gap of model interpretations of cGANs for synthesizing face images with

facial attributes, this work firstly generate visual attention as interpretations for cGANs, and then

propose a new framework to utilize visual attention to distill attention knowledge in a teacher-

student paradigm to improve the face synthesis performance of the student network. The motivation
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comes from our observations that attention maps can highlight spatial regions where the target

attributes would be applied (examples in Fig. 4.2), and these attention maps can in turn serve

for knowledge-based guidance to further improve model performance. Firstly, we study generating

visual attention for facial attributes translation generative adversarial models, i.e., conditional GANs

in our framework which has not been explored yet. Secondly, we propose our framework with

attention knowledge distillation in a teacher-student paradigm for facial attributes translation and

conduct thorough experiments on CelebA [278] and RaFD [229] datasets, establishing improved

facial attributes translation performance under extensive experimental settings. Finally, we study

how these attention visualizations can help distilling knowledge among different facial attributes in

our “pseudo”-attention knowledge distillation experiments, providing the flexibility of our proposed

attention knowledge distillation module in integrating with generative adversarial networks training.

4.3 Technical Approach

We propose an end-to-end framework, AKD-GAN (see Fig. 4.4), to improve model per-

formance of a student network and also of a lightweight student network for facial attributes transla-

tion via gradient-based attention maps as guidance. The main idea is to produce visual attention, for

facial attribute translation that provides supervisory signals for the proposed attention knowledge

distillation process.

We first introduce the backbone network in our AKD-GAN and basic training objectives

of the generator and the discriminator in the following paragraphs. Then we streamline the attention

generation pipeline in Section III-A and the related experimental results are shown in Section IV-D.

Next, we describe the proposed attention knowledge distillation loss in Section III-B. The corre-
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Figure 4.4: Summary of the AKD-GAN workflow: the Teacher T network and the Student S net-
work represent the conditional GANs for facial attribute translation. The Lightweight Student (Lite-
S) network is a lighter student network. During training, our proposed attention distillation loss Lakd
is calculated using the attention maps obtained from the teacher and the student or the lightweight
student network using the method described in 4.3.1.

sponding experiments and discussions are given in Section IV-E, Section IV-G and Section IV-H. In

addition, we introduce the proposed “pseudo”-attention knowledge distillation loss in Section III-C

and the corresponding experiments and discussions are carried out in Section IV-F.

A conditional generative adversarial network [298] extends GANs by adding a condition

as the input to the generator and discriminator. Conditions act as prior information for the GAN

to generate data, and such conditions can be in various formats, like latent vectors, images, lan-

guage priors, etc. The auxiliary classifier GANs [306] further extend a classification stream in the

discriminator.

The basic system of our AKD-GAN is composed of a teacher T network and a student

S network which is the one to be optimized and evaluated. Both of them are conditional GANs
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Figure 4.5: Attention generation with conditional GANs for facial attribute translation.

for facial attributes translation and are conditioned by the label of the target facial attribute that we

want to translate over the input face image to obtain a new output face image. The generator takes

as input a face image and the target facial attribute and returns the translated face image with target

facial attributes applied, while the discriminator takes the translated face image as input and returns

an adversarial output and a facial attribute classification output.

The facial attribute generator is composed of an encoder, followed by a group of residual

blocks and a decoder. The facial attribute translation of the generator can be written as:

xfake = Genfa(xreal, c) = Dec(Enc(xreal, c)) (4.1)

where xreal is the input face image, c is the target facial attribute for translation, Genfa is the facial

attribute generator containing the encoder Enc and decoder Dec and xfake is the generated (fake)

face image with target facial attributes.

The facial attribute discriminator Disfa consists of a group of convolutional layers and

two output streams: one is the adversarial output telling how realistic the generated face image is by

distinguishing it as real or fake, and the other one is auxiliary classification output for calculating

the facial attribute classification loss. The overall learning objectives to train the student network of
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AKD-GAN for facial attribute translation follows the one of StarGAN [77] and can be written as:

LDisfa = Ladv + Lcls (4.2)

LGenfa
= Ladv + Lcls + Lrec (4.3)

for the discriminator and the generator. The generator is trained using adversarial loss Ladv, classi-

fication loss LGenfa

cls and reconstruction loss Lrec, while the discriminator is trained with adversarial

loss Ladv and classification loss LDisfacls .

4.3.1 Attention Generation for Facial Attributes Translation

Inspired by the fundamental framework of Grad-CAM [368], we streamlined the gen-

eration of attention map on either the student network or the teacher network for facial attribute

translation. An attention map corresponding to the input face images can be obtained within each

inference step so that it can be employed during training stage. Given an input face image x ∈ xreal

and a set of target facial attributes c, for each class c ∈ c, from the ground-truth labels of target

facial attributes, we compute the gradient of score yc corresponding to the class c. We backprop-

agate the gradients directly from the classification output of the discriminator to the convolutional

layers of the generator with feature maps F ∈ Rn×h×w, with n, h and w being number of channels,

height and width of the feature map, respectively, obtaining facial attributes attention maps Afa

corresponding to yc. Indeed, this represent a significant difference with respect to an ordinary clas-

sification network (the typical setup where Grad-CAM operates) where, in order to get attention,

the gradients are backpropagated only to the layer before the classification output. Specifically, we

calculate Afa by using the following equation:

Afa = ReLU

(
n∑
k=1

αckFk

)
(4.4)
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where the scalar αck = GAP
(
∂yc

∂Fk

)
and Fk is the kth feature channel (k = 1, . . . , n) of the feature

maps F, with ∂yc

∂Fk representing the gradient of the score yc with respect to the feature maps Fk. The

global average pooling (GAP) operation is used to obtain scalar αck as:

αck =
1

S

h∑
m=1

w∑
n=1

(
∂yc

∂Fmnk

)
(4.5)

where S = h × w and Fmnk is the pixel value at location (m,n) of the h × w matrix Fk. The

attention map generation process is illustrated in Fig. 4.5.

Note that we took this conditional GAN for facial attributes translation as the main case

study in our work, but this pipeline to generate attention maps can be applied to a wider variety of

GANs, and simply requires a generator-discriminator structure with auxiliary streams integrated in

the discriminator.

Example attention results are shown in Fig. 4.2. It can be observed that visual attention

reveal how the conditional generative models perform translations on the input to generate output in

a more transparent way. Particularly, these results confirm that we can use these attention maps for

knowledge distillation, either in a self-supervised or weakly-supervised manner, to train our AKG-

GAN for improved facial attributes translations, which will be introduced in following sub-sections.

4.3.2 Attention Knowledge Distillation Loss

We use the notion of attention knowledge distillation as the main part of our learning

process for distilling the knowledge encoded in visual attention from the teacher to the student and

propose a new learning objective Lakd (attention knowledge distillation loss, denoted as akd loss).

Essentially, given the input face images x and target facial attribute c, the attention maps of the

facial attribute class are computed from the teacher network and student network using the method
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introduced in Sect. 4.3.1, as Afa
T (x, c) and Afa

S (x, c), respectively. We enforce the two attentions

to be consistent (i.e., the student attention must imitate the teacher one) and integrate this constraint

during the training. To this end, we propose a loss function Lakd which is defined as:

Lakd = Ex,c
[
∥ Afa

T (x, c)−Afa
S (x, c) ∥

]
(4.6)

The proposed loss is differentiable which means that it can be directly used for model training

without introducing additional training units.

The AKD-GAN workflow is illustrated in Fig. 4.4, with Lakd integrated in different

teacher-student knowledge distillation designs: the first one is teacher-student training while the

second one is teacher-lightweight-student training. In addition, during each training step of the

student network, we trained the student discriminator to distinguish between real and fake face

images and to correctly classify the face images into multiple facial attributes. The generator is

trained to fool the discriminator by producing better face images belonging to the target facial

attributes. Finally, the full training objective for student network is:

LS
Disfa

= Ladv + λclsLcls (4.7)

LS
Genfa

= Ladv + λclsLcls + λrecLrec + λakdLakd (4.8)

where LS
Disfa

is the loss function that we use to optimize the discriminator of the student network

and LS
Genfa

is the loss function used to optimize the generator of the student network. During

the training, only parameters of the student network are optimized and the discriminator and the

generator are optimized jointly. Following StarGAN [77], we use λcls = 1, λrec = 10 in all our

experiments. For λakd, we use different values and empirically set it as 10 which gives us the best

results in the preliminary experiments for face synthesis with 5 facial attributes.
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The intuition of Lakd is that knowledge involved in visual attentions can be distilled as

supervisory signals via a teacher-student paradigm so that training of the student can be boosted.

Especially for those facial attributes that need to be translated over a small region of face images,

by using Lakd, our expectation is that it can help to prevent noise from other face areas so that the

model is pushed to focus only on the region where the facial attribute needs to be translated.

4.3.3 Pseudo-Attention Knowledge Distillation Loss as Weak Supervision

In the previous section, we discussed how we have generated attention maps as interpre-

tations and designed the attention distillation loss integrated with the adversarial objectives to train

the model for facial attributes translation. In this section, we will discuss how to distill knowledge

from a teacher T network translating input face images with a set of facial attributes to a student

S network that works on a new set of different facial attributes. Our intuition is that when the in-

put face images are translated to a different target facial attribute, the regions “looked at” by the

model in the input images might be shared through different facial attributes. For example, in order

to translate an input face image to the output images with specified facial attributes such as black

hair, blond hair or brown hair, the network is expected to pay more attention to and edit the region

corresponding to the facial attribute “hair” in the input image so that it can perform translations in

“color”. Given these observations, in this section, we start from generating the “pseudo”-attention

maps for facial attribute translations and present how to design “pseudo”-attention knowledge distil-

lation loss. Finally, we demonstrate the advantages of using “pseudo”-attentions in designing weak

supervisory signals which can be integrated flexibly in training a student network with AKD-GAN.

Training AKD-GAN with Pseudo-Attention Knowledge Distillation: The objective is

to distill knowledge using “pseudo”-attentions as weak supervisions.
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Firstly, given a set of target facial attributes c, we identified a second set of facial attributes

cpse where cpse ∈ cpse would share spatial features on the face with a facial attribute c ∈ c. Next,

we trained a teacher Tpse network using the different facial attributes cpse. Finally, we defined a

“pseudo” attention knowledge distillation module for training AKD-GAN using the teacher-student

paradigm.

While training the student network using c as target facial attributes, we generated atten-

tion maps and proposed the “pseudo” attention knowledge distillation loss to distill knowledge from

the teacher network to the student network. Specifically, given an input face image x ∈ x and a

target facial attribute c ∈ c, we generated the attention maps using the method in Section 4.3.1. For

the teacher network trained with cpse, the class score ycpse is backpropagated as usual to calculate

the facial attribute attention map as Afa,cpse

Tpse
= ReLU

(∑n
k=1 α

cpse

k Fk
)
. For the student network

trained to translate to different facial attributes c, the attention for the student network is generated

as AS
fa,c. Thus, “pseudo”-attention maps are obtained as Afa,cpse

Tpse
from the teacher network and

AS
fa,c from the student network, respectively. Since our goal is to train the student network to

translate input face images to target facial attributes c, while the supervisions via the knowledge

distillation are defined with different facial attributes cpse, we call the attentions obtained in this

way “pseudo”-attentions. Finally, the attention knowledge distillation loss Lpseakd employed to train

AKD-GAN with “pseudo”-attentions is calculated as:

Lpseakd = Ex,c[∥ Afa,cpse

Tpse
(x, cpse)−Afa,c

S (x, c) ∥] (4.9)

The training objective of discriminator is the same as Equation 4.2 and the objective of

generator in student network is:

LS
Genfa

= Ladv + λclsLcls + λrecLrec + λpseakdL
pse
akd (4.10)
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4.4 Experimental Results

4.4.1 Experimental Settings

We present experiments using two different settings to train the AKD-GAN: (a) we train

the student network to translate a set of facial attributes and distill knowledge using the attention

maps calculated from a teacher network trained on the same set of attributes, (b) we train the student

network to translate a set of facial attributes and distill knowledge using the pseudo-attention maps

calculated from a teacher network trained on a set of different facial attributes. In each experimental

setting, firstly we train the teacher network which shares the same architecture design as StarGAN.

Then, we train the student by distilling attention knowledge from the last residual block of the pre-

trained teacher network to the last residual block of student networks in all experiments. More

in detail, we experimented with student networks having different model complexity: (a) a student

network (S) that shares the same architecture design as the teacher network, (b) a lightweight student

(Lite-S) network which is a lighter and pruned network.

In the lightweight student (Lite-S) network, we reduced feature map dimensions and the

number of residual blocks, obtaining a much lighter network: the number of feature maps in each

layer is one half that of each layer of the teacher generator (e.g., from 64 to 32 feature maps in the

first convolutional layer of of (Lite-S). Besides, there are only 3 residual blocks instead of 6. Table

4.1 shows the number of parameters of generators in the teacher (T), the student network (S) and

the lightweight student network (Lite-S).

In all experiments, only the parameters of student network are optimized during the train-

ing and only the student network is utilized during evaluation.
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Table 4.1: Number of parameters of different generators.

AKD-GAN Model Design Number of parameters
Teacher (T), Student (S) 8.4 Million

Lightweight Student (Lite-S) 1.2 Million

4.4.2 Datasets

CelebA: The core experiments were performed using the CelebA dataset [278], which

is a large-scale facial attributes dataset with more than 200,000 images and 40 attributes. Facial

attributes were also well suited to prove the efficacy of our system, since, in order to correctly

translate the input face images to outputs, the network needs to learn spatial information on the

human face precisely and visual attentions can acquire this kind of information, especially for small,

localized attribute.

RaFD: This dataset [229] includes 8,000 images divided in 8 emotional expressions. Fol-

lowing [77], in all experiments, input images are cropped and resized to 128× 128.

4.4.3 Metrics

The classification accuracy of translation is used as the main evaluation metric to evaluate

the performance of translating target facial attributes over input face images. To elaborate, we use

the training set of each dataset to train a deep attribute classification model (ResNet50 [162]) for

the facial attributes to be translated and take the generated face image with target facial attributes as

the input to the classifier and calculate classification results. It is noted that the classifier we used

for evaluation only saw training samples and never saw testing samples. On the CelebA dataset, the

classification model achieves an accuracy of 91.3% for all facial attributes on the test set. On the
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Figure 4.6: Attention maps used by the proposed attention knowledge distillation for facial attributes
translation.

RaFD dataset, the classification model achieves an accuracy of 98.9% for all facial expressions. In

addition, we resort to use another alternative measure Fréchet Inception Distance [169] to evaluate

the image quality.

4.4.4 Visualizing Attentions in Conditional GANs

Examples of visual attention maps for facial attributes translation on the CelebA dataset

are shown in Fig. 4.6. The generated attention maps are utilized to develop our attention knowledge

distillation loss (see Section 4.3.2 and Equation 4.6) and “pseudo”-attention knowledge distillation

loss (see Section 4.3.3 and Equation 4.9) for face synthesis with facial attributes translation. As
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an example of a comparison, we generate attention maps from style transfer models (see Fig. 1

in the supplementary materials) which target on different tasks from ours and these differences are

discussed in Section 7.2. In Fig. 4.6, each triplet of images consists of an input face image, a

translated face image and the corresponding attention maps. These attention maps indicate spatial

features where the conditional generative models focus on when performing the facial attribute

translation. For example, “face” is highlighted precisely when the facial attribute Pale Skin is used

as the target for translation. In addition, for small attributes, like Mustache and Eyeglasses, attention

maps can localize their spatial areas over the input face images accurately.

It is observed that there are green color artifacts in the generated face images (see Fig. 4.6).

They represent a limitation of the state-of-the-art networks in generating realistic texture. We

adopted the network designs of StarGAN and we visualized interpretations with attention maps

that are obtained directly from StarGAN’s generated images. They may be caused by the group of

deconvolutional layers in the decoder of the generator. Another reason can lie in the low-resolution

data used for this task. Face images are 128 × 128 and contain rich facial attributes. This poses

challenges in synthesizing face images with certain facial attributes translated while maintaining the

rest of the face untouched. In the future work, a solution to limit these artifacts would be to replace

deconvolutional layers with convolutional layers and interpolation operations. Another empirical

solution would be to design the model and training schemes by introducing ideas of the progressive

GANs [197].
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4.4.5 Attention Knowledge Distillation for Face Synthesis with Facial Attributes Trans-

lation

We first conducted experiments by training the proposed AKD-GAN with a standard

teacher-student paradigm, expecting improved performance of student network on facial attributes

translation. Moreover, we trained our AKD-GAN by using a light-weight student network where

model complexity is reduced significantly, to further evaluate the capability of the attention knowl-

edge distillation module in improving an even smaller model performance. Experiments are con-

ducted on the CelebA dataset.

Table 4.2: Quantitative comparisons in classification accuracy between the proposed method (AKD-
GAN) and state-of-art methods for generated face images over various facial attributes. The bold
results represent the best results. Inference in AKD-GAN is performed using only the generator of
the student network.

Methods Interpretations
Blond
Hair ↑ Goatee ↑ Eyeglasses ↑ Heavy

Makeup ↑
Pale

Skin ↑
ACGAN [306] ✗ 73.2% 53.2% 95.6% 60.8% 83%
RelGAN [443] ✗ 57.31% 65.35% 97.87% 47.54% 52.56%
AttGAN [164] ✗ 35.53% 56.90% 98.23% 55.63% 80.22%
STGAN [263] ✗ 75.38% 68.22% 95.83% 34.44% 71.78%

StarGAN [77](baseline) ✗ 80.94% 64.54% 99.10% 86.27% 79.66%
StarGAN [77](double iterations) ✗ 83.68% 71.22% 98.82% 65.57% 83.06%

AKD-GAN
(Ours) ✓ 86.02% 74.45% 99.48% 91.47% 88.32%

Interpretations
Brown
Hair ↑

Bushy
Eyebrows ↑

Wear
Hat ↑

Wear
Lipstick ↑

Pointy
Nose ↑

ACGAN [306] ✗ 76.5% 90.2% 74.4% 61.9% 77.6%
RelGAN [443] ✗ 35.20% 62.86% 48.78% 49.29% 20.68%
AttGAN [164] ✗ 48.38% 72.37% 20.23% 65.35% 50.99%
STGAN [263] ✗ 87.33% 88.25% 35.61% 41.09% 59.61%

StarGAN [77](baseline) ✗ 75.10% 95.60% 79.66% 95.92% 82.44%
StarGAN[77](double iterations) ✗ 75.22% 87.30% 92.89% 98.00% 88.24%

AKD-GAN
(Ours) ✓ 92.71% 97.04% 92.89% 98.00% 88.24%

AKD-GAN with Teacher and Student Networks: In the first set of experiments the

objective is to use visual attention to distill knowledge from a teacher T network to a student S

network (see top two rows in Fig. 4.4) to improve the performance of student model for facial

attribute translation.
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We trained the AKD-GAN to translate various facial attributes including blond hair, goa-

tee, eyeglasses, pale skin, etc. We present both quantitative and qualitative results in the following

paragraphs. As introduced in Sec. 4.4.1, our AKD-GAN is built upon StarGAN which, for this rea-

son, is the baseline method. We also tested and compared results with ACGAN [306], AttGAN [164]

RelGAN [443] and STGAN [263].

Quantitative Results. Quantitative comparisons of facial attributes classification accu-

racy are shown in Table 4.2. We used the synthesised face images outputted from the generator

in the student network to calculate the classification accuracy of translated images of each facial

attribute to evaluate the quality of translations that are made to the input face images. From the

Table 4.2, it can be observed that the proposed AKD-GAN model trained with attention knowledge

distillation loss outperforms all other methods in translating facial attributes in terms of classifica-

tion accuracy, which proves the effectiveness of our model in translating facial attributes over input

faces.

Next, we calculated the FID score using translated face images of each attribute and the

results are shown in Table 4.3. Compared with the baseline method, StarGAN, our framework can

consistently obtain better quality of face images after translating facial attributes over inputs, which

validates that visual attention can help to improve facial attributes translations as well as image

generation. Compared with the state-of-the-art methods, our method can achieve competitive per-

formance in synthesizing face images with target facial attributes. In particular, for facial attributes

heavy makeup, wear hat and wear lipstick, our method can obtain the best quality of generated face

images by large margins.
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Table 4.3: Quantitative comparisons in FID score between the proposed AKD-GAN and state-of-
the-art methods for generated face images over various facial attributes. The bold and underlined
results represent the best and the second best results respectively.

Methods Interpretations
Blond
Hair ↓ Goatee ↓ Heavy

Makeup ↓
Brown
Hair ↓

ACGAN [306] ✗ 42.77 71.29 33.62 29.19
RelGAN [443] ✗ 29.04 28.34 40.25 18.1
AttGAN [164] ✗ 36.13 61.48 29.27 19.13
STGAN [263] ✗ 34.5 49.04 36.8 19.53
StarGAN [77]

(baseline)
✗ 34.87 52.89 62.44 23.51

AKD-GAN
(Ours) ✓ 30.03 50.87 21.72 19.63

Methods Interpretations
Bushy

Eyebrows ↓
Wear
Hat ↓

Wear
Lipstick ↓

Pointy
Nose ↓

ACGAN [306] ✗ 33.78 100.47 33.95 27.93
RelGAN [443] ✗ 25.52 90.18 34.17 18.53
AttGAN [164] ✗ 27 100.15 25.43 20.83
STGAN [263] ✗ 23.35 118.65 36.06 16.83
StarGAN [77]

(baseline)
✗ 30.92 90.337 23.81 21.53

AKD-GAN
(Ours) ✓ 28.36 79.24 21.29 19.48

Given the above observations, it is shown that our method with knowledge distillation

loss, which is derived from attention interpretations, can achieve high performance in translating fa-

cial attributes over the face images. Meanwhile, our method can generate face images by translating

facial attributes with competitive performance.

Qualitative Results. Collections of qualitative results between the proposed framework

and the baseline method StarGAN are shown in Fig. 4.7. Each triplet presents the input face image,

the generated result from StarGAN [77] and the result from the proposed method, AKD-GAN.

Indeed, in face images that are generated from the proposed AKD-GAN, target facial attributes

are applied much more strongly over the input. In addition, for the facial attributes that require

precise spatial localizations for translations, (e.g. eyeglasses and smiling), AKD-GAN gives more

convincing results. Furthermore, it is observed that results from the AKD-GAN are less noisy and
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Figure 4.7: Comparisons of qualitative results between the baseline method (StarGAN [77]) and the
proposed AKD-GAN.

with fewer artifacts. For example, in the first triplet of the first row of Fig. 4.7, the attribute blond

hair is applied very convincingly while still maintaining the original face characteristics; in the

second triplet of the last row of Fig. 4.7, the attribute pale skin is applied well with fewer artifacts.

In addition, Fig. 4.8 presents collections of qualitative comparisons between the proposed

method and the STGAN [263]. It can be observed that our method generates face images with target

facial attributes applied better than STGAN, in particular, for facial attributes mustache, eyeglasses,

etc.

Empirical Observations on Bias Removal in Facial Attributes Translation: An ob-

servation that often occurs in facial attributes translation given a certain dataset, e.g., CelebA, is to

find some kind of correlation between attributes (a phenomenon often increased by datasets bias).

This means that when translating a certain attribute, other undesired attributes will be translated as
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Figure 4.8: Comparisons of qualitative results between the STGAN [263] and the proposed AKD-
GAN.

well. A clear example is represented by the Bald attribute which can only be found in face images

of the gender-“male” in the dataset. This means that a facial attribute translation model (like Star-

GAN) will likely turn each input image into a face image with the gender-“male” when applying

the Bald facial attribute since it has learned to correlate that attribute with a specific gender.

None of existing works [77, 164, 443, 263] has discussed this phenomenon, while, we

argue that it is an important problem and attention should be paid to it. We conduct experiments

to evaluate the model performance in mitigating biases on facial attribute translations. Firstly, we

use face images in the training set to fine-tune a classifier for face images with attributes Male and

Female. Secondly, we use only face images with the attribute Female in AKD-GAN and StarGAN

to translate input face images to the output with the attribute Bald. Finally, to fairly evaluate the
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model performance in generating unbiased face images, the aforementioned classifier is used to

distinguish if the translated face images have maintained the correct Female attribute during the

translation. Table 4.4 shows the classification errors of Female images being classified as Male. It

demonstrates that existing state-of-the-art method StarGAN [77] caused an error of over 97%, which

means genders of generated face images have largely changed and the facial attribute translation

process is completely biased. The classification error can be reduced to around 51% by using the

proposed AKD-GAN, which proves the capability of the proposed method in eliminating biases for

facial attribute translation (by concentrating only on the image parts of interest). Furthermore, a

visual comparison is presented in Fig. 4.9 where it is clear how our method does not change the

gender of the input face images during the translation. In addition, a dual experiment has been

conducted in order to generate males with attribute Lipstick which is uncommon in the dataset. The

results (presented in last column of Table 4.4) further confirm the efficacy of our method.

Input StarGAN

AKD-GAN 

(Ours) Input StarGAN

AKD-GAN 

(Ours)

Figure 4.9: Generated face images of the facial attribute Bald using StarGAN and our method
AKD-GAN. AKD-GAN does not change the gender of the input image.
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Table 4.4: Percentage of gender misclassification for generated face images with target attributes
Bald and Lipstick.

Methods
Female misclassified as Male

(Attribute: Bald) ↓
Male misclassified as Female

(Attribute: Lipstick) ↓
StarGAN
(Baseline) 97.72% 88.11%

AKD-GAN
(Ours) 50.97% 83.60%

Nevertheless, improvements of Bald and Wearing Lipstick are different and we argue that

they are related to the significant different distributions of face images with these facial attributes

in the dataset. Table 4.5 shows that, (i) over 99% of images with the Bald facial attribute are

males (ii) over 99% of images with the Wearing Lipstick are females (iii) the Bald class is very

underrepresented in the dataset. In addition, Table 4.5 shows how (i) a large portion of female face

images have the attribute Wearing Lipstick internally, while, (ii) only a small portion of male images

have the attribute Bald.

Table 4.5: Distributions of facial attributes Bald and Wearing Lipstick in the CelebA dataset.

Bald Lipstick Male Female
%

in CelebA
2.2% 47.24%

%
in CelebA

41.6% 58.4%

Male/
Female

99.6%/0.4% 99.4%/0.6%
Bald/

Lipstick
99.6%/0.4% 99.4%/0.6%

As a consequence of all these observations, for the Bald attribute, even if for the gener-

ator it is difficult to apply it over female images, its entanglement with the attribute Male is less

strong due to a higher number of male images that are not bald. For this reason, localizing the

facial attribute for translation using the proposed attention knowledge distillation greatly boosts the

performance of generating face images of the Bald facial attribute effectively and empirical obser-

vations showed the bias mitigation during face image synthesis. Since the percentage of images

with the Wearing Lipstick facial attribute is much higher in the dataset, and almost every female
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image has this attribute, the attribute is much more entangled with the gender and, therefore, the

bias is more difficult to mitigate.

We have observed that biases exist as part of the dataset itself. We proposed two potential

ways to further tackle this issue in the future. First, one possible way would be to bring external

data in order to help mitigate biases in training the model. The external data could be from an extra

dataset or data generated by data augmentation tools. Second, another possible way would be to

design an online training strategy which enables the model to reject samples with strong biases,

especially at the beginning of the training, and accept samples with biases progressively after the

model has been trained stably. Our expectation is that the model can be trained without introducing

biased data at the beginning, and then trained with introducing biased data to increase the diversity

of the data and improve model generalizability.

AKD-GAN with the Teacher Network and Lightweight Student Network: In this

set of experiments the objective is to use visual attentions to distill attention knowledge between

a teacher T and a smaller, lightweight student (Lite-S) network. Our expectation is that reduced

complexity of model can be remedied by attention knowledge distillation. The models were trained

to translate different facial attributes: goatee, rosy cheeks, eyeglasses, mustache, blond hair, etc. We

present both quantitative and qualitative results in following paragraphs.

Qualitative Results. Qualitative results are presented in Fig. 4.10. Thanks to the contri-

bution of the proposed attention knowledge distillation loss in AKD-GAN, target facial attributes

are applied much more strongly to the input face images. This is particularly true for blond hair,

rosy checks, mustache and pale skin whose application was unsatisfactory in the lightweight student

without attention knowledge distillation loss. Moreover, target facial attributes of eyeglasses and

104



Figure 4.10: Collection of comparisons between qualitative results obtained from the lightweight
student (Lite-S) without using the loss Lakd and results obtained when training (Lite-S) with the
Lakd proposed in AKD-GAN.

heavy makeup are applied more convincingly to the input images. Finally, some undesired changes

that can happen during the translation of certain facial attributes are less frequent. More specifically,

when translating some facial attributes related to one particular gender, i.e. goatee, it can happen

that gender is also translated in the output image, while, as discussed in Sec. 4.4.5, this effect is

greatly reduced thanks to attention knowledge distillation.
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Table 4.6: Classification results and overall FID scores over different facial attributes. The bold
results represent the best results between the lightweight student network (Lite-S) trained without
and with attention distillation loss, respectively.

Methods
Blond
Hair ↑ Mustache ↑ Goatee ↑ Eyeglasses ↑ Rosy

Cheeks ↑
Pale

Skin ↑
Heavy

Makeup ↑ Mean ↑ Overall
FID

↓

Lite-S w/o akd loss (Baseline) 75.46% 24.71% 51.38% 56.48% 30.59% 67.14% 94.78% 57.22% 21.48
Lite-S with akd loss (Ours) 77.81% 24.87% 48.46% 62.65% 35.40% 70.90% 96.25% 59.47% 21.02

Quantitative Results. Quantitative results are shown in Table 4.6. First of all, the classifi-

cation accuracy of synthesized face images of each facial attribute is calculated using the pre-trained

deep attribute classifier. Then, we also calculated the overall FID score for the synthesized face im-

ages for image quality evaluation.

Looking at the classification results, the lightweight student model (Lite-S) trained with

attention distillation loss in AKD-GAN outperforms the one trained without attention distillation

loss demonstrating the effectiveness of our approach. Regardless, distilling the attention knowledge

with attention maps has shown its advantages in improving the performance of a lightweight net-

work without altering the network design, demonstrating that visual attention serves more purpose

than just visualization and can be used during training with success.

Regarding the overall FID score, the lightweight student model trained with attention dis-

tillation loss shows a slight boost in visual quality over the one trained without attention distillation

loss but with a superior ability in translating the facial attributes.

4.4.6 Pseudo-Attention Knowledge Distillation for Face Synthesis with Facial At-

tributes Translation

We present “pseudo”-attention knowledge distillation experimental results under different

teacher-student designs in the proposed framework AKD-GAN.
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“Pseudo”-attention Knowledge Distillation with the Teacher and Student: We first

visualize attention maps for facial attribute translation from the models (Tpse and T ) trained for

different attributes (cpse and c) in Fig. 4.11. The top row shows attention maps generated from the

model trained on a set of facial attributes cpse (wearing hat and black hair for instance), while the

bottom row shows attention maps generated from another model trained on a set of facial attributes c

(bald and brown hair). It is evident that attention maps (last column) of each pair of facial attributes

(wearing hat vs. bald and black hair vs. brown hair) share some spatial features in the input face

images. This provides a strong evidence that it is possible to distill knowledge by defining and

using “pseudo”-attentions from a teacher network to a student network for learning a new set of

facial attributes.

Input Image

𝒘
𝒆𝒂
𝒓𝒊
𝒏𝒈

𝒉𝒂
𝒕

𝒃𝒂
𝒍𝒅

Translated Image Attention Map Input Image

𝒃𝒍
𝒂𝒄
𝒌
𝒉𝒂
𝒊𝒓

𝒃𝒓
𝒐𝒘

𝒏
𝒉𝒂
𝒊𝒓

Translated Image Attention Map

Figure 4.11: “Pseudo”-attention maps generated for facial attribute translation targeting two differ-
ent sets of attributes.

We conducted experiments with AKD-GAN for facial attributes translation by using the

proposed “pseudo”-attention knowledge distillation module. Firstly, we train one teacher model

(Tpse) to translate input face images to facial attributes (cpse) that are black hair, arched eye-

brows, big lips, and big nose, etc. Secondly, we trained the student network (S) with AKD-GAN

to translate input face images to different facial attributes (c) that are brown hair, bushy eyebrows,
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wear lipstick and pointy nose, etc., with the proposed “pseudo”-attention knowledge distillation

loss. The attention maps generated on the student network are the so-called “pseudo”-attentions

and “pseudo”-attention knowledge distillation loss is calculated as a weak supervisory signals for

training the student network.

Table 4.7: Classification accuracy and the overall FID scores over a group of different facial at-
tributes using AKD-GAN with “pseudo”-attention knowledge distillation loss. The bold results
represent the best results.

Methods
Teacher Attributes:

Brown
Hair

Rosy
Cheeks

Pointy
Nose

Arched
Eyebrows

Big
Lips

Big
Nose

Overall
FID ↓

Student Attributes:
Black
Hair ↑

High
Cheekbones ↑

Big
Nose ↑

Bushy
Eyebrows ↑

Wear
Lipstick ↑

Pointy
Nose ↑

AKD-GAN (Ours) “pseudo”-attention
knowledge distillation 88.30% 95.92% 94.66% 96.97% 97.60% 84.8% 14.34

StarGAN [77]
(Baseline)

No distillation 94.28% 94.92% 91.43% 95.6% 95.92% 82.44% 18.43

Quantitative Results. Quantitative results are presented in Table 4.7. Classification accuracy of

synthesized face images of each attribute is calculated to evaluate the performance of the translation

over face images with each target facial attributes and overall FID score is calculated to evaluate the

quality of synthesized face images. From the results in Table 4.7, the proposed AKD-GAN trained

with attention knowledge distillation loss using “pseudo”-attentions can consistently improve the

translation of facial attributes and the quality of generated face images with target facial attributes.

It is observed that, when facial attributes are related to hair colors, e.g., blond hair, brown

hair, etc. our teacher model can be trained on just one of them and be used to distill attention knowl-

edge for all the others. To further show that, in Table. 4.8, we use the proposed pseudo-attention

knowledge distillation to train two additional experiments: (a) to distill attention knowledge from

the teacher trained on facial attribute “Blond Hair” to different attributes, i.e., “Blond Hair”,

“Brown Hair” and “Gray Hair”, respectively. (b) do the same things as in (a) but training the
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teacher using “Black Hair”. It can be seen that “pseudo”-attention knowledge distillation mod-

ule can consistently improve model performance by distilling attention knowledge from one facial

attribute to a group of different attributes.

Table 4.8: Classification accuracy over different “hair color” attributes using AKD-GAN with at-
tention knowledge distillation loss. The bold results represent the best results.

Methods Teacher Attribute: Blond Hair

Student Attributes:
Blond
Hair ↑

Brown
Hair ↑

Gray
Hair ↑

AKD-GAN
(Ours)

“pseudo”-attention
knowledge distillation 86.02% 88.59% 89.46%

Teacher Attribute: Black Hair
AKD-GAN

(Ours)
“pseudo”-attention

knowledge distillation 84.89% 89.59% 77.33%

StarGAN [77]
(Baseline)

No distillation 80.94% 86.50% 76.94%

Qualitative Results. Sample synthesized face images are presented in Fig. 4.12. We can see that the

results of the proposed AKD-GAN with “pseudo”-attention knowledge distillation loss can generate

better facial attributes than the state-of-art method StarGAN [77]. This is particularly evident when

the translation appears in only a small region of the input face image.

“Pseudo”-attention Knowledge Distillation with the Teacher and Lightweight Stu-

dent: Following the similar experimental settings as in Sec. (4.4.5), the objective is to use

“pseudo”-attentions defined in Sec. 4.3.3 to distill knowledge between a teacher T network tar-

geting on a set of facial attributes and a lightweight student (Lite-S) network targeting on a different

set of facial attributes. Firstly, we trained one teacher model (Tpse) to translate input images to

facial attributes (cpse) that are black hair, blond hair, wearing hat and wavy hair. Secondly, we

trained the lightweight student network (Lite-S) with AKD-GAN to translate input images to dif-

ferent facial attributes (c) that are brown hair, gray hair, bald and straight hair with the attention
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Figure 4.12: Qualitative results of AKD-GAN with “pseudo”-attention maps.

knowledge distillation loss. Finally, “pseudo”-attentions are used to distill knowledge between the

teacher network and the lightweight student network (Lite-S).

Table 4.9: Classification results and the overall FID scores over different facial attributes for gen-
erated face images from the lightweight student network (Lite-S) trained using “pseudo”-attention
distillation loss.

hhhhhhhhhhhhhhhhhMethods
Target Attributes: Brown

Hair ↑
Gray

Hair ↑ Bald ↑ Straight
Hair ↑

Avg.
Accuracy ↑

Overall
FID ↓

Lite-S w/o akd
loss (Baseline) 79.16% 32.46% 8.03% 56.48% 44.03% 27.02

Lite-S with
akd loss (Ours) 82.77% 32.66% 12.43% 86.13% 53.5% 24.72
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Figure 4.13: Qualitative results obtained from the lightweight student (Lite-S) trained with and
without the proposed “pseudo”-attention distillation loss.

Table 4.10: Comparisons of classification accuracy over different human expressions using the
proposed AKD-GAN.

Methods Happy ↑ Angry ↑ Sad ↑ Contemptuous ↑ Disgusted ↑
StarGAN [77]

(Baseline)
77.25% 71.37% 66.31% 84.00% 80.00%

AKD-GAN
(Ours) 79.31% 75.63% 73.81% 84.88% 86.75%

Neutral ↑ Fearful ↑ Surprised ↑ Mean ↑
StarGAN [77]

(Baseline)
67.93% 85.18% 81.56% 76.70%

AKD-GAN
(Ours) 71.44% 86.88% 92.82% 81.44%

Qualitative Results. We present translated face images in Fig. 4.13. We can see that

results of the lightweight student network (Lite-S) trained with the proposed attention distillation

loss are more convincing than the outputs from the same model that does not employ attention

distillation loss. This is particularly evident for facial attributes of brown hair, grey hair and bald.

Quantitative Results. Furthermore, the classification accuracy of translated face im-

ages of each attribute and the overall FID are calculated in Table 4.9. From results in Table 4.9,

the lightweight student network (Lite-S) trained with attention distillation loss using “pseudo”-
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attentions outperforms the network trained without it, which proves the effectiveness of our ap-

proach.

4.4.7 Attention Knowledge Distillation for Face Synthesis with Human Facial Ex-

pressions Translation

We conducted experiments by using the proposed method AKD-GAN for human facial

expressions translation on the Radboud Faces Database (RaFD) [229] which consists of different

human facial expressions. We follow the proposed experimental settings as in Sec. 4.4.5 and use

two different designs for teacher-student and teacher-lightweight-student. We use classification

accuracy to evaluate the performance of the proposed method for face synthesis with facial expres-

sions translation and FID scores is not calculated as an evaluation metric since the test images in the

dataset are too few. The first experiment is conducted on 8 facial expressions translation. Classifi-

cation accuracy of synthesized face images with different human facial expressions is presented in

Table 4.10. Improved classification accuracy can be observed in most facial expressions by using the

proposed AKD-GAN, especially for sad, disgusted, and surprised, which proves the effectiveness

of the proposed method on face synthesis with human facial expression translation.

Some qualitative results of human facial expression translation on angry, disgusted, neu-

tral, and surprised, are presented in Fig. 4.14. We can see that better human facial expression

translation images are obtained by using the proposed AKD-GAN, which validates the effective-

ness of our method.
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Figure 4.14: Qualitative results of human facial expression translation using AKD-GAN. Note:
better views are obtained with zooming in.

Furthermore, we conducted experiments using lightweight student network (Lite-S). Clas-

sification results on 4 different facial expressions, disgusted, fearful, happy and sad, on the synthe-

sized face images are presented in Table 4.11.

Table 4.11: Comparisons of classification results over 4 different human expressions using
lightweight student network (Lite-S) in AKD-GAN.

Methods Disgusted ↑ Fearful ↑ Happy ↑ Sad ↑ Mean ↑
Lite-S w/o akd loss 100.00% 95.31% 96.85% 70.57% 90.68%

Lite-S with akd loss (Ours) 100.00% 97.13% 97.91% 72.13% 91.79%

4.4.8 Ablation Studies

In this sub-section, we explain the design choice of using last residual block for generating

attention maps from two perspectives: empirical observations and additional ablation experiments.

As introduced in Section 7.1, exploiting visual interpretations in image-to-image conditional adver-

sarial networks is a fundamental step in order to improve upon them.

First, we investigate the architecture of a typical image-conditioned cGANs, e.g., Star-

GAN. It consists of an encoder followed by residual blocks, then a decoder to decode features to

images with high resolution. It is known that convolutional layers naturally retain spatial informa-
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tion, so we can expect the last convolutional layers to have the best representation between high-

level semantics and detailed spatial information. Therefore, in StarGAN, the encoder and residual

blocks process the input images and target attributes step by step, then the neurons in convolutional

layers of residual blocks encode semantic and spatial information of the input images and target

attributes, outputting feature representations for the decoder. We streamline the attention genera-

tion by using the gradient information flowing into the last residual blocks of the generator for a

particular facial attributes translation of interest.

Second, this design choice is supported by preliminary experimental observations shown

in Fig. 4.2, where we present visual attention maps extracted from different residual blocks. The

produced attention maps highlight the spatial information of features, where the generator focuses

on a certain facial attribute and allow us to identify which layers in the generator are more devoted

to the facial attributes translation task. The most refined attention can be seen in the last residual

block (highlighted in red). This is a crucial observation for the development of our system, since

it motivates us to derive the proposed attention knowledge distillation with the attention maps ex-

tracted from the last residual block. We argue that the attention maps extracted from previous layers

are more noisy and deriving attention knowledge distillation using these attention maps would mis-

lead the model training. The designed experiments given in previous sections and described below

validate our proposed system.

Table 4.12: Ablation results by using our AKD-GAN with attention maps generated from the second
last and last residual blocks for attention knowledge distillation during training.

Methods Attention Knowledge Distillation Interpretations
Blond
Hair ↑ Goatee ↑ Eyeglasses ↑ Heavy

Makeup ↑
Pale

Skin ↑
AKD-GAN (Ours) ✓(second last block) ✓ 81.22% 68.53% 98.35% 86.00% 83.11%
AKD-GAN (Ours) ✓(last block) ✓ 86.02% 74.45% 99.48% 91.47% 88.32%
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We present ablation experimental results on CelebA dataset in Table 4.12 by using the

proposed AKD-GAN with the attention knowledge distillation but attention maps are generated

from the second last residual blocks and compare them with the AKD-GAN trained with attention

knowledge distillation and attention maps generated from the last residual blocks. From Table 4.12,

it can be observed that using attention maps generated from the second last residual blocks for

attention knowledge distillation gives worse performance than using attention maps generated from

the last residual blocks. Given the attention maps shown in Fig. 4.2, we argue that the main reason

for this is that the attention maps generated from the second last residual blocks contain inaccurate

spatial information which would mislead the model training if these attention maps are used for

attention knowledge distillation.
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Chapter 5

Monoindoor++: Towards Better Practice

of Self-supervised Monocular Depth

Estimation for Indoor Environments

5.1 Introduction

Monocular depth estimation has been applied in a variety of 3D perceptual tasks, includ-

ing autonomous driving, virtual reality (VR), and augmented reality (AR). Estimating the depth map

plays an essential role in these applications, in helping to understand environments, plan agents’ mo-

tions, reconstruct 3D scenes, etc. Existing supervised depth methods [114, 126] can achieve high

performance, but they require the ground-truth depth data during the training which is often expen-

sive and time-consuming to obtain by using depth sensors (e.g., LiDAR). To this end, a number

of recent work [130, 498, 141] have been focused on predicting the depth map from a single im-
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age using self-supervised manners and they have shown advantages in scenarios where obtaining

the ground-truth is not possible. In these self-supervised frameworks, photometric consistency be-

tween multiple views from monocular video sequences has been utilized as the main supervision

for training models. Specifically, the recent work [141] has achieved significant success in esti-

mating depth that is comparable to that by the supervised methods [152, 126]. For instance, on

the KITTI dataset [132], the Monodepth2, proposed by Godard et al. [141], achieves an absolute

relative depth error (AbsRel) of 10.6%, which is not far from the AbsRel of 7.2% by the DORN

which is a supervised model proposed by Fu et al. [126]. However, most of these self-supervised

depth prediction methods [130, 498, 141] are only evaluated on datasets of outdoor scenes such

as KITTI, leaving their performance opaque for indoor environments. There are certainly ongoing

efforts [495, 483, 31] which consider self-supervised monocular depth estimation for indoor envi-

ronments, but their performance still trail far behind the one on the outdoor datasets by methods

such as [130, 498, 141] or the supervised counterparts [126, 455] on indoor datasets. In this pa-

per, we concentrate on estimating the depth map from a single image for indoor environments in a

self-supervised manner which only requires monocular video sequences for training.

This paper investigates the performance discrepancies between the indoor and outdoor

scenes and takes a step towards examining what makes indoor depth prediction more challenging

than the outdoor case. We first identify that the scene depth range of indoor video sequences varies

a lot more than in the outdoor and conjecture that this posits more difficulties for the depth network

in inducing consistent depth cues across images from monocular videos, resulting in the worse per-

formance on indoor datasets.
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Our second observation is that the pose network, which is commonly used in self-supervised

methods [498, 141], tends to have large errors in predicting rotational parts of relative camera poses.

A similar finding has been presented in [502] where predicted poses have much higher rotational

errors (e.g., 10 times larger) than geometric SLAM [300] even when they use a recurrent neural

network as the backbone to model the long-term dependency for pose estimation. We argue that

this problem is not prominent on outdoor datasets, i.e., KITTI, because the camera motions therein

are mostly translational. However, frequent cameras rotations are inevitable in indoor monocular

videos [376, 364] as these datasets are often captured by hand-held cameras or Micro Aerial Vehi-

cles (MAVs). Thus, the inaccurate rotation prediction becomes detrimental to the self-supervised

training of a depth model for indoor environments.

Our third conjecture is that the pose network in existing self-supervised methods is po-

tentially suffering from insufficient cues to estimate relative cameras poses between color image

pairs in different views. We argue that, rather than simply inducing camera poses based on color

information of image pairs, encoding coordinates information can further improve the reliability of

pose network in inferring geometric relations among changing views.

We propose MonoIndoor++, a self-supervised monocular depth estimation method tai-

lored for indoor environments, giving special considerations for above problems. Our MonoIn-

door++ consists of three novel modules: a depth factorization module, a residual pose estimation

module, and a coordinates convolutional encoding module. In the depth factorization module, we

factorize the depth map into a global depth scale (for the target image of the current view) and a

relative depth map. The depth scale factor is separately predicted by an extra module (named as
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transformer-based scale regression network) in parallel with the depth network which predicts a rel-

ative depth map. In such a way, the depth network has more model plasticity to adapt to the depth

scale changes during training. We leverage the recent advances of transformer [110] in designing the

scale regression network to predict the depth scale factor. In the residual pose estimation module,

we mitigate the issue of inaccurate camera rotation prediction by performing residual pose estima-

tion in addition to an initial large pose prediction. Such a residual approach leads to more accurate

computation of the photometric loss [141], which in turn improves model training for the depth pre-

diction. In the coordinates convolutional encoding module, we encode the coordinates information

(x, y) explicitly and incorporate them with color information in the residual pose estimation mod-

ule, expecting to provide additional cues for pose predictions, which further consolidates residual

pose estimation model during training.

5.2 Related Work and Our Contributions

Much effort has been expended for the depth estimation in various environments. This

paper addresses the self-supervised monocular depth estimation for indoor environments. In this

section, we discuss the relevant work of depth estimation using both supervised and self-supervised

methods.

5.2.1 Supervised Monocular Depth Estimation

The depth estimation problem was mostly solved by using supervised methods in early

research. Saxena et al. [360] proposed the method to regress the depth from a single image by

extracting superpixel features and using a Markov Random Field (MRF). Schonberger et al. [366]

119



presented a system for the joint estimation of depth and normal information with photometric and

geometric priors. These methods employ traditional geometry-based methods. Eigen et al. [115]

proposed the first deep-learning based method for monocular depth estimation using a multi-scale

convolutional neural network (CNN). Later on, deep-learning based methods have shown signif-

icant progress on monocular depth estimation, specifically with massive ground-truth data during

training the networks. One line of following work improves the performance of depth prediction by

better network architecture design. Laina et al. [227] proposed an end-to-end fully convolutional

architecture by encompassing the residual learning to predict accurate single-view depth maps given

monocular images. Bhat et al. [28] proposed a transformer-based architecture block to adaptively

estimate depth maps using a number of bins. Another line of work achieves improved depth estima-

tion results by integrating more sophisticated training losses [236, 126, 455, 383, 46, 45]. Besides,

a few methods [410, 394] proposed to use two networks, one for depth prediction and the other for

motion, to mimic geometric Structure-from-Motion (SfM) or Simultaneous Localization and Map-

ping (SLAM) in a supervised framework. However, ground-truth depth maps with images are used

to train these methods and obtaining ground-truth data is often expensive and time-consuming to

capture. Some other methods then resorted to remedy this problem by generating pseudo ground-

truth depth labels with traditional 3D reconstruction methods [249, 248], such as SfM [364] and

SLAM [300, 395], or 3D movies [340]. Such methods have better capacity of generalization across

different datasets, but cannot necessarily achieve the best performance for the dataset at hand. Some

other ongoing efforts explore to improve robustness of supervised monocular depth estimation for

zero-shot cross-dataset transfer. Ranftl et al. [340] proposed robust scale-and shift-invariant losses
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for training the model using data from mixed dataset and testing on zero-shot datasets, and im-

proved it further by integrating vision transformer in network design [339].

5.2.2 Self-Supervised Monocular Depth Estimation

Recently, significant progress has been made in self-supervised depth estimation as it does

not require training with the ground-truth data. Garg et al. [130] proposed the first self-supervised

method to train a CNN-based model for monocular depth estimation by using color consistency loss

between stereo images. Zhou et al. [498] employed a depth network for depth estimation and a pose

network to estimate relative camera poses between temporal frames, and used outputs to construct

the photometric loss across temporal frames to train the model. Many follow-up methods then

tried to propose new training loss terms to improve self-supervision for training models. Godard et

al. [140] incorporated a left-right depth consistency loss for the stereo training. Bian et al. [29]

put forth a temporal depth consistency loss to ensure predicted depth maps of neighbouring frames

are consistent. Wang et al. [418] first observed the diminishing issue of the depth model during

training and proposed a normalization method to counter this effect. Yin et al. [456] and Zou et

al. [503] trained three networks (i.e., one depth network, one pose network, and one extra flow

network) jointly by enforcing cross-task consistency between optical flow and dense depth. Wang et

al. [426] and Zou et al. [502] explored techniques to improve the performance of pose network

and/or the depth network by leveraging recurrent neural networks, such as LSTMs, to model long-

term dependency. Tiwari et al. [399] designed a self-improving loop with monocular SLAM and

a self-supervised depth model [141] to improve the performance of each one. Among these recent

advances, Monodepth2 [141] significantly improved the performance over previous methods via a

set of techniques: a per-pixel minimum photometric loss to handle occlusions, an auto-masking
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method to mask out static pixels, and a multi-scale depth estimation strategy to mitigate the texture-

copying issue in depth. Watson et al. [437] proposed to use cost volume in the deep model and

a new consistency loss calculated between the a teacher and a student model for self-supervision

training. Unlike Monodepth2, this method showed its advantages in using multiple frames during

the testing. We implement our self-supervised depth estimation framework based on Monodepth2,

but make important changes in designing both the depth and the pose networks.

Most of the aforementioned methods were only evaluated on outdoor datasets such as

KITTI. Recent ongoing efforts [495, 483, 30] focus on self-supervised depth estimation for indoor

environments. Zhou et al. [495] first observed existing large rotations on most existing indoor

datasets, and then used a pre-processing step to handle large rotational motions by removing all the

image pairs with “pure rotation” and designed an optical-flow based training paradigm using the

processed data. Zhao et al. [483] adopted a geometry-augmented strategy that solved for the depth

via two-view triangulation and then used the triangulated depth as supervision for model training.

Bian et al. [30, 31] theoretically studied the reasons behind the unsatisfying deep estimation perfor-

mance in indoor environments and argued that “the rotation behaves as noise during training”. They

proposed a rectification step during the data pre-precessing to remove the rotation between consec-

utive frames and designed an auto-rectify network. We have an observation similar to [495, 30]

and [31] that large rotations cause difficulties for training the network. However, we take a differ-

ent strategy. Instead of removing rotations from training data during the data pre-processing, we

progressively estimate camera poses in rotations and translations via a novel residual pose module

in an end-to-end manner, and we validate the effectiveness of the proposed method in predicting

improved depth on a variety of indoor benchmark datasets.
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5.2.3 Transformer

We leverage the transformer in designing our scale regression network inspired by the re-

cent advances [431, 413, 110] of the attention mechanism. Self-attention in the transformer was first

used successfully in natural lanuage processing (NLP) to model long-term dependencies. Wang et

al. [431] proposed a non-local operations for computer vision tasks. Recently, self-attention and its

variants have been widely used in transformer networks for high-level visions tasks such as image

classification [110] and semantic segmentation [275, 273].

5.2.4 Coordinates Encoding

Convolutional neural networks (CNNs) have achieved significant success at many tasks,

and it can be complemented with specialized layers for certain usage. For instance, detection mod-

els like Faster R-CNN [345] make use of layers to compute coordinate transforms. Jaderberg et

al. [186] proposed a spatial Transformer module that can be included into a standard CNN model

to provide spatial transformation capabilities. Qi et al. [331, 332] designed the PointNet which

took a set of 3D points represented as (x, y, z) coordinates as well as extra color features for 3D

classification and segmentation. Recently, coordinates encoding has been widely used in vision

transformers [110, 275, 273] and neural radiance fields (NERF) representations [297, 312, 389].

Vision transformers [110] take 2D images as the input, reshape the image into a sequence of flat-

tened 2D patches and then employ self-attention blocks for image classification, detection and seg-

mentation. Position embeddings are added to the patch embeddings as a standard processing step

to retain positional information. Ben Mildenhall et al. [297] proposed a method which took a 3D

location (x, y, z) and 2D viewing direction (θ, ϕ) as the input for scene synthesis. Unlike in vi-
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sion transformers where positional encoding is utilized to provide discrete positions of tokens in

the sequence, in NERF, positional functions are used to map continuous input coordinates into a

higher dimensional space for high frequency approximations. Liu et al. [266] defined the Coord-

Conv operation to provide extra coordinates information as part of input channels to convolutional

filters for the convolutional neural networks. Most of pose networks in monocular depth estimation

pipelines [140, 141] simply take two consecutive frames as the input and outputs relative camera

poses. We argue such designs infer rotational and translational relations by only focusing on photo-

metric cues, but ignoring explicit coordinates cues. In our work, we leverage coordinates encoding

in the proposed residual pose network.

5.2.5 Monocular Depth Estimation for the Circuits and Systems for Video Technol-

ogy

Depth estimation is one of the most fundamental tasks in computer vision for the cir-

cuits and systems for video technology, and it has made great progress in recent years. Using deep

learning techniques, efforts have been made to estimate dense depth maps, given input images, in a

supervised manner. Cao et al. [45] formulated the estimation of depth as a pixelwise classification

problem with a fully convolutional depth residual network. Song et al. [383] incorporated the idea

of the Laplacian pyramid into the depth decoder. During the training, depth encoder features are

fed into different streams which are predefined by the decomposition of the Laplacian pyramid for

outputing the final depth map. Rather than employing a fully supervised approach for monocular

depth estimation, Tian et al. [398] used quadtree constraint for calculating the photometric and

depth loss during the training of a depth model. It leveraged the sparse depth information as a part

of the input during semi-supervised training. To enable fully self-supervised training based on the
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standard framework designed by Zhou et al. [498], Chen et al. [63] incorporated additional losses

derived from SURF features and mapped point clouds. However, different from [383, 45] which

concentrated on supervised depth estimation, Tian et al. [398] and Chen et al. [63] leveraged

sparse depth information from the visual odometry system and explored additional supervisions for

self-supervised monocular training but they still suffered from unsatisfactory performance (AbsRel

of 16.5% on NYUv2). In this paper, we proposed a novel framework, MonoIndoor++, with three

new modules, a depth factorization module, a residual pose estimation module, and a coordinates

convolutional encoding module, which target on solving existing problems, rapid scale changes in

indoor environments, inaccurate camera rotation prediction issue and missing coordinates cues in

inducing relative camera poses, for self-supervised monocular depth estimation in indoor environ-

ments. Our model can be trained with standard photometric loss derived from self-supervision and

has established state-of-the-art (SOTA) performance on a wide-range of challenging benchmark

indoor datasets.

5.2.6 Contributions of this Chapter

• We propose a novel depth factorization module with a transformer-based scale regression

network to estimate a global depth scale factor, which helps the depth network adapt to the

rapid scale changes for indoor environments during model training.

• We propose a novel residual pose estimation module that mitigates the inaccurate camera ro-

tation prediction issue in the pose network and in turn significantly improves monocular depth

estimation performance.
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• We incorporate coordinates convolutional encoding in the proposed residual pose estimation

module to leverage coordinates cues in inducing relative camera poses.

• We demonstrate the state-of-the-art performance of self-supervised monocular depth pre-

diction on a wide-variety of publicly available indoor datasets, i.e., NYUv2 [376], EuRoC

MAV [42], ScanNet [91] and 7-Scenes [373].

5.3 Technical Approach

In this section, we present detailed descriptions of performing self-supervised depth esti-

mation using the proposed MonoIndoor++. Specifically, we first give an overview of the standard

framework for the self-supervised depth estimation. Then, we describe three core components in-

cluding depth factorization, residual pose and coordinates convolution modules, respectively.
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Figure 5.1: Overview of the proposed MonoIndoor++. Depth Factorization Module: We use
an encoder-decoder based depth network to predict a relative depth map and a transformer-based
scale network to estimate a global scale factor. Residual Pose Estimation Module: We use a pose
network to predict an initial camera pose of a pair of frames and residual pose network to iteratively
predict residual camera poses based on the predicted initial pose. Coordinates Convolutional
Encoding: We encode coordinates information along with the concatenated color image pairs as
the input to the pose network and residual pose network for predicting relative camera poses.

126



5.3.1 Self-Supervised Monocular Depth Estimation

Self-supervised monocular depth estimation is considered as a novel view-synthesis prob-

lem which is defined in [498, 141, 502]. This key idea is to train a model to predict the target image

from different viewpoints of source images. The image synthesis is achieved by using the depth

map as the bridging variable between the depth network and pose network. Both the depth map of

the target image and the estimated relative camera pose between a pair of target and source images

are required to train such systems. Specifically, the depth network predicts a dense depth map Dt

given a target image It as the input. The pose network takes a target image It and a source image

It′ from another view and estimates a relative camera pose Tt→t′ from the target to the source. The

depth network and pose network are optimized jointly with the photometric reprojection loss which

can then be constructed as follows:

LA =
∑
t′

ρ(It, It′→t), (5.1)

and

It′→t = It′⟨proj(Dt, Tt→t′ ,K)⟩, (5.2)

where ρ denotes the photometric reconstruction error [498, 141]. It is a weighted combination of

the L1 and Structured SIMilarity (SSIM) loss defined as

ρ(It, It′→t) =
α

2

(
1− SSIM(It, It′→t)

)
+ (1− α)∥It, It′→t∥1. (5.3)

It′→t is the source image warped to the target coordinate frame based on the depth of the target

image which is the output from the depth network. proj() is the transformation function to map

image coordinated pt from the target image to its pt′ on the source image following
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pt′ ∼ KTt→t′Dt(pt)K
−1pt, (5.4)

and ⟨·⟩ is the bilinear sampling operator which is locally sub-differentiable.

In addition, an edge-ware smoothness term is normally employed during training which

can be written as

Ls = |∂xd∗t |e−|∂xIt| + |∂yd∗t |e−|∂yIt|, (5.5)

where d∗t = d/d̄t is the mean-normalized inverse depth from [418].

Further, inspired by [29], we incorporate the depth consistency loss to enforce the pre-

dicted depth maps across the target frame and neighbouring source frames to be consistent during

the training. We first warp the predicted depth map Dt′ of the source image It′ by Equation (5.2) to

generate Dt′→t, which is a corresponding depth map in the coordinate system of the source image.

We then transform Dt′→t to the coordinate system of the target image via Equation (5.4) to produce

a synthesized target depth map D̃t′→t. The depth consistency loss can be written as

Ld =
|Dt − D̃t′→t|
Dt + D̃t′→t

. (5.6)

Thus, the overall objective to train the model is

L = LA + τLs + γLd, (5.7)

where τ and γ are the weights for the edge-aware smoothness loss and the depth consistency loss

respectively.

As discussed in Section 5.1, existing self-supervised monocular depth estimation models

have been used widely in producing competitive depth maps on datasets collected in outdoor envi-

ronments, e.g., autonomous driving scenes. However, simply using these methods [141] still suffer
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from worse performance in indoor environments, especially compared with fully-supervised depth

prediction methods. We argue that the main challenges in indoor environments come from the fact

that i) the depth range changes a lot and ii) indoor sequences captured in existing public indoor

datasets, e.g., EuRoC MAV [42] and NYUv2 [376], contain regular rotational motions which are

difficult to predict. To handle these issues, we propose MonoIndoor++, a self-supervised monocu-

lar depth estimation framework, as shown in Figure 6.3, to enable improved predicted depth quality

in indoor environments. The framework takes as input a single color image and outputs a depth

map via our MonoIndoor++ which consists of two core parts: a depth factorization module with

a transformer-based scale regression network and a residual pose estimation module. In addition,

when designing the residual pose estimation, we incorporate coordinates convolutional operations

to encode coordinates information along with color information as input channels explicitly. The

details of our main contributions are presented in the following sections.

5.3.2 Depth Factorization Module

Our depth factorization module consists of a depth prediction network and a transformer-

based scale regression network.

Depth Prediction Network: The backbone model of our depth prediction network is

based on Monodepth2 [141], which employs an auto-encoder structure with skip connections be-

tween the encoder and the decoder. The depth encoder learns a feature representation given a color

image I as input. The decoder takes features from the encoder as the input and outputs relative depth

map prediction. In the decoder, a sigmoid activation function is used to process features from the

last convolutional layers and a linear scaling function is utilized to obtain the final up-to-the-scale
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depth prediction, which can be written as follows,

d = 1/(aσ + b), (5.8)

where σ is the outputs after the sigmoid function, a and b are specified to constrain the depth map

D within a certain depth range. a and b are pre-defined as a minimum depth value and a maximum

depth value empirically according to a known environment. For instance, on the KITTI dataset

[132] which is collected in outdoor scenes, a is chosen as 0.1 and b as 100. The reason for setting a

and b as these fixed values is that the depth range is consistent across the video sequences when the

camera always sees the sky at the far point. However, it is observed that this setting is not valid for

most indoor environments. For instance, on the NYUv2 dataset [376] which include various indoor

scenes, e.g., office, kitchen, etc., the depth range varies significantly as scene changes. Specifically,

the depth range in a bathroom (e.g., 0.1m∼3m) can be very different from the one in a lobby (e.g.,

0.1m∼10m). We argue that pre-setting depth range will act as an inaccurate guidance that is harmful

for the model to capture accurate depth scales in training models. This is especially true when

there are rapid scale changes, which are commonly observed on datasets [376, 42, 91] in indoor

scenes. Therefore, to mitigate this problem, our depth factorization module learns a disentangled

representation in the form of a relative depth map and a global scale factor. The relative depth map

is obtained by the depth prediction network aforementioned and a global scale factor is outputted

by a transformer-based scale regression network which is introduced in the next subsection.

Transformer-based Scale Regression Network: We propose a transformer-based scale

regression network (see Figure 6.3) as a new branch which takes as input a color image and outputs

its corresponding global scale factor. Our intuition is that the global scale factor can be informed by

certain areas (e.g., the far point) in the images, and we propose to use a transformer block to learn
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the global scale factor. Our expectation is that the network can be guided to pay more attention to a

certain area which is informative to induce the depth scale factor of the target image of the current

view in a scene.

The proposed transformer-based scale regression network takes the feature representa-

tions F ∈ RD×H×W learnt from the input image as the input and outputs the corresponding global

scale factor, where D is dimension, H and W are the height and width of the feature map. Specifi-

cally, we project input features F ∈ RD×H×W to the query, the key and the value output, which are

defined as

ψ(F) = WψF ,

ϕ(F) = WϕF ,

h(F) = WhF ,

(5.9)

where Wψ, Wϕ and Wh are parameters to be learnt. The query and key values are then combined

using the function GF = softmax(FTWT
ψWϕF)h(F), giving the learnt self-attentions as GF .

Finally, the GF and the input feature representation F jointly contribute to the output SF by using

SF = WSFGF + F . (5.10)

Once we obtain SF , we apply three residual blocks including two convolutional layers in each,

followed by three fully-connected layers with dropout layers in-between, to output the global scale

factor S for the target image of current view. We also use a 2D relative positional encoding [21] in

calculating attentions with considerations of relative positional information of key features.

Probabilistic Scale Regression Head: The proposed transformer-based scale regression

network is designed is to predict a single positive number given the input high-dimensional feature

map F ∈ RD×H×W . Inspired by the stereo matching work [56], we propose to use a probabilistic
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scale regression head to estimate the continuous value for scale factor. Specifically, given a max-

imum bound that the global scale factor is within, instead of outputting a single number directly,

we first output a number of scale values S̃ as the predictions of each scale s and then calculate the

probability of s via the softmax operation softmax(·). Finally, the predicted global scale S is

calculated as the sum of each scale s weighted by its probability of predicted values as

S =

Dmax∑
s=0

s× softmax(S̃). (5.11)

Thus, the probabilistic scale regression head enables us to resolve regression problem smoothly with

a probabilistic classification-based strategy (see Section 5.4.5 for ablation results).

5.3.3 Residual Pose Estimation

The principle of self-supervised monocular depth estimation is built upon the novel view

synthesis, which requires both accurate depth maps from the depth network and camera poses from

the pose network. Estimating accurate relative camera poses is important for calculating photo-

metric reprojection loss to train the model because inaccurate camera poses might lead to wrong

correspondences between the pixels in the target and source images, positing problems in predict-

ing accurate depth maps. A standalone “PoseNet” is widely used in existing methods [141] to take

two images as the input and to estimate the 6 Degrees-of-Freedom (DoF) relative camera poses.

On datasets in outdoor environments (e.g., autonomous driving scenes like KITTI), we argue that

the relative camera poses are fairly simple because the cars which are used to collect video data

are mostly moving forward with large translations but minor rotations. This means that pose esti-

mation is normally less challenging for the pose network. In contrast, in indoor environments, the

video sequences in widely-used datasets [376] are typically recorded with hand-held devices (e.g.,
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Figure 5.2: Residual Pose Estimation. A single-stage pose can be decomposed into an initial pose
and a residual pose by virtual view synthesis.

Kinect), so there are more complicated ego-motions involved as well as much larger rotational mo-

tions. Thus, it is relatively more difficult for the pose network to learn to predict accurate relative

camera poses.

To better mitigate the aforementioned issues, existing methods [495, 30] concentrate on

“removing” or “reducing” rotational components in camera poses during data preprocessing and

train their models using preprocessed data. In this work, we argue these preprocessing techniques

are not flexible in end-to-end training pipelines, instead, we propose a residual pose estimation

module to learn the relative camera pose between the target and source images from different views

in an iterative manner (see Figure 5.2 for core ideas).

Our residual pose module consists of a standard pose network and a residual pose network.

In the first stage, the pose network takes a target image It and a source image It′0 as input and predicts

an initial camera pose Tt′0→t, where the subscript 0 in t′0 indicates that no transformation is applied

over the source image yet. Then Equation (5.2) is used to bilinearly sample from the source image,

reconstructing a warped target image It′0→t of a virtual view which is expected to be the same as the
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target image It if the correspondences are solved accurately. However, it will not be the case due to

inaccurate pose prediction. The transformation for this warping operation is defined as

It′0→t = It′⟨proj(Dt, T
−1
t′0→t

,K)⟩. (5.12)

Next, we propose a residual pose network (see ResidualPoseNet in Figure 6.3) which takes the

target image and the synthesized target image of a virtual view (It′0→t) as input and outputs a residual

camera pose T res(t′0→t)→t, representing the camera pose of the synthesized image It′0→t with respect

to the target image It. Then, we bilinearly sample from the synthesized image as

I(t′0→t)→t = It′0→t⟨proj(Dt, T
res −1
(t′0→t)→t

,K)⟩. (5.13)

Once a new synthesized image of a virtual view is obtained, we can continue to estimate the residual

camera poses for next view synthesis operation.

We define the general form of Equation (5.13) as

It′i→t = It′i⟨proj(Dt, T
res−1
t′i→t

,K)⟩, i = 0, 1, · · · . (5.14)

by replacing the subscript t′0 → t with t′1 to indicate that one warping transformation is applied, and

similarly for the ith transformation.

To this end, after multiple residual poses are estimated, the camera pose of source image

I ′t with respect to the target image It can be written as Tt→t′ = T−1
t′→t where

Tt′→t =
∏
i

Tt′i→t, i = · · · , k, · · · , 1, 0 . (5.15)

By iteratively estimating residual poses using a pose network and a residual pose network,

we expect to obtain more accurate camera pose compared with the pose predicted from a single-

stage pose network, so that a more accurate photometric reprojection loss can be built up for better

depth prediction during the model training.
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5.3.4 Coordinates Convolutional Encoding

For self-supervised monocular depth estimation, most of existing methods are designed to

induce relative camera poses given a pair of color images. In this work, we propose to incorporate

coordinates information as a part of input channels along with the color information explicitly to

provide additional coordinates cues for pose estimation.

We extend standard convolutional layers to coordinates convolutional layers by initial-

izing extra channels to process coordinates information which is concatenated channel-wise to the

input representations (see Coordinates Convolutional Encoding in Figure 6.3). Given a pair of 2D

images, we encode two coordinates x, y with color information (r, g, b), resulting in the 8-channels

input as (r1, g1, b1, r2, g2, b2, i, j) where (r1, g1, b1) and (r2, g2, b2) are rgb values of color images,

respectively. The i coordinate channel is an h×w rank-1 matrix with its first row filled with 0’s, its

second row with 1’s, its third with 2’s, etc. The j coordinate channel is similar, but with columns

filled in with constant values instead of rows. A linear scaling operation is applied over both i

and j coordinate values to encode them in the range [−1, 1]. We adopt coordinates convolutional

layers [266] in the residual pose estimation module to process 8-channels input for iterative pose

estimation, and the pose estimation can be written as follows:

Tt→t′ = RPModule(Ω;Concat(It, It′ , i, j)) (5.16)

where RPModule is the proposed pose estimation module, Ω is the parameters of the module

which are to be optimized.
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5.4 Experimental Results

5.4.1 Implementation Details

We implement our model using PyTorch [315]. In the depth factorization module, we

use the same depth network as in Monodepth2 [141]; for the transformer-based scale regression

network, we use a transformer module followed by two basic residual blocks and then three fully-

connected layers with a dropout layer in-between. The dropout rate is empirically set to 0.5. In

the residual pose module, we let the residual pose networks use a common architecture as in Mon-

odepth2 [141] which consists of a shared pose encoder and an independent pose regressor. In the co-

ordinates encoding module, 2D coordinates information (i, j) are directly concatenated with (r, g, b)

channels of color images as the input and the convolutional layers are initialized with ImageNet-

pretrained weights. Each experiment is trained for 40 epochs using the Adam [211] optimizer and

the learning rate is set to 10−4 for the first 20 epochs and it drops to 10−5 for remaining epochs. The

smoothness term τ is set as 0.001. The consistency term γ are set as 0.1 for EuRoC MAV dataset,

0.035 for NYUv2, ScanNet and 7-Scenes datasets, respectively.

5.4.2 Datasets

NYUv2 [376]: The NYUv2 depth dataset contains 464 indoor video sequences which are

captured by a hand-held Microsoft Kinect RGB-D camera. The dataset is widely used as a challeng-

ing benchmark for depth prediction. The resolution of videos is 640× 480. Images are rectified with

provided camera intrinsics to remove image distortion. We use the official training and validation
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splits which include 302 and 33 sequences, respectively. We use officially provided 654 images

with dense labelled depth maps for testing. During training, images are resized to 320×256.

EuRoC MAV [42]: The EuRoC MAV Dataset contains 11 video sequences captured in

two main scenes, a machine hall and a vicon room. Sequences are categorized as easy, medium

and difficult according to the varying illumination and camera motions. For the training, we use

three sequences of “Machine hall” (MH 01, MH 02, MH 04) and two sequences of “Vicon room”

(V1 01 and V1 02). Images are rectified with provided camera intrinsics to remove image distor-

tion. During training, images are resized to 512×256. We use the Vicon room sequence V1 03,

V2 01, V2 02 and V2 03 for testing where the ground-truth depths are generated by projecting Vi-

con 3D scans onto the image planes. During training, images are resized to 512×256. In addition,

we use V2 01 for ablation studies (see Section 5.4.5 and Section 5.4.5).

ScanNet [91]: The ScanNet dataset contains RGB-D videos of 1513 indoor scenes, which

is captured by handheld devices. The dataset is annotated with 3D camera poses and instance-level

semantic segmentations and is widely on several 3D scene understanding tasks, including 3D object

classification, semantic voxel labeling, and CAD model retrieval. We use officially released train-

validation-test splits. The resolution of color images is 1296 × 968. During training, images are

resized to 320×256.

7-Scenes [373]: 7-Scenes dataset contains a number of video sequences captured in 7

different indoor scenes, i.e., office, stairs, etc. Each scene contains 500-1000 frames. All scenes are

recorded using a handheld Kinect RGB-D camera at the resolution of 640×480. We use the official

train-test split. During training, images are resized to 320×256.
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5.4.3 Evaluation Metrics

We use both error metrics and accuracy metrics proposed in [115] for evaluation on all

datasets, which include the mean absolute relative error (AbsRel), root mean squared error (RMS)

and the accuracy under threshold (δi < 1.25i, i = 1, 2, 3). Following previous self-supervised depth

estimation methods [141, 483, 31], we multiply the predicted depth maps by a scalar that matches

the median with that of the ground-truth because self-supervised monocular methods cannot recover

the metric scale. The predicted depths are capped at 10m in all indoor datasets except the EuRoC

MAV dataset which one is set as 20m because it contains “Machine hall” scenes with observed large

depth scale.

5.4.4 Experimental Results

Results on NYUv2 Depth Dataset: In this sub-section, we evaluate our MonoIndoor++

on the NYUv2 depth dataset [376]. Following [483, 31], the raw dataset is firstly downsampled 10

times along the temporal dimension to remove redundant frames, resulting in ∼ 20K images for

training.

Quantitative Results Table 5.1 presents the quantitative results of our model MonoIn-

door++ and both SOTA supervised and self-supervised methods on NYUv2. It shows that our

model outperforms all previous self-supervised SOTA methods [141, 29, 460, 31], reaching the best

results across all metrics. Specifically, our method improves monocular depth prediction perfor-

mance significantly by reducing AbsRel to 13.2% and increasing δ1 to 83.4%. Besides, compared

with the recent self-supervised methods by Bian et al. [30, 31] which concentrating on removing

rotations via “rectification” as a data preprocessing step, our method gives the better performance
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without additional data preprocessing. It is noted that NYUv2 is very challenging and many pre-

vious self-supervised methods [456] fail to get satisfactory results. In addition to that, our model

outperforms a group of supervised methods [262, 226, 114, 53, 236] and closes the performance

gap between the self-supervised methods and fully-supervised methods [227, 126]. When com-

pared with our preliminary work [187], our method can consistently improve depth estimation per-

formance on all metrics, especially the δ1, which is 83.4% and is better that these fully-supervised

methods [227, 126]. Ablation studies for the effectiveness of each core module on NYUv2 are pre-

sented in Section 5.4.5 and the ablation results of design choices for the coordinates convolutional

encoding are shown in Section 5.4.5.

Table 5.1: Comparison of our method with existing supervised and self-supervised methods on
NYUv2 [376]. Best results among supervised and self-supervised methods are in bold.

Methods Supervision
Error Metric ↓ Accuracy Metric ↑

AbsRel RMS δ1 δ2 δ3
Make3D [360] ✓ 0.349 1.214 0.447 0.745 0.897

Depth Transfer [202] ✓ 0.349 1.210 - - -
Liu et al. [262] ✓ 0.335 1.060 - - -

Ladicky et al. [226] ✓ - - 0.542 0.829 0.941
Li et al. [232] ✓ 0.232 0.821 0.621 0.886 0.968

Roy et al. [351] ✓ 0.187 0.744 - -
Liu et al. [256] ✓ 0.213 0.759 0.650 0.906 0.976

Wang et al. [425] ✓ 0.220 0.745 0.605 0.890 0.970
Eigen et al. [114] ✓ 0.158 0.641 0.769 0.950 0.988

Chakrabarti et al. [53] ✓ 0.149 0.620 0.806 0.958 0.987
Laina et al. [227] ✓ 0.127 0.573 0.811 0.953 0.988

Li et al. [236] ✓ 0.143 0.635 0.788 0.958 0.991
DORN [126] ✓ 0.115 0.509 0.828 0.965 0.992

Ranftl et al. [339] ✓ 0.110 0.357 0.904 0.988 0.994
VNL [455] ✓ 0.108 0.416 0.875 0.976 0.994

Bhat et al. [28] ✓ 0.103 0.364 0.903 0.984 0.997
Fang et al. [121] ✓ 0.101 0.412 0.868 0.958 0.986
Zhou et al. [495] ✗ 0.208 0.712 0.674 0.900 0.968
Zhao et al. [483] ✗ 0.189 0.686 0.701 0.912 0.978

Monodepth2 [141] ✗ 0.160 0.601 0.767 0.949 0.988
SC-Depth [29] ✗ 0.159 0.608 0.772 0.939 0.982

P2Net (3-frame) [460] ✗ 0.159 0.599 0.772 0.942 0.984
P2Net (5-frame) [460] ✗ 0.147 0.553 0.801 0.951 0.987

Bian et al. [30] ✗ 0.147 0.536 0.804 0.950 0.986
Bian et al. [31] ✗ 0.138 0.532 0.820 0.956 0.989

Monodepth2 [141] (Baseline) ✗ 0.160 0.601 0.767 0.949 0.988
MonoIndoor [187]

(Our ICCV21)
✗ 0.134 0.526 0.823 0.958 0.989

MonoIndoor++
(Ours) ✗ 0.132 0.517 0.834 0.961 0.990

Qualitative Results Figure 5.3 visualizes the predicted depth maps on NYUv2. Com-

pared with the results from the baseline method Monodepth2 [141] and recent work [31], depth
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maps predicted from our model (MonoIndoor++) are more precise and closer to the ground-truth.

For instance, looking at the fourth column in the first row, the depth in the region of cabinet pre-

dicted from our model is much sharper and cleaner, being close to the ground-truth (the last column).

These qualitative results are consistent with our quantitative results in Table 5.1.

Input Monodepth2 [5] MonoIndoor++ (Ours) GTBian et al. [10]

Figure 5.3: Qualitative comparison on NYUv2 [376]. Images form the left to the right are: input,
depth from [31], [141], MonoIndoor++(Ours), ground-truth depth. Compared with both the base-
line method Monodepth2 [141] and recent work [31], our model produces accurate depth maps that
are closer to the ground-truth.

Results on EuRoC MAV Dataset: In this sub-section, we present evaluation results of

self-supervised monocular depth estimation on the EuRoC MAV dataset [42]. As there are not many
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Table 5.2: Quantitative results and comparison between our MonoIndoor++ with existing self-
supervised methods on the test sequences V1 03, V2 01 V2 02, V2 03 of EuRoC MAV [42]. Best
results are in bold.

Method
V1 03 V2 01

Error Metric ↓ Accuracy Metric ↑ Error Metric ↓ Accuracy Metric ↑
AbsRel RMSE δ1 δ2 δ3 AbsRel RMSE δ1 δ2 δ3

Bian et al. [29] 0.100 0.387 0.905 0.985 0.996 0.153 0.554 0.807 0.944 0.984
P2Net [460] 0.104 0.387 0.905 0.986 0.997 0.155 0.557 0.780 0.953 0.989

Bian et al. [31] 0.094 0.360 0.925 0.985 0.995 0.148 0.536 0.800 0.950 0.987
Monodepth2 [141] (Baseline) 0.110 0.413 0.889 0.983 0.996 0.157 0.567 0.786 0.941 0.986

MonoIndoor [187] (Our ICCV21) 0.080 0.309 0.944 0.990 0.998 0.125 0.466 0.840 0.965 0.993
MonoIndoor++ (Ours) 0.079 0.303 0.949 0.991 0.998 0.115 0.439 0.861 0.972 0.992

Method
V2 02 V2 03

Error Metric ↓ Accuracy Metric ↑ Error Metric ↓ Accuracy Metric ↑
AbsRel RMSE δ1 δ2 δ3 AbsRel RMSE δ1 δ2 δ3

Bian et al. [29] 0.161 0.682 0.769 0.942 0.983 0.163 0.616 0.760 0.948 0.989
P2Net [460] 0.150 0.604 0.800 0.955 0.989 0.152 0.541 0.792 0.954 0.991

Bian et al. [31] 0.154 0.637 0.783 0.948 0.987 0.149 0.534 0.792 0.962 0.992
Monodepth2 [141] (Baseline) 0.156 0.645 0.776 0.945 0.985 0.171 0.620 0.734 0.944 0.988

MonoIndoor [187] (Our ICCV21) 0.142 0.581 0.802 0.952 0.990 0.140 0.502 0.810 0.964 0.993
MonoIndoor++ (Ours) 0.133 0.551 0.830 0.964 0.991 0.134 0.482 0.829 0.967 0.993

public results on the EuRoC MAV dataset, excepting for comparing between our MonoIndoor++

and the baseline method Monodepth2 [141], we follow official implementations of Bian et al. [29]

1, P2Net [460] 2 and Bian et al. [31] 3 to conduct experiments and make fair comparisons.

Quantitative Results: We present quantitative results of our model MonoIndoor++ and

comparisons with other methods for the self-supervised monocular depth estimation on all Vicon

room testing sequences in Table 5.2. It can be observed that, when compared with recent self-

supervised methods [29, 460, 31], our model achieves the best performance across all major eval-

uation metrics (AbsRel and δ1) on various scenes including the “difficult” scene, i.e., “Vicon room

203” (V2 03). Specifically, on the sequence V2 01, our model improves self-supervised monocular

depth estimation performance significantly by reducing the AbsRel to 11.5% and increasing the δ1
1https://github.com/JiawangBian/SC-SfMLearner-Release
2https://github.com/svip-lab/Indoor-SfMLearner
3https://github.com/JiawangBian/sc depth pl
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Input Monodepth2 [5] MonoIndoor++ (Ours)

Figure 5.4: Qualitative comparison of depth prediction on EuRoC MAV. Our MonoIndoor++ pro-
duces more accurate and cleaner depth maps.

to 86.1%. Similar improvements can be observed on other test sequences. Besides, compared with

our preliminary work [187], our method consistently and significantly improves depth estimation

performance across all test sequences. In addition, ablation studies for the effectiveness of each core

module are presented in Section 5.4.5 and ablation experiments of the design choices for the scale

network are shown in Section 5.4.5.

Qualitative Results: We present the qualitative results and comparisons of depth maps

predicted by the baseline method Monodepth2 [141] and our MonoIndoor++ in Figure 5.4. There

are no ground-truth dense depth maps on the EuRoC MAV dataset. From Figure 5.4, it is clear that

the depth maps generated by our model are much better than the ones by Monodepth2. For instance,

in the third row, our model can predict precise depths for the hole region at the right-bottom corner
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Table 5.3: Relative pose evalution on EuRoC MAV [364]. Results show the average absolute trajec-
tory error(ATE), and the relative pose error(RPE) in meters and degrees, respectively. Scene: test
sequence name.

Scene Methods ATE (m) ↓ RPE (m) ↓ RPE (°) ↓

V1 03

Monodepth2 [141] (Baseline) 0.0681 0.0686 1.3237

MonoIndoor [187] (Our ICCV21) 0.0564 0.0638 0.7185

MonoIndoor++ (Ours) 0.0557 0.0542 0.5599

V2 01

Monodepth2 [141] (Baseline) 0.0266 0.0199 1.1985

MonoIndoor [187] (Our ICCV21) 0.0230 0.011 1.197

MonoIndoor++ (Ours) 0.0229 0.0050 1.1239

V2 02

Monodepth2 [141] (Baseline) 0.0624 0.0481 6.4135

MonoIndoor [187] (Our ICCV21) 0.0544 0.0360 7.2100

MonoIndoor++ (Ours) 0.0517 0.0350 7.1928

V2 03

Monodepth2 [141] (Baseline) 0.0670 0.0355 5.3532

MonoIndoor [187] (Our ICCV21) 0.0699 0.0748 5.304

MonoIndoor++ (Ours) 0.0644 0.0676 4.8559

whereas such a hole structure in the depth map by Monodepth2 is missing. These observations

are also consistent with the better quantitative results in Table 5.2, proving the superiority of our

model.

Relative Pose Evaluation: In Table 5.3, we evaluate the proposed residual pose esti-

mation module on all Vicon room test sequences V1 03, V2 01, V2 02 and V2 03 of the EuRoC

MAV [42]. We follow [469] to evaluate relative camera poses estimated by our residual pose es-

timation module. We use the following evaluation metrics: absolute trajectory error (ATE) which

measures the root-mean square error between predicted camera poses and ground-truth, and relative

pose error (RPE) which measures frame-to-frame relative pose error in meters and degrees, respec-

tively. As shown in Table 5.3, compared with the baseline model Monodepth2 [141] which employs

one-stage pose network, using our method leads to improved relative pose estimation across evalua-

tion metrics on most test scenes. Specifically, on the scene V1 03, the ATE by our MonoIndoor++ is

significantly decreased from 0.0681 meters to 0.0557 meters and RPE(°) is reduced from 1.3237° to

0.5599°. Similar observations are made on the scene V2 02, where the ATE by our MonoIndoor++
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is significantly decreased from 0.0624 meters to 0.0517 meters. When compared with our prelimi-

nary work [187], consistent improvements can also be observed across almost all testing sequences,

which can further validate the superiority of our model for self-supervised monocular depth estima-

tion.

Table 5.4: Comparison of our method with existing supervised and self-supervised methods on
ScanNet [91]. Best results among supervised and self-supervised methods are in bold.

Methods Supervision AbsRel ↓ SqRel ↓ RMS ↓ RMSlog ↓

Photometric BA [7] ✓ 0.268 0.427 0.788 0.330

DeMoN [409] ✓ 0.231 0.520 0.761 0.289

BANet [390] ✓ 0.161 0.092 0.346 0.214

DeepV2D [394] ✓ 0.069 0.018 0.196 0.099

NeuralRecon [386] ✓ 0.047 0.024 0.164 0.093

Bian et al. [29] ✗ 0.177 0.238 0.552 0.220

P2Net [460] ✗ 0.218 0.190 0.531 0.256

Bian et al. [31] ✗ 0.163 0.096 0.428 0.188

Gu et al. [147] ✗ 0.140 0.127 0.496 0.212

Monodepth2 [141] (Baseline) ✗ 0.189 0.111 0.426 0.225

MonoIndoor [187] (Our ICCV21) ✗ 0.126 0.057 0.329 0.163

MonoIndoor++ (Ours) ✗ 0.113 0.048 0.302 0.148

Results on ScanNet Dataset: In this sub-section, we evaluate our MonoIndoor++

and compare its performance with recent SOTA methods on the ScanNet dataset [91]. Referring

to [390], the raw dataset is firstly downsampled 10 times along the temporal dimension and then

∼ 100K images are randomly selected for training. During testing, ∼ 4K are sampled from 100

different testing scenes to evaluate the trained model. It should be mentioned that we have observed

that rarely research work have conducted thorough experiments on ScanNet for self-supervised

monocular depth estimation. Instead, previous work [460, 31] simply conduct zero-shot generaliza-

tion experiments. In this paper, we first present self-supervised depth estimation evaluation results,

and second, we show evaluations of the zero-shot generalization on depth and relative pose
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estimation. As introduced in Section 5.4.4, we follow official implementations of Bian et al. [29],

P2Net [460] and Bian et al. [31] to conduct experiments and make fair comparisons.

Self-supervised Depth Estimation Evaluation Table 5.4 presents the quantitative results

of our model MonoIndoor++ and both SOTA supervised and self-supervised methods on ScanNet.

It shows that our MonoIndoor++ outperforms the previous self-supervised methods [141, 460, 31,

147] in depth estimation, reaching the best results across all metrics. For instance, our model gives

11.3% of the AbsRel, which is exceptionally competitive in indoor environments. When compared

with our preliminary work [187], our MonoIndoor++ consistently improves depth estimation perfor-

mance on this challenging dataset. In addition to that, our model outperforms a group of supervised

methods [409, 390]. Ablation studies for the effectiveness of each core module are presented in

Section 5.4.5.

Table 5.5: Zero-shot generalization of our method for self-supervised depth estimation on Scan-
Net [91]. Best results are in bold.

Methods Supervision
Error Metric ↓ Accuracy Metric ↑

AbsRel RMS δ1 δ2 δ3

Latina et al. [227] ✓ 0.141 0.339 0.811 .958 0.990

VNL [455] ✓ 0.123 0.306 0.848 0.964 0.991

Zhou et al. [495] ✗ 0.212 0.483 0.650 0.905 0.976

Zhao et al. [483] ✗ 0.179 0.415 0.726 0.927 0.980

Bian et al. [29] ✗ 0.169 0.392 0.749 0.938 0.983

P2Net [460] ✗ 0.175 0.420 0.740 0.932 0.982

Bian et al. [31] ✗ 0.156 0.361 0.781 0.947 0.987

Monodepth2 [141] (Baseline) ✗ 0.170 0.401 0.730 0.948 0.991

MonoIndoor [187] (Our ICCV21) ✗ 0.154 0.373 0.779 0.951 0.988

MonoIndoor++ (Ours) ✗ 0.138 0.347 0.810 0.967 0.993

Zero-shot Generalization We present the zero-shot generalization results of self-supervised

depth estimation on ScanNet [91] in Table 5.5, where we evaluate the proposed MonoIndoor++

pretrained on NYUv2 dataset. From Table 5.5, it is observed that our NYUv2 pretrained model

generalizes better than other recent methods to new dataset. Besides, we show the zero-shot gener-
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alization results of relative pose estimation on ScanNet in Table 5.6. We follow [394, 460, 31] to use

2000 image pairs selected from diverse indoor scenes for pose evaluation. It can be observed that

our method outperforms other self-supervised methods. Specifically, compared to Bian et al. [31],

our method significantly reduces translational error (tr (cm)) from 0.55 centimeters to 0.27 centime-

ters and decreases camera rotational error (rot (deg)) from 1.82 to 1.19. When compared with our

preliminary work [187], consistent improvements are observed on depth and relative pose evalua-

tion results. Both depth and pose results validate the good zero-shot generalizability and capability

of our method.

Table 5.6: Zero-shot generalization of our method for relative pose estimation on ScanNet [91].
Best results are in bold. rot:rotational error of the relative pose. tr: translational error of the relative
pose.

Methods rot (deg) ↓ tr (deg) ↓ tr (cm) ↓

Zhou et al. [495] 1.96 39.17 1.4

P2Net [460] 1.86 35.11 0.89

Bian et al. [31] 1.82 39.41 0.55

Monodepth2 [141] (Baseline) 2.03 41.12 0.83

MonoIndoor [187] (Our ICCV21) 1.36 23.42 1.04

MonoIndoor++ (Ours) 1.19 21.33 0.27

Results on RGB-D 7-Scenes Dataset In this sub-section, we evaluate our MonoIn-

door++ on the RGB-D 7-Scenes dataset [373] under two settings, the zero-shot generalization and

the fine-tuning strategy, respectively. Following [30, 31], we extract one image from every 30 frames

in each video sequence. For fine-tuning, we first pre-train our model on the NYUv2 dataset, and

then fine-tune the pre-trained model on each scene of 7-Scenes dataset.
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Table 5.7: Comparison of our method to latest self-supervised methods under zero-shot generaliza-
tion and fine-tuning settings on RGB-D 7-Scenes [373]. Best results are in bold.

Scenes

Zero-shot Generalization

Bian et al. [31] Bian et al. [30] Monodepth2 [141] MonoIndoor++ (Ours)

AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑

Chess 0.179 0.689 0.169 0.719 0.193 0.654 0.157 0.750

Fire 0.163 0.751 0.158 0.758 0.190 0.670 0.150 0.768

Heads 0.171 0.746 0.162 0.749 0.206 0.661 0.171 0.727

Office 0.146 0.799 0.132 0.833 0.168 0.748 0.130 0.837

Pumpkin 0.120 0.841 0.117 0.857 0.135 0.816 0.102 0.895

RedKitchen 0.136 0.822 0.151 0.780 0.168 0.733 0.144 0.795

Stairs 0.143 0.794 0.162 0.765 0.146 0.806 0.155 0.753

Scenes

After Fine-tuning

Bian et al. [31] Bian et al. [30] Monodepth2 [141] MonoIndoor++ (Ours)

AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑ AbsRel ↓ Acc (δ1) ↑

Chess 0.150 0.780 0.103 0.880 0.123 0.853 0.097 0.888

Fire 0.105 0.918 0.089 0.916 0.091 0.927 0.077 0.939

Heads 0.143 0.833 0.124 0.862 0.130 0.855 0.106 0.889

Office 0.128 0.855 0.096 0.912 0.105 0.897 0.083 0.934

Pumpkin 0.097 0.922 0.083 0.946 0.116 0.877 0.078 0.945

RedKitchen 0.124 0.853 0.101 0.896 0.108 0.884 0.094 0.915

Stairs 0.134 0.823 0.106 0.855 0.127 0.825 0.104 0.857

Table 5.7 presents the quantitative results and comparisons of our model MonoIndoor++

and latest SOTA self-supervised methods on 7-Scenes dataset. It can be observed that our model

outperforms the baseline method Monodepth2 [141] significantly on each scene. Further, compared

to the model [30, 31], our method achieve the best performance on most scenes before and after fine-

tuning using NYUv2 pretrained models, which demonstrates better generalizability and capability

of our model. Moreover, the results show that our method can perform well in a variety of different

scenes.

5.4.5 Ablation Studies

Effects of each proposed module in MonoIndoor++: In this sub-section, we perform

ablation studies of each core module in our proposed MonoIndoor++ on NYUv2 [376], Scan-

Net [91] and EuRoC MAV [42] datasets in Table 5.8.
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Specifically, We first perform ablation study for the residual pose estimation module.

In Table 5.8, from methods of the “Monodepth2 [141] (Baseline)” and “MonoIndoor++ (Ours)”

with the “Residual Pose” column checked, improved performance can be observed by using the

proposed residual pose estimation module. For instance, on NYUv2, the AbsRel is decreased from

16% to 14.2% and δ1 is increased from 76.7% to 81.3%; on ScanNet, the AbsRel is decreased

from 18.9% to 13.6% and the δ1 is increased from 70.9% to 83.3%; on EuRoC MAV V2 01, the

AbsRel is decreased from 15.7% to 14.1% and the δ1 is increased from 78.6% to 81.5% and similar

observations can be made on other test sequences as well.

Next, we experiment to validate the effectiveness of the depth factorization module. Com-

paring with Monodepth2 which predicts depth without any guidance of global scales, by adding the

depth factorization module with a separate scale network in our MonoIndoor++ (see “MonoIndoor++

(Ours)” with the “Residual Pose” and “Depth Factorization” columns checked), we further observe

improved performance on all datasets. For instance, on NYUv2, the AbsRel is decreased from

14.2% to 13.4% and δ1 is increased from 81.3% to 82.3%; on ScanNet, the AbsRel is decreased

from 13.6% to 12.6% and the δ1 is increased from 83.3% to 83.9%; on EuRoC MAV V2 01, the

AbsRel is decreased from 14.1% to 12.5% and the δ1 is increased from 81.5% to 84.0% and similar

observations can be made on other test sequences.

In addition, by using the residual pose estimation module with both the proposed depth

factorization module and coordinates convolutional encoding module (see “MonoIndoor++ (Ours)”

with all columns checked, the performance can be improved consistently. For instance, on NYUv2,

the AbsRel is decreased to 13.2% and δ1 is increased to 83.4%; on ScanNet, the AbsRel is de-

creased to 11.3% and the δ1 is increased to 87.3%; on EuRoC MAV V2 01, the AbsRel is decreased
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to 11.5% and the δ1 is increased to 86.1% and similar observations can be made on other test

sequences as well. Our full model achieves the best performance by giving competitive depth esit-

mation results on these challenging datasets. We argue that these ablation results clearly prove the

effectiveness of the each proposed module in our model, MonoIndoor++.

Table 5.8: Ablation results on each core module of our MonoIndoor++ and comparison with the
baseline method on the NYUv2 [376], ScanNet [91] and EuRoC MAV [42] datasets. Best results are
in bold. Residual Pose: our residual pose estimation module. Depth Factorization: our depth fac-
torization module with scale network. Coordinates Conv. Encoding: our coordinates convolutional
encoding module.

Method
Residual

Pose

Depth

Factorization

Coordinates

Conv. Encoding

NYUv2 ScanNet

Error Metric ↓ Accuracy Metric ↑ Error Metric ↓ Accuracy Metric ↑

AbsRel RMSE δ1 δ2 δ3 AbsRel RMSE δ1 δ2 δ3

Monodepth2 [141] (Baseline) ✗ ✗ ✗ 0.16 0.601 0.767 0.949 0.988 0.189 0.426 0.709 0.929 0.984

MonoIndoor++ (Ours) ✓ ✗ ✗ 0.142 0.553 0.813 0.958 0.988 0.136 0.345 0.833 0.968 0.995

MonoIndoor++ (Ours) ✓ ✓ ✗ 0.134 0.526 0.823 0.958 0.989 0.126 0.329 0.839 0.973 0.995

MonoIndoor++ (Ours) ✓ ✓ ✓ 0.132 0.517 0.834 0.961 0.990 0.113 0.302 0.873 0.979 0.996

Method
Residual

Pose

Depth

Factorization

Coordinates

Conv. Encoding

EuRoC MAV V1 03 EuRoC MAV V2 01

Error Metric ↓ Accuracy Metric ↑ Error Metric ↓ Accuracy Metric ↑

AbsRel RMSE δ1 δ2 δ3 AbsRel RMSE δ1 δ2 δ3

Monodepth2 [141] (Baseline) ✗ ✗ ✗ 0.110 0.413 0.889 0.983 0.996 0.157 0.567 0.786 0.941 0.986

MonoIndoor++ (Ours) ✓ ✗ ✗ 0.100 0.379 0.913 0.987 0.997 0.141 0.518 0.815 0.961 0.991

MonoIndoor++ (Ours) ✓ ✓ ✗ 0.080 0.309 0.944 0.990 0.998 0.125 0.466 0.840 0.965 0.993

MonoIndoor++ (Ours) ✓ ✓ ✓ 0.079 0.303 0.949 0.991 0.998 0.115 0.439 0.861 0.972 0.992

Method
Residual

Pose

Depth

Factorization

Coordinates

Conv. Encoding

EuRoC MAV V2 02 EuRoC MAV V2 03

Error Metric ↓ Accuracy Metric ↑ Error Metric ↓ Accuracy Metric ↑

AbsRel RMSE δ1 δ2 δ3 AbsRel RMSE δ1 δ2 δ3

Monodepth2 [141] (Baseline) ✗ ✗ ✗ 0.156 0.645 0.776 0.945 0.985 0.171 0.620 0.734 0.944 0.988

MonoIndoor++ (Ours) ✓ ✗ ✗ 0.150 0.619 0.792 0.950 0.988 0.147 0.538 0.806 0.963 0.989

MonoIndoor++ (Ours) ✓ ✓ ✗ 0.142 0.581 0.802 0.952 0.990 0.140 0.502 0.810 0.964 0.993

MonoIndoor++ (Ours) ✓ ✓ ✓ 0.133 0.551 0.830 0.964 0.991 0.134 0.482 0.829 0.967 0.993

We also present the exemplar depth visualizations by our proposed modules on NYUv2

dataset in Figure 5.5. In addition, we visualize intermediate and final synthesized views compared

with the current view on NYUv2 in the Figure 5.6. Highlighted regions show that final synthesized

views are better than the intermediate synthesized views and closer to the current view.
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Input Ours (w depth factorization) Ours (w residual pose) GTOurs (full model)

Figure 5.5: Qualitative ablation comparisons of depth prediction on NYUv2. Our full model with
both depth factorization and residual pose modules produce better depth maps.

Current view Intermediate 
synthesized view

Final 
synthesized view Current view Intermediate 

synthesized view
Final 

synthesized view

Figure 5.6: Intermediate synthesized views on NYUv2.

Effects of network design for transformer-based scale regression network: We per-

form ablation studies for our network design choices for the transformer-based scale regression

network in depth factorization module on the test sequence V2 01 of the EuRoC MAV dataset [42].

Firstly, we consider the following designs as the backbone of our scale regression network: I) a pre-

trained ResNet-18 [162] followed by a group of Convolutional-BN-ReLU layers; II) a pre-trained

ResNet-18 [162] followed by two residual blocks; III) a lightweight network with two residual

blocks which shares the feature maps from the depth encoder as input. These three choices are

referred to as the ScaleCNN, ScaleNet and ScaleRegressor, respectively in Table 5.9. Next, we

validate the effectiveness of adding new components into our backbone design. As described in

Section 5.3.2, we mainly integrate two sub-modules: i) a transformer module and ii) a probabilistic

scale regression block.
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Table 5.9: Ablation results of design choices and the effectiveness of components in the transformer-
based scale regression network of our model (MonoIndoor++) on EuRoC MAV V2 01 [42]. Porb.
Reg.: the probabilistic scale regression block. Note: we only use the residual pose estimation
module when experimenting with different network designs for the depth factorization module.

Network Design Attention
Prob.

Reg.

Error Metric ↓ Accuracy Metric ↑

AbsRel RMSE δ1 δ2 δ3

I. ScaleCNN ✓ ✓ 0.140 0.518 0.821 0.956 0.985

II. ScaleNet ✓ ✓ 0.141 0.519 0.817 0.959 0.988

III. ScaleRegressor ✗ ✗ 0.139 0.508 0.817 0.960 0.987

III. ScaleRegressor ✓ ✗ 0.135 0.501 0.825 0.964 0.989

III. ScaleRegressor ✓ ✓ 0.125 0.466 0.840 0.965 0.993

As shown in Table 5.9, the best performance is achieved by ScaleRegressor that uses

transformer module and probabilistic scale regression. It proves that sharing features with the depth

encoder is beneficial to scale estimation. Comparing the results of three ScaleRegressor variants,

the performance gradually improves as we add more components (i.e.., attention and probabilistic

scale regression (Prob. Reg.)). Specifically, adding the transformer module improves the overall

performance over the baseline backbone; adding the probabilistic regression block leads to a further

improvement, which validates the effectiveness of our proposed sub-modules.

Ablation results of coordinates convolutional encoding: We present ablation studies

for the encoding position of the coordinates convolutional encoding module on the NYUv2 [376]

and V2 01 of the EuRoC MAV [42] datasets in Tabel 5.10. It should be mentioned that, to fully

explore the effectiveness of using coordinates encoding technique, we only run our MonoIndoor++

with the residual pose estimation module. We perform coordinates convolutional encoding with

the following choices. Specifically, we first encode coordinates information with the color image

pairs and extend coordinates convolutional layers to process combined input data. Second, we

perform coordinates encoding operations with the feature representations outputted from the pose
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encoder and the processed features are taken as the input to the pose decoder. Third, we incorporate

coordinates encoding operations with both input and features from pose encoder for pose estimation.

Table 5.10: Ablation results of encoding position for coordinates conovlutional with our MonoIn-
door++ on NYUv2. Init.: initialization of weights. Note: we only use the residual pose estimation
module when experimenting with different network designs for the coordinates convolutional en-
coding module.

Model
Encoding

Position

NYUv2

Error Metric ↓ Accuracy Metric ↑

AbsRel RMS δ1 δ2 δ3

MonoIndoor ✗ 0.142 0.553 0.813 0.958 0.988

MonoIndoor++

(Random Init.)
Input 0.140 0.543 0.817 0.959 0.989

MonoIndoor++

(ImageNet Init.)
Input 0.139 0.545 0.821 0.958 0.989

MonoIndoor++

(ImageNet Init.)
Encoder Features 0.145 0.565 0.806 0.954 0.988

MonoIndoor++

(ImageNet Init.)
Input & Encoder Features 0.141 0.554 0.815 0.957 0.989

Model
Encoding

Position

EuRoC MAV V2 01

Error Metric ↓ Accuracy Metric ↑

AbsRel RMS δ1 δ2 δ3

MonoIndoor ✗ 0.141 0.518 0.786 0.941 0.986

MonoIndoor++ Input 0.130 0.492 0.840 0.965 0.992

From the Table 5.10, it can be observed that, by using coordinates convolutional encod-

ing in residual pose estimation module, performance can be improved. For instance, the AbsRel

is decreased to 13.9% from 14.2% and the δ1 is improved from 81.7% to 82.1%. Besides, com-

paring with encoding coordinates information with feature representations after the pose encoder,

applying the coordinates convolutional encoding operation over the input image pairs directly gives

the best performance. Further, we test two different initialization methods for coordinates con-

volutional layers which are with random initializations or ImageNet-pretrained [95] initialization,

respectively. The coordinates convolutional encoding layers which are initialized with ImageNet-

pretrained weights give slightly improved performance compared to ones with random weights.
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Given the above observations, we further perform experiments under the same settings on EuRoC

MAV V2 01 sequence, significant improvements have been observed for self-supervised monocu-

lar depth estimation by using our residual pose estimation module with coordinates convolutional

encoding module, which can further validate the effectiveness of the coordinates convolutional en-

coding module.
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Chapter 6

Learning Local Recurrent Models for

Human Mesh Recovery

6.1 Introduction

We consider the problem of human mesh recovery in videos, i.e., fitting a parametric 3D

human mesh model to each frame of the video. With many practical applications [381, 291], includ-

ing in healthcare for COVID-19 [235, 75, 196], there has been much progress in this field in the last

few years [193, 215, 133]. In particular, most research effort has been expended in single image-

based mesh estimation where one seeks to fit the human mesh model to a single image. However,

such 3D model estimation from only a single 2D projection (image) is a severely under-constrained

problem since multiple 3D configurations (in this case poses and shapes of the mesh model) can

project to the same image. Such ambiguities can be addressed by utilizing an extra dimension that
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is typically associated with images- the temporal dimension leading to video data and the prob-

lem of video mesh recovery.

Figure 6.1: We present LMR, a new method for video human mesh recovery. Unlike existing
work, LMR captures local human part dynamics and interdependencies by learning multiple local
recurrent models, resulting in notable performance improvement over the state of the art. Here, we
show a few qualitative results on the 3DPW dataset.

The currently dominant paradigm for video mesh recovery involves the feature-temporal-

regressor architecture. A deep convolutional neural network (CNN) is used to extract frame-level

image feature vectors, which are then processed by a temporal encoder to learn the motion dynam-

ics in the video. The representation from the temporal encoder is then processed by a parameter

regressor module that outputs frame-level mesh parameter vectors. While methods vary in the spe-

cific implementation details, they mostly follow this pipeline. For instance, while Kanazawa et

al. [194] implement the temporal encoder using a feed-forward fully convolutional model, Kocabas

et al. [215] uses a recurrent model to encode motion dynamics. However, uniformly across all these

methods, the parameter regressor is implemented using a “flat” regression architecture that takes in

feature vectors as input and directly regresses all the model parameters, e.g., 85 values (pose, shape,

and camera) for the popularly used skinned multi-person linear (SMPL) model [280, 193]. While

this paradigm has produced impressive recent results as evidenced by the mean per-joint position
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errors on standard datasets (see Arnab et al. [13] and Kocabas et al. [215] for a fairly recent bench-

mark), a number of issues remain unaddressed that provide us with direction and scope for further

research and performance improvement.

First, the above architectures implicitly assume that all motion dynamics can be captured

using a single dynamical system (e.g., a recurrent network). While this assumption may be reason-

able for fairly simplistic human motions, it is not sufficient for more complex actions. For instance,

while dancing, the motion dynamics of a person vary from one part of the body to the other. As

a concrete example, the legs may remain static while the hands move vigorously, and these roles

may be reversed after a certain period of time (static hands and moving legs several frames later),

leading to more “locally” varying dynamics. Intuitively, this tells us that the motion of each local

body part should in itself be modeled separately by a dynamical system, and that such a design

should help capture this local “part-level” dynamical information more precisely as opposed to a

single dynamical system for the entire video snippet.

Next, as noted above, the regressor in the feature-temporal-regressor architecture involves

computing all the parameters of the SMPL model using a direct/flat regression design without due

consideration given to the interdependent nature of these parameters (i.e., SMPL joint rotations are

not independent but rather conditioned on other joints of other parts such as the root [280]). It has

been noted in prior work [204] that such direct regression of rotation matrices, which form a pre-

dominant part of the SMPL parameter set, is challenging as is and only made further difficult due to

these interdependencies in the SMPL model. In addition to direct rotation regression, the temporal

module in the above feature-temporal-regressor also does not consider any joint and part
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interdependencies, i.e., modeling all motion dynamics using a single global dynamical system, thus

only further exacerbating this problem.

To address the aforementioned issues, we present a new architecture for capturing the

human motion dynamics for estimating a parametric mesh model in videos. Please note that while

we use the SMPL model [280] in this work, our method can be extensible to other kinds of hier-

archical parametric human meshes as well. See Figure 6.1 for some qualitative results with our

method on the 3DPW [416] dataset and Figure 6.2 for a comparison with a current state-of-the-art

method. Our method, called local recurrent models for mesh recovery (LMR), comprises several

design considerations. First, to capture the need for modeling locally varying dynamics as noted

above, LMR defines six local recurrent models (root, head, left/right arms, left/right legs), one each

to capture the dynamics of each part. As we will describe later, each “part” here refers to a chain of

several joints defined on the SMPL model. Note that such a part division is not ad hoc but grounded

in the hierarchical and part-based design of the SMPL model itself, which divides the human body

into the six parts above following the standard skeletal rigging procedure [280]. Next, to model

the conditional interdependence of local part dynamics, LMR first infers root part dynamics (i.e.,

parameters of all joints in the root part). LMR then uses these root part parameters to subsequently

infer the parameters of all other parts, with the output of each part conditioned on the root output.

For instance, the recurrent model responsible for producing the parameters of the left leg takes as

input both frame-level feature vectors as well as frame-level root-part parameters from the root-part

recurrent model.

Note the substantial differences between LMR’s design and those of prior work- (a) we

use multiple local recurrent models instead of one global recurrent model to capture motion dynam-
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ics, and (b) such local recurrent modeling enables LMR to explicitly capture local part dependencies.

Modeling these local dependencies enables LMR to infer motion dynamics and frame-level video

meshes informed by the geometry of the problem, i.e., the SMPL model, which, as noted in prior

work [204], is an important design consideration as we take a step towards accurate rotation pa-

rameter regression architectures. We conduct extensive experiments on a number of standard video

mesh recovery benchmark datasets (Human3.6M [182], MPI-INF-3DHP [295], and 3DPW [416]),

demonstrating the efficacy of such local dynamic modeling as well as establishing state-of-the-art

performance with respect to standard evaluation metrics.

SO
TA

LM
R

Figure 6.2: A qualitative comparison with VIBE [215], highlighting local regions (ellipses that show
zoomed-in VIBE results) where LMR gives better performance.
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6.2 Related Work and Our Contributions

There is much recent work in human pose estimation, including estimating 2D keypoints

[303, 47, 470], 3D keypoints [290, 316, 154, 183, 434, 435, 433], and a full mesh [193, 317, 194,

217, 13, 133, 215]. Here, we discuss methods that are relevant to our specific problem- fitting 3D

meshes to image and video data.

6.2.1 Single-image mesh fitting

Most recent progress in human mesh estimation has been in fitting parametric meshes

to single image inputs. In particular, following the availability of differentiable parametric models

such as SMPL [280], there has been an explosion in interest and activity in this field. Kanazawa

et al. [193] presented an end-to-end trainable regression architecture for this problem that could

in principle be trained with 2D-only keypoint data. Subsequently, many improved models have

been proposed. Kolotourous et al. [217] and Georgakis et al. [133] extended this architecture to in-

clude more SMPL-structure-informed design considerations using either graph-based or parameter

factorization-based approaches. Sun et al. [387] and Lin et al. [253] studied one-stage human mesh

recovery using either transformer-based model or center heatmap to help to describe 3D body mesh.

There have also been attempts at SMPL-agnostic modeling of joint interdependencies, with Fang et

al. [120] employing bidirectional recurrent networks and Isack et al. [184] learning priors between

joints using a pre-defined joint connectivity scheme. While methods such as Georgakis et al. [133]

and Zhou et al. [499] also take a local part-based kinematic approach, their focus is on capturing

inter-joint spatial dependencies. On the other hand, LMR’s focus is on capturing inter-part temporal

dependencies which LMR models using separate recurrent networks.
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6.2.2 Video mesh fitting

Following the success of image-based mesh fitting methods, there has been a recent uptick

in interest and published work in fitting human meshes to videos. Arnab et al. [13] presented a two-

step approach that involved generating 2D keypoints and initial mesh fits using existing methods,

and then using these initial estimates to further refine the results using temporal consistency con-

straints, e.g., temporal smoothness and 3D priors. However, such a two-step approach is susceptible

to errors in either steps and our proposed LMR overcomes this issue with an end-to-end trainable

method that provides deeper integration of the temporal data dimension both in training and infer-

ence. On the other hand, Kanazawa et al. [194] and Kocabas et al. [215] also presented end-to-end

variants of the feature-temporal-regressor where frame-level feature vectors are first encoded using

a temporal encoder (e.g., a single recurrent network) and finally processed by a parameter regressor

to generate meshes. However, such a global approach to modeling motion dynamics (with only one

RNN) does not capture the disparities in locally varying dynamics (e.g., hands vs. legs) which is

typically the case in natural human motion. LMR addresses this issue by design with multiple local

RNNs in its architecture, one for each pre-defined part of the human body. Such a design also makes

mesh parameter regression more amenable by grounding this task in the geometry of the problem,

i.e., the SMPL model itself.
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6.2.3 Contributions of this Chapter

• We present LMR, the first local-dynamical-modeling approach to video mesh recovery where

unlike prior work, we explicitly model the local dynamics of each body part with separate

recurrent networks.

• Unlike prior work that regresses mesh parameters in a direct or “flat” fashion, our local recur-

rent design enables LMR to explicitly consider human mesh interdependencies in parameter

inference, thereby resulting in a structure-informed local recurrent architecture.

• We conduct extensive experiments on standard benchmark datasets and report competitive

performance, establishing state-of-the-art results in many cases.

6.2.4 Parametric Mesh Representation

We use the Skinned Multi-Person Linear (SMPL) model [280] to parameterize the human

body. SMPL uses two sets of parameter vectors to capture variations in the human body: shape and

pose. The shape of the human body is represented using a 10-dimensional vector β ∈ R10 whereas

the pose of the body is represented using a 72-dimensional vector θ ∈ R72. While β corresponds

to the first ten dimensions of the PCA projection of a shape space, θ captures, in axis-angle format

[43], the global rotation of the root joint (3 values) and relative (to the root) rotations of 23 other

body joints (69 values). Given β, θ, and a learned model parameter set ψ, SMPL defines the map-

ping M(β,θ,ψ) : R82 → R3×N from the 82-dimensional parametric space to a vertex space of

N = 6890 3D mesh vertices. One can then infer the 24 3D joints of interest (e.g., hips, legs, etc.)

X ∈ R3×K ,K = 24 using a pre-learned joint regression matrixW asX =WJ . Using a known
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camera model, e.g., a weak-perspective model as in prior work [193], one can then obtain the

corresponding 24 2D image points x ∈ R2×K as:

x = sΠ(X(β,θ)) + t, (6.1)

where the scale s ∈ R and translation t ∈ R2 represent the camera model, and Π is an orthographic

projection. Therefore, fitting 3D SMPL mesh to a single image involves estimating the parameter

set Θ = {β,θ, s, t}. In video mesh recovery, we take this a step forward by estimating Θ for every

frame in the video.

6.2.5 Learning Local Recurrent Models

As noted in Section 7.1, existing video mesh fitting methods formulate the problem in

the feature-temporal-regressor design where all motion dynamics in the video are captured using

a single RNN. We argue that this is insufficient for mesh estimation due to the inherently complex

nature of human actions/motion, more so in challenging in-the-wild scenarios. Our key insight

is that natural human motion dynamics has a more locally varying characteristic that can more

precisely be captured using locally learned recurrent networks. We then translate this idea into a

conditional local recurrent architecture, called LMR and visually summarized in Figure 6.3, where

we define multiple recurrent models, one each to capture the dynamics of the corresponding local

region in the human body. During training and inference, LMR takes as input a segment of an input

video V = {I1, I2, . . . , It, t = 1, 2, . . . , T}, where T is a design parameter corresponding to the

length of the input sequence. LMR first processes each frame with its feature extraction module

to produce frame-level feature vectors Φ = {ϕ1,ϕ2, . . . ,ϕt} for each of the T frames. LMR

then processes Φ with its local part-level recurrent models and associated parameter regressors, and
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aggregates all part-level outputs to obtain the mesh and camera parameters Θt, t = 1, 2, . . . , T for

each frame, finally producing the output video mesh.

LMR Architecture

As shown in Figure 6.3(a), our architecture comprises a feature extractor followed by our

proposed LMR module. The LMR module is responsible for processing the frame-level represen-

tation Φ to output the per-frame parameter vectors Θt. Following the design of the SMPL model

and prior work [280, 133], we divide the human body into six local parts- root (4 joints in the root

region), head (2 joints in the head region), left arm (5 joints on left arm), right arm (5 joints on

right arm), left leg (4 joints on left leg), and right leg (4 joints on right leg). Given this division, the

pose of local part pi, i = 1, . . . , 6 can be expressed as θi = [r1, . . . , rni ], i = 1, . . . , 6, where rq

(q = 1, . . . , ni) is a rotation parameterization (e.g., rq ∈ R3 in case of axis angle) of joint q and ni

is the number of joints defined in part i. The overall pose parameter vector θ can then be aggregated

as θ = [θ1, . . . ,θ6].

6.3 Technical Approach

To capture locally varying dynamics across the video sequence, LMR defines one recur-

rent model for each of the six parts defined above (see Figure 6.3(b)). The recurrent model for

part i is responsible for predicting its corresponding θi. To capture the conditional dependence be-

tween parts, the information propagation during training and inference is defined as follows. Given

the frame-level feature representation Φ, the mean pose vector θmean, and the mean shape vector

βmean (note that it is common [193, 194, 215] to initialize mesh fitting with these mean values),
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Figure 6.3: The proposed local recurrent modeling approach to human mesh recovery.

the recurrent model responsible for the root part (number 1) first predicts its corresponding pose

vector θ1t , t = 1, . . . , T for each of the t frames using the concatenated vector [Φt,θ
1
mean,βmean]

as input for the current frame t. Note that Φt is the feature vector for frame t and θ1mean represents

the mean pose parameters of part p1. All other recurrent models (parts 2 through 6) then take in as

input the concatenated vector [Φt,θ
k
mean,βmean,θ

1
t ] in predicting their corresponding pose vectors

θkt , k = 2, . . . , 6 and t = 1, . . . , T , where θkmean represents the mean pose parameters of part pk.

Note this explicit dependence of part k on the root (part 1) prediction θ1. Given the aggregated (over

all 6 parts) pose vector θt, LMR has a fully-connected module that takes as input the concatenated

vector [Φt,θt,βmean] for each frame t to predict the per-frame shape vectors βt, t = 1, . . . , T .

Finally, given an initialization for the camera model cinit = [sinit, tinit], LMR uses the concate-

nated vector [Φt,θt,βt, cinit] as part of its camera recurrent model to predict the camera model

ct, t = 1, . . . , T for each frame. Note that while we have simplified the discussion and notation
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here for clarity of exposition, LMR actually processes each batch of input in an iterative fashion,

which we next describe in more mathematical detail.

Training an LMR model

As noted above and in Figure 6.3, the proposed LMR module takes as input the video

feature set Φ and the mean pose and shape parameters θmean and βmean and produces the set of

parameter vectors Θt = [θt,βt, ct] for each frame t. The LMR block processes each input set in

an iterative fashion, with the output after each iteration being used as a new initialization point to

further refine the result. The final output Θt is then obtained at the end of L such iterations. Here,

we provide further details of this training strategy.

Let each iteration step above be denoted by the letter v. At step v = 0, the initial pose and

shape values for frame t will then be θt,v = θmean and βt,v = βmean. The t, v notation refers to the

vth iterative step of LMR for frame number t. So, given Φ, βt,v, and the root pose θ1t,v (recall root

is part number 1 from above), the input to the root RNN will be the set of t vectors [Φt,θ
1
t,v,βt,v]

for each of the t frames. The root RNN then estimates an intermediate residual pose ∆θ1t,v, which

is added to the input θ1t,v to give the root RNN output θ1t,v = θ
1
t,v +∆θ1t,v.

Given the root prediction θ1t,v at iteration v, each of the other dependent part RNNs then

use this information to produce their corresponding pose outputs. Specifically, for part RNN k, the

input vector set (across the t frames) will be [Φt,θ
k
t,v,βt,v,θ

1
t,v] for k = 2, . . . , 6. Each part RNN

first gives its corresponding intermediate residual pose ∆θkt,v. This is then added to its correspond-

ing input part pose, giving the outputs θkt,v = θ
k
t,v +∆θkt,v for k = 2, . . . , 6.

After producing all the updated pose values at iteration v = 0, LMR then updates the

shape values. Recall that the shape initialization used at v = 0 is βt,v = βmean. Given Φ, the
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updated and aggregated pose vector set θt,v = [θ1t,v, . . . ,θ
6
t,v], and the shape vector set βmean, LMR

then uses the input vector set [Φt,θt,v,βmean] as part of the shape update module to produce the

new shape vector set βt,v for each frame t during the iteration v.

Given these updated θt,v and βt,v, LMR then updates the camera model parameters (used

for image projection) with a camera model RNN. We use an RNN to model the camera dynamics

to cover scenarios where the camera might be moving, although a non-dynamical fully-connected

neural network can also be used in cases where the camera is known to be static. Given an initial-

ization for the camera model ct,v = cinit at iteration v = 0, the camera RNN processes the input

vector set [Φt,θt,v,βt,v, cinit] to produce the new camera model set ct,v for each frame t.

After going through one round of pose update, shape update, and camera update as noted

above, LMR then re-initializes this prediction process with the updated pose and shape vectors from

the previous iteration. Specifically, given the updated θt,v and βt,v at the end of iteration v = 0,

the root RNN at iteration v = 1 then takes as input the set [Φt,θ
1
t,v,βt,v], where the pose and

shape values are not the mean vectors (as in iteration v = 0) but the updated vectors from iteration

v = 0. LMR repeats this process for a total of V iterations, finally producing the parameter set

Θt = [θt,βt, ct] for each frame t. Note that this iterative strategy is similar in spirit to the iterative

error feedback strategies commonly used in pose estimators [107, 305, 49, 193].

All the predictions above are supervised using several cost functions. First, if ground-

truth SMPL model parameters Θgt
t are available, we enforce a Euclidean loss between the predicted

and the ground-truth set:

Lsmpl =
1

T

T∑
t=1

∥Θgt
t −Θt∥2 (6.2)

where the summation is over the t = T input frames in the current batch of data.
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Next, if ground-truth 3D joints Xgt
t ∈ R3×K (recall K=24 from Section 6.2.4) are avail-

able, we enforce a mean per-joint L1 loss between the prediction 3D joints Xt ∈ R3×K and Xgt
t .

To compute Xt, we use the predicted parameter set Θt and the SMPL vertex mapping function

M(β,θ,ψ) : R82 → R3×N and the joint regression matrix W (see Section 6.2.4). The loss then

is:

L3D =
1

T

1

K

T∑
t=1

K∑
k=1

∥Xgt
k,t −Xk,t∥1 (6.3)

where each column of Xgt
k,t ∈ R3 and Xk,t ∈ R3 is one of K joints in three dimensions and the

outer summation is over t = T frames as above.

Finally, to provide supervision for camera prediction, we also enforce a mean per-joint L1

loss between the prediction 2D joints xt ∈ R2×K and the ground-truth 2D joints xgtt . To compute

xt, we use the 3D joints prediction Xt and the camera prediction ct to perform an orthographic

projection following Equation 6.1. The loss then is:

L2D =
1

T

1

K

T∑
t=1

K∑
k=1

∥xgtk,t − xk,t∥1 (6.4)

where each column xgtk,t ∈ R2 and xk,t ∈ R2 of xgtt and xt respectively is one of K joints on the

image and the outer summation is over t = T frames as above.

The overall LMR training objective then is:

LLMR = wsmplLsmpl + w3DL3D + w2DL2D (6.5)

where wsmpl, w3D, and w2D are the corresponding loss weights.
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6.4 Experimental Results

6.4.1 Datasets and Evaluation

Following Kocabas et al. [215], we use a mixture of both datasets with both 2D (e.g.,

keypoints) as well as 3D (e.g., mesh parameters) annotations. For 2D datasets, we use PennAction

[481], PoseTrack [9], and InstaVariety [194], whereas for 3D datasets, we use Human3.6M [182],

MPI-INF-3DHP [295], and 3DPW [416]. In all our experiments, we use exactly the same settings

as Kocabas et al. [215] for a fair benchmarking of the results. To report quantitative performance,

we use evaluation metrics that are now standard in the human mesh research community. On all the

test datasets, we report both mean-per-joint position error (MPJPE) as well as Procrustes-aligned

mean-per-joint position error (PA-MPJPE). Additionally, following Kanazawa et al. [194] and Ko-

cabas et al. [215], on the 3DPW test set, we also report the acceleration error (“Accel.”), which is

the average (across all keypoints) difference between the ground truth and predicted acceleration

of keypoints, and the per-vertex error (PVE). All implementation details and hyperparameters are

provided in the supplementary material.

6.4.2 Ablation Results

Table 6.1: Results of an ablation study comparing LMR with different number of frames for tem-
poral modeling. No. Frames: sequence length along the temporal dimension.

Methods No. Frames
Human3.6M MPI-INF-3DHP

MPJPE↓ Rec. Error↓ MPJPE↓ Rec. Error↓
LMR 4 65.8 45.1 99.2 66
LMR 8 64.4 44.7 97.52 64.83
LMR 16 61.9 42.5 94.6 62.4
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We first present results of an ablation experiment conducted to study how the length of

input video sequence during temporal modeling will affect the performance of the LMR. We fol-

low the same pipeline as Figure 3, with the only difference using different numbers of frames as

the input. Specifically, we use 4, 8 and 16 as the length of video sequence. We show quantitative

results on Human3.6M [182] and MPI-INF-3DHP [295] in Table 6.1, where gradual improvements

are observed by increasing sequence length for temporal modeling and using 16 frames of input

video sequence in LMR gives better performance. Next, we present both per-part and per-action

evaluations of LMR on the Human3.6M [182] dataset in Table 6.2 and Table 6.3, where one can

note improved performance of LMR on both per-body-part and per-action-label basis.

Table 6.2: Per-part evaluation on Human3.6M.

Body parts
HMR LMR

MPJPE ↓ Rec. Error ↓ MPJPE ↓ Rec. Error ↓
Right Leg 73.3 38.7 55.7 27.2
Left Leg 72.8 38.9 57.3 24.9

Right Arm 116.4 54.9 79.1 40.9
Left Arm 111.2 56.1 79.7 40.5

Head 75.5 49.3 64.1 40.7

Table 6.3: Per-action reconstruction error (lower is better) on Human3.6M.

Actions HMR LMR Actions HMR LMR
Directions 54.6 40.5 Discussion 58.5 43.1

Eating 60.3 45.5 Greeting 59.6 44.5
Phoning 66.2 44.9 Photo 76.9 46
Posing 59.2 39.9 Purchases 54.7 38
Sitting 73.4 56.4 SittingDown 80.7 68.8

Smoking 63.3 47.9 Waiting 58.5 39.5
WalkDog 64.9 41.6 Walking 50.7 33.8

WalkTogether 54.6 37.8
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Table 6.4: Results of an ablation study comparing LMR with a single RNN baseline.

Methods
Human3.6M MPI-INF-3DHP 3DPW

MPJPE↓ Rec. Error↓ MPJPE↓ Rec. Error↓ MPJPE↓ Rec. Error↓ PVE↓ Accel↓
LMR no root 66.7 43.5 97.1 64 86.3 55.1 98.9 17.6
Full model 61.9 42.5 94.6 62.4 81.7 51.2 93.6 15.6

Finally, we study the impact of LMR’s root dependency design choice. Here, we follow

the same pipeline as Figure 3 but without the use of root dependencies in inferring the pose parame-

ters of the non-root body parts. From Table 6.4, one can note the full proposed model, i.e., including

root dependencies, gives better performance than the design without using root dependencies, vali-

dating our design choice.

6.4.3 Comparison with the state of the art

We compare the performance of LMR with a wide variety of state-of-the-art image-based

and video-based methods. We first begin with a discussion on relative qualitative performance. In

Figure 6.4, we show three frames from two different video sequences in (a) and (b) comparing

the performance of the image-based HMR method [193] (first row) and our proposed LMR. Since

LMR is a video-based method, one would expect substantially better performance, including in

cases where there are self-occlusions. From Figure 6.4, one can note this is indeed the case. In the

first column of Figure 6.4, HMR is unable to infer the correct head pose (it infers front facing when

the person is actually back back facing), whereas LMR is able to use the video information from

prior to this frame to infer the head pose correctly. Note also HMR’s incorrect inference in other

local regions, e.g., legs, in the subsequent frames in Figure 6.4(a). This aspect of self-occlusions

(i.e., invisible face keypoints) is further demonstrated in Figure 6.4(b), where HMR is unstable (front
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facing on a few and back facing on a few frames), whereas LMR consistently infers the correct

pose.

Next, we compare the performance of LMR with the state-of-the-art video-based VIBE

method [215]. In Figure 6.5, we show three frames from two different video sequences in (a) and

(b). One can note substantial performance improvement in several local regions from these results.

In particular, LMR infers more accurate hand pose and camera model parameters in Figure 6.5(a)

when compared to VIBE. The results in Figure 6.5(b), a more challenging scenario, best illustrates

the benefits offered by proposed local design of LMR. Given the variety of body movements in this

set of frames, one can note the improved performance of LMR in several regions- hands and legs in

the first column, head in the second column, and hands and legs again in the third column. These

results are further substantiated in the quantitative comparison we discuss next.

H
M
R

LM
R

(a) (b)

Figure 6.4: Two sets of qualitative results comparing the performance of LMR with the image-based
HMR [193] method.

We provide a quantitative comparison of the performance of LMR to various state-of-

the-art image- and video-based methods in Table 6.5. We make several observations. First, as
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expected, LMR gives substantially better performance when compared to the image-based method

of Kanazawa et al. [193] (MPJPE of 61.9 mm for LMR vs. 88.0 mm for HMR on Human3.6M, 94.6

mm for LMR vs. 124.2 mm for HMR on MPI-INF-3DHP, and 81.7 mm for LMR vs. 130.0 mm for

HMR on 3DPW). This holds with other image-based methods as well (first half of Table 6.5). Next,

LMR gives competitive performance when compared to state-of-the-art video-based methods as

well. In particular, further substantiating the discussion above, LMR generally outperforms Kocabas

et al. [215] with margins that are higher on the “in-the-wild” datasets (MPJPE of 94.6 mm for LMR

vs. 96.6 mm for Kocabas et al. [215] on MPI-INF-3DHP, Accel. of 15.6 mm/s2 for LMR vs. 23.4

mm/s2 for Kocabas et al. [215] on 3DPW), further highlighting the efficacy of LMR’s local dynamic

modeling.

V
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R

(a) (b)

Figure 6.5: Two sets of qualitative results comparing the performance of LMR with the video-based
VIBE [215] method.

Finally, in Table 6.5, we also compare our results with those of Kolotouros et al. [216]

that uses an additional step of in-the-loop model fitting. Note that despite our proposed LMR not

doing this extra model fitting, it outperforms Kolotouros et al. [216] in most cases, with particu-
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larly substantial performance improvements on MPI-INF-3DHP (MPJPE of 94.6 mm for LMR vs.

105.2 mm for Kolotouros et al. [216]) and 3DPW (MPJPE of 81.7 mm for LMR vs. 96.9 mm for

Kolotouros et al. [216]).

Table 6.5: Comparing LMR to the state of the art (“-”: unavailable result in the corresponding
paper).

Methods
Human3.6M MPI-INF-3DHP 3DPW

MPJPE ↓ Rec. Error ↓ MPJPE ↓ Rec. Error ↓ MPJPE ↓ Rec. Error ↓ PVE ↓ Accel ↓

Im
ag

e-
ba

se
d Kanazawa et al. [193] 88.0 56.8 124.2 89.8 130 76.7 - 37.4

Omran et al. [307] - 59.9 - - - - - -
Pavlakos et al. [317] - 75.9 - - - - - -

Kolotouros et al. [217] - 50.1 - - - 70.2 - -
Georgakis et al. [133] 67.7 50.1 - - - - - -

Extra-fitting Kolotouros et al. [216] 62.2 41.1 105.2 67.5 96.9 59.2 116.4 29.8

V
id

eo
-b

as
ed Kanazawa et al. [194] - 56.9 - - 116.5 72.6 139.3 15.2

Arnab et al. [13] 77.8 54.3 - - - 72.2 - -
Doersch et al. [106] - - - - - 74.7 - -
Kocabas et al. [215] 65.6 41.4 96.6 64.6 82.9 51.9 99.1 23.4

LMR 61.9 42.5 94.6 62.4 81.7 51.2 93.6 15.6
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Chapter 7

Towards Visually Interpreting

Variational Autoencoders

7.1 Introduction

As computer vision models, driven by deep learning [222, 163], begin to be successfully

transitioned to real-world tasks like healthcare and robotics [191, 233], applications in these areas

demand a clear understanding of the algorithm’s reasoning apart from performance robustness. This

has led to much recent interest in methods that help understand and explain the underlying what is

driving the output and why.

Following the visualization method of Zeiler and Fergus [465], there has been substantial

recent progress in designing techniques to visualize CNN feature activations. One such line of work

uses the concept of CNN network attention [490, 369], typically described by means of attention

maps that show which features are considered by a trained model to be “important” for satisfying
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the criteria used to train the model. With these methods, one can generate attention maps that visu-

alize object regions, e.g., a cat, that help in interpreting why the model classified the image to the

cat category. Other extensions [239, 422, 485] propose methods that use these attention maps as

explicit trainable constraints and show improved downstream performance and visual interpretabil-

ity. However, a key limitation of both class-activation-mapping (CAM)-type methods [490, 369] as

well as recent extensions [239, 422, 485] is the need for an explicit classification module, typically

achieved by means of cross-entropy-type losses, to generate these attention maps, limiting most of

their use to problems involving classification/categorization.

Given the aforementioned progress in interpreting classification models, one would nat-

urally like to explain a wider variety of computer vision models. For instance, while progress in

algorithms for generative modeling has been rapid [212, 145, 294, 185, 430, 445, 277, 286], there is

still much room for research in visually interpreting these models. While there is ongoing work in

using the concept of visual attention in generative models [392, 6, 472], the focus here is on using

network attention as an auxiliary information source (e.g., for training), and not to interpret/explain

the underlying model.

In this chapter, we present methods that help take a step towards bridging the aforemen-

tioned gap. In particular, we consider VAEs [212] as an instantiation of generative models and

propose techniques to generate attention maps, called VAE attention, that we seek to use to inter-

pret the latent space learned by a VAE. It is important to note that our core ideas are not limited to

VAEs and can be extended to other classes of generative models as well, e.g., GANs [145]. The

key intuition underlying our VAE attention is that the latent space encapsulates all the properties of a
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trained VAE and that computing attention maps conditioned on these latent variables will help in-

terpret any downstream VAE predictions.

Given that a trained VAE that represents a distribution over all the latent variables, we

seek to model VAE attention by considering not just a single sample but also the entire learned

distribution. To this end, we propose two ways to calculate and generate VAE attention: sample

attention and distribution attention. Given an input image, our methods first infer a latent space

distribution from the encoder of the trained VAE. Given this distribution, sample attention samples

a latent code and computes derivatives (with respect to this code) of the encoder’s convolutional

feature maps at the layer immediately preceding fully connected units, which are then aggregated

into the visual attention map for this input image. While this method can help interpret the VAE from

the perspective of a single sample of the latent space, there is typically much more information in

the entire distribution that what a single sample can capture. To help take a step towards interpreting

this distribution, our proposed distribution attention collects a number of latent codes (by repeated

sampling) from the distribution, generates per-code sample attention maps, and fits a pixel-wise

Gaussian distribution. The resulting “mean” and “standard deviation” attention maps help visually

interpret not only the prediction confidence of the VAE but also the associated uncertainty.

While these visual attention maps help interpret the latent space (which we show with

qualitative results), we show how they can be used in many more creative ways. For instance, a

classical VAE application involves localizing anomalies, where the idea is, in the learned latent

space, any input not from the Gaussian distribution used to train the VAE is anomalous. Our VAE

attention maps can naturally be used to “interpret” this behavior by conditioning our attention com-

putation process on the anomalous latent codes. These attention maps can also be used as cues to go
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a step further and precisely localize the anomaly in the image. We conduct extensive experiments

on multiple natural and industrial image datasets and present state-of-the-art anomaly localization

results with standard VAE models (i.e., no bells and whistles) while also generating attention maps

that help interpret predictions.

Another key research topic in the study of VAEs is in disentangling the learned latent

space, and there has been much recent progress here as well [170, 208, 486]. Our VAE attention

maps can naturally be used to improve the disentanglement performance. The key idea is once we

compute VAE attention maps conditioned on the learned latent space, they can serve as explicit

trainable constraints during the model learning process. To this end, we present a new learning

objective called attention disentanglement loss and show how it can be used in conjunction with

existing/standard VAE models to improved latent space disentanglement (as measured by standard

evaluation metrics). We demonstrate this by means of extensive experiments on the Dsprites [293]

and Fashion-MNIST [447] datasets.

7.2 Related Work and Our Contributions

7.2.1 CNN Visual Explanations.

The work of Zeiler and Fergus [465] and Mahendran and Vedaldi [288] have been widely

adopted to visualize intermediate CNN feature layers for understanding the activity within the lay-

ers of convolutional nets. Some more recent visual-attention-based approaches along this line of

work can be categorized into either gradient-based methods or response-based methods, including

[490, 129, 369, 58, 98, 310]. GradCAM [369] is a widely used gradient-based method which com-

putes and visualizes gradients backpropagated from the decision output to a convolutional feature
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layer. On the other hand, response-based approaches and its applications [477, 490, 129] typically

compute the attention maps by means of extending the original CNN architecture with additional

trainable units. The goal of both lines of work is to localize attentive and informative image re-

gions that contribute the most to the model prediction. However, these methods and their extensions

[129, 239, 422], while being able to explain classification/categorization models well, cannot be

trivially extended to explain deep generative models such as VAEs. In this work, we propose tech-

niques to compute and visualize attention maps directly from the learned latent embedding of the

VAE. Furthermore, we make the visual attention maps end-to-end trainable and show how such a

change can result in improved latent space disentanglement.

7.2.2 Anomaly Detection.

Unsupervised anomaly detection [4] is still a challenging computer vision task. Classification-

based [352, 55] or reconstruction-based approaches are two main streams used for anomaly detec-

tion in much recent work. Classification-based approaches aim to progressively learn representative

one-class decision boundaries like hyperplanes [55] or hyperspheres [352] around the normal-class

input distribution to tell outliers/anomalies apart. However, these methods have difficulty dealing

with high-dimensional data [54]. Reconstruction-based models, on the other hand, are proposed

based on the hypothesis that input data that are anomalous cannot be reconstructed well by a model

that is trained only with normal input data. This principle has been used by several methods based

on the traditional PCA [209], sparse representation [484], and more recently deep autoencoders

[501, 491] and generative models [494, 480]. In this work, we take a different approach to tackle this

problem. We use the attention maps generated by our proposed VAE attention generation method

as cues to localize anomalies. Our intuition is that representations of anomalous data should be
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reflected in latent embedding as being anomalous, and that generating input visual interpretations

from such an embedding will give us the information we need to localize the particular anomaly.

7.2.3 VAE Disentanglement Learning.

Kingma et al. [212] proposed a VAE with a stochastic variational inference and learning

algorithm in generative modelings for large dataset. Recently, a number of following work has

been expended in understanding latent space disentanglement for generative models. Schmidhuber

et al. [362] proposed a principal algorithm to disentangle latent representations by minimizing the

predictability of one latent dimension given other dimensions. Desjardins et al. [99] generalized

an approach to factor the latent variables. Chen et al. [67] designed the InfoGAN to maximise the

mutual information between a subset of latent variables and the observation. Esmaeili et al. [116]

introduced hierarchically factorized VAEs. β-VAE [170] attempted to explore independent latent

factors of variation in observed data. While still a popular unsupervised framework, β-VAE sacri-

ficed reconstruction quality for obtaining better disentanglement. Chen et al. [64] extended β-VAE

to β-TCVAE by introducing a total correlation-based objective, whereas Mathieu et al. [292] ex-

plored decomposition of the latent representation into two factors for disentanglement, and Kim

et al. [208] proposed FactorVAE that encouraged the distribution of representations to be factorial

and independent across the dimensions. Xiang et al. [446] proposed a multi-factor disentangle-

ment learning framework for multi-conditional generation in a weakly-supervised manner. Yang

et al. [453] proposed CausalVAE to transform independent exogenous factors for disentanglement

learning. While these methods concentrate on factorizing the latent representations provided by

each individual latent neuron, we take a different approach. We enforce learning a disentangled

space by formulating disentanglement constraints based on our proposed visual interpretations, i.e.,
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visual attention maps. To this end, we propose a new attention disentanglement learning objective

that we quantitatively show, provides superior performance when compared to existing work.

7.2.4 Contributions of this Chapter

• We take a step towards addressing the relatively unexplored problem of visually interpreting

variational autoencoders, presenting techniques to generate visual attention maps, called VAE

attention, conditioned on latent codes sampled from the latent space of a trained VAE.

• We demonstrate two different ways to generate VAE attention: sample attention which are

generated simply from samples of latent vectors and distribution attention which are com-

puted from distributions of sampled latent vectors in latent space in a statistical manner.

• We show how VAE attention can be put to multipurpose use apart from interpreting the latent

space.

– First, we demonstrate the use of VAE attention in localizing anomalies in images. We

show both qualitative results with VAE attention maps and state-of-the-art quantitative

performance on multiple natural, industrial, and medical image datasets.

– Next, we show how the proposed VAE attention maps lead to a new learning objective,

called the attention disentanglement loss, that can be used in conjunction with standard

VAE models. We demonstrate it leads to improved disentanglement performance by

means of extensive experiments on standard benchmark datasets.
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7.3 Technical Approach

In this section, we present gradient-based attention map generating approaches towards

visually interpreting a variational autoencoder (VAE). In Section 7.3.1, we first give a brief review

of the VAE architecture. In Section 7.3.2, we introduce our technique to generate sample attention

maps from samples of latent vectors, to visually interpret learned VAE latent space given in-/out-

domain data points. In Section 7.3.3, we take a step forward and generate distribution attention

maps given distributions of sampled latent vectors inferred from input data, for more generic and

comprehensive interpretations of a learned VAE statistically. Finally in Section 7.3.4, we discuss

about how to apply our generated VAE attention maps to different applications.

7.3.1 Variational Autoencoder

A vanilla variational autoencoder (VAE) is typically trained with the standard reconstruc-

tion loss between the input and the decoded/reconstructed data, along with a variational objective

term which attempts to learn a standard normal latent space distribution. The Kullback-Leibler dis-

tribution metric, which is typically computed between the latent space distribution and the standard

Gaussian distribution, is chosen as the variational objective in VAEs. To be more specific, given the

input data x, the conditional distribution q(z|x) of the encoder, the standard Gaussian distribution

p(z), and the reconstructed data x̂, a vanilla VAE aims to optimize:

L = Lr(x, x̂) + LKL(q(z|x), p(z)) (7.1)

where LKL is the Kullback-Leibler divergence term and Lr is the reconstruction term, which is

generally a mean-squared error between x and x̂.
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7.3.2 Interpreting VAEs with Sample Attention

Our first method, called sample attention (SA), for interpreting a VAE is based on cal-

culating gradients of prediction vectors with respect to convolutional feature maps. Our ideas are

different from the existing work [369, 490, 485] that compute attention maps by backpropagating

the score from a classification model. Instead, in our work, the attention maps generated with SA

are computed directly from the learned latent space. As illustrated in Fig. 7.1 and discussed below,

we compute a score from the latent space, which is then used to calculate gradients and obtain the

attention map.
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Figure 7.1: Element-wise attention generation and aggregation with a VAE.

Given the posterior distribution q(z|x) inferred by the trained VAE for a data sample x,

we sample a latent sample z from the posterior distribution during the testing time. For each element

zi in z, we backpropagate gradients to the last chosen convolutional feature maps A ∈ Rn×h×w to

generate the attention map Mi corresponding to zi. Specifically, Mi is computed as the linear

combination:

Mi = ReLU(
n∑
k=1

αkAk) (7.2)
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where the scalar αk = GAP( ∂zi∂Ak
) and Ak is the kth feature channel (k = 1, . . . , n) of the feature

maps A. Note ∂zi
∂Ak

is a matrix and so we use the global average pooling (GAP) operation to get the

scalar αk:

αk =
1

T

h∑
p=1

w∑
q=1

(
∂zi
∂Apqk

) (7.3)

where T = h × w, and Apqk is the pixel value at location (p, q) of the h × w matrix Ak. We now

repeat this procedure for all the elements z1, z2, . . . , zD in the D−dimensional latent vector z to

yield M1, . . . ,MD (see Fig. 7.1). Such a procedure gives one attention map Mi per latent element.

Yet, one can obtain a single overall attention map by adopting any matrix aggregation scheme. For

instance, we take the mean of all the element-wise attention maps so the overall attention map is

M = 1
D

∑D
i Mi which is referred as the VAE attention. We denote such aggregated VAE attention

map M as a sample attention (SA) map.
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Figure 7.2: Generating the distribution of visual attentions with a VAE.

183



7.3.3 Interpreting VAEs with Distribution Attention

In the previous section, we presented a technique to generate VAE sample attention from

one sample latent code of the learned latent space distribution.

However, since SAs are computed from individual latent codes, they do not help to accu-

rately interpret the entire distribution. To address this issue, we present our second method which is

to generate attention maps directly from the distribution, called distribution attention (DA).

Specifically, from the mean and standard deviation vectors (µ,σ) learned by the VAE ,

we sampleN latent codes zj , j = 1, . . . , N and generate the corresponding SAs Mj , j = 1, . . . , N .

Next, for each pixel location (u, v) in the SA maps, we fit and estimate a Gaussian distribution with

these N SA maps values Mj
(u,v), j = 1, . . . , N :

NM
(u,v) ∼ (µM(u,v), σ

M
(u,v)) (7.4)

where 0 ≤ u < H and 0 ≤ v < W and NM
(u,v) is the normal distribution for the pixel location

(u, v). By estimating NM
(u,v) for all the pixel locations, we can obtain a µM map and a σM map, as

distribution attention maps. This process is visually summarized in Fig. 7.2.

Our proposed DA maps help provide both a statistical visualization of a VAE’s learned

latent space while also capturing a more comprehensive and diverse interpretation of the latent

distribution when compared to SA maps.

7.3.4 Applications of VAE Attention

While both SA and DA attention maps help to interpret a VAE by means of the learned

latent space (which we discuss both qualitatively and quantitatively in the following sections), they
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can be put to multipurpose use. First, in Section 7.4, we show how one can use our methods

to localize anomaly regions given a trained one-class VAE. Our hypothesis is a one-class VAE

trained with “normal” data will infer a distribution that “deviates” from the “normal” distribution

when presented with “abnormal” data at test time. We validate this hypothesis by first presenting a

new anomaly localization framework that solely relies on VAE attention maps and then extensively

evaluate framework on a variety of image datasets from different domains - natural images and

industrial images.

Furthermore, in section 7.5 we introduce a new method that uses and applies VAE atten-

tions in learning and improving the disentanglement of the latent feature space. To this end, we

propose a new learning objective using VAE attention that facilitates feature space disentanglement

and then show how it can be integrated with a standard VAE architecture. We demonstrate efficacy

by means of an extensive set of experiments on various standard disentanglement learning datasets.

7.4 Unsupervised Anomaly Localization

Given a one-class VAE trained as described in Section 7.3.1, our key ideas are as follows.

If we input a test sample from the “normal” class (e.g., digit “1” if the VAE is trained with samples

from this class), the inferred latent space will ideally conform to the standard normal distribution.

Consequently, given a testing sample from a different class (digit “7” as an example), the latent

space inferred by the VAE should deviate considerably from the distribution learned with data from

the normal class. This intuition can be formalized mathematically with Gaussian functions by means

of both our proposed methods: sample attention and distribution attention. In the following sections,
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we will elaborate on our approaches, as well as the quantitative and qualitative results on a vari-

ety of image datasets across multiple domains.

7.4.1 Anomaly Localization with Sample Attention

Under the aforementioned train/test setting for the anomaly localization task using an

one-class VAE, a VAE is trained to approximately model the probability density of the distribution

of the training set. During inference time, a latent code that deviates far away from the learned

normal data distribution is hence seen as an anomaly. To better represent and study such deviation,

we define a normal difference distribution (NDD) function described in the following.

Given the normal data x ∈ X used to train the VAE, one can infer the overall µx and σx

of the normal data distribution. When an abnormal sample y ∈ Y is fed to the trained VAE for

testing, a latent code zi is inferred from the µyi and σyi , where i is the number of samples. Thus, we

define the NDD of each latent code zi in the latent space as:

Pq(zi|x)−q(zi|y)(u) =
e−[u−(µxi−µyi )]2/[2((σxi )2+(σyi )2)]√

2π((σxi)2 + (σyi)2)
(7.5)

For clarity, in the following we will denote the normal difference distribution as N ndd ∼ (µndd,σndd).

Following our SA generation procedure introduced in Section 7.3.2, we can now compute an

anomaly attention map M corresponding to a random sampled latent vector z from the normal

difference distribution Pq(z|X)−q(z|Y ). This process is visually summarized in the top branch of

Fig. 7.3.

In Fig. 7.4, we show two sets of example results for anomaly SA maps. The first set

includes results from the object class hazelnut where we train a VAE using all the “normal” (non-

defect) hazelnut images. An example “normal” image is shown on the top row of the figure for
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Figure 7.3: Attention generation with a one-class VAE. Top branch: generating anomaly attention
as the Sample Attention (see Section 7.4.1). Bottom branch: visualizing the distribution of anomaly
attention as the Distribution Attention (see Section 7.4.2).

clarity. During testing, inputs include “abnormal” hazelnut images with different types of defects,

such as holes, cracks, or prints (sample images of different defects are shown from left to right in the

middle row of Fig. 7.4). We present our anomaly SA maps on the bottom row, where high-response

regions are in red and correspond to anomalies in the given images. One can note these attention

maps can localize defects accurately. Similar observations can be made in the second set of results

for the leather object class as well.

To further illustrate how the sampled latent code corresponds to and characterizes the

computed SA maps, we generate multiple samples of latent vectors from N ndd by traversing the

distribution from from very close to the mean (µndd) to very far from it. We then compute the SA

map corresponding to each sampled latent code and visualize it. Concretely, we expect that a latent

vector z sampled close to µndd will yield an SA map with higher density of high-response regions

(darker red) over anomalous pixels, as opposed to cases when we sample a z far away from the
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Figure 7.4: Anomaly sample attention maps generated for two different classes of objects: Hazelnut
and Leather. On the top row, we show one sample image of the ”normal” data each per class. In the
middle row, for each class we show three different types of ”abnormal” sample images (images with
different types of detects on the objects). While on the bottom row, the corresponding generated SA
maps are shown. In these examples, our attention maps correctly localize the anomalous regions
(defects) within each testing images.

µndd. We show results in Fig. 7.5, where one can note that we traverse the distribution by sampling

latent vectors from far to close to the mean (from left to right as shown in the figure), the highlighted

areas in the SA maps also gradually focus on the appropriate anomalous pixel regions in the image.

7.4.2 Anomaly Localization with Distribution Attention

We next discuss how one can use our proposed DA maps for localizing anomalies. As

discussed in Section 7.3.3, we start by computing a large number of J anomaly SA maps Mj , j ∈ J

from latent vectors zj , j ∈ J randomly sampled from N ndd. Then at each pixel location (u, v) of

these J SAs, we fit and estimate a pixel-wise Gaussian distribution with a mean of µM(u,v) and a

standard deviation of σM(u,v). Finally, we represent these pixel-wise Gaussian representations as two

separate attention maps for visualization: one contains only values of µM(u,v) and the other those
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Figure 7.5: Attention traversal by using different z sampled from µndd given the abnormal data.
From the left to the right we show attention maps of different latent codes z sampled from far to
close to the µndd. We can see that the abnormal regions are gradually highlighted precisely.

of σM(u,v). We refer to them as mean anomaly DA map µM and deviation anomaly DA map σM

respectively. This process is visually summarized in the bottom branch of Fig. 7.3.

As a result, each pixel in µM is a statistical summary of all the anomaly SA map re-

sponses at the same pixel location. Thus, if high responses at (u, v) are present across SA maps,

then µM(u,v) will also have a high response, suggesting the pixel (u, v) is anomalous. On the other
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hand, each pixel in σM represents the statistical uncertainty of the resultant SA maps’ responses at

this location. In other words, if uncertainty levels are high at (u, v) across SA maps, then σM(u,v)

will have a high response as well. This means the uncertainty of the accuracy of the µM(u,v) value

is high. Consequently, the DA maps µM and σM taken together provide a more comprehensive

interpretation of the anomaly localization predictions of our framework.
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Figure 7.6: µM and σM visual attention maps of the distribution of anomaly attention over the
abnormal images. The µM visual attention maps present the average likelihood of each pixel being
detected as anomaly and σM visual attention maps present the uncertainty of each pixel being
detected as anomaly.

In Fig. 7.6, we show some examples of DA maps. For instance, in the first row, we

present two examples from hazlenut object class. The second through fourth columns show the

input (anomalous) hazelnut image, the µM map, and the σM map, respectively. Fifth through

seventh columns show another example and its corresponding DA maps. In the first example on the

first row, one can note high responses in µM are at the crack pixel regions in the image, whereas

high responses in σM are present at the edges of the crack pixels. The interpretation from these
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results is that while the model confidently predicts pixels inside the crack region to be anomalous,

it is relatively less confident about pixels at the edges. This result is aligned with our intuition that

it is generally challenging to tell if these boundary pixels are normal or abnormal, hence leading to

higher uncertainty. Similar observations can also be made from other examples as well (including

from the digits figures). This discussion shows how our proposed µM and σM pair of DA maps

together help both visually localize anomalies as well as interpret the results.

7.4.3 Experiments for Anomaly Localization

In this section, we exploit SA and DA generation techniques over multiple datasets for

the anomaly localization problem. We will show extensive experimental results both qualitatively

and quantitatively.

Metrics

AUROC: We adopt the commonly used ,area under the receiver operating characteristic curve (ROC

AUC), for evaluation of all quantitative anomaly detection performance evaluations. We define the

true positive rate (TPR) as the percentage of samples that are correctly classified as anomalous

across the whole testing class, and the false positive rate (FPR) as the percentage of samples that

are wrongly classified as anomalous. For image-level performance, the AUROC value is calculated

based on the anomaly score generated for each testing sample. For pixel-level performance, the AU-

ROC value is generated based on attention maps and ground truth masks. For each given method,

higher AUROC values indicate better performance at detecting anomalies.
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Best IOU: In addition, in order to compare fairly against the other existing methods on the MVTec-

AD dataset, we also compute the best intersection-over-union (IOU) score by searching for the best

threshold based on the ROC curve.

Datasets

MNIST: The MNIST database[96] of handwritten digits has a training set of 60,000, and a test set

of 10,000 examples partitioned into 10 digit classes. The images have been size-normalized and

centered into 28× 28 size.

UCSD Ped1 Dataset: UCSD Ped 1[245] pedestrian video dataset contains videos captured with a

stationary camera to monitor a pedestrian walkway. This dataset includes 34 training sequences and

36 testing sequences, with about 5500 “normal” frames and 3400 “abnormal” frames. We resize the

data to 100× 100 pixels for training and testing.

MVTec-AD Dataset: MVTec-AD[23] is a real-world industrial image anomaly detection dataset

with 5354 high-resolution images in 15 categories. The training set has 3629 normal images, and

the test set contains 1725 normal or abnormal images. The ground-truth in the test set includes

both labels and anomaly masks. We follow the original dataset split of MVTec-AD, i.e., use only

anomaly-free images in training, and test on both normal and abnormal images.

Evaluation of Anomaly Localization with Sample Attention

In this sub-section, we present experiments for anomaly localization using VAE attention

maps computed with the sample attention technique proposed in Section 7.4.1. Please see additional
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qualitative results in the supplementary materials. We also conduct image-level anomaly classi-

fication experiments, results for which are shown in supplementary material.

MNIST

To prove the validity of our attention map generation methods, we first conduct a qualitative sanity

test on the MNIST dataset [96]. All training and testing images are at resolution of 28× 28 pixels.

We train a one-class VAE model using the training images of one digit only and test on images of

other digits from the testing set. For instance, we pick digit ”1” as our training set to train a VAE.

Then we could feed a digit ”7” during testing. We expect that our approach will generate attention

maps showing the anomalous regions of a ”7” different from a ”1”.

More qualitative results are shown in Fig. 7.7. For instance, with the top-left example,

we trained a VAE model with images of digit “1” as the normal class and test on images of all

other digits as abnormal classes. For each test image, we infer the latent vector from the encoder

of the trained VAE model and generate the attention map by sampling latent codes from the normal

difference distribution. As can be observed from the results, the attention maps computed with the

proposed method is intuitively satisfying. For example, with test data from class “7” as abnormal

samples, our intuition is that a key difference between the “1” and the “7” is the top-horizontal

bar in “7”, and our generated attention map indeed highlights this region. One can make similar

observations from the results of other digits as well (e.g.,“3”).

UCSD Ped 1

We next evaluate our proposed anomaly localization technique on the UCSD Ped 1[245] pedestrian

video dataset. We first show qualitative results in Fig. 7.8. In each row (left to right), the first

two images are the input and corresponding ground-truth anomaly masks (e.g., bicycle, Car etc.),
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Figure 7.7: Anomaly localization results from the MNIST dataset.

the next two images are our results (attention map and mask), and the last two images show the

difference maps diffmap between the input and its VAE reconstruction output. We note more precise

localization of the high-response regions in our generated attention maps, and these high-response

regions indeed correspond to anomalies in these images.
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Figure 7.8: Qualitative results from UCSD Ped1 dataset. L-R: Original test image, ground-truth
masks, our anomaly attention localization maps, and difference between input and the VAE’s recon-
struction. The anomalies in these samples are moving cars, bicycle, and wheelchair.
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We also conduct experiments and ablation studies for pixel-level segmentation AUROC

score against the baseline method of difference between input data and the reconstruction output.

We test our proposed attention generation mechanism with varying levels of spatial resolution by

backpropagating from the latent space to each of the encoder’s convolutional layers: 50×50, 25×25,

and 12× 12. The quantitative results in Table 7.1 show our method gives better performance when

compared to the baseline.

Table 7.1: Results on UCSD Ped1 using pixel-level segmentation AUROC score. We compare
results obtained using our anomaly attention generated with different target network layers to
reconstruction-based anomaly localization using Vanilla-VAE. SA: Sample Attention (see Sec-
tion 7.4.1).

diffmap Ours(SA, Conv1) Ours(SA, Conv2) Ours(SA, Conv3)
AUROC 0.86 0.89 0.92 0.91

MVTec-AD

In this section, we conduct extensive qualitative and quantitative experiments on MVTec-AD and

summarize the results below.

We use the ResNet18 [163] architecture as the backbone for the feature encoder of the

one-class VAE (with a 32-dimensional latent space). As in the original work [23], we also perform

random mirroring and random rotation for data augmentation on the training set. Given a test image

as the abnormal input, the sample attention map is generated as discussed in Section 7.4.1. After

obtaining the attention maps, binary localization maps are computed by using a variety of thresholds

on the pixel response values, which is encapsulated in the ROC curve. We then calculate the area

under the ROC curve and the best IOU number is computed based on the FPR and TPR values from

the ROC curve.
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Table 7.2: Quantitative results for pixel level segmentation on 15 categories from MVTec-AD
dataset. We adopt comparison scores from [428]. We compare to two sets of baselines. The
first set includes domain-general methods: SSIM-AE[24], l2-AE[155], AnoGAN[361], and CNN-
FD[301]. The second set includes domain-specific methods: SMAI[250], GDR[92], P-Net[497],
and PatchNet[428]. SA: Sample Attention (see Section 7.4.1).

Category SSIM-AE[24] l2-AE[155] AnoGAN[361] CNN-FD[301] SMAI[250] GDR[92] P-Net[497] PatchNet[428]
Ours
(SA)

Te
xt

ur
e

Carpet 0.87 0.59 0.54 0.72 0.88 0.74 0.57 0.96 0.78
Grid 0.94 0.90 0.58 0.59 0.97 0.96 0.98 0.78 0.73
Leather 0.78 0.75 0.64 0.87 0.86 0.93 0.89 0.90 0.95
Tile 0.59 0.51 0.50 0.93 0.62 0.65 0.97 0.80 0.80
Wood 0.73 0.73 0.62 0.91 0.80 0.84 0.98 0.81 0.77

O
bj

ec
t

Bottle 0.93 0.86 0.86 0.78 0.86 0.92 0.99 0.93 0.87
Cable 0.82 0.86 0.78 0.79 0.92 0.91 0.70 0.94 0.90
Capsule 0.94 0.88 0.84 0.84 0.93 0.92 0.84 0.90 0.74
Hazelnut 0.97 0.95 0.87 0.72 0.97 0.98 0.97 0.84 0.98
Metal Nut 0.89 0.86 0.76 0.82 0.92 0.91 0.79 0.84 0.94
Pill 0.91 0.85 0.87 0.68 0.92 0.93 0.91 0.93 0.83
Screw 0.96 0.96 0.80 0.87 0.96 0.95 1.00 0.96 0.97
Toothbrush 0.92 0.93 0.90 0.77 0.96 0.99 0.99 0.96 0.94
Transistor 0.90 0.86 0.80 0.66 0.85 0.92 0.82 1.00 0.93
Zipper 0.88 0.77 0.78 0.76 0.90 0.87 0.90 0.99 0.78

The quantitative results are shown in Tables 7.2 and 7.3, where the performance of our

proposed method is evaluated using the same evaluation techniques as in the benchmark paper of

Wang et al. [428] (note that the baselines here are the same methods as in [23, 428]). We com-

pare to two sets of baselines. The first set includes domain-general methods: SSIM-AE[24], l2-

AE[155], AnoGAN[361], and CNN-FD[301]. The second set includes domain-specific methods:

SMAI[250], GDR[92], P-Net[497], and PatchNet[428]. From Table 7.2, one can note that the re-

sults of our method are competitive with respect to these methods, including better performance on

some categories. It is worth noting here that most of these methods are specifically designed for

the anomaly localization task with task-specific network designs, whereas we train a standard

VAE and generate our VAE attention maps for anomaly localization. Despite this simplicity,

our method achieves competitive performance, demonstrating the potential of such an atten-

tion generation technique to be useful for tasks other than just model interpretation.
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Table 7.3: Quantitative results of best IOU for pixel level segmentation on 15 categories from
MVTec-AD dataset. SA: Sample Attention (see Section 7.4.1).

Category SSIM-AE l2-AE AnoGAN CNN-FD
Ours
(SA)

Te
xt

ur
e

Carpet 0.69 0.38 0.34 0.2 0.1
Grid 0.88 0.83 0.04 0.02 0.02
Leather 0.71 0.67 0.34 0.74 0.24
Tile 0.04 0.23 0.08 0.14 0.23
Wood 0.36 0.29 0.14 0.47 0.14

O
bj

ec
t

Bottle 0.15 0.22 0.05 0.07 0.27
Cable 0.01 0.05 0.01 0.13 0.18
Capsule 0.09 0.11 0.04 0.00 0.11
Hazelnut 0.00 0.41 0.02 0.00 0.44
Metal Nut 0.01 0.26 0.00 0.13 0.49
Pill 0.07 0.25 0.17 0.00 0.18
Screw 0.03 0.34 0.01 0.00 0.17
Toothbrush 0.08 0.51 0.07 0.00 0.17
Transistor 0.01 0.22 0.08 0.03 0.30
Zipper 0.10 0.13 0.01 0.00 0.06

We also show some qualitative results in Fig. 7.9 (top to bottom: original image, ground

truth segmentation mask, our method’s anomaly attention map) on a wide range of categories, in-

cluding both textures and objects. For each category, we show four types of defects provided by

the dataset. One can note that our attention maps are able to accurately localize anomalous regions

across these various defect categories.

Evaluation of Anomaly Localization with Distribution Attention

In this section, we present anomaly localization experimental results using the proposed

distribution attention (DA) on MVTec-AD, UCSD Ped 1 and ISIC 2019 datasets. For each dataset,

we follow the same training settings introduced in Section 7.4.3. During the testing, instead of

using attention maps from SA (Section 7.4.1), we utilize the DA maps proposed in the Section 7.4.2

(see Fig. 7.3 bottom branch) for more accurate anomaly detection. To elaborate, after obtaining

the µM and σM given the input abnormal images, we use the σM map to weight the µM map

and generate the final anomaly detection result, i.e., µ̃M = µM ∗ 1
1+exp(−α∗(σM−β)) , α, β are
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Figure 7.9: Qualitative results from MVTec-AD for Wood, Tile, Hazelnut and Pill. For each cat-
egory there are four different type of defects. Our anomaly attention maps are able to accurately
localize anomalies.

predefined hyperparameters set by cross-validation in all our experiments. Our expectation is that

the high response regions (which also indicates high anomaly uncertainties) in σM visual attention

can help remove uncertainties in the µM visual attention so that refined µ̃M can detect anomalies

with better accuracy and less uncertainty as well.

MVTec-AD

We firstly present quantitative results in Table 7.4 and where the performance of our proposed

method is evaluated using the same evaluation techniques in [428]. We compare the results of

the proposed method using the SAs and DAs. From Table 7.4, it is observed that our anomaly

localization approach using the proposed distribution attention can consistently improve anomaly
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localization performance across most of categories, which proves that rather than using only one

sample from the latent space (NDD), considering the collections of attention maps generated with

both mean and standard deviation from the learned distribution (NDD) can further help interpret the

VAE model and in turn improve anomaly detection results.

Table 7.4: Quantitative results and comparisons for pixel level segmentation on 15 categories from
MVTec-AD dataset. SA: Sample Attention (see Section 7.4.1). DA: Distribution Attention (see
Section 7.4.2).

Carpet Grid Leather Tile Wood Bottle Cable Capsule Hazelnut Metal Nut Pill Screw Toothbrush Transistor Zipper
Ours (SA) 0.78 0.73 0.95 0.8 0.77 0.87 0.9 0.74 0.98 0.94 0.83 0.97 0.94 0.93 0.78
Ours (DA) 0.8 0.75 0.96 0.8 0.81 0.89 0.93 0.74 0.98 0.94 0.83 0.98 0.95 0.93 0.82

UCSD Ped 1

We next conduct experiments on the UCSD Ped 1 dataset. We follow the same training settings

introduced in Section 7.4.3 and use the distribution attention during the testing. We use the pixel-

level segmentation AUROC score against the baseline method of difference between input data and

the reconstruction output. Table 7.5 presents the quantatitive results between using our SA maps and

DA maps, where we see using the proposed DA maps can consistently improve anomaly localization

performance on the UCSD Ped 1 dataset.

Table 7.5: Results on UCSD Ped1 using pixel-level segmentation AUROC score.

AUROC Score
Ours (Sample Attention) 0.92

Ours (Distribution Attention) 0.95

7.5 Disentangled Representation Learning

Learning disentangled representations with VAEs has been another intriguing area that has

received much progress, as they can increase interpretability and generalization of the models and
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learn faster on downstream tasks[279, 144, 406, 62, 208, 487]. A disentangled representation vector

encodes isolated factors of variation in the input data into only a few independent dimensions[411].

We intuitively believe our proposed gradient-based VAE attention generated directly from the latent

representation, can help visually explain latent space disentanglement. Furthermore, by leveraging

these attention maps as part of trainable constraints, we are able to boost disentangled representation

learning.

To this end, we will discuss our methodologies of applying our sample attention and

distribution attention on disentanglement learning in the following sections. We will first present a

novel learning objective called attention disentanglement loss (LAD) and show how one can integrate

it with existing frameworks, e.g., FactorVAE[208]. Next we will demonstrate the resulting impact

in learning a disentangled embedding by means of qualitative attention maps and quantitatively

performance characterization with standard disentanglement metrics on multiple datasets.

7.5.1 Attention-guided Representation Disentanglement

As discussed in Section 7.3, we proposed to generate VAE attention maps directly from

each dimensions of a given latent vector. We have also shown that the resultant attention maps

heat up certain regions (pixels) in the input image corresponding to the latent elements. Hence, we

exploited these attention maps to provide visual clues to explain the VAE’s latent representations.

But here, we want to consider an alternative application to utilize our attention maps in the opposite

direction. We seek to design a trainable constraints that attempts to separate the high-response

regions in the attention maps generated from different latent vector’s dimensions to be as much as

possible. And by backpropagating from this attention-separation-driven constraints, the network

explicitly forces the latent representation to be disentangled.
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To follow this goal, we propose a new training loss called the attention disentanglement

loss (LAD). As mentioned, LAD is designed to boost disentanglement learning by forcing attention

separation. In other words, this loss penalizes on large number of overlapping high-response pix-

els within different attention maps. Given a pair of attention maps, Mp and Mq, generated from

different latent elements, we mathematically formulate LAD as :

LAD = 2 ·
D∑
p

D∑
q,p̸=q

∑
ijmin(M

p
ij ,M

q
ij)∑

ijM
p
ij +M q

ij

(7.6)

D is the dimension of the latent vector, Mp
ij and M q

ij are the (i, j)th pixel in the attention maps

Mp and Mq respectively. One empirical implementation is taken as an example by considering two

dimensions from the D where p = 1 and q = 2. Then two attention maps M1 and M2 can be

computed from these two dimensions of latent vector, giving attention disentanglement loss (LAD)

of Equation 7.6 as:

LAD = 2 ·
∑

ijmin(M
1
ij ,M

2
ij)∑

ijM
1
ij +M2

ij

(7.7)

Further, when considering three dimensions from the D of the latent vector, the attention

disentanglement loss (LAD) is calculated by iterating p = 1, q = 2, p = 2, q = 3 and p = 1, q = 3

so the Equation 7.6 is implemented as:

LAD = 2 · (
∑

ijmin(M
1
ij ,M

2
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1
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)

(7.8)

and LAD achieves minimum value when not a single pair of attention maps have overlap-

ping high-response pixels. Our proposed LAD can be easily integrated with other learning objectives

on existing VAE-type models. A better illustration of the training framework with our LAD can be

viewed in Fig. 7.10.
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Figure 7.10: Training a variational autoencoder with the proposed attention disentanglement loss.

We then generate sample attention (SA) or distribution attention (DA) as the input atten-

tion maps for LAD. In the case of SA, the procedure is straightforward: we choose a pair of attention

maps from M1, . . . ,MD (see Fig. 7.1) to compute the loss. While in the case of DA, we first sam-

ple N latent codes zk, k = 1, . . . , N , each with D dimension zk ∈ RD. Then, for a chosen pair of

dimensions i.e., (p,q), we compute two sets of N element-wise attention maps Mk
p, k = 1, . . . , N

and Mk
q, k = 1, . . . , N corresponding to p and q, respectively. Next, we fit two Gaussian distri-

butions for these two sets and obtain two pairs of element-wise DA maps (µMp
, σMp

) and (µMq
,

σMq
). When computing LAD, we use σMp

and σMq
to weight the overlapped high-responsive

regions following the same weighting function introduced in Section 7.4.3. Our expectations is that

by using the distribution attention, attention maps generated from different dimensions should be

separated as well as with low uncertainty.

Our proposed LAD can be directly integrated with the existing network FactorVAE, and

its standard training objective function LFV. Our final overall learning objective is presented as
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follows:

L = LFV + λLAD (7.9)

where λ is the hyperparameter to weight standard FactorVAE training loss and our attention dis-

entanglement loss. Then we train FactorVAE with the overall learning objective Equation (7.9).

With such explicit attention-separation constraints, we expect better disentanglement learning per-

formance than the original FactorVAE pipeline. Note that while we use the FactorVAE [208] for

demonstration in this work, the proposed attention disentanglement loss is in no way limited to this

model and can be used in conjunction with other models as well (e.g., β-VAE [170]).

7.5.2 Evaluation of Disentangled Representation Learning

Disentanglement Metric

We adopt the disentanglement metric proposed in [208] to evaluate the disentanglement

performance of learned VAE latent space.

Datasets

Fashion-MNIST dataset: The Fashion-MNIST dataset [447] comprises of a training set of 60,000

images and a test set of 10,000 images with the size of 28 × 28. Each image is in the grayscale

format and associated with a label from 10 classes including T-shirt/top, Trouser, Pullover, Dress,

Coat, Sandal, Shirt, Sneaker, Bag and Ankle boot.

Dsprites dataset: The dSprites dataset [293] provides images of 2D shapes generated from 6

ground truth independent latent factors. These factors are color, shape, scale, rotation, x and y

positions of a sprite. In total, the dataset contains 737,280 binary images with shape of 64× 64.
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Evaluation Results

Dsprites

We perform attention disentanglement experiment on Dsprites dataset [293] and present both qual-

itative and quantitative results. We start to implement our proposed method-attention disentangle-

ment by considering two dimensions in the Equation 7.6 to calculate the attention disentanglement

loss train the model using the same experimental settings described in the paper [208].

Figure 7.11: Reconstruction error plotted against disentanglement metric [208]. The numbers at
each point show β and γ values. We want a low reconstruction error and a high disentanglement
metric. AD-FactorVAE (SA): our proposed method of disentanglement learning with sample atten-
tion (see Section 7.3.2). AD-FactorVAE (DA): our proposed method of disentanglement learning
with the distribution attention (see Section 7.3.3).

Fig. 7.11 presents the quantitative comparisons of the best disentanglement performance

which is plotted against the reconstruction error between our proposed method (called AD-FactorVAE

(SA)) with other competing methods: baseline FactorVAE [208] which is trained without attention
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disentanglement loss and β-VAE[170]. From Fig. 7.11, it is observed that training the model by

using overall learning objectives with our proposed disentanglement loss LAD results in higher dis-

entanglement scores under the same experimental settings. In more details, our method can give

a best disentanglement score of around 0.90, whereas baseline FactorVAE (γ = 40) gives around

0.82, both with a reconstruction error around 40. Our proposed method also gives a higher disen-

tanglement score compared to the best score of β-VAE which is 0.73 with β = 4. It is demonstrated

that the potential of both our proposed VAE attention and LAD in improving the performance of

existing methods in the disentanglement literature.
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Figure 7.12: Attention separation on the Dsprites dataset. Top row: the original shape images.
Middle two rows: attention maps from FactorVAE. Bottom two rows: attention maps from AD-
FactorVAE.
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Fig. 7.11 also presents experiments results for disentanglement learning with distribution

attention (called AD-FactorVAE (DA)) on Dsprites dataset. During the training VAE, different

from using one sample from the learned latent space to generate VAE attention, we generate the

distribution attention maps µM and σM after sampling a collection of latent codes and use these

two attention maps to calculate the attention disentanglement loss (see Section 7.5.1). From the

Fig. 7.11, it is observed that training the model with our proposed disentanglement loss LAD using

the DA maps can consistently improve results in higher disentanglement scores under the same

experimental settings.

Fig. 7.12 shows some attention maps generated using the baseline FactorVAE and our

proposed AD-FactorVAE. The first row shows 5 input images in different shapes, and the next 4

rows show attention results with the baseline FactorVAE and our proposed method. Row 2 shows

attention maps generated with FactorVAE by backpropagating from the latent dimension with the

highest response, whereas row 3 shows attention maps generated by backpropagating from the latent

dimension with the next highest response. Rows 4 and 5 show the corresponding attention maps

generated from the model trained with the proposed AD-FactorVAE. Our intuition and expectation

with AD-FactorVAE is that each dimension’s attention map will have high responses in different

spatial regions of the input. From Fig. 7.12, we see that this is indeed the case where we observe that,

high-response regions in different areas (by backpropogating different dimensions) of latent vectors

in attention maps in row 4 and 5 from the proposed method AD-FactorVAE, whereas attentions are

overlapped in row 2 and 3 where attention maps are generated from the baseline FactorVAE.

We further perform extensive attention disentanglement experiment on Dsprites dataset

by considering more dimensions in implementing learning objectives with LAD. We train the net-

206



work using our proposed method-attention disentanglement, rather than using a pair of attentions

corresponding to two dimensions for training loss, we take additional 2 pairs of attentions corre-

sponding 3 dimension in total for computing the learning objectives during the training. We use the

same experimental settings described above, with different γ values as 10, 40. Both qualitative and

quantitative results are presented and discussed below.

Original Image

Heart Heart Ellipse Square

Dim-3

AD-FactorVAE
(1 permutation)

AD-FactorVAE
(3 permutations)

Dim-1

Dim-2

Dim-3

Dim-1

Dim-2

Figure 7.13: Attention separation on the Dsprites dataset. First row: the original shape images.
Middle three rows: attention maps of three dimensions from AD-FactorVAE trained with 1 pair of
attention map for attention disentanglement loss. Last three rows: attention maps generated from
three different dimensions of latent vector from AD-FactorVAE trained with 3 pair of attention maps
for attention disentanglement loss.
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Fig. 7.13 shows some attention maps generated using the model trained by our proposed

AD-FactorVAE. The first row shows input images in different shapes, and the next 3 rows show

attention maps generated with our proposed method by considering 1 pair of attention maps in

computing attention disentanglement loss. The last 3 rows show attention maps generated by back-

propogating 3 dimensions of latent vector from the model trained with our proposed method by

considering 3 pairs of attention maps in calculating attention disentanglement loss. From Fig. 7.13,

better separated attention maps are observed in the last three rows, which meet our expectation that

different spatial regions would be highlighted in attention maps generated from different dimensions

of latent vector.

In Table 7.6, we present the best disentanglement performance of our proposed AD-

FactorVAE by considering additional pairs of attention maps generated from different dimensions

of latent vector when computing our attention disentanglement loss in training objectives. From

Table 7.6, it is observed that training our AD-FactorVAE with additional dimensions in objectives

can consistently improve disentanglement scores.

Table 7.6: Average disentanglement score on Dsprites Dataset using Kim et al. [208] metrics. The
higher disentanglement score means the better disentanglement performance.

γ=10 γ=40
AD-FactorVAE (1 pair of attentions) 0.90 0.91

AD-FactorVAE (3 pairs of attentions) 0.93 0.93
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Chapter 8

Discussions and Future Work

This thesis proposed several novel applications for sports analytics, image and language

pre-training, face synthesis, scene perceptions, human body mesh recovery and visual intepretations

of variational autoencoder. In the second chapter, we proposed a novel framework for analyzing the

fine-grained actions of soccer players in highlight videos of soccer games. We collected a dataset

from various sources with detailed annotations that includes (a) two coarse-grained classes, drib-

bling and shooting, and (b) six fine-grained styles, three in dribbling – Stepover, Elastico and Chop

and three in shooting – Penalty-Kick, Goal and Free-Kick. We performed extensive evaluation

and comparisons of algorithms on the dataset and our proposed framework achieved the best per-

formance in classifying soccer players’ fine-grained actions. The proposed self-attention motion

modelling module encoded fine-grained motion dynamics of a soccer player as auxiliary signals.

The energy features and motion features are aggregated with the proposed energy-motion features

aggregation module for fine-grained classification of a player’s actions. In addition, we performed

ablation experiments to evaluate the contributions of each component in the proposed framework,
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and to classify fine-grained shooting actions of players and in return the defense actions; the defen-

sive actions of goalkeepers have not been analyzed in existing work on analyzing the performance

of soccer players in video. Future work will include extending the dataset to involve additional

fine-grained actions of soccer games, and analyzing extensive fine-grained actions in sports videos,

e.g., players shooting directions, team offending/defending tactical styles and strategies.

In the third chapter, we presented the RECLIP, a method for resource-efficient language

image pretraining. We proposed to leverage small images with paired texts for the main constrastive

training phase and fine-tuned the model with high-resolution images for a short cycle at the end.

The proposed training method has been validated on zero-shot image and text retrieval benchmarks

and image classification datasets. In comparisons to the baseline method, RECLIP training recipe

saves the computations by 6 ∼ 8× with improved zero-shot retrieval performance and competi-

tive classification accuracy. Compared to the state-of-the art methods, RECLIP significantly saves

79% ∼ 98% resource in cores×hours with highly competitive zero-shot classification and image-

text retrieval performance. We hope RECLIP paves the path to make contrastive language image

pretraining more resource-friendly and accessible to the broad research community. Future work

will include integrating masking techniques in generating image tokens to reduce token length for

the model training and evaluating a wider range of zero-shot down-streaming tasks.

In the fourth chapter, we streamlined the generation of visual interpretations by means

of gradient-based attention mechanisms for facial attribute translation on the conditional generative

adversarial networks and showed how they can be used during training to improve the performance

of generative models. We developed a novel system called AKD-GAN where a teacher network

distills its knowledge via visual attentions to a student network by proposing an attention knowledge

210



distillation loss in order to train the student network to generate better face images. We experimented

with the proposed novel method with various system design implementations, including the teacher-

student paradigms with different model complexities in student networks and attention knowledge

distillation using full self-supervision and weak supervision for model training. We showed the

effectiveness of the system in removing biases in the attribute generation. Finally, we evaluated the

proposed framework on the widely used public face image datasets CelebA and human expression

dataset RaFD, demonstrating with both quantitative and qualitative results the effectiveness of the

approach for diverse applications. The proposed face synthesis with facial attributes translation

can be applied in a wide range of computer vision and biometrics tasks, such as attribute-based

recognition and identification, etc. Also, it can be applied as a powerful data augmentation tool

by using synthesized face images with various facial attributes for multi-purposes usage, including

large-scale training for deep models, adversarial attacks. etc. Besides, face images synthesized with

various facial attributes can be potentially applied for disguised and concealed identity recognition.

In addition, generating better face images with target attributes will have the potential impact for the

entertainment industry and also for digital art. Finally, synthesizing facial attributes in videos for

video generation in real time will be an interesting future work. Future work will include extending

the proposed method on a wider range of GAN architecture and exploring advanced techniques to

remove bias in generation faical images.

In the fifth chapter, a novel monocular self-supervised depth estimation framework, called

the MonoIndoor++, has been proposed to predict depth map of a single image in indoor environ-

ments. The proposed model consists of three modules: (a) a novel depth factorization module

with a transformer-based scale regression network which is designed to jointly learn a global depth
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scale factor and a relative depth map from an input image, (b) a novel residual pose estimation

module which is proposed to estimate accurate relative camera poses for novel view synthesis of

self-supervised training that decomposes a global pose into an initial pose and one or a few residual

poses, which in turn improves the performance of the depth model, (c) a coordinates convolutional

encoding module which is utilized to encode coordinates information explicitly to provide additional

cues for the residual pose estimation module. Comprehensive evaluation results and ablation studies

have been conducted on a wide-variety of indoor datasets, establishing the state-of-the-art perfor-

mance and demonstrating the effectiveness and universality of our proposed methods. Future work

will include evaluating the proposed method in a supervised setup and training the proposed model

on multiple datasets with various depth settings and then evaluating it for zero-shot cross-dataset

transfer capabilities without fine-tuning.

In the sixth chapter, we considered the problem of video human mesh recovery and noted

that the currently dominant design paradigm of using a single dynamical system to model all mo-

tion dynamics, in conjunction with a “flat” parameter regressor is insufficient to tackle challenging

in-the-wild scenarios. We presented an alternative design based on local recurrent modeling, re-

sulting in a structure-informed learning architecture where the output of each local recurrent model

(representing the corresponding body part) is appropriately conditioned based on the known human

kinematic structure. We presented results of an extensive set of experiments on various challenging

benchmark datasets to demonstrate the efficacy of the proposed local recurrent modeling approach

to video human mesh recovery.

In the seventh chapter, we proposed new techniques to visually interpret deep generative

models, in particular, variational autoencoders, by means of gradient-based network attention. We
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presented two ways to calculate visual attention maps. Firstly, unlike most the existing work which

perform gradients backpropagation from the classification output, the proposed method computed

gradients directly with a latent vector sampled from the latent space on VAEs and generated sam-

ple attention maps, which bridged the gap between generative models and gradient-base attention

visualization mechanism. Secondly, further steps are taken to visually interpret the learned entire

distribution, this work proposes to fit and estimate a pixel-wise Gaussian distribution of a collection

of sample attention maps generated by sampling a group of latent codes and the resulting “mean”

and “standard deviation” attention maps are presented as the distribution attention maps. Both two

types of visual attention maps provided a explainable way to interpret generative models, they can

also be used for down-stream computer vision tasks. In this work, two classical VAE applications

are taken for experiments to demonstrate the applicability of the resulting VAE attention: anomaly

localization and latent space disentanglement. In anomaly localization, the fact that is used is an

abnormal input will result in latent variables that do not conform to the standard Gaussian in gradi-

ent backpropagation and visual attention generation. Given an abnormal input to a VAE trained on

normal data, attention maps generated using the proposed two methods are presented and how these

anomaly attention maps are then used as cues to generate pixel-level binary anomaly masks, help-

ing anomalous images classification and anomaly segmentation. In latent space disentanglement,

a new technique is presented which utilizes VAE attention from each latent dimension to enforce

new attention disentanglement learning constraints that results in improved attention separability as

well as disentanglement performance in training VAE. Experiments are conducted on a wide range

of datasets and experimental results validated the effectiveness of the proposed method in visually

interpreting variational autoencoders and improving performance of VAEs applications. This chap-
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ter has taken the first step to visually interpret VAEs directly from the learned latent space, which

freed the gradients-based attention generation from requiring classification/categorization streams

in the models. Future work will include studying visual interpretations on a wider range of gener-

ative models, for instance, generative adversarial networks (GANs), and these interpretations can

potentially boost a variety of down-streaming applications of GANs, e.g., image synthesis, video

predictions, etc. In addition, visual interpretations of VAEs can potentially be utilized to design new

learning constraints for hybrid deep models which consists of generative modules and discrimina-

tive in an end-to-end training for improved performance. Visual attention maps of VAEs bridged the

gap of unsupervised learning models’ interpretations, and this leveraged broad applications of un-

supervised learning with generative models, in particular, in medical procedures, industrial process

with limited and scare data.
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Chapter 9

Conclusions

This thesis proposed several novel applications for sports analytics, image and language

pre-training, face synthesis, scene perceptions, human body mesh recovery and visual interpreta-

tions of generative models. In the second chapter, we presented the dataset of highlight videos

of soccer players, including two coarse-grained action types of soccer players and six fine-grained

actions of players. Detailed annotations are provided for the collected dataset, in terms of action

classes, bounding boxes, segmentation maps, and body keypoints of soccer players, and positions of

a soccer ball in a game. We leveraged the understanding of complex highlight videos by proposing

an energy-motion features aggregation network-EMA-Net to fully exploit energy-based represen-

tation of soccer players movements in video sequences and explicit motion dynamics of soccer

players in videos for soccer players’ fine-grained action analysis. Experimental results and ablation

studies validated the proposed approach in recognizing soccer players actions using the collected

soccer highlight video datasets.
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In the third chapter, we presented RECLIP (Resource-efficient CLIP), a simple method

that minimizes computational resource footprint for CLIP (Contrastive Language Image Pretrain-

ing). Our approach significantly reduced the training resource requirements both in theory and

in practice. Using the same batch size and training epoch, RECLIP achieved highly competitive

zero-shot classification and image-text retrieval accuracy with 6 to 8× less computational resources

and 7 to 9× fewer FLOPs than the baseline. Compared to the state-of-the-art contrastive learning

methods, RECLIP demonstrated 5 to 59× training resource savings while maintaining highly com-

petitive zero-shot classification and retrieval performance. Finally, RECLIP matched the state of the

art in transfer learning to open-vocabulary detection tasks, achieving 32 APr on LVIS.

In the fourth chapter, we presented a method to visually interpret conditional GANs for

facial attribute translation by using a gradient-based attention mechanism. Next, a key innovation

was proposed to design new learning objectives for knowledge distillation using attention in gen-

erative adversarial training, which resulted in improved synthesized face results, reduced visual

confusions and boosted training for GANs in a positive way. Firstly, visual attentions were cal-

culated to provide interpretations for GANs. Secondly, gradient-based visual attentions were used

as knowledge to be distilled in a teacher-student paradigm for face synthesis with focus on facial

attributes translation tasks in order to improve the performance of the model. Finally, it was shown

how “pseudo”-attentions knowledge distillation can be employed during the training of face synthe-

sis networks when teacher and student networks were trained to generate different facial attributes.

The proposed approach was validated on facial attribute translation and human expression synthesis

with both qualitative and quantitative results being presented.
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In the fifth chapter, we proposed a novel framework for improving the performance of

self-supervised monocular depth estimation for indoor environments. First, a depth factorization

module with transformer-based scale regression network was proposed to estimate a global depth

scale factor explicitly, and the predicted scale factor can indicate the maximum depth values. Sec-

ond, rather than using a single-stage pose estimation strategy as in previous methods, we proposed

to utilize a residual pose estimation module to estimate relative camera poses across consecutive

frames iteratively. Third, to incorporate extensive coordinates guidance for our residual pose esti-

mation module, we proposed to perform coordinate convolutional encoding directly over the inputs

to pose networks. The proposed method was validated on a variety of benchmark indoor datasets,

i.e., EuRoC MAV, NYUv2, ScanNet and 7-Scenes, demonstrating the state-of-the-art performance.

In the sixth chapter, we presented a new method for video mesh recovery that divides the

human mesh into several local parts following the standard skeletal model. We then modeled the dy-

namics of each local part with separate recurrent models, with each model conditioned appropriately

based on the known kinematic structure of the human body. This resulted in a structure-informed

local recurrent learning architecture that can be trained in an end-to-end fashion with available an-

notations. We conducted a variety of experiments on standard video mesh recovery benchmark

datasets such as Human3.6M, MPI-INF-3DHP, and 3DPW, demonstrating the efficacy of our de-

sign of modeling local dynamics as well as establishing state-of-the-art results based on standard

evaluation metrics.

In the seventh chapter, we presented a method to compute VAE attention as a means

for interpreting the latent space learned by a VAE. We first presented methods to generate visual

attention maps from the learned latent space, and then showed how they can be used in a variety of
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applications: localizing anomalies in images, including medical imagery, and improved latent space

disentanglement. We conducted extensive experiments on a wide-variety of benchmark datasets to

demonstrate the efficacy of the proposed VAE attention.
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