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ABSTRACT 

 

The Online Privacy Divide: Understanding the Impact of Social and Digital Inequality on 

Privacy Concerns and Privacy Management Behaviors on Social Media 

 

by 

 

Laurent Haoyu Wang 

 

Drawing from the integrated model of online privacy (Bazarova & Masur, 2020), this 

study examined the impacts of socioeconomic and demographic differences on privacy 

concerns and privacy management behaviors on social media to uncover empirical evidence 

for an online privacy divide in the U.S. In addition, this study tested generalized social trust 

and institutional trust as underlying mechanisms that explain divides in social media privacy 

concerns and behaviors. Results from an online survey (N = 1401) revealed significant 

differences across education (people without vs. with a college degree) and race (African 

Americans and Latinos vs. Whites and Asians) in privacy concerns and privacy management 

behaviors on both the horizontal and vertical dimensions of social media privacy. Results 

further supported the mediating roles that generalized social trust and institutional trust play 

in these relationships. Theoretical contributions to the integrated model of online privacy and 

to the privacy and marginalization literature are discussed. Practical implications are 

provided. 

Keywords: privacy management, digital inequality, generalized social trust,  

institutional trust, the digital divide, social media  
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The Online Privacy Divide: Understanding the Impact of Social and Digital Inequality 

in Privacy Concerns and Privacy Management Behaviors on Social Media 

As social media bring social, psychological, and material benefits to users (e.g., 

Ellison et al., 2007; Nabi et al., 2013), they continue to pose challenges to individuals’ 

privacy. Research has extensively documented the role that psychological factors play in 

shaping people’s privacy-related attitudes and behaviors online (e.g., Hoffmann et al., 2016; 

Metzger & Suh, 2017), including a privacy calculus construct, which states that people weigh 

the perceived benefits and costs of self-disclosure to decide the extent to which they reveal 

personal information online (Dienlin & Metzger, 2016; Laufer & Wolfe, 1977).  

Yet a nascent research stream on privacy has started to recognize the importance of 

considering how individuals’ socioeconomic status, historical experience, as well as learned 

cultural norms within certain communities, may shape privacy-related perceptions and 

behaviors at a group level (Epstein & Quinn, 2020; Park, 2021). Indeed, results from a 

handful of studies are starting to reveal preliminary evidence for a potential online privacy 

divide, suggesting that differences in one’s socioeconomic and demographic backgrounds 

(education and race in particular) may translate into differences in privacy threats, privacy 

concerns (Madden, 2017), privacy management behaviors (Büchi et al., 2021), online privacy 

literacy (Epstein & Quinn, 2020), and privacy self-efficacy (Park, 2021).  

Moreover, social media users nowadays face privacy risks posed by, and thus need to 

protect their privacy from, a variety of entities, including other social media users (e.g., 

family members, friends, and strangers) and institutions (e.g., advertisers, the government, 

and social media companies). One theoretical framework that speaks to these issues is the 

recently-proposed integrated model of individualistic, networked, and institutional 
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approaches of studying online privacy (Bazarova & Masur, 2020), which conceptualizes 

online privacy on horizontal (i.e., privacy vis-à-vis peers) and vertical (i.e., privacy vis-à-vis 

institutions) dimensions. This framework provides a means to understand conceptual nuances 

that may contribute to divides in social media users’ privacy concerns and privacy 

management behaviors with regard to different audiences of personal information.   

To my knowledge, Epstein and Quinn (2020) is the only study to compare 

socioeconomic differences in privacy management behaviors explicitly on the horizontal and 

vertical privacy dimensions, but their data primarily shed light on the impacts of age and 

gender. And their measures examine privacy in internet contexts that do not accommodate 

the unique challenges to and benefits of privacy on social media. Therefore, drawing from 

the integrated model of online privacy (Bazarova & Masur, 2020), the first aim of this study 

is to study whether there is empirical evidence for the online privacy divide by education and 

race on both the horizontal and vertical dimensions of privacy, with measures that are 

specifically appropriate to social media.  

Further, despite preliminary evidence, critical theoretical issues remain unaddressed 

regarding why people from different sociodemographic backgrounds may form privacy 

concerns and engage in privacy management behaviors differently on social media. One 

common justification, guided by the digital divide literature, suggests that due to a lack of 

technological access, resources and digital skills, sociodemographically marginalized 

individuals may lag behind in developing online privacy awareness and privacy management 

skills (e.g., Büchi et al., 2021, Li et al., 2018). As a general example of how skills may 

impact privacy, a lack of skill at navigating mobile phone settings may limit people’s ability 

to adjust privacy settings (e.g., turning off location tracking) on their social media accounts.  
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Another explanation, offered by the trust literature, may suggest that discrimination and 

victimization experienced by sociodemographically marginalized groups may alert them to 

be more careful about their online privacy, through a lack of trust, compared to non-

marginalized groups (e.g., Marwick et al., 2017; Vitak et al., 2018). Indeed, compelling 

evidence demonstrates striking sociodemographic differences in generalized social trust and 

institutional trust (Madden, 2017; Taylor et al., 2007), as well as a prominent impact of trust 

on motivating online self-disclosure (Krasnova et al., 2010; Mesch, 2012). It is therefore 

possible that a lack of trust may motivate marginalized individuals to protect their privacy 

more vigorously on social media than non-marginalized individuals. As the role of trust in 

online privacy divides remains largely unknown, the second goal of this study is to test 

whether two types of trust–generalized social trust and institutional trust–may explain online 

privacy divides on the horizontal and vertical dimensions of privacy. 

Results of this study stand to make several important theoretical contributions. First, 

this study offers the first empirical test of the integrated model of online privacy (Bazarova & 

Masur, 2020) with a sociodemographically diverse sample and measures tailored towards 

social media privacy along the horizontal and vertical privacy dimensions. Second, this study 

elaborates the model by theoretically advancing the mediating role of generalized social and 

institutional trust in social media privacy. Third, this study proposes and tests an online 

privacy divide construct, which argues that the effects of structural racism and discrimination 

experiences will manifest in online privacy experiences through different types of trust, 

beyond traditional markers of marginalization (e.g., digital access, skills). Results should not 

only contribute to the growing understanding of the impact of digital and social inequality in 

shaping people’s privacy-related attitudes and behaviors on social media, but also help 
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extend the digital skills and digital literacy literature by drawing particular attention to online 

privacy management. Practically, the knowledge gained from this research can lay a 

foundation for better and more focused recommendations for educators, policymakers, and 

technology developers to help empower disadvantaged and/or marginalized social media 

users. Understanding privacy concerns and management practices of users from marginalized 

groups can help better design interventions and digital literacy training programs that are 

tailored to different individuals’ needs.  

Conceptualizing Privacy Dimensions in Social Media 

Scholars have primarily conceptualized privacy as the ownership of or right to control 

personal information during interpersonal interactions (Altman, 1975; Petronio, 2002). 

Applying this to online contexts, people may strategically manage their privacy vis-à-vis 

different individuals within their online social networks. Yet in the digital media 

environment there are other, often invisible, audiences for our personal information, such as 

governments, social media companies, or marketers that collect user data for commercial 

purposes. As such, social media users face daunting privacy challenges because they may 

often want or have to simultaneously manage their privacy with regard to vastly different 

types of audiences and information monitoring.   

The Integrated Model of Online Privacy 

The recently-proposed integrated model of online privacy addresses the coexistence 

of different types of audiences for our personal information online (Bazarova & Masur, 

2020). This model proposes the horizontal/vertical distinction of online privacy to 

conceptually bridge the individualistic, networked, and institutional approaches–which had 

been previously treated as independent levels of privacy–to studying online privacy and self-
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disclosure. To elaborate, on the horizontal dimension, individualistic approaches highlight 

individuals’ control of and access to personal information during online interactions; whereas 

networked approaches concern how technological affordances (e.g., visibility and 

anonymity) shape privacy boundaries between information co-owners (e.g., the individual 

who discloses personal information and those who then see that information online), 

revealing the possibility for unintended audiences to retrieve other people’s private 

information. The horizontal dimension of privacy may encompass privacy threats posed by 

other social media users, within or outside of one’s own social networks, and includes 

instances such as being terminated by an employer who sees an employee’s social media 

posts, online stalking and harassment by others, spreading rumors, and unwanted sharing of 

personal information (Marwick et al., 2017; Masur & Trepte, 2021).  

On the vertical dimension of privacy, institutional approaches involve privacy threats 

from social media companies, advertisers, government agencies, and other institutions that 

collect user data and conduct mass surveillance on users for commercial and/or 

administrative interests (Büchi et al., 2021). The involvement of algorithms and machine 

learning that automatically profile users based on their digital trace data adds additional 

threats to users’ privacy along the vertical dimension (Madden et al., 2017). Drawing from 

this horizontal/vertical conceptual distinction, the following sections articulate how people 

from different sociodemographic backgrounds may encounter privacy risks and engage in 

protection behaviors on the two dimensions of privacy on social media.  

The Online Privacy Divide 

For people to navigate privacy threats online with regard to vastly different types of 

audiences and information monitoring, they must have access to resources (e.g., technology, 



 

 6 

appropriate knowledge or training, technical support from one’s own network), and develop 

and practice privacy management skills (Li & Chen, 2021; Li et al., 2018). However, that 

access can vary due to differences in education and race, among other factors. 

Education and Race as Predictors 

Education and race, in particular, have been demonstrated to shape gaps in accessing 

privacy-enhancing tools and strategies (e.g., Madden, 2017). Education is a long-standing 

predictor of digital skills, including privacy management. Studies have documented that less 

educated individuals have lower online privacy literacy, which includes people’s 

understanding about the privacy practices of, and threats posed by, individuals, institutions, 

and online service providers (Epstein & Quinn, 2020; Madden et al., 2017). They also report 

lower online privacy self-efficacy, which is the belief in one’s own ability to enact behaviors 

to protect online privacy (Madden et al., 2017; Park, 2021). Acquiring the practical and 

technical knowledge for, and gaining confidence in, individual privacy control can foster 

more cautious privacy behaviors on social media (Dienlin & Metzger, 2016; Epstein & 

Quinn, 2020). Research has found that people with higher formal education employ a variety 

of online privacy protection strategies more frequently, such as spam-filtering, changing 

passwords, and carefully looking at the addresses of emails they receive (Büchi et al., 2016; 

van Deursen & van Dijk, 2012).  

Race is at the intersection of many social vulnerabilities (McDonald & Forte, 2022). 

In 2020, the poverty rates in the U.S. of Hispanics (17.0%) and African Americans (19.5%) 

were double that of non-Hispanic Whites (8.2%) and Asians (8.1%) (Shrider et al., 2021). 

There are also striking racial differences in educational attainment. In 2021, only 28.1% of 

African Americans and 20.6% of Hispanics reported having a Bachelor's degree or higher, 
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compared to 41.9% of non-Hispanic Whites and 61% of Asians (U.S. Census Bureau, 2022). 

A lack of educational and economic resources may inhibit access to training and tools that 

would help people navigate online privacy successfully. Indeed, African Americans and 

Latinos reported higher privacy concerns and feelings of vulnerability due to, for instance, 

fear of being unfairly targeted by law enforcement, compared to Whites (Auxier et al., 2019; 

Madden, 2017). Nonetheless, a recent literature review pointed out that race, as a central 

predictor of one’s marginalization status, has received scant attention in the online privacy 

and marginalization literature (Sannon & Forte, 2022). Taken together, these results suggest 

that people who have more socioeconomic advantages (e.g., those with a college education, 

Whites, and Asians) may be better positioned to access and use essential resources for 

privacy management on social media. Therefore, this study conceptualizes marginalization 

status based on an individual’s educational attainment (those without vs. with a college 

degree) and racial group (African Americans and Latinos vs. Whites and Asians). 

To date, very few studies have empirically tested divides in online privacy explicitly 

on both the horizontal and vertical dimensions (Epstein & Quinn, 2020 is one exception), and 

most extant research in this realm examines internet privacy rather than social media privacy 

specifically. The following sections articulate rationales for educational and racial 

differences in privacy concerns and privacy management behaviors on social media.  

Privacy Concerns on Social Media 

Privacy concerns can be conceptualized as the degree to which social media users are 

concerned about the collection and use of their personal information by other users (i.e., 

horizontal concerns) and by institutions (i.e., vertical concerns) (Masur & Trepte, 2021). 

Compared to other online contexts such as e-commerce, social media provide a unique 
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situation in which individuals must simultaneously navigate both horizontal and vertical 

concerns, given the dynamics of information flow between different types of audiences. For 

example, when posting on Facebook, people may need to not only consider who in their 

friend networks may see their post, but also whether personal information contained in their 

post may be algorithmically added into their “digital trace profile” that may be further used 

for marketing or other purposes (Rice & Hoffman, 2018).  

Past research has consistently pointed out that marginalized groups express higher 

levels of privacy concerns online (Madden, 2017), perhaps because they are more likely to 

have become the victims of online scams, abusive content, and blackmail (Büchi et al, 2021). 

Survey data show that overall, those without formal college education, African Americans, 

and Latinos expressed stronger privacy concerns than other groups about their privacy and 

data security on the Internet. For example, those without formal college education expressed 

privacy concerns about data breach (Cohn et al., 2020), identity theft, online scam or fraud 

(Madden, 2017), and online behavioral advertising (Smit et al., 2014). Similarly, African 

Americans and Latinos are strongly concerned about privacy violated by state and local 

government institutions and law enforcement (Auxier et al., 2019), being targeted in an 

online harassment (Madden, 2017), and consequences to privacy breach (Cohn et al., 2020). 

Although not explicitly studied, these concerns can be mapped to both the horizontal and 

vertical dimensions of privacy. Qualitative studies corroborate this pattern, finding that 

marginalized individuals expressed high (horizontal) privacy concerns about personal photos 

being stolen on social media (Bastick & Mallet-Garcia, 2022) and (vertical) concerns about 

policing surveillance as a result of structural racism (Marwick et al., 2017). Thus, the first set 
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of hypotheses aims to see if such online privacy divides can be replicated in the context of 

social media privacy on the horizontal and vertical privacy dimensions: 

H1: People without a college degree will report higher (a) horizontal and (b) vertical 

privacy concerns on social media than those with a college degree. 

H2: African Americans and Latinos will report higher (a) horizontal and (b) vertical 

privacy concerns on social media than Whites and Asians.  

H3: Education and race will interact to impact privacy concerns such that African 

Americans and Latinos who do not have a college degree will report the highest (a) 

horizontal and (b) vertical privacy concerns on social media among all educational 

and racial groups. 

Privacy Management Behaviors on Social Media  

Privacy management behaviors can be understood as use of strategies to protect one’s 

privacy online or on social media, and may occur on both the horizontal and vertical 

dimensions (Epstein & Quinn, 2020). Horizontal privacy management strategies are used to 

protect against user-to-user privacy incursions (e.g., limiting the visibility of certain posts to 

certain other individual social media users), while vertical strategies involve defending 

privacy invasions by institutional actors such as the government and corporations (e.g., 

turning off the personalized advertisement setting).  

Research on divides in privacy management behaviors reveals mixed findings. On the 

one hand, survey data show that those with lower education, African Americans, and Latinos 

are less likely to indicate that they have used a range of horizontal and vertical strategies on 

the internet (e.g., blocking cookies), compared to other social groups (Büchi et al., 2021; 

Madden, 2017). This result is consistent with the digital divide perspective, which suggests 
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that a relative lack of resources and technical skills makes marginalized groups less likely to 

protect their privacy online, such as using services that allow people to browse the web 

anonymously (Madden, 2017), compared to non-marginalized groups. On the other hand, 

other research suggests that lack of trust in others and in institutions (discussed below) may 

create higher privacy concerns and motivate marginalized groups to take protection actions 

(e.g., keeping a low social media profile, abstaining entirely from social media) (Marwick et 

al., 2017; Smit et al., 2014; Vitak et al., 2018).  

Yet, to my knowledge, only Epstein and Quinn (2020) have explicitly compared 

sociodemographic differences in the use of privacy management strategies based on the 

horizontal and vertical conceptual distinction. They found that age negatively predicted both 

horizontal and vertical privacy protection behaviors, and being female positively predicted 

horizontal protection behaviors but negatively predicted vertical protection behaviors. 

Although they found no differences by education or race, the extremely small sample sizes 

for racial minorities in their study does not allow for a meaningful comparison (African 

American, n = 59; Hispanic/ Latino, n = 53; Asian, n = 32; Caucasian, n = 564; multi-

ethnic/other/undisclosed, n = 26). And their measures of vertical privacy management 

strategies examined internet privacy broadly (e.g., use of proxy server, encryption) that are 

less are less commonly used in the context of social media. Therefore, a larger and more 

balanced sample, particularly on parameters of education and race, and measures tailored 

towards social media privacy, are warranted to draw confident conclusions of divides in 

privacy management behaviors. Given the inconsistent evidence from the literature review 

above, the following research questions are posed: 
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RQ1: Does education impact the frequency of using (a) horizontal and (b) vertical 

privacy management strategies on social media? 

RQ2: Does race impact the frequency of using (a) horizontal and (b) vertical privacy 

management strategies on social media? 

RQ3: Do education and race interact to impact the frequency of using (a) horizontal 

and (b) vertical privacy management strategies on social media? 

Theoretical Perspectives to Explaining the Online Privacy Divide 

The final goal of this study is to advance a theoretically-informed explanation for the 

online privacy divide. The digital divide perspective is one common way to understand it 

(e.g., Büchi et al., 2021; Epstein & Quinn, 2020), which suggests that unequal distributions 

in access to digital technology and levels of digital skills due to socioeconomic and 

demographic differences (see van Dijk, 2020) may translate into corresponding inequalities 

in people’s privacy experiences and skills online. For instance, research found that older, 

female (vs. male) identifying individuals, and those with lower education and lower-quality 

internet access have lower digital privacy and security skills, and are less likely to engage in 

preventive anti-virus behaviors (Dodel & Mesch, 2018; Li et al., 2018). Madden (2017) 

similarly found that those without a college degree and foreign-born Hispanic internet users 

were among the least likely to use privacy management strategies online, compared to other 

educational and racial groups. This makes sense given that a lack of access to reliable digital 

technology may limit individuals’ internet experience and further inhibit the development of 

basic digital privacy skills. 

In contrast, a handful of qualitative studies suggest that marginalized groups have 

high awareness of privacy risks and are very active in protecting their privacy online (e.g., 



 

 12 

Marwick et al., 2017; Vitak et al., 2018). A dive into these studies suggests that trust may be 

a key factor that motivates privacy protection behaviors of the marginalized groups. For 

example, in an interview study with self-identified low-income, immigrant, sexual or racial 

minority individuals, Marwick and colleagues (2017) found that traumatizing physical 

surveillance and police harassment experiences may have contributed to participants’ overall 

lack of trust in other people and institutions. A number of participants reported refraining 

from many online activities as a means to minimize perceived privacy threats posted by 

employers and government online surveillance. Similarly, Vitak and colleagues (2018) found 

that individuals who live in high poverty and low education communities tended to distrust 

and even fear online services and digital technologies, and thus were likely to reject online 

job applications and banking services to prevent violation of privacy online.   

 Although the digital skills perspective has been primarily adopted to explain divides 

in online privacy management (e.g., Büchi et al., 2021, Li et al., 2018), virtually no studies 

have quantitatively examined the role that trust plays in explaining such divides. Yet 

discrimination and victimization experienced by marginalized individuals may suppress their 

propensity to trust other people and institutions (e.g., the government, corporations, and 

social media platforms) (Best et al., 2021; Smith, 2010; Pearce & Rice, 2017), which may in 

turn lead to higher privacy concerns and motivate privacy protection (e.g., Marwick et al., 

2017).  

The Important Role of Trust in Online Privacy  

Trust is long recognized as playing an important role in online privacy and self-

disclosure. Trust is a central motivation for people to reveal personally-identifiable 

information on social media because it ameliorates one’s concerns about potential privacy 
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risks (Krasnova et al., 2010; Mesch, 2012). It is associated with lower online privacy 

concerns and higher willingness to disclose personal information in various contexts (Baik & 

Jang, 2022; Joinson et al., 2010).  

Marginalized groups, particularly African Americans and Latinos, report lower levels 

of various types of trust (Douds & Wu, 2017; Wilkes & Wu, 2019), as they 

disproportionately experience discrimination in both everyday social interactions and in 

institutional settings such as housing, employment, and policing (Pager & Shepherd, 2008). 

Such attitudes may be socialized, for example, through vicarious experiences of racism, or 

the indirect knowledge of racial oppression that children learn through socialization with 

other people, especially parents, which can contribute to an overall lack of trust (Evangelist, 

2022). Research also shows that African Americans and Hispanics hold lower levels of trust 

towards doctors and healthcare institutions due to historical experiences of being victimized 

in medical settings (Richardson et al., 2012; Williamson, 2021). 

A lower level of trust may impact marginalized groups’ online privacy concerns and 

privacy management behaviors because it underlies perceived privacy risks and alerts people 

in a way that may prompt them to more cautiously manage personal information. On the 

horizontal dimension of privacy, marginalized groups may be concerned about other 

individuals (i.e., employers, doxxers) violating their privacy due to low levels trust in other 

people (i.e., generalized social trust), whereas on the vertical dimension they may protect 

their privacy because they do not trust the intentions of the institutions that may collect their 

data online (e.g., the government, law enforcements). Therefore, this study conceptualizes 

trust in terms of both generalized social trust and institutional trust to reflect the privacy 
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risks, respectively, on the horizontal and vertical dimensions of privacy posed by the 

different entities that may have access to social media users’ personal information.  

Generalized Social Trust  

Generalized social trust is the perception that most people that we have no previous 

information about can be trusted (Dinesen, 2012), and is developed primarily based on past 

and present interpersonal experiences (Twenge et al., 2014). Breham and Rahn (1997) argue 

that being a member of marginalized groups increases the likelihood of witnessing instances 

of discrimination and prejudice, which may lead to suspiciousness of one’s surroundings and 

the motives of others, and hence lower generalized social trust. 

Nationally representative surveys show that generalized social trust differs by 

education and race in the U.S. Taylor and colleagues (2007) found the percentage of “high 

trusters” in the White population was double that of African Americans and Hispanics: 

whereas 27% of Whites reported a high level of trust, only 13% of African Americans and 

12% of Hispanics did so. Similarly, 50% of college graduates were “high trusters,” compared 

with only 28% of those with a high school degree or less. Lower generalized trust may cause 

people to be suspicious of the motives of other social media users online, and perhaps more 

cautious of revealing one’s own personal information on social media.  

Further, research found that racially marginalized groups who have low levels of 

generalized social trust tend to engage in less online networking activities to minimize the 

privacy risks of disclosing personal information on the horizontal privacy dimension. For 

instance, Gonzales and colleagues (2021), in their qualitative study, suggested that trust may 

moderate marginalized groups’ intention to reach out to unfamiliar sources online for 

professional networking purposes. In particular, African Americans and Latinos exhibited a 
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lack of trust in others as a result of previous negative experiences online, and thus were more 

likely to limit their contacts to vetted existing networks, whereas low-income Whites who 

rarely mentioned trust issues had more conversations with strangers online. Research also 

found that, due to a lack of trust in others, racially marginalized and low-income individuals 

tend to hesitate to seek out strangers in online communities for informational and emotional 

support (Hui et al., 2023; Israni et al., 2021), and may intentionally not post social media 

content that can be later identified by unintended users, such as their employers (Marwick et 

al., 2017). Therefore, generalized social trust may explain, via mediation, the impacts of 

education and race on horizontal privacy concerns (H4) and privacy management behaviors 

(H5). 

H4: Generalized social trust will mediate the impacts of education and race on 

horizontal privacy concerns on social media, such that (a) people without a college 

degree and (b) African Americans and Latinos will report lower social trust, which 

will predict higher horizontal concerns, compared to people with a college degree and 

Whites and Asians. 

H5: Generalized social trust will mediate the impacts of education and race on the 

frequency of using horizontal privacy management strategies, such that (a) people 

without a college degree and (b) African Americans and Latinos will report lower 

generalized social trust, which will predict higher frequency of using horizontal 

strategies, compared to people with a college degree and Whites and Asians. 

Institutional trust  

Levels of generalized social trust are distinct from, yet often positively correlated 

with, levels of institutional trust (Rainie et al., 2019), which may impact people’s concerns 
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and management behaviors on the vertical dimension of privacy. Institutional trust can be 

understood as an individual’s expectation and confidence that a given institution will produce 

positive outcomes toward oneself or others (Levi & Stoker, 2000). It is closely tied to an 

individual’s perceptions of credibility, fairness, competence, and transparency of a given 

institution (Sønderskov & Dinesen, 2016). Survey results show that people without a college 

degree have lower trust towards internet service and cell phone providers in their ability to 

keep users’ personal information safe, compared with people who have a formal education 

(Madden, 2017). Likewise, African Americans and foreign-born Hispanics are considerably 

less trusting of law enforcement than Whites and U.S.-born Hispanics (Madden, 2017; 

Redmiles & Buntain, 2021). And in a health context, African Americans were more likely 

than their White counterparts to bring up mistrust of the government and medical institutions 

when asked about their attitudes towards vaccines because they were historically treated 

unfairly by the medical establishment (Jamison et al., 2019; Williamson, 2021). 

Indeed, negative past experiences that marginalized groups have had may impact their 

trust in various institutions (e.g., government agencies, corporations, advertisers, law 

enforcement), which may in turn shape their vertical privacy concerns and behaviors. For 

example, African Americans are reluctant to share personal health information, such as 

health symptoms and lab results, with providers online (Graham & Smith, 2018), suggesting 

a lack of trust in eHealth systems. Fear of surveillance stemming from interpersonal 

experiences and media coverage promoted low-income Latino parents to enact privacy 

monitoring strategies (e.g., installing content-blocking systems, reviewing browser caches) to 

prevent their children's oversharing online (Katz & Gonzalez, 2016). People with lower 

institutional trust may less frequently participate in social media activities that require 
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personal information, such as signing petitions for political events, to avoid being tracked by 

the government and other entities (Lutz & Hoffmann, 2021). Trust in governments was also 

found to negatively predict online privacy concerns associated with government surveillance 

(Männiste & Masso, 2018) and to positively predict tolerance towards state dataveillance 

(Kalmus et al., 2022). Thus, differences in institutional trust may further explain divides in 

vertical privacy concerns (H6) and vertical privacy management behaviors (H7). 

H6: Institutional trust will mediate the impacts of education and race on vertical  

privacy concerns on social media, such that (a) people without a college degree and  

(b) African Americans and Latinos will report lower institutional trust, which will  

predict higher vertical concerns, compared to people with a college degree and  

Whites and Asians. 

H7: Institutional trust will mediate the impacts of education and race on the frequency 

of using vertical privacy management strategies, such that (a) people without a 

college degree and (b) African Americans and Latinos will report lower institutional 

trust, which will predict higher frequency of using vertical strategies, compared to 

people with a college degree and Whites and Asians. 

Method 

Recruitment Procedure 

Upon IRB approval, an online survey was administered between February and April, 

2023 through Qualtrics XM’s Research Panel. The incentives were based on the amount of 

time required to complete the survey (M = 17.50 minutes) and the sources from which 

participants were recruited by Qualtrics to their panels. In other words, when participants 

were invited to take the survey, they were informed what they would be compensated for. 
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For example, participants could be airline customers who could choose SkyMiles for their 

reward, retail customers who opted into the survey could opt to get points at their favorite 

retail outlet, or general consumers could choose to participate for cash or gift cards, etc. 

Participants were also informed in the consent form “you will be compensated the amount 

you agreed upon before you entered into the survey.”  

2020 census data show the following racial breakdown in terms of percentages of the 

U.S. population: Non-Hispanic white (61.6%), Hispanic (48.0%), African American (12.4%) 

and Asian (6.0%). Consequently, random sampling from the population would require a very 

large, and thus very expensive, sample. Given the comparative aims of this research, 

purposive sampling was employed to recruit an approximately equal number of participants 

on the parameters of education and race among members of the U.S. population, resulting in 

four groups: (1) African Americans and/or Latinos without a college degree, (2) African 

Americans and/or Latinos with a college degree, (3) Whites and/or Asians without a college 

degree, and (4) Whites and/or Asians with a college degree. Within each of these four 

groups, I also sought to recruit a roughly equal number of participants for each racial group 

(e.g., African Americans (50%) and/or Latinos (50%) without a college degree).  

To ensure data quality, several screening criteria were added to the survey, such that 

participants had to be a social media user (i.e., have at least one social media account and 

have experiences using social media) and indicate their commitment to providing thoughtful 

answers to the survey questions. Participants who sped through or completed the survey in 

under five minutes, failed the attention check, and straight-lined the survey were excluded 

from the final dataset by Qualtrics’ data scrubbing team. Qualtrics recruited and replaced 
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these participants in the dataset with other participants who met the data quality 

requirements.  

Sample 

An a priori power analysis using G*Power 3.1 suggested that a total sample size of N 

= 1302 was needed to test the hypotheses of this study with the smallest effect size of interest 

(f = .1), a power of 95%, and the usual alpha level of 5%. The final dataset included a total of 

1401 responses: (1) African Americans and/or Latinos without a college degree (N = 343), 

(2) African Americans and/or Latinos with a college degree (N = 355), (3) Whites and/or 

Asians without a college degree (N = 348), and (4) Whites and/or Asians with a college 

degree (N = 355). Across the entire sample, 60.5% (N = 848) were female, 39.0% (N = 547) 

were male, and .4% (N = 6) were non-binary. The average age was 41.35 years old (SD = 

16.44, range = 18-101), and the average annual income was between $55,000 and $60,000 

(range = under $5,000- $200,000 and over). Education and race were measured (see 

Appendix A) and coded based on the conceptualization of marginalized status. Thus, for 

education, 49.3% (N = 691) of the participants were coded as having no college degree and 

50.2% (N = 710) as having a college degree. The final racial composition included 49.8% 

racially marginalized individuals (i.e., African Americans and Latinos) (N = 698) and 50.2% 

racially non-marginalized (i.e., Whites and Asians) individuals (N = 703). 

Measures 

Consistent with the conceptualizations discussed earlier, key variables were 

operationalized based on the horizontal and vertical distinctions of privacy (see Appendix B 

for a list of all measures and items, as well as means and standard deviations for each item 

and their mean scales). Question stems were developed to prime participants to reflect on 
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privacy experiences vis-à-vis different audiences on social media. For example, the 

horizontal privacy measures ask participants to think about friends, family members, 

coworkers, employers, strangers, and other individual social media users that may have 

access to their personal information on social media, whereas the vertical privacy measures 

emphasize government agencies, social media companies, advertisers, corporations, and 

other organizations as the potential audiences.  

Privacy Concerns 

Participants reported privacy concerns on a 7-point Likert scale ranging from 1 = 

strongly disagree to 7 = strongly agree. Ten horizontal concern items were adapted from 

existing scales (Krasnova et al., 2009), such as “I am concerned that I don’t have control over 

what other users do with information I post on social media.” Seven vertical concern items 

were adapted from prior research (Auxier et al., 2019; Dinev et al., 2008; Krasnova et al., 

2009) and included items that can specifically capture marginalized groups’ privacy 

concerns. For example, “I am concerned that the power the government and law enforcement 

have to wiretap my social media activities might threaten the safety of me and my family.” 

Cronbach’s alpha reliability coefficient was .86 for the horizontal concern scale, and .84 for 

the vertical concern scale. 

Privacy Management Behaviors  

 Privacy management behaviors included eight horizontal privacy management 

strategies and seven vertical strategies. Participants indicated the frequency of using these 

strategies on a 5-point Likert scale ranging from 1 = never to 5 = always. Horizontal 

strategies were adapted from Wang and Metzger (2021), such as blocking certain contacts or 

creating a fake account. Most existing scales on vertical strategies focus on internet privacy 
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(e.g., use VPN, delete cookies) that are not applicable in the social media context. In 

addition, existing scales on privacy management have also been criticized for not capturing a 

wide range of strategies, thus ignoring the nuances in skills inequality (Chen & Li, 2022). 

The current vertical strategies scale is inspired by prior instruments (Hoy & Milne, 2010; 

Min, 2019), supplemented with findings of qualitative studies that shed light on marginalized 

individuals’ privacy management on social media (e.g., avoid posting information that may 

be seen as problematic by government agencies or law enforcement if they monitor my social 

media accounts) (Marwick et al., 2017; Walker & Hargittai, 2021). Cronbach’s alpha was .88 

for the horizontal privacy management strategies, and.85 for the vertical strategies scale. 

Generalized Social Trust 

Although commonly used to measure generalized social trust, Rosenberg’s (1956) 

misanthropy scale has been criticized for its dichotomized items, which decrease the detail in 

which latent factors can be measured (Krosnick & Fabrigar, 1997; Lundmark et al., 2016). 

Research has demonstrated that increasing the number of scale points can produce a more 

valid measure of generalized social trust (Krosnick & Fabrigar, 1997; Lundmark et al., 2016, 

Zmerli & Newton, 2008). In addition, breaking the lengthy polarized statements (e.g., “most 

people can be trusted or you need to be very careful in dealing with people”) into single 

viewpoint statements (e.g., “most people can be trusted” and “you need to be very careful in 

dealing with people”) minimizes the task difficulty and increases the validity of the 

measurement (Lundmark et al., 2016). Following these suggestions, the three original 

dichotomous generalized social trust statements were transformed into six items, measured 

on a 7-point scale (1 = strongly disagree; 7 = strongly agree). Cronbach’s alpha was .77.  
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Institutional Trust 

 Adapted from Liu et al. (2018), the institutional trust scale assessed the degree to 

which participants trusted different institutions on a 7-point scale (1 = do not trust at all, 7 = 

trust completely). A battery of 13 institutions that may impact social media users’ privacy 

experiences were presented based on previous research (Betts, 2020; Madden, 2017; Pearce 

& Rice, 2017). Examples include the US judicial (court) system, police and other law 

enforcement agencies, and social media companies. Cronbach’s alpha was .93. 

Sociodemographic Variables  

As described above, participants self-reported their race/ethnicity, education levels, 

income, sex/gender identity, and age. In addition, street race was measured by asking 

participants “If you were walking down the street, what race do you think other Americans 

who do not know you personally would assume you were based on what you look like? 

(select one)” (López et al., 2018). Therefore, participants who did not identify with one of the 

four racial groups of interest were recoded based on their street race. Education and race 

were recoded into dichotomous variables, consistent with this study’s conceptualization of 

marginalized status. As such, African Americans and Latinos were coded as marginalized 

groups (0) and Whites and Asians as non-marginalized groups (1). Likewise, those without a 

college degree were coded as 0, and those with a college degree were coded as 1.  

Control Variables 

Previous online privacy violation experiences were measured by asking participants if 

they or people close to them ever had a negative privacy experience on social media (e.g., 

been a victim of an online scam, had personal information stolen) (Metzger & Suh, 2017). 
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Frequency of social media update was measured by asking participants how often they add 

new content to their social media accounts (e.g., posts, stories).  

Results 

Privacy Concerns 

Hypotheses 1-3 predicted main effects for education (H1), race (H2), and interaction 

effects of education and race (H3) on (a) horizontal and (b) vertical privacy concerns. To test 

these hypotheses, a two-way Analysis of Covariance (ANCOVA) was conducted with 

education (i.e., without vs. with a college degree), race (i.e., African Americans and Latinos 

vs. Whites and Asians), as well as their interaction, as the predictor variables and horizontal 

privacy concerns as the outcome variable, controlling for previous privacy violation 

experiences and social media update frequency. The same analysis was then conducted with 

vertical privacy concerns as the outcome variable.  

H1 predicted that people without a college degree would report higher (a) horizontal 

and (b) vertical privacy concerns on social media than those with a college degree. The 

analysis revealed a significant main effect for education on horizontal privacy concerns, F(1, 

1395) = 22.91 , p < .001, ηp
2 = .02, and vertical privacy concerns, F(1, 1395) = 8.07, p < .01, 

ηp
2 = .01. People without a college degree reported significantly lower horizontal and vertical 

privacy concerns (MHorizontal = 4.31, SE = .04; MVertical = 4.57, SE = .05) than people with a 

college degree (MHorizontal = 4.60, SE = .04; MVertical = 4.72, SE = .05). Thus Hypothesis 1 was 

not supported.  

H2 predicted that African Americans and Latinos would report higher (a) horizontal 

and (b) vertical privacy concerns on social media than Whites and Asians. No significant 
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main effect was found for race on horizontal, F(1, 1395) = 2.42, p = .12 or vertical privacy 

concerns, F(1, 1395) = .01, p = .93. Hypothesis 2 was not supported.  

H3 predicted an interaction effect of education and race, such that African Americans 

and Latinos who do not have a college degree would report the highest (a) horizontal and (b) 

vertical privacy concerns among all educational and racial groups. The omnibus tests were 

not significant for horizontal concerns, F(1, 1395) = 1.57, p = .21, ηp
2 = .00, and only 

approached significance for vertical concerns, F(1, 1395) = 3.63, p = .06, ηp
2 = .00, 

suggesting no significant interaction of education and race on privacy concerns. Hypothesis 3 

was not supported. 

Privacy Management Behaviors 

Research questions 1-3 asked if there are main effects for education (RQ1), race 

(RQ2), and their interactions (RQ3) on the frequency of using (a) horizontal and (b) vertical 

privacy management strategies on social media. To answer these questions, a two-way 

ANCOVA was conducted with education and race, as well as their interaction, as the 

predictor variables and use of horizontal privacy management strategies as the outcome 

variable, controlling for previous privacy violation experiences and social media update 

frequency. The same analysis was then conducted with vertical privacy management 

strategies use frequency as the outcome variable.  

RQ1 asked if education impacts the frequency of using (a) horizontal and (b) vertical 

privacy management strategies on social media. The main effects of education were not 

significant on frequency of using horizontal strategies, F(1, 1374) = .49, p = .48, ηp
2 = .00, 

and vertical privacy strategies, F(1, 1380) = 1.80, p = .18, ηp
2 = .00. RQ2 asked if race is 

associated with the frequency of using (a) horizontal and (b) vertical privacy management 
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strategies on social media. The analysis revealed a significant main effect for race on 

frequency of using horizontal strategies, F(1, 1374) = 21.25, p < .001, ηp
2 = .02, and vertical 

strategies, F(1, 1380) = .11.24, p < .001, ηp
2 = .01. African Americans and Latinos reported 

significantly higher frequency of using horizontal and vertical privacy management strategies 

(MHorizontal = 2.53, SE = .04; MVertical = 2.54, SE = .04) than Whites and Asians (MHorizontal = 

2.30, SE = .04; MVertical = 2.37, SE = .04).  

RQ3 asked if education and race interact to impact the frequencies of using (a) 

horizontal and (b) vertical privacy management strategies. The omnibus tests were not 

significant for horizontal privacy strategies use, F(1, 1374) = 2.13, p = .15, ηp
2 = .00, or for 

vertical privacy strategies use, F(1, 1380) = 1.61, p = .21, ηp
2 = .00, suggesting no significant 

interaction of education and race on privacy management behaviors. 

Generalized Social Trust 

H4 through H7 predicted that generalized social trust and institutional trust would 

mediate the impact of education and race on privacy concerns and privacy management 

behaviors. A series of mediation analyses were conducted using Hayes’ PROCESS (Model 

4), while controlling for previous privacy violation experiences and social media update 

frequency.  

H4 predicted that generalized social trust would mediate the effects of (a) education 

and (b) race on horizontal privacy concerns. For education (see Figure 1), people without a 

college degree reported significantly lower horizontal concerns, b = .29, t(1397) = 4.78, p < 

.001, and lower generalized social trust, b = .26, t(1397) = 5.02, p < .001, than people with a 

college degree. Generalized social trust, in turn, negatively predicted horizontal concerns, b = 

-.08, t(1396) = -2.60, p < .01. In addition, the model indicated a significant indirect effect of 
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education on horizontal concerns via generalized social trust with a bootstrap sample of 

5,000 samples and 95% confidence interval, b = -.02, SE = .01, CI[-.04, -.00], such that 

compared to people with a college degree, those without a college degree reported lower 

social trust, which led to higher horizontal concerns. The direct impact of education on 

horizontal concerns, controlling for the impact of generalized social trust, remained 

significant, b = .31, t(1396) = 5.09, p < .001. Therefore, generalized social trust partially 

mediated the impact of education on horizontal concerns, supporting H4a.   

For race (see Figure 2), no significant impact of race was found on horizontal 

concerns, b = .10, t(1397) = 1.57, p = .12. However, African Americans and Latinos reported 

significantly lower generalized social trust than Whites and Asians, b = .18, t(1397) = 3.52, p 

< .001. Generalized social trust, in turn, negatively predicted horizontal concerns, b = -.07, 

t(1396) = -2.08, p < .05. Finally, the model indicated no significant indirect effect of race on 

horizontal concerns via generalized social trust with a bootstrap sample of 5,000 samples and 

95% confidence interval, b = -.01, SE = .01, CI[-.03, .00]. Therefore, H4b was not supported. 

H5 predicted that generalized social trust would mediate the effects of (a) education 

and (b) race on the frequencies of using horizontal privacy management strategies. For 

education (see Figure 3), no significant impact of education was found on the frequency of 

using horizontal strategies, b = .03, t(1376) = .63, p = .53. However, people without a college 

degree reported significantly lower generalized social trust than people with a college degree, 

b = .26, t(1376) = 5.09, p < .001. Generalized social trust, in turn, negatively predicted 

horizontal strategies use, b = -.05, t(1375) = -2.06, p < .05. In addition, the model indicated a 

significant indirect effect of education on horizontal strategies use via generalized social trust 

with a bootstrap sample of 5,000 samples and 95% confidence interval, b = -.01, SE = .01, 
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CI[-.03, -.00], such that compared to people with a college degree, those without a college 

degree reported significantly lower generalized social trust, which predicted higher frequency 

of using horizontal strategies. Therefore, generalized social trust mediated the impact of 

education on horizontal strategies use, supporting H5a.  

For race (see Figure 4), African Americans and Latinos reported a significantly 

higher frequency of using horizontal strategies, b = -.23, t(1376) = -4.59, p < .001, and lower 

generalized social trust, b = .19, t(1376) = 3.53, p < .001, than Whites and Asians. However, 

generalized social trust did not predict horizontal strategies use, b = -.04, t(1375) = -1.54, p = 

.12. Further, no significant indirect effect of race was found on horizontal strategies use via 

generalized social trust with a bootstrap sample of 5,000 samples and 95% confidence 

interval, b = -.01, SE = .01, CI[-.02, .00]. Therefore, H5b was not supported. 

Institutional Trust 

H6 predicted that institutional trust would mediate the effects of (a) education and (b) 

race on vertical privacy concerns. For education (see Figure 5), people without a college 

degree reported significantly lower vertical concerns, b = .18, t(1397) = 2.83, p < .01, and 

lower institutional trust, b = .27, t(1397) = 4.41, p < .001, than people with a college degree. 

Institutional trust, in turn, negatively predicted vertical concerns, b = -.12, t(1396) = -4.32, p 

< .001. In addition, the model indicated a significant indirect effect of education on vertical 

concerns via institutional trust with a bootstrap sample of 5,000 samples and 95% confidence 

interval, b = -.03, SE = .01, CI[-.06, -.01], such that compared to people with a college 

degree, those without a college degree reported lower institutional trust, which led to higher 

vertical concerns. The direct impact of education on vertical concerns, controlling for the 

impact of institutional trust, remained significant, b = .22, t(1396) = 3.33, p < .001. 
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Therefore, institutional trust partially mediated the impact of education on vertical concerns, 

supporting H6a.   

For race (see Figure 6), no significant impact of race on vertical concerns was found, 

b = .01, t(1397) = .12, p = .91. However, African Americans and Latinos reported 

significantly lower institutional trust than Whites and Asians, b = .01, t(1397) = .12, p < .001. 

Institutional trust, in turn, negatively predicted vertical concerns, b = -.11, t(1396) = -3.96, p 

< .001. In addition, the model indicated a significant indirect effect of race on vertical 

concerns via institutional trust with a bootstrap sample of 5,000 samples and 95% confidence 

interval, b = -.02, SE = .01, CI[-.04, -.01], such that compared to Whites and Asians, African 

Americans and Latinos reported lower institutional trust, which predicted higher vertical 

concerns. Therefore, institutional trust mediated the impact of race on vertical concerns, 

supporting H6b. 

H7 predicted that institutional trust would mediate the effects of (a) education and (b) 

race on the frequency of using vertical privacy management strategies. For education (see 

Figure 7), no significant impact of education was found on the frequency of using vertical 

strategies, b = .07, t(1382) = 1.32, p = .19. However, people without a college degree 

reported significantly lower institutional trust, b = .28, t(1382) = 4.53, p < .001, than people 

with a college degree. Institutional trust only marginally predicted vertical concerns, b = .04, 

t(1381) = 1.82, p = .07. Further, no significant indirect effect of education was found on 

vertical strategies use frequency via institutional trust with a bootstrap sample of 5,000 

samples and 95% confidence interval, b = .01, SE = .01, CI[-.00, .03]. Therefore, H7a was 

not supported.   
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For race (see Figure 8), African Americans and Latinos reported significantly higher 

frequency of using vertical strategies, b = -.17, t(1382) = -3.34, p < .001, and lower 

institutional trust, b = .20, t(1382) = 3.20, p < .01, than Whites and Asians. Institutional trust, 

contrary to prediction, positively predicted vertical strategies use, b = .05, t(1381) =2.27, p < 

.05. Further, the model indicated a significant indirect effect of race on vertical strategies use 

via institutional trust with a bootstrap sample of 5,000 samples and 95% confidence interval, 

b = .01, SE = .01, CI[.00, .02], such that compared to Whites and Asians, African Americans 

and Latinos reported significantly lower institutional trust, which predicted lower frequency 

of using vertical strategies. The direct impact of race on vertical strategies use frequency, 

controlling for the impact of institutional trust, remained significant, b = -.18, t(1381) = -

3.52, p < .001. Therefore, because the observed partial mediation suggested a different 

pattern than what was hypothesized, H7b was not supported. 

Summary 

In sum, in some cases the results support the hypotheses proposed and theoretical 

arguments advanced but not in all cases. Generally speaking, the data lend more support to 

the meditation hypotheses than to the other types of hypotheses. See Table 2 for a summary 

of results.  

Discussion 

General Discussion  

Questions have been raised regarding whether an online privacy divide exists 

between people from different social backgrounds (e.g., Epstein & Quinn, 2020). This study 

attempts to answer this question by quantitatively examining such divides by education and 

race in both privacy concerns and privacy management behaviors on social media. 
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Additionally, it examines a previously overlooked explanation for such divides. Whereas the 

digital divide literature proposes that privacy divide is due to differences in technological 

resources and privacy training, this study examines the role of social and institutional trust in 

creating a privacy digital divide. 

Evidence for an Online Privacy Divide? 

Differences in education (without vs. with a college degree) and race (African 

Americans and Latinos vs. Whites and Asians) were explored with regard to privacy 

concerns (H1-H3) and privacy management behaviors (RQ1-RQ3) on both the horizontal and 

vertical dimensions of privacy. H1-H2 predicted that marginalized groups would report 

higher privacy concerns, as consistently pointed out by previous research (Auxier et al., 

2019; Cohn et al., 2020; Madden, 2017). Yet this study found the opposite for education, 

such that people without a college degree reported lower privacy concerns on both the 

horizontal and vertical dimensions of privacy compared to those with a college degree. This 

lends support to the digital divide perspective, which suggests that due to lack of access to 

technological devices and relevant privacy literacy training and privacy management 

resources, less educated individuals are less likely to realize the issue severity and potential 

risks of online privacy. Moreover, in contrast to the prediction, no main effect was found for 

race. An inspection of the mean scores indicated that Africans Americans and Latinos 

(MHorizontal = 4.41, MVertical = 4.66) as well as Whites and Asians (MHorizontal = 4.50, MVertical= 

4.66) reported overall very high privacy concerns. This result warrants more investigation, as 

although privacy issues seem to engender universal concerns across racial groups, reasons 

that explain these privacy concerns may be different for different populations. For example, 
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marginalized groups may be concerned about privacy due to a lack of trust, while non-

marginalized groups may be concerned mainly because of previous violation experiences.  

RQ1-RQ2 asked about whether marginalized groups would employ privacy 

management strategies more frequently than non-marginalized groups. One notable finding 

of this study is that racially marginalized groups (i.e., African Americans and Latinos) 

reported using privacy management strategies more frequently than non-marginalized groups 

(i.e., Whites and Asians) on both the horizontal and vertical dimensions of privacy. This 

finding challenges the assumptions of prior studies based on the digital divide perspective 

that marginalized groups are less able to protect their online privacy due to lack of resources 

and skills (Büchi et al., 2021; Madden, 2017). Rather, this finding quantitatively supports 

results of qualitative studies that found marginalized groups more actively employ a variety 

of strategies to protect their online privacy, perhaps because of greater privacy threat 

perceptions (Marwick et al., 2017; Vitak et al., 2018).  

No main effect was found for education, but as mentioned earlier, existing measures 

of privacy management have been criticized for not including a wide range of strategies 

employed by people from different sociodemographic backgrounds (Chen & Li, 2022). The 

fact that privacy strategies that are commonly used by marginalized individuals (e.g., 

avoiding posting problematic comments, leaving social media), suggested by qualitative 

research, were included in the measures in this study may explain why the results differ from 

previous research. In any case, the result for RQ1 suggests that regardless of one’s education, 

people find their way to manage social media privacy. Future research may attempt to 

uncover latent classes of privacy management strategies predicted by group memberships, 

perhaps by leveraging mixture modeling techniques. Indeed, if non-use is the major privacy 
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management strategy that marginalized groups tend to use, implications on how much they 

are able to reap rewards and social capital from social media warrants more attention.   

H3 and RQ3 speculated that individuals who are both educationally and racially 

marginalized (i.e., highest level of marginalization) would report the highest privacy 

concerns and protect their privacy the most frequently. Yet none of the interactions of 

education and race were significant. This suggests the need to test alternative predictors of 

marginalization, alongside standard sociodemographic variables. Indeed, based on the 

reviewed literature that argues actual or perceived discrimination experiences of 

marginalized groups may exacerbate their online privacy concerns (e.g., Marwick et al., 

2017), it is possible that perceived marginalization (i.e., subjective experiences and feelings 

of being marginalized and discriminated), regardless of one’s educational and racial groups, 

better predicts online privacy outcomes than standard sociodemographic variables that 

typically serve as proxies for marginalization.   

This study also advanced and tested generalized social trust (H4-H5) and institutional 

trust (H6-H7) as explanatory mechanisms for the online privacy divide. Results revealed 

some interesting patterns on privacy concerns. In particular, although people without a 

college degree were found to have low horizontal and vertical concerns in the main effects 

tests, generalized social trust and institutional trust acted as suppressor variables in the 

mediation models such that because people without a college degree had low trust, this in 

turn led to higher privacy concerns. This finding further demonstrates the importance of 

considering how lived experiences of marginalized groups may shape their privacy attitudes 

on social media. On the surface, results of main effects suggest less educated individuals are 

less literate of privacy risks on social media. But adding trust into the model delineates a 
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fuller picture and reveals that a lack of trust, in fact, led less educated individuals to be more 

alert of privacy issues on social media.  

A similar pattern also occurred for race, such that African Americans and Latinos 

reported higher vertical concerns only through lower institutional trust, compared to Whites 

and Asians. On the horizontal dimension, however, although African Americans and Latinos 

reported lower generalized social trust, which negatively predicted horizontal concerns, the 

indirect effect was not significant. Considering that no main effect was found for race on 

privacy concerns, future research is warranted to probe factors or processes that contribute to 

racially marginalized groups’ privacy concerns. One possibility is that these groups perceived 

high benefits of social media self-disclosure (e.g., capital building, relational maintenance) 

on the horizontal dimension of privacy, which in turn, undermined their privacy concerns. 

Nonetheless, these results continue to reinforce the critical role of trust in privacy and 

marginalization. 

Results on privacy management behaviors revealed mixed patterns. Although no 

main effect was found for education in the ANCOVA analyses, generalized social trust 

mediated its impact on the use of horizontal strategies, such that people without a college 

degree use horizontal privacy strategies more frequently than people with a college degree, 

through reduced social trust. Contrary to the prediction, while African Americans and 

Latinos reported significantly lower institutional trust, this led to lower frequency of using 

vertical strategies, compared to Whites and Asians. While no easy explanation for this 

finding presents itself, one possibility is that low institutional trust as a result of structural 

racism might lead marginalized groups to lose privacy self-efficacy and thus the motivation 

to engage in any privacy management behaviors. The concept of privacy cynicism, defined 
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as feelings of uncertainty, mistrust, and powerlessness towards the collection and processing 

of personal data by institutions online (e.g., organizations, advertisers, governments), can 

help illustrate such a tendency to engage in less privacy protection, specifically on the 

vertical privacy dimension (Hoffmann et al., 2016; van Ooijen et al., 2022). It is possible that 

marginalized groups may experience a stronger sense of privacy cynicism on social media. 

Regardless, future research is warranted to further unpack the nuances in how different racial 

groups respond to and manage privacy issues on social media.  

Finally, social trust did not mediate the impact of race on privacy management, and 

institutional trust did not mediate the impact of education on privacy management. It is 

possible that although lack of trust may increase marginalized individuals’ privacy concerns, 

it does not always drive their privacy management behaviors by itself. Protection 

management theory (Maddux & Rogers, 1983; Rogers, 1975) may suggest that the way 

people appraise social media privacy (e.g., perceived vulnerability, privacy self-efficacy, 

response efficacy) could explain divides in management behaviors. For example, privacy 

self-efficacy may positively predict privacy management behaviors, and education and race 

may moderate this relationship. These should be tested in future research. 

In summary, overall the results of this study reveal some empirical evidence of an 

online privacy divide by education and race, demonstrate how trust attitudes held by 

marginalized groups (especially less educated individuals) as a result of their lived 

experiences impact privacy concerns and privacy management behaviors, and underscore the 

need for more research to further understand the nuanced impact of marginalization on online 

privacy management.   
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Theoretical and Practical Contributions 

Drawing from the integrated model of online privacy (Bazarova & Masur, 2020), this 

study set out to discover if empirical evidence for a potential online privacy divide could be 

found, to test trust as the mediating mechanism for such a divide, to elaborate Bazarova and 

Masur’s theoretical framework, and to add to the scant extant research on online privacy and 

marginalization.  

To my knowledge, this study is not only the first to empirically test the integrated 

model of online privacy and its horizontal and vertical privacy conceptual distinction 

(Bazarova & Masur, 2020), but is also the first to advance the model by proposing and 

testing generalized social trust and institutional trust as important components to understand 

privacy attitudes and behavior within a sociodemographically diverse sample. Results 

demonstrate that education and race impact privacy differently on the horizontal and vertical 

dimensions of privacy, thereby confirming the importance of such conceptual distinctions. 

For instance, although trust mediated the impact of race on vertical privacy concerns, this 

was not the case on the horizontal dimension. Indeed, privacy scholars have been imploring 

researchers to consider the conceptual and operational nuances of online privacy-related 

phenomena, including different forms and dimensions of privacy (e.g., Dienlin & Trepte, 

2015; Masur, 2018, 2021). The horizontal and vertical distinction could be utilized to further 

elaborate and test the robustness of existing privacy theories, such as the privacy calculus 

(Dienlin & Metzger, 2016; Laufer & Wolfe, 1977). For example, do privacy calculus 

components, such as perceived benefits, privacy concerns, and privacy self-efficacy predict 

privacy management behaviors on both the horizontal and vertical dimensions of privacy? 

Given that people often have little control over vertical privacy (Hoffmann et al., 2016; van 
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Ooijen et al., 2022), would there be any evidence for a privacy paradox (i.e., a non-

significant relationship between privacy concerns and privacy management behaviors) 

specifically on the vertical dimension of privacy? Further, how might these relationships 

differ for people from different sociodemographic backgrounds? 

Perhaps most noteworthy, results of this study lend some initial support to the 

proposed notion of an online privacy divide, which argues that structural racism and 

discrimination experiences of marginalized individuals will manifest in online privacy 

attitudes and behaviors through different types of trust, along with traditional markers of 

marginalization (e.g., digital access, skills). As such, the online privacy divide echoes Park’s 

(2021) argument of the social construction of privacy and relies on both the digital divide and 

the trust literatures to emphasize the complex relationship between privacy and 

marginalization that looks beyond the individual level to consider how lived experiences of 

marginalized groups may shape their online privacy outcomes. A theoretical framework that 

may usefully guide future privacy research is Bronfenbrenner’s (1979) ecological systems 

theory that studies individuals in networked ecological systems. Applied to the online 

privacy divide, factors at different social ecological levels may independently and/or 

interactively shape marginalized groups’ privacy attitudes and behaviors, such as individual- 

(e.g., SES, gender, age), meso- (e.g., parents, peers), exo- (e.g., neighbors, politics, mass 

media), and macro- levels (e.g., culture, attitudes, values). For example, a lack of trust toward 

government cultivated by family members may be reinforced by mass media reports and 

policy making (e.g., Stop-and-Frisk), which may further impact how marginalized 

individuals think about and manage vertical privacy online.  
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Practically, findings of the present study reveal the need for continued effort for 

privacy education, especially targeting less educated social media users. As technology 

almost becomes a default for participating in several aspects of contemporary society, such as 

health, employment, and politics, it is critical to cultivate user awareness of potential risks 

and benefits to online privacy and self-disclosure that can help them evaluate rewards and 

drawbacks of online participation and make informed decisions. Technology designers may 

consider ways to establish trust with users, particularly marginalized individuals, perhaps 

through privacy heuristics (e.g., transparency) that explicitly inform users how their personal 

information is collected and handled. Although we do not advocate that participating in 

online activities is necessarily and equally beneficial for everyone, creating a trustworthy 

environment for marginalized groups, who tend to be less trusting compared to non-

marginalized groups, could at least eliminate psychological barriers for them to feel 

empowered when they go online.  

Limitations and Future Research 

Like all research, the findings of this study must be interpreted in light of the 

limitations of the research methods employed. This study conceptualizes marginalization 

based on dichotomous categories of education (with vs. without a college degree) and race 

(Whites and Asians vs. African Americans). Although circumstantial evidence for privacy 

divides as a result of these educational and racial differences has been well-documented (e.g., 

Auxier et al., 2019; Büchi et al., 2016), the dichotomy may have inevitably obscured nuances 

that could have occurred within each subgroup or across different pairings of subgroups (e.g., 

Asian vs. Latinos). These should be further disentangled, perhaps by collecting larger 
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samples across different sociodemographic groups of interest. Other traditional markers of 

marginalization, such as income, should also be taken into consideration.  

One primary goal of this research was to test trust as an alternative explanation to 

digital skills that could be helpful for understanding differences in privacy attitudes and 

behavior. Thus privacy skills were not directly tested in this study. It is imperative for future 

research to investigate if trust and digital privacy skills may both serve as explanatory and/or 

conditional factors of the online privacy divide, and if so, under what circumstances each 

operates. This will require the development and validation of digital privacy skills scales 

suitable for different online contexts (e.g., Internet vs. social media). Moreover, purposive 

sampling was utilized to achieve the comparative goals of this research, but representative 

sampling is needed for future research to produce generalizable results in terms of 

understanding similarities and differences in marginalized and non-marginalized groups 

privacy attitudes and behavior in the population.  

While this study takes a first step testing divides in privacy concerns and privacy 

management behaviors, it leaves untested whether privacy concerns predict privacy 

management behaviors on both the horizontal and vertical dimensions. Further research 

should fill in this gap, perhaps by leveraging the extended model of the privacy calculus 

(Dienlin & Metzger, 2016), to uncover whether the predictive power of privacy concerns, 

perceived benefits, and privacy self-efficacy on privacy management behaviors may be 

contingent upon education, race, and/or other markers of marginalization (e.g., perceived 

marginalization, income). In addition, potential divides in prominent psychological factors 

that impact privacy decisions, such as privacy self-efficacy and privacy cynicism, should be 
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incorporated into future investigations to further elaborate the boundary conditions of the 

online privacy divide construct.   

Future research should also test the individualistic, networked, and institutional 

approaches proposed in the integrated model of online privacy (Bazarova & Masur, 2020), 

for example, by studying the dynamic processes through which marginalized individuals 

manage privacy and self-disclosure across these levels and their repercussions. One instance 

is algorithmic profiling, which may result from self-disclosure and information sharing at all 

three levels. As an example, employment decisions can be made by biased algorithmic 

processing of people’s social media data, including network analysis of a potential 

employee’s connections to measure their social capital within a certain field, and content 

analysis of social media posts to determine personality types (Madden et al., 2017). When 

such information is used as primary indicators of candidates’ career success and propensity 

for relationship building, those with low income, disability, African Americans and Latinos 

are inevitably discriminated against in job opportunities, which may further exacerbate 

existing inequalities (McDonald & Forte, 2022). This example highlights the high stakes for 

online privacy divides in the real world, and underscores the need for further scholarly 

inquiry on this topic. 
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Appendix A: Tables 

Table 1  

Sample Demographics 

Sample demographics n % 

Education   

   Less than high school degree 32 2.3% 

   High school graduate (high school diploma or  

   equivalent including GED) 

330 23.6% 

   Some college but no degree 329 23.5% 

   Associate degree in college (2-year) 198 14.1% 

   Bachelor’s degree in college (4-year) 365 26.1% 

   Master’s degree 111 7.9% 

   Doctoral degree 16 1.1% 

   Professional degree (JD, MD) 20 1.4% 

Race/Ethnicity   

   Hispanic, Latina/Latino, Latine, or Latinx 280 20% 

   White 360 25.7% 

   Black, African, or African American 354 25.3% 

   East Asian  215 15.3% 

   South East Asian 59 4.2% 

   South Asian 47 3.4% 

   Native Hawaiian or Other Pacific Islander 16 1.1% 

   Native American, American Indian, or   

   Alaskan Native 

2 .1% 

   Middle Eastern or North African 4 .3% 

   Mixed races 61 4.4% 

   I prefer to self-describe 3 .2% 
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Table 2 

Summary of Results 

Hypotheses/Research Questions Results Supported? 

H1: People without a college degree will 

report higher (a) horizontal and (b) vertical 

privacy concerns on social media than those 

with a college degree. 

People without a college 

degree reported lower (a) 

horizontal and (b) vertical 

privacy concerns than those 

with a college degree. 

Not 

supported. 

H2: African Americans and Latinos will 

report higher (a) horizontal and (b) vertical 

privacy concerns on social media than Whites 

and Asians.  

No main effects for race on 

(a) horizontal and (b) 

vertical privacy concerns.  

Not 

supported. 

H3: Education and race will interact to impact 

privacy concerns such that African Americans 

and Latinos who do not have a college degree 

will report the highest (a) horizontal and (b) 

vertical privacy concerns on social media 

among all educational and racial groups. 

No significant interaction 

effect of education and race 

on privacy concerns. 

Not 

supported. 

RQ1: Does education impact the frequency of 

using (a) horizontal and (b) vertical privacy 

management strategies on social media? 

No main effects for 

education on the frequency 

of using (a) horizontal and 

(b) vertical privacy 

management strategies. 

N/A 

RQ2: Does race impact the frequency of using 

(a) horizontal and (b) vertical privacy 

management strategies on social media? 

African Americans and 

Latinos reported using both 

(a) horizontal and (b) 

vertical strategies more 

frequently.  

N/A 

RQ3: Do education and race interact to impact 

the frequency of using (a) horizontal and (b) 

vertical privacy management strategies on 

social media? 

No significant interaction 

effects on the use of privacy 

management strategies. 

N/A 

H4: Generalized social trust will mediate the 

impacts of education and race on horizontal 

privacy concerns on social media, such that 

(a) people without a college degree and (b) 

African Americans and Latinos will report 

lower social trust, which will predict higher 

horizontal concerns, compared to people with 

a college degree and Whites and Asians.  

Generalized social trust 

partially mediated the 

impact of education on 

horizontal concerns, but did 

not mediate the impact of 

race. 

Partially 

supported.  
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H5: Generalized social trust will mediate the 

impacts of education and race on the 

frequency of using horizontal privacy 

management strategies, such that (a) people 

without a college degree and (b) African 

Americans and Latinos will report lower 

generalized social trust, which will predict 

higher frequency of using horizontal 

strategies, compared to people with a college 

degree and Whites and Asians. 

Generalized social trust 

mediated the impacts of 

education, but not race on 

horizontal strategies use.  

Partially 

supported. 

H6: Institutional trust will mediate the impacts 

of (a) education and (b) race on vertical 

privacy concerns, such that (a) people without 

a college degree and (b) African Americans 

and Latinos will report lower generalize social 

trust, which will predict higher vertical 

concerns. 

Institutional trust mediated 

the impact of education and 

race on vertical privacy 

concerns. 

Supported. 

H7: Institutional trust will mediate the 

relationship between (a) education, (b) race 

and the frequency of using vertical privacy 

management strategies, such that (a) people 

without a college degree and (b) African 

Americans and Latinos will report higher 

frequency of using vertical strategies 

indirectly through institutional trust. 

Institutional trust mediated 

the impact of race on the 

use of vertical privacy 

management strategies 

(though in the opposite 

directionality than 

predicted), but did not 

mediate the impact of 

education. 

Not 

supported 
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Appendix B: Measures 

Horizontal Privacy Concerns (M = 4.46, SD = 1.15) 

Think about friends, family members, coworkers, employers, strangers, and other individual 

social media users that may have access to your personal information on social media, please 

indicate how much you agree or disagree with the following statements:  

1-7: [Strongly disagree; Disagree; Somewhat disagree; Neither agree nor disagree; Somewhat 

agree; Agree; Strongly agree] 

1. I am concerned that someone I don’t expect (e.g., a stranger, my “ex”, my parents, 

teacher, boss) could view my social media profile (M = 4.37, SD = 1.82). 

2. I am concerned that I cannot limit access to some information I publish on social 

media for some people (M = 4.53, SD = 1.70). 

3. I feel uncomfortable that people who I don’t know might follow changes in my social 

media (M = 4.51, SD = 1.73). 

4. If I was in a job application process, I would make many changes to my profile (M = 

3.78, SD = 1.84). 

5. I don’t care what opinion others build about me based on what I post on social media 

(M = 4.59, SD 1.75).  

6. I am concerned that I don’t have control over what other users do with information I 

post on social media (M = 4.75, SD = 1.65). 

7. It sometimes bothers me that other users can tag me or post something about me on 

their social media (M = 4.52, SD = 1.71). 

8. I am concerned that other users might take advantage of the information they learn 

about me through social media (M = 4.83, SD = 1.62).  

9. It worries me that other users could use the information they have collected about me 

from social media for identity theft (M = 5.01, SD = 1.67).  

10. I am concerned that other users could use the information they have collected about 

me from social media for financial scams (M = 4.84, SD = 1.70). 

 

Vertical Privacy Concerns (M = 4.66, SD = 1.23) 

Think about government agencies, social media companies, advertisers, corporations, and 

other organizations that may have access to your personal information on social media, 

please indicate how much you agree or disagree with the following statements:  

1-7: [Strongly disagree; Disagree; Somewhat disagree; Neither agree nor disagree; Somewhat 

agree; Agree; Strongly agree] 

1. It never actually worries me that social media companies (e.g., Facebook, Instagram) 

collect and store information about me over the years (M = 3.64, SD = 1.84).  

2. I am concerned that social media companies (e.g., Facebook, Instagram) could share 

the information I provide with other parties (e.g., marketing, government agencies) 

(M = 5.05, SD = 1.59). 

3. It worries me that other parties (e.g., marketers, government or law enforcement 

agencies) could use the information they have collected about me from social media 

for commercial or surveillance purposes (M = 4.84, SD = 1.66). 

4. It bothers me that the information in my social media profile may be used to display 

personalized advertising to me (M = 4.77, SD = 1.64). 
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5. I am concerned that the power the government and law enforcement have to wiretap 

my social media activities might threaten the safety of me and my family (M = 4.52, 

SD = 1.76).  

6. I am concerned that my social media information (e.g., e-mails, shopping records, 

online surfing history, interest groups joined, etc.) gathered by the government and 

law enforcement might be used against me in a court of law (M = 4.47, SD = 1.78). 

7. I am concerned that my legal rights might be threatened as a result of the government 

and law enforcement’s ability to monitor social media activities (M = 4.62, SD = 

1.74).  

  

Horizontal Privacy Management Strategies (M = 2.41, SD = .97) 

Now, think about friends, family members, coworkers, employers, strangers, and other 

individual users on social media that may have access to your personal information on social 

media. How often have you used the following strategies to protect your privacy from these 

social media users? 

1-5: [Never; Rarely; Sometimes; Often; Always] 

1. Intentionally limit the breadth and/or depth of what I post on social media (M = 2.73, 

SD = 1.40). 

2. Use an exclusive disclosure list to limit my posts to certain contacts (M = 2.34, SD = 

1.35).  

3. Block certain contacts from seeing a post by or about me (M = 2.64, SD = 1.29). 

4. Review, delete, or untag posts made by others about me (M = 2.49, SD = 1.31). 

5. Use private messaging so people on social media won’t see the content (M = 2.92, SD 

= 1.34). 

6. Have a fake account (e.g., “finstagram”) (M = 1.87, SD = 1.22). 

7. Set posts to be invisible after a period of time (e.g., 24 h, 3 days) (M = 2.13, SD = 

1.31).  

8. Use shorthand, codewords, fake names, or slang language (M = 2.19, SD = 1.28).  

  

Vertical Privacy Management Strategies (M = 2.46, SD = .97) 

Now, think about government agencies, social media companies, advertisers, corporations, 

and other organizations that may have access to your personal information on social media. 

How often have you used the following strategies to protect your privacy from these entities? 

1-5: [Never; Rarely; Sometimes; Often; Always] 

1. Change the privacy settings or ad preferences to stop social media companies from 

tracking my personal information for commercial or surveillance purposes (M = 2.67, 

SD = 1.33).  

2. Attempt to control or manipulate social media algorithms so that they cannot 

accurately track my information or preferences (M = 1.97, SD = 1.28).  

3. Not link personal information, such as phone numbers or email addresses, across 

social media accounts (M = 2.84, SD = 1.41).  

4. Use fake names or provide inaccurate information about myself on social media so 

that I cannot be tracked by government agencies, social media companies, and other 

organizations that might collect my data (M = 2.06, SD = 1.29).  

5. Avoid posting information that may be seen as problematic by government agencies 

or law enforcement if they monitor my social media accounts (M = 2.75, SD = 1.46).  
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6. Not use, or entirely leave social media because they ask for too much personal 

information (M = 2.36, SD = 1.29).  

7. Review privacy policies of social media to learn how they handle my data (M = 2.55, 

SD = 1.30).  

  

Generalized Social Trust (M = 3.60, SD = .97) 

Please indicate how much you agree with the following statements:  

1-7: [Strongly disagree; Disagree; Somewhat disagree; Neither agree nor disagree; Somewhat 

agree; Agree; Strongly agree] 

1. Generally speaking, most people can be trusted (M = 3.96, SD = 1.65). 

2. Generally speaking, you need to be very careful in dealing with people (M = 5.47, SD 

= 1.30). 

3. Most people try to be fair (M = 4.47, SD = 1.39). 

4. Most people would try to take advantage of you if they got the chance (M = 3.18, SD 

= 1.47). 

5. Most of the time people try to be helpful (M = 4.68, SD = 1.35). 

6. Most of the time people are mostly looking out for themselves (M = 5.24, SD = 1.32). 

  

Institutional Trust (M = 4.20, SD = 1.19) 

How much do you trust the following institutions and organizations?  

1-7: [Do not trust at all; Mostly do not trust; Somewhat do not trust; Neither distrust nor 

trust; Somewhat trust; Mostly trust; Trust completely]  

1. The US judicial (court) system (M = 4.01, SD = 1.70) 

2. The executive branch of the federal government (e.g., the President and the 

President’s cabinet) (M = 3.91, SD = 1.72) 

3. The US Congress (M = 3.71, SD = 1.67) 

4. The US military (M = 4.58, SD = 1.66) 

5. Police and other law enforcement agencies (M = 4.11, SD = 1.75) 

6. Scientists (M = 4.98, SD 1.42) 

7. Medical and healthcare system (doctors, health insurers, etc.) (M = 4.86, SD = 1.55) 

8. Banks and financial institutions (M = 4.41, SD = 1.58) 

9. Large corporations (M = 3.66, SD = 1.62) 

10. Religious organizations (M = 4.07, SD = 1.77) 

11. Educators (M = 4.89, SD = 1.41) 

12. News and entertainment media companies (M = 3.80, SD = 1.64) 

13. Social media companies (M = 3.55, SD = 1.63) 

 

Previous Privacy Violation Experiences on Social Media (M = 1.54, SD = .50) 

Have you or people close to you ever had a negative privacy experience (e.g., been a victim 

of an online scam, had personal information stolen, persistent and unwanted contact from 

someone online) on social media?  

[Yes= 1; No= 0]  

  

Race/Ethnicity 

What’s your race or ethnicity (i.e., your heritage, ancestry, or origin)? (select all that apply) 
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1. Hispanic, Latina/Latino, Latine, or Latinx (e.g., Mexican, Chicano/Chicana, 

Guatemalan, or Honduran ancestry) 

2. White (e.g., Caucasian, Anglo, or European ancestry) 

3. Black, African, or African American 

4. East Asian (e.g., Chinese, Japanese, or Korean ancestry) 

5. South East Asian (e.g., Cambodian, Laotian, or Vietnamese ancestry) 

6. South Asian (e.g., Indian or Pakistani ancestry) 

7. Native Hawaiian or Other Pacific Islander (e.g., Filipino, Samoan, or Tongan 

ancestry) 

8. Native American, American Indian, or Alaskan Native   

9. Middle Eastern or North African (e.g., Egyptian, Algerian, Iranian, Lebanese, 

Moroccan, or Palestinian ancestry) 

10. I prefer to self-describe: ____________________________ 

  

Education 

What is the highest level of school you have completed or the highest degree you have 

received?  

1. Less than high school degree 

2. High school graduate (high school diploma or equivalent including GED) 

3. Some college but no degree 

4. Associate degree in college (2-year) 

5. Bachelor's degree in college (4-year) 

6. Master's degree 

7. Doctoral degree 

8. Professional degree (JD, MD) 

  

Income 

Information about income is very important to understand.  Would you please give your best 

guess? Please indicate the answer that includes your entire household income in (previous 

year) before taxes.  

1. Under $5,000 

2. $5,000 to $9,999 

3. $10,000 to $14,999 

4. $15,000 to $19,999 

5. $20,000 to $24,999 

6. $25,000 to $29,999 

7. $30,000 to $34,999 

8. $35,000 to $39,999 

9. $40,000 to $44,999 

10. $45,000 to $49,999 

11. $50,000 to $54,999 

12. $55,000 to $59,999 

13. $60,000 to $64,999 

14. $65,000 to $69,999 

15. $70,000 to $74,999 

16. $75,000 to $79,999 
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17. $80,000 to $84,999 

18. $85,000 to $89,999 

19. $90,000 to $94,999 

20. $95,000 to $99,999 

21. $100,000 to $104,999 

22. $105,000 to $109,999 

23. $110,000 to $114,999 

24. $115,000 to $119,999 

25. $120,000 to $124,999 

26. $125,000 to $129,999 

27. $130,000 to $134,999 

28. $135,000 to $139,999 

29. $140,000 to $144,999 

30. $145,000 to $149,999 

31. $150,000 to $154,999 

32. $155,000 to $159,999 

33. $160,000 to $164,999 

34. $165,000 to $169,999 

35. $170,000 to $174,999 

36. $175,000 to $179,999 

37. $180,000 to $184,999 

38. $185,000 to $189,999 

39. $190,000 to $194,999 

40. $195,000 to $199,999 

41. $200,000 and over 

  

Sex/Gender Identity  

What is your gender identity?  

1. Female  

2. Male  

3. Non-binary   

4. I prefer to self-describe: ________________________________ 

  

Age 

What is your age (in years old)?  ________________________________ 

 

Frequency of Social Media Posting (M = 3.66, SD = 1.99) 

On average, how often do you add new content to your social media account (e.g., posts, 

stories, etc.)  

1-8: [Never; Less than once a month; About one or twice a month; About once a week; A 

few times a way; About once every few days; About one or twice a day; Several times a day] 

1. Never   

2. Less than once a month   

3. About once or twice a month   

4. About once a week   

5. A few times a week   
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6. About once every few days   

7. About once or twice a day   

8. Several times a day  
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Appendix C: Figures 

Figure 1 

Generalized Social Trust as a Mediator of the Relationship Between Education and 

Horizontal Privacy Concerns (H4a) 

 

Notes. Indirect effect = -.02, CI[-.04, -.00], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 2 

Generalized Social Trust as a Mediator of the Relationship Between Race and Horizontal 

Privacy Concerns (H4b) 

 

Notes. Indirect effect = -.01, CI[-.03, .00], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 3 

Generalized Social Trust as a Mediator of the Relationship Between Education and 

Horizontal Privacy Management Strategies Use (H5a) 

 

Notes. Indirect effect = -.01, CI[-.03, -.00], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 4 

Generalized Social Trust as a Mediator of the Relationship Between Race and Horizontal 

Privacy Management Strategies Use (H5b) 

 

Notes. Indirect effect = -.01, CI[-.02, .00], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 5 

Institutional Trust as a Mediator of the Relationship Between Education and Vertical Privacy 

Concerns (H6a) 

 

Notes. Indirect effect = -.03, CI[-.06, -.01], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 6 

Institutional Trust as a Mediator of the Relationship Between Race and Vertical Privacy 

Concerns (H6b) 

 

Notes. Indirect effect = -.02, CI[-.04, -.01], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 7 

Institutional Trust as a Mediator of the Relationship Between Education and Vertical Privacy 

Management Strategies Use (H7a) 

 

Notes. Indirect effect = .01, CI[-.00, .03], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 
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Figure 8 

Institutional Trust as a Mediator of the Relationship Between Race and Vertical Privacy 

Management Strategies Use (H7b) 

 

Notes. Indirect effect = .01, CI[.00, .02], with 5000 sample bootstraps.  

*p < .05, **p < .01, ***p < .001 

 

 

 




