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Abstract
Autonomous virtual agents have been employed in different areas, spanning applica-
tions from education and training to gaming and e-commerce. In particular, agents
of human-like appearance, or virtual human agents, have been greatly improved over
the years with the advancement of technologies in machine learning, natural language
processing and computer graphics. This dissertation addresses topics related to the
design and training of virtual human agents for collaborative tasks.

On the design front, this thesis presents user studies investigating the effect of
agent gender and feedback strategies on instructional object manipulation tasks. The
obtained findings show that, although agent gender has no significant effect on user
preference or performance, users find female agents to be more attractive. Comparing
suggestive feedback and correctness feedback strategies, it is found that correctness
feedback is preferred by the users and leads to a 65% shorter task completion time.

On the training front, the focus is on collaborative tasks controlled by Deep Re-
inforcement Learning (DRL). Three important challenges are addressed: sequential
multi-phase tasks, collaborative learning of motor tasks in a physics-based environ-
ment, and addressing realism and robustness. First, to train agents for collaborative
multi-phase tasks the Constrained Multi-agent Soft Actor Critic (C-MSAC) approach
is proposed. It is shown that this approach achieves better mean episode reward,
generalizability and robustness to disturbance when compared with an unconstrained
multi-agent learning baseline. Second, the original inverse kinematics approach is
replaced with physics-based control which leads to more natural movements and im-
proves robustness against variations to physical parameters of the environment.

Finally, the Constrained Robust Soft Actor Critic (C-RSAC) approach is proposed
to train a single robust agent using the policies obtained from C-MSAC for initial-
ization. C-RSAC uses noise augmentation in the action space of one of the agents
to improve robustness of the collaborating agent. It is shown that C-RSAC leads to
an improved mean episode reward compared to C-MSAC when collaborating with a
noisy agent.

In summary, this thesis investigates several important aspects related to au-
tonomous collaborative virtual human agents such as gender, appearance, feedback
strategies, collaborative training, physics-based animation and robustness. The pro-
posed C-MSAC approach for multi-phase multi-agent training and C-RSAC approach
for multi-phase single agent robust training represent new contributions to the emerg-
ing area of autonomous virtual trainers. Overall the contributions from this thesis
inform the design and modeling of collaborative virtual human agents, furthering
the goal of enabling these agents to assist humans on various applications of virtual
trainers.

xvii



Chapter 1

Introduction

A virtual agent is a computer program that provides assistance or guidance for humans
to complete tasks. Virtual agents have been widely used in many fields such as
gaming, robotics, training, e-commerce, etc. Examples include a virtual voice agent
or chatbot (1) that can understand human voice commands and give appropriate
human-like responses as well as a virtual human-like agent or a virtual character
that can interact with humans to give visible instructions for tasks that need body
movement or provide an immersive experience while interacting with them (112; 46).
More recently, there has been a heightened interest in the areas of virtual as well
as augmented reality. Virtual agents can play a crucial role in many important
applications that leverage the capabilities of these platforms.

In this thesis, the focus is on modeling virtual agents with human-like non-verbal
behaviors that can visually interact with humans to facilitate the completion of var-
ious manipulation tasks. Agents with a human-like appearance and behavior are
crucial in many applications. For instance, in many games such as sports, automated
human-like agents could be used to simulate players that are not human controlled.
Having a human-like appearance could also help make the interaction seem more nat-
ural and familiar in applications involving an educational setting. While the ability
to deploy automated human-like agents is very powerful, it is also very challenging
to design and train such agents. The likeness to a human form leads to a very open
design space with endless possibilities for appearance and behavior. In addition, in
order to make the interaction with a human-like agent immersive, the agent needs
precise control to achieve human-like motion while also making intelligent decisions
to collaborate. Being able to do this accurately is a very challenging problem.

Building an immersive virtual environment requires making appropriate choices
for a number of design variables including the agent’s appearance as well as behavior
of interaction. Appearance includes facial expression, body gestures, gender, and age
among many other factors and it has been shown that appearance has an effect on
a number of variables such as motivation, learning outcomes, persuasive effects, and
the agent’s overall evaluation (19; 55; 113).

User experience and outcomes are shaped not only by the agent’s appearance, but
also by the flow of interaction. So it is important to design the agent’s behavior such

1
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that it can provide effective communication using appropriate interaction strategies.
Once the appropriate design choices have been made for the environment and the

agent, the next step is to program the agent for execution of the required actions
in the environment. One possibility is to use a hard-coded solution involving a step
by step procedure for the virtual agent to follow. However, in such cases the virtual
agent will not be able to adapt and execute a similar task in the same or different
environment (137; 66). This is therefore an expensive and a task specific solution. The
goal is to enable the agent to generalize in different environments and tasks. Different
machine learning methods have been applied in order to increase the adaptability of
virtual agents. A common approach is to apply reinforcement learning in order to
improve the virtual agent’s sequential decision making policy by interacting with
the environment periodically (69). Previous work has demonstrated the effectiveness
of using Deep Reinforcement Learning (DRL) for virtual and robotic agents (138;
101). For example, in the StarCraft II game environment, reinforcement learning
agents have been rated at a grandmaster level and above 99.8 % of official human
players(135).

The goals of this thesis are twofold:

• To analyze the effects of agent design variables: in order to determine the effect
of agent design variable choices on user preference as well as performance on
problem solving tasks.

• To develop training methods enabling agents to collaborate in solving complex
tasks: in order to train agents that are robust to environmental noise and
disturbances, and that avoid the need to collect expensive human interaction
data.

1.1 Effects of Agent Design Variables
The space of design variables related to virtual human-like agents is very large. In this
thesis, the focus is on two main directions: gender and feedback delivery. For both of
these, object manipulation tasks are developed where humans can interact with the
agent and user studies are performed while varying the relevant agent characteristics.

For studying the impact of agent gender, a Box and Blocks Test (BBT) is used
where the agent instructs the user to quickly move specific color cubes from one side of
the table to the other. User performance is then evaluated in terms of task completion
time as well as error rate and users are also queried for their preferences.

For studying agent feedback delivery mechanisms, a training task is formulated
where the role of the agent is to help the user sort a set of cards or cubes representing
some information according to a specified sorting criterion. The agent provided one
of two types of feedback: correctness feedback or suggestive feedback. For correctness
feedback, when a wrong sorting was presented the agent would present the correct
answer and let the user study it before continuing. For suggestive feedback, the
agent would point out each pair of incorrectly ordered cards. Sorting scores and



Chapter 1. Introduction 3

average execution times are then evaluated to compare performance. In the post
study questionnaire, users were also asked for their preferences in terms of agent
feedback strategy.

1.2 Training Agents for Collaborative Tasks
The focus of this thesis is on reinforcement learning techniques to train agents to
collaborate on complex tasks. There are three main challenges associated with this
task:

• Reward design: In a typical scenario, the completion of the task would be asso-
ciated with a reward function in a reinforcement learning framework. However,
complex tasks requiring collaboration often have distinct phases that have differ-
ent goals or requirements for the agent. For such tasks it becomes important to
address the multi-phase nature of the reward appropriately during the training
process.

• Natural animation: Although optimizing the reward function leads to a higher
task completion rate for the agent, it does not always necessarily lead to natural
looking movements. It is important to develop the environment and the training
process in such a way that the agent does not exhibit unnatural or physically
impossible movements.

• Data requirements: In theory it is possible to train a single agent to directly
collaborate with a human in a virtual environment. However, directly training
such an agent would require a huge amount of human interaction data at a
high frame rate. Furthermore, generic human data may not be applicable when
targeting interactions with motion-impaired users. Instead, the focus is on de-
veloping training methods that avoid such difficulties related to data collection.

In order to address the problem of multi-phase tasks, the Constrained Multi-
Agent Soft Actor Critic (C-MSAC) approach (123) is proposed motivated by the
safe reinforcement learning approach (145). The original idea behind the safe RL
concept was to define task constraints for the purpose of safety and stability. The
reinforcement learning problem is formulated as a constrained optimization problem
of maximizing the reward subject to a specified set of safety constraints. However,
constraints can also be used to model different sub-objectives in a sequential task.
All sub-objectives except the final objective are treated as safe constraints during
learning, and the final objective is optimized only if none of the constraints have
been violated. The proposed framework can be used to train multiple agents to
collaboratively finish complex tasks with sequential objectives.

When the C-MSAC approach is used in an environment where the agent move-
ments are controlled by inverse kinematics, the results show that the agent is able
to achieve a high mean average reward on the provided task. However, simulation
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videos show that the agent sometimes exhibits unnatural oscillatory movements. Us-
ing C-MSAC with physics-based full arm joint-level control for the agents is proposed
to mitigate this issue. Since the environment enforces the laws of physics, it prevents
movements that are physically impossible. It is demonstrated that learning under
physics also improves the ability of the agents to react to changes in the physical
properties of the environment such as the mass of the ball.

To avoid the collection of expensive human interaction data, a new robust learning
approach, Constrained Robust Soft Actor Critic(C-RSAC) is proposed, based on C-
MSAC, that can be used to train a robust agent from a multi-agent framework for
collaborative tasks. One shortcoming of C-MSAC training is that the agents might
learn to optimize against each others’ specific behaviors and therefore might not
generalize well enough to directly collaborate with other agents or humans. This
problem is addressed by improving agent robustness. In the C-RSAC framework the
pre-trained policies obtained from C-MSAC are used to a noisy agent and initialization
of a robust agent. The parameters of the noisy agent policy are frozen and noise
augmentation is performed in the action space. These noisy actions can be used
to simulate potential errors by a human subject. The policy for the robust agent is
initialized from the pre-trained C-MSAC policy parameters and updated to maximize
the expected reward. The results show that the proposed C-RSAC approach improves
the agent robustness.

A tray balancing task is used to study the proposed approaches. The task involves
two agents holding a tray with a ball moving freely on top of it. The goal of the agents
is to lift the tray and control it precisely such that the ball can follow a specified
trajectory. A physically simulated virtual environment is developed to simulate this
task. The overall development process is divided into three main pieces of work:

• Validating Constrained Multi-Agent Reinforcement Learning with Inverse Kine-
matics: In this thesis the C-MSAC approach is proposed with a focus on train-
ing agents with constrained multi-agent reinforcement learning. There are two
phases: appropriately lifting the tray and following the trajectory. The task
of appropriately lifting the tray is specified as a constraint and following the
trajectory is specified as the reward objective. To simplify the complexities of
the task, Inverse Kinematics is used to control the motion of the arms. Agent’s
hands are assumed to always be attached to fixed anchor points on the tray. It
is shown that compared to a baseline multi-agent learning algorithm, C-MSAC
leads to a better mean average reward performance, better generalizability to
unseen trajectories and higher robustness to environmental disturbance.

• Physics-based Multi-Agent Reinforcement Learning: Learning full arm control
under physics using C-MSAC is proposed in this work. An initial additional
phase is introduced for the arms to reach the anchor points on the tray and
the reward function is designed to incentivize appropriate grabbing behavior.
It is shown that compared to inverse kinematics, learning under physics leads
to more natural movements and also improves robustness to variations in the
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physical properties of the environment such as changes to the ball mass.

• Robust Agent Learning: The ability to control full arms under physics enables
their manipulation by adding noise for simulating errors. In this work, the C-
RSAC approach is proposed. Pre-trained policies from C-MSAC are used for
the noisy agent and noise augmentation is performed in the action space which
results in disturbance to the handling of the tray. The other agent’s policy from
C-MSAC is used to initialize a robust agent which is then trained to maximize
the reward while trying to mitigate the impact of disturbance from such noise.
It is shown that the proposed approach leads to more robust control of the tray.
This is important for applications of virtual trainers interacting with avatars
controlled by real users.

1.3 Outline
This thesis is organized as follows:

• Chapter 2 provides a literature review of topics related to this thesis;

• Chapter 3 describes the user study conducted to investigate the effect of virtual
agent’s gender on user’s task performance and preference;

• Chapter 4 explains the user study conducted to evaluate suggestive feedback
and correctness feedback strategies with a virtual agent;

• Chapter 5 describes the construction of a multi-agent collaboration learning
framework, and explains the proposed C-MSAC approach;

• Chapter 6 describes the extension of the C-MSAC approach to physics-based
control and the proposed C-RSAC approach for robust learning;

• Chapter 7 summarizes the main findings from this thesis and provides potential
future work directions.



Chapter 2

Literature Review

This chapter reviews prior work in the literature relating to the problem of developing
human-like virtual agents. We start with a review of studies related to agent motion
and character animation. That is followed by a review of learning strategies such as
reinforcement learning, including multi-agent and multi-objective learning. Finally,
we review studies related to human agent interactions.

2.1 Virtual Agents
In this thesis a virtual agent refers to a simulated human-like character that can
collaborate with humans in order to complete a given task with the use of interactive
verbal and/or non-verbal movements and behaviors. Virtual agents within a virtual
training environment can simulate human behavior with recent libraries providing
diverse sets of behavior characteristics (48; 56).

2.1.1 Agent Motion and Character Animation
One approach for obtaining realistic human-like motion is programming agents by
direct demonstration using data recorded from actors or experts (35). For example,
a powerful approach has been presented for learning from the recorded motion data,
which includes a phase variable added to complete the virtual character behavior
transition between different neuron networks trained by expert motion data for human
characters (60) and as well animal characters (154).

Physics-based character animation refers to animating human dynamics under
physics. It involves characters that are modeled as connected rigid bodies, and con-
trolled by the joint torques or muscle models. While it is easy for humans to perform
many different skills, articulating such control strategies as a virtual character remains
a challenging problem. Although we can constrain the character model to behave real-
istically in terms of the properties of physics, that alone does not guarantee a realistic
behavior in terms of the overall obtained motion.

6
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Different approaches have been proposed to integrate physics with additional con-
trol, learning or optimization to produce natural motions. Some early works use
hand-crafted feedback strategies, and build the control model with or without mo-
tion captured data in order to model the character dynamics. These include using
random sampling approaches and forward dynamics to reconstruct or optimize a full
body character controller from a group of captured motion data (84; 52; 5), optimizing
trajectory planning with segmented motion data (102), using a finite state machine
controller to calculate the force distance at individual joint (149), and optimizing
the Proportional-Derivative (PD) controller in linear time to track the reference mo-
tions (151). These control approaches can be effective in performing different skills,
but the control model relies heavily on the choice of constraints and usually needs a
large motion data set covering broad animations in order to adapt to new skills.

Recently, more researchers have taken advantage of the development of deep learn-
ing, and are using reinforcement learning to model nonlinear controllers for animation
tasks, as it needs minimal task-specific control signals to produce the expected behav-
ior. These include learning locomotion behaviors (105), learning full-body behaviors
from examples (104; 143), learning to play basketball (83), learning athletic jumping
strategies (150), learning locomotion stepping stone skills (142) and learning climbing
wall skills (94).

Animation-related control objectives are usually integrated as the reward function
in a reinforcement learning framework, and designing a proper reward function is crit-
ical for achieving complex animation tasks. For example, in a biped walking on stones
task (142), the reward function was decomposed into three different objectives: hit-
ting the target, moving forward, and maintaining a balanced motion. Each objective
needs a carefully designed reward function in order to train a good walking model.
But for full-body character control, an objective-focused reward design may not be
enough to guarantee realistic motions. Different strategies have been proposed, like
integrating expert motions as reference motions in the reward design in order to train
for learning complex skills (104; 83), using generative adversarial networks and expert
data to iteratively improve the generative controller (143), utilizing phase functions
to transition between motions (60; 154), constraining actions into a subspace of nat-
ural poses (150), curriculum learning to modify the task difficulty level (142; 150),
and hierarchical learning to use multilevel control (105).

Currently, most character animation tasks focus on single character control, and
they mostly need to use or learn from motion data in order to get a natural looking
motion. Learning directly from motion data for a single character animation is pos-
sible, but for a multi-character environment it is difficult as multiple human players
have to be involved in the procedure. So for multi-character simulations, character
behavior could either be learned separately, and then transferred to a multi-character
framework for advanced learning (139), or could be directly used in a multi-character
environment as in crowd simulation (57). Our work approaches multi-character col-
laborative tasks by learning a control policy for each character’s upper body move-
ment at the joint level.
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2.2 Learning Approaches

2.2.1 Reinforcement Learning
The basic idea behind many reinforcement learning algorithms is to estimate the ac-
tion value function using the Bellman equation as an iterative update. Such value
iteration algorithms converge to the optimal action-value function. In practice, this
basic approach is impractical because the action-value function is estimated sepa-
rately for each sequence without any generalization. Instead, it is common to use a
function approximator to estimate the action value function. In the RL community
this is typically a linear function approximator, but sometimes a non-linear function
approximator such as a neural network is used.

2.2.2 Multi-agent Reinforcement Learning
There are many situations in real-world problems where a single RL agent would
not be able to cope. In such situations, the application of a multi-agent System
(MAS) approach is indispensable. The multi-agent learning problem is about multiple
agents interacting with each other in order to solve cooperative or competitive tasks
together. It has a long history in machine learning, and is much more challenging
than single agent problems because of issues like agent scalability, non-stationarity of
the environment and non-unique learning objectives. A few survey papers offer good
resources for further information (157; 59; 97). Following the success of applying
RL for single-agent learning, more and more researchers have become interested in
studying RL in multi-agent environments.

Building a single agent RL environment could be easy, and there are also rich
existing environments for researchers to experiment with different algorithms such as
OpenAI Gym (26) with 2D and 3D environments, ML-Agents (67) with 3D environ-
ments, from both simple object control to complex human character control, Atari
games (21) with real game environment and learning from pixels. For multi-agent
problems, building the experiment environment could be more time consuming and
challenging, as interaction strategies among agents and their environment are often
more complex, and the reward design has to not only consider task objectives but
also interaction strategies between agents. Some environments have been developed
like the multi-particle environment (85) which is simplified to a 2D environment, a
football player environment (76), and a hide-and-seek environment (15), with a focus
more on the control and communication strategy between agents. The latter two
works use simplified objects or animated characters as agents, and focus on exploring
some emergent strategies during learning. There is a lack of environments available
to experiment and perform human-like behaviors at the joint-level control. Recently,
there is a proposed work (139) which created such an environment to train human-
like characters to compete against each other in sports games like fencing and boxing.
All these environments are more task focused, and the environment developed in this
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thesis expands the task types to include object manipulation tasks with human upper
body movements. Full body movement could easily be included as future work.

When solving multi-agent control problems, it is natural to think of using single
agent RL directly in a multi-agent environment, where all agents learn a shared policy
and execute in a joint action space together, or make a direct extension of single agent
RL solution where each agent learns independently by considering other agents as part
of the environment, such as independent Q-learning (129). The above approaches
are straightforward to implement, however will cause non-scalibility or non-stationary
difficulties. Lowe et al. (85) proposed a parameter sharing approach to tackle this
problem known as the Centralized Training and Decentralized Execution approach
(CTDE). This is extended from the actor-critic framework, and each agent uses a
centralized critic to access all agents observations and actions parameter, so that
it can learn an approximate model of the online policies of other agents within a
stationary environment. The learned policy only uses local information, so it can be
used by each agent without the need for further communication with other agents.
Thereafter, many other algorithms have been developed based on this framework by
addressing different difficulties of multiagent systems, like credit assignment (39),
scalability (148), value decomposition (128) and an attention mechanism (64) for
faster and stable learning (110).

In the proposed environment, the focus is on two human-like agents cooperatively
completing object manipulation tasks, and we choose the State of The Art (SOTA)
CTDE framework combined with the single agent RL approach SAC (54), because
of its ease of implementation and also guaranteed state of the art performance in
continuous action spaces.

2.2.3 Multi-objective Learning
Multi-objective learning involves tasks that have two or more objectives to be op-
timized. It has the lifelong learning property (29), which means an agent can be
trained on a sequence of relatively easy tasks to gain experience and develop a more
informative measure of reward, which can then be leveraged when performing harder
tasks.

It is common to break down complex tasks into subtasks based on their sub-
objectives. When designing the objectives of a given task, the sub-objectives can be
defined separately without a connection but can share the same action spaces. Ex-
amples include a robot arm picking and placing objects in different boxes (62), agents
working together to push different objects into different locations (147), humanoid
characters learning different skills from motion data and performing them based on
user control signals (104). The sub-objectives can also be defined as sequential ob-
jectives, such that in order to finish the final objective, the previous objectives have
to be completed first, this is also aligned with our task design. Examples of some
tasks solved in this manner are: an agent moving to a target location while moving
objects or obstacles along the moving path (93); a biped walking character walking
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on the ground while maintaining a natural gait motion with a walking target (105),
playing basketball which has similar objectives where the full body character needs
to play basketball while maintaining the walking motion (77); upper body animated
characters wearing cloth (32) where it needs to reach, grasp and put the cloth on each
arm, and an upper-level controller is necessary to instruct the motion sequence; a four
legged robot walking to a target location where the trajectory to the target provides
the reward signal for the robot to learn its movement during each time step (92).

Here the focus is on RL-related approaches where the objectives are generally
interpreted as reward signals for training. In the reward design, each objective has
a separate reward term which could be linearly added with a different weight to
adjust the importance of each subobjective in the optimization function (32). The
reward terms could also be optimized with separate RL models, and then a high-
level controller could be used to choose which lower-level controller to use at each
time step (18). The above mentioned work also constructs an upper-level controller
combined with all low-level controllers to perform different tasks. Another work on
wearing clothes also constructs a sequential model controller to choose the low-level
RL controller to decide what action to perform to wear a cloth (32). For sequential
objectives, hierarchical RL can be considered (18).

The reward term can still be optimized as separate RL models with different
action spaces. Since the upper-level RL model is responsible for the final objective
or planning, and its output actions will be used as the training target for a lower-
level controller, while the lowest level RL controller outputs the actions to perform
the task, it is usually trained in an end-to-end manner. However this can be time
consuming, so a pretrained lower-level controller can be adopted. For example, in a
biped or four-legged walking task, one can train the character to perform a simple
stand up posture. Most existing works focus on optimizing multiobjective learning
for a single robot or virtual character. In our work, we extend it to a multiagent
multi-task setup, where two virtual characters need to control the force applied on
each side of a tray to solve a balancing task.

2.3 Human Agent Interactions
The interaction behavior between agent and human collaborations has been studied,
like using Colored Trails, an environment designed for evaluating decision making
behaviors between players (134). It has been found that humans prefer to collaborate
with more cooperative agents instead of egoistic agents. Different experiments have
been conducted to study the human-agent interaction behaviors to increase collabora-
tion performance, like to improve human awareness of agents during collaboration (28)
and to improve the human trust in agents (132).

A number of other types of agents have also been designed for collaboration with
humans, for instance in simplified 2D environments; however, not much immersive
interactive collaboration can be experienced in such cases (111; 6). Development
frameworks are currently available that can be used for building applications em-
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ploying virtual trainers, for example: the Virtual Agent Interaction Framework (48),
the Virtual Human Toolkit (56), and as well the Unity engine. These systems facili-
tate the implementation of virtual trainers and they also provide a rich collection of
features to be used for developing research in the area.

In recent years, techniques for implementing direct collaboration with virtual
trainers have been significantly implemented in the robotics field, including robotic
trainers to help humans during object manipulation and assembling tasks in a physi-
cal environment (31; 116). Wang(137) has proposed a human-robot assembly system
that targets production industry to save human labor and augment production by
creating safe and reliable robot agents to collaborate with humans in the same en-
vironment. In these cases a robot can assist humans to move objects from a source
place to a target place, or to assemble structures efficiently.

In this thesis the focus is on agents interacting on a collaborative task requiring
fine movements in order to be completed. The presented scenarios have not been
addressed before in the literature.



Chapter 3

Effects of Virtual Agent Gender

3.1 Introduction
Because virtual reality (VR) can give people a sense of presence in virtual worlds, it is
becoming popular in various fields, including entertainment, education, engineering
training, and rehabilitation. Virtual human-like characters are common in virtual
worlds, which enable social interaction with other users or a computer system. Two
different types of characters are commonly used, virtual avatars and virtual agents.
An avatar is a virtual character that is controlled by an actual user (81). Avatars
are very popular in video games, including social platforms such as High Fidelity
(Fidelity), AltspaceVR (63), and Sansar (118). Agents, on the other hand, are virtual
characters that are controlled by computer programs (81). 2D and 3D virtual agents
have already been a powerful strategy in online enterprises, such as in advertising
(23), shopping (7), education (79), and persuasion (153). However, not many
studies have investigated virtual agents in the context of Virtual Reality Environments
(VRE). This work explores social interactions among users and virtual agents in a
virtual reality training scenario, where users enter the virtual world through a Head-
Mounted Display (HMD). Particularly, it investigates whether virtual agent gender
affects user performance and preference in a training program, where they have to
take instructions from a virtual agent.

3.1.1 Virtual Trainer
Numerous social video games enable users to customize their own avatar appearance
and interact with other users’ avatars. Hence, many have studied the impact of avatar
appearance on users’ social behavior and social success in virtual worlds (16; 71; 88).
In such an investigation, Banakou and Chorianopoulos found out that users with
more elaborate avatars have a better chance at social encounters than users with the
default avatars (16). Some found out that male users tend to speak more frequently
with female avatars, while female prefers male avatars (16; 71; 88). Also, female users
with attractive avatars interact with male avatars more frequently, which suggests “a
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self-confidence effect induced by the appearance of the personal avatar” (16).
Another work (65) reported that avatars that mimic the outfits of the users give

them the highest sense of body ownership and presence, even when the avatars are
cartoon-like characters. A study exploring the effects of gender on the perception
of different hands reported that women dislike and feel lower levels of presence with
male avatar hands, while men accept and feel presence with avatar hands of both
genders (120). A different work explored the interpersonal distance in virtual worlds
with both avatars and agents (14). Although in the real world men tend to give more
interpersonal space to each other, while women usually stay closer together (25), such
patterns are not prevalent in virtual worlds.

3.1.2 Virtual Agent
Several studies reported that agent appearance, particularly facial expression (117),
gaze (8), voice (89), and body language (115) affect user performance in training
scenarios. Guadagno et al. (50) studied the impacts of agent gender on persuasion,
where they asked users to listen to persuasive communications from both female
and male agents. They found out that users were more persuaded by same gender
agents than opposite gender agents. Similar results were found with virtual agents
in 3D screen environments (153). A different study reviewed visual stereotypes in
agents and cautioned about the risks of applying visual stereotypes to pedagogical
agents (53)[9]. Some studies reported that the effect of social agent gender varies in
different age groups. For instance, female undergraduate students tend to find young,
attractive, and cool female agent most effective since it can enhance their self-efficacy
towards being successful as engineers (73; 114; 124). Middle school students also find
female agents more effective than male agents (107).

3.2 Motivation
While many have explored the effects of avatar gender and appearance on performance
and preference in different systems, not much work has investigated agents. Besides,
most existing works exploring agents are conducted either in 2D or 3D environments,
where only a part of the agent is visible. Therefore, the findings of these works may
not be generalizable to systems that enable a full visual perception of the agents. In
addition, to our knowledge, no prior work has investigated the agent gender effect in
a VR interactive training scenario. An understanding of how users react to agents
of different genders can facilitate the design and development of more effective and
useful pedagogical agents, as well as give us an insight into the human psyche.
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3.3 An Experiment
The goal of this study was to explore whether agent gender impacts user performance
and preference in a VR training program.

3.3.1 Agent Selection
We conducted an informal study to decide on female and male agent appearance for
the study. For this, we created six female and six male characters using the Autodesk
Character Generator (Generator). Since race and clothing are outside the scope
of this work, we used similar hair color, skin tone, and clothes for all characters.
However, different facial features and body types were used for different characters
(Fig 3.1).

Participants. Thirteen volunteers, aged from 20 to 22 years, average of 21.2 (SD
= 0.8), participated in the informal study. Twelve of them were male and one was
female. Nine of them had used an HMD prior to participating in the study, while the
remaining four had no prior experiences.

Procedure. During the informal study, participants completed a questionnaire
that asked them to rank the six female and six male characters (Fig 3.1) based on
their femininity and muscularity, respectively. The questionnaire included headshots
and full-body pictures of all characters. A scale of six was used, where 1 represented
the least feminine or masculine and 6 represented the most feminine or masculine
characters.

Results. Fig 3.1 presents results of the informal study, where one can see that
Female 4 and Male 6 yielded the highest median compared to the other characters.
Hence, these two were selected for the final study.

3.3.2 Apparatus
The VR system used in the final study consisted of one desktop computer, 4.20 GHz,
32.0 GB RAM, Windows 10, one Oculus Rift Headset, two Oculus Touch Controllers,
and three Oculus Constellation Sensors (3). The three sensors were positioned at the
same height (248 cm), two facing the user and another behind the user. The distance
between the front sensors was 217 cm, and the distance between the front and back
sensors was 455 cm (Fig 3.2). All sensors were tilted at a 30° angle. This setup was
used as it yielded a relatively better performance than several other settings tested
in a pilot.

We used a Perception Neuron full-body motion capture suit (96), 60 fps, 32
Neurons, for capturing real human motion and gestures in a pseudo training scenario
(Fig 3.3). This was to make the virtual agents more human-like. We tested all
recorded postures, movements, and gestures in multiple trials before using them in
the final study.
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Figure 3.1: Results of the informal study, together with the pictures used in the
questionnaire. Error bars represent interquartile range (IQR).
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Figure 3.2: The Oculus Constellation Sensor (left) and the VR system setup (right)
in the study.

We also tried to make the study environment as welcoming as possible by adding
a rug, a water dispenser, and some house plants and wall paintings to the room
(Fig 3.4). The study software was written in Unity.

3.3.3 Participants
Twelve volunteers, aged from 21 to 31 years, average 23.55 (SD = 2.62) participated in
the study. None of them participated in the informal study. Two of them were female
and ten were male. Only two participants had prior experience with HMDs, while
the remaining ten had never used an HMD before. All of them were right-handed.
They all received a small compensation for participating in the study.

3.3.4 Design
The study used a within-subjects design, where the independent variable was the
agent gender and the dependent variables were the performance metrics. There were
two levels in the independent variable (conditions): female agent and male agent.
Each condition included six tasks. The conditions were counterbalanced to eliminate
the effect of order. In each task, participants moved four different color cubes. Each
agent used two audio-instructions per gender (in total, four instructions), which were
also counterbalanced to reduce the effect of instruction. In summary, the within-
subjects design was:
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Figure 3.3: Perception Neuron full-body motion capture suit setup.

12 participants ×
2 conditions (counterbalanced) ×
6 tasks (with 2 audio instructions, randomized) ×
3-4 cubes = 432-576 cubes, in total.

3.3.5 Procedure
In the study, all participants took part in a customized Box and Blocks Test (BBT),
where female and male agents instructed them to quickly move specific color cubes
from one side of the table to the other side of the table (Fig 3.4). BBT is a functional
test, commonly used in upper limb rehabilitation to measure the gross manual dexter-
ity of a patient or a person using an upper limb prosthetic device (58). Participants
picked up the cubes by gripping the Oculus Touch Controller (which triggered the
” Grip” button) when it is in close proximity to the target item, then drop it by releas-
ing the button. For proximity detection, we added a sphere collider to the controller
(1.0 cm) and a box collider to the cubes (7.0 cm). The system enabled grasping a
cube only when the cube and controller colliders collided. Inside the virtual training
system, an agent first greeted the participant, then described the study, e.g., ” Hello!
Welcome to the test. In this test, you have to complete three tasks. In each task, you
will be asked to pick up four cubes of specific colors, as instructed, and place them on
the other side of the table”. The agent then started giving instructions on moving the
cubes, e.g., ” Please pick up all red cubes one by one and put them on the other side
of the table”. The agent alerted the participant on all mistakes, e.g., ” This is not
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Figure 3.4: The virtual training environment used in the study.

a red cube. Please put it back, and pick the right one” and concluded each session
by thanking the participant, e.g., ” Well done! You have completed all tasks. Thanks
for supporting our work. Have a nice day!”. Both virtual agents used appropriate
posture and hand gestures, recorded through the full-body motion capture suit with
actual human subjects. All agent interactions including the instruction audio were
identical for male and female agents.

The study took place in an academic research lab. Participants arrived indi-
vidually to take part in the study. First, we explained the study procedure to all
participants and collected their consents. They all filled out a short demography
questionnaire. Then, we demonstrated the system, starting with the Oculus Rift. We
showed them how to adjust it for a perfect fit and use the controllers. Since all our
participants were right-handed, we only used the right-hand controller in the study.
We then allowed the participants to practice and get comfortable with the system
in a practice block, where they played the Oculus Sample Framework (Framework)
for about five minutes. We used this game since, like the study, it involves picking
up objects using the controllers. Finally, we started the study. The study software
recorded all user actions with timestamps. In addition, we video-recorded all sessions
for post-hoc analysis. Fig 3.5 illustrates the study setup.

Upon completion of the study, all participants completed the Simulator Sickness
Questionnaire (SSQ) (70). They were also asked to fill out a custom questionnaire
that asked them about their preference, and perceived helpfulness, professionalism,
and attractiveness of the agents on 7-point Likert scale. Each session lasted for about
30 minutes, including demonstration, practice, breaks, and post-study questionnaires.
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Figure 3.5: Two volunteers participated in the user study. The computer monitor
in the background is displaying the participants’ point of view (POV).

3.3.6 Performance Metrics and Results
The system automatically calculated and recorded the following metrics.

• Task Completion Time (Seconds) signifies the average time the user took
to complete a task.

• Error Rate (%) represents the average percentage of errors committed by the
user per task.

• Error Correction Time (Seconds) represents the average time the user took
to correct mistakes in each task.

Results. We used a repeated-measures ANOVA on the quantitative data. The
results are presented in Table 3.1. For task completion time, the data revealed that
participants were 11% faster with the male agent than the female agent. However,
an ANOVA failed to identify a significant effect of agent gender on task completion
time (F 1,11 = 3.33, p = .09). On average task completion time with female and male
agents were 15.59 (SD = 4.08) seconds and 17.61 (SD = 11.30) seconds, respectively.
For Error rate, participants were 4% more accurate with the male agent than the
female agent. Yet, an ANOVA failed to identify a significant effect of agent gender
on error rate (F 1,11= 0.01, p = .95). On average operations per task with female and
male agents were 3.01% (SD = 2.1) and 2.89% (SD = 2.1), respectively. For error
correction time, participants were 45% faster with error correction with the male
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agent than the female agent. However, an ANOVA failed to identify a significant
effect of agent gender on error correction time (F 1,11 = 0.46, p = .50). On average
operations per task with female and male agents were 1.32 seconds (SD = 6.46) and
1.73 seconds (SD = 1.73), respectively.

Metrics
Female Agent Male Agent

p-value
Mean SD. Mean SD

Task Completion Time 15.59 4.08 17.61 11.30 .09
Error Rate 3.01 2.10 2.89 2.10 .95
Error Correction Time 1.32 6.46 0.73 1.73 .50

Table 3.1: Results of the user study. All times are in seconds. SD signifies standard
deviation.

3.4 Qualitative Results
We collected simulator sickness data using the SSQ inventory (70). Individual and
total severity scores were calculated using the convention established by Kennedy et
al. (70). We used a Wilcoxon Signed-Rank Test on the custom questionnaire data.

3.4.1 Simulator Sickness
The average total simulated sickness score for the system was 10.52 (SD = 7.50). The
average nausea score was 23.85 (SD = 15.46), while the average oculomotor score was
2.37 (SD = 4.42). None of the participants reported any disorientating symptoms.
Table 3.2 presents the complete SSQ scale means for the system.

3.4.2 Helpfulness
About 83% participants (N = 10) rated the two agents equally in terms of helpfulness.
The remaining 17% (N = 2, 1 female, 1 male) found the male agent more helpful.
Fig 3.6 displays all user responses. However, a Wilcoxon Signed-Rank Test failed to
find a significant effect of agent gender on helpfulness (z = 1.41, df = 11, p = .18).
The median helpfulness ratings for both agents were 4.0.

3.4.3 Professionalism
About 67% participants (N = 8) rated the two agents equally in terms of profession-
alism, while 25% found the male (N = 3, 1 female, 2 male) and 8% (N = 1, 1 male)
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SSQ Symptoms Nausea Oculomotor Disorientation Total Score

General discomfort 28.62 0 0 11.22
Fatigue 28.62 0 0 11.22
Headache 38.16 7.58 0 18.7
Eye strain 57.24 15.16 0 29.92
Difficulty focusing 19.08 7.58 0 11.22
Salivation increasing 9.54 0 0 3.74
Sweating 28.62 7.58 0 14.96
Nausea 9.54 0 0 3.74
Difficulty concentrating 19.08 0 0 7.48
Fullness of the Head 47.7 0 0 18.7
Blurred vision 28.62 0 0 11.22
Dizziness with eyes open 28.62 0 0 11.22
Dizziness with eyes closed 9.54 0 0 3.74
Vertigo 0 0 0 0
Stomach awareness 28.62 0 0 11.22
Burping 0 0 0 0

Mean 23.85 2.37 0 10.52
SD 15.46 4.42 0 7.50

Table 3.2: Simulator Sickness Questionnaire (SSQ) scale means for the experiment
system.

found the female agent more professional. Fig 3.7 shows all user responses. However,
a Wilcoxon Signed-Rank Test failed to find a significant effect of agent gender on
professionalism (z = 0.06, df = 11, p = .95). The median professionalism ratings for
both agents were 4.0.

3.4.4 Attractiveness
About 50% participants rated the two agents equally with regard to attractiveness.
The remaining 50% (N = 6, 1 female , 5 male) found the female agent more attractive.
Fig 3.8 shows all user responses. A Wilcoxon Signed-Rank Test found this to be
statistically significant (z = 2.42, df = 11, p = .01). The median attractiveness
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Figure 3.6: User ratings of the two agents with regard to ” helpfulness” on 7-point
Likert scale, where 1 represents the least and 7 represents the most helpful.

ratings for the female and the male agents were 4.0 and 3.5, respectively

3.4.5 Preference
About 67% participants (N = 8) preferred both agents, while 17% (N = 2, 2 male)
preferred the female and 17% (N = 2, 1 female, 1 male) preferred the male agent.
Fig 3.9 illustrates all user responses. A Wilcoxon Signed-Rank Test failed to identify
a significant effect of agent gender on preference (z = 0.06, df = 11, p = .95). The
median professionalism ratings for both agents were 4.0.

3.5 Discussion
Some participants reported slight discomfort with the experiment system, but none of
the symptoms exceeded the nausea and oculomotor severity levels (Table 3.2). The
total SSQ score for the system was 10.52, which is negligible (the maximum score
possible on the SSQ is 300). Hence, it can be said that the experiment system was
appropriate for the study since its side effects were not severe enough to impact user
performance or preference. However, some participants criticized the reliability of the
system. For example, one female participant remarked, ” The agents did not respond
well [...] when I was [being] impatient”. One male participant (22 years) commented,
” [the system must] display the actual distance between the hand and the cubes because
sometimes I thought I [could] grab a cube but it turned out that my hand was too far”.
Further, we made some interesting observations during the study. We noticed that
some users were rubbing their feet across the carpet to find out whether it felt real.
We also noticed that users were making eye contact when the instruction started and
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Figure 3.7: User ratings of the two agents with regard to ” professionalism” on 7-point
Likert scale, where 1 represents the least and 7 represents the most professional.

then focused on the task. They made eye contact again, when the agent warned them
about a mistake.

Participants yielded a relatively better performance with the male agent than the
female agent. On average, they were 11% faster and 4% more accurate with the
male agent (Table 3.1). They were also 45% faster in correcting errors. Nevertheless,
statistical tests failed to identify a significant effect of agent gender on performance.
Interestingly, the effect of agent gender on task completion time almost reached sig-
nificance (p = .09). Hence, it is possible that this effect will reach significance with an
increased number of participants, which would conform to results from older studies
(50; 153) that showed that users are more persuaded by same gender agents than
opposite gender agents, as most of our participants were male.

Statistical tests also failed to identify significant effects of agent gender on user
preference (Fig 3.9), perceived helpfulness (Fig 3.6), and perceived professionalism
(Fig 3.7). Both agents yielded comparable ratings from the users, which suggests
that participants were comfortable with taking instructions and working with both
agents. One female participant commented, ” female agent [was] as helpful as male
and [vice versa]. Both seemed very professional”. Interestingly, significantly more
users found the female agent more attractive than the male agent. This is most
likely due to our male dominated sample, as a similar trend was reported with virtual
avatars, where male users preferred speaking with female avatars than male avatars
(16; 71; 88). Further investigation is needed to fully explore this behavior.

3.5.1 Limitations
We acknowledge several limitations of the study. First, it failed to recruit adequate
female participants to investigate any potential effects of user gender on performance
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Figure 3.8: User ratings of the two agents with regard to ”attractiveness” on 7-point
Likert scale, where 1 represents the least and 7 represents the most attractive.

Figure 3.9: User ratings of the two agents with regard to ” preference” on 7-point
Likert scale, where 1 represents the least and 7 represents the most preferred.

and preference for different gender agents. Ten of our twelve participants (83%) were
young male adults. Hence, we recommend caution in interpreting the results since
they may not be generalizable to a larger population. Second, the study used a binary
gender classification, mainly for simplicity, while both users and agents could have a
range of gender identities and expressions, not just male and female.
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3.6 Conclusion
This chapter presented the results of a small-scale exploratory study that studied the
effects of virtual agent gender on user performance and preference in a VR training
program. In the study, twelve participants (10 male, average age 24 years) partici-
pated in a custom Box and Blocks Test (BBT) under the guidance of a female and a
male agent. On average, participants performed better with the male agent than the
female agent, with respect to task completion time, error rate, and error correction
time. However, no significant difference was identified. The study also failed to find a
significant effect of agent gender on preference, perceived helpfulness, and perceived
professionalism. Interestingly, significantly more participants found the female agent
more attractive than the male agent, presumably due to the study’s male-dominated
sample.

This work merely scratches the surface of the topic. We hope the findings of
this work will inspire others to fully explore any potential effects of agent gender on
performance and preference of a diverse group of users, including users of different age,
gender, education, culture, technological experience, and socio-economic background.
Among other applications, advances in this area will inform the automatic selection
of virtual trainers in order to improve interactions in VR systems.



Chapter 4

Effects of Virtual Agent Feedback
Strategies

In this chapter we identify, model, and evaluate feedback behaviors for virtual trainers
assisting users to accomplish a given task involving manipulation of objects in a virtual
world. With the goal of minimizing task-specific characteristics, a simple sorting task
was chosen based on sorting areas of countries represented on cubes. This task is
composed of basic elements that are often present in a variety of scenarios: object
manipulation for task execution, observation of results, and repetition in progressively
difficult cases.

Given a task to be solved, we focus on the specification and evaluation of feedback
behaviors for the virtual trainer, such that it can effectively demonstrate the task to
be executed and provide feedback to assist the user to perform the task. A pilot study
was first conducted with a human trainer in order to identify and specify feedback
strategies. As a result of this study two feedback strategies were specified. In the
first feedback strategy the virtual trainer provides Correctness Feedback (CF) by fully
presenting the correct responses to the users at each stage of the sorting task. In the
second feedback strategy the virtual trainer instead provides Suggestive Feedback
(SF) by incrementally notifying the users if and how a current response is wrong in
order to enable users to correct their responses by themselves.

An immersive VR system was then implemented to evaluate the two feedback
behaviors. The system immerses the user with an Oculus Rift Head-Mounted Dis-
play (HMD), incorporates speech recognition and synthesis for communication, and
implements a number of behaviors for replicating intuitive human-like interactions.
See Figures B.1 and 4.2.

Both CF and SF strategies represent valid approaches for a virtual trainer to
follow. While CF explicitly presents corrected results at each stage of the task, the
SF strategy requires the user to be engaged in correcting results by themselves. To our
knowledge this work is the first to investigate such strategies in the context of direct
interaction with a human-like virtual trainer in an immersive 3D VR environment.

We have collected performance data from 14 participants using our system em-

26
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ploying both feedback strategies. The CF strategy was preferred by participants, was
more effective time-wise, and was more effective in improving task performance skills.
The overall system was rated comparable to hypothetically performing the same task
with real interactions. Additional findings include interaction with speech commands
was rated unfavorably, and HMD visual resolution and quality were rated as not in-
terfering or distracting from the task execution. A poster abstract was previously
published about this project(121) and this chapter presents our full work.

4.1 Related Work
Virtual environments have been employed in a number of applications in education,
training and beyond (33; 41; 24; 2; 122); and the inclusion of autonomous virtual
humans in such types of applications is a natural way to achieve effective human-like
interactions in virtual environments.

In order to be effective a number of specific behaviors have to be implemented in
an autonomous virtual trainer. In this chapter we address the specification, imple-
mentation and evaluation of feedback behaviors, and we also present the complete
integration of the evaluated behaviors in our virtual human training system.

4.1.1 Virtual Agents and Training Systems
Virtual agents can help users to learn by utilizing a variety of behaviors based on
gestures, natural language, gaze, and facial expressions (78; 72; 27; 20; 122; 127).
Well-designed non-verbal behaviors for virtual agents are in particular important as
they can increase the user’s attentiveness, positivity, and also rapport (131), which
defines the ability to maintain harmonious relationships based on affinity (47).

A number of training systems relying on virtual characters acting as interactive
demonstrators, virtual teammates, virtual teachers and other roles have been devel-
oped. Steve (112) represents one of the first systems implementing an autonomous
virtual trainer specifically designed to train people to operate ship engines. Another
example, among many others, is AutoTutor (46) which is a virtual tutor designed
to teach concepts in science and mathematics with multiple design strategies like us-
ing dialogue, feedback, corrective statements, hints, fill-in-the-blank questions, and
requests for more information from the user. Significant past research has been ded-
icated to developing the necessary movement synthesis and behavioral modeling al-
gorithms for accomplishing autonomous virtual humans and a number of software
solutions have been developed for facilitating their integration in applications, such
as the Virtual Agent Interaction Framework (VAIF) (48) and the Virtual Human
Toolkit (56).
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4.1.2 Feedback Strategies
Several works have evaluated different types of feedback strategies in the context
of classroom learning (51; 95; 125). Shute (125) provides an elaborate review of
feedback types, organizing them as: no feedback, verification, correction, try again,
error flagging, elaborate, attribute isolation, topic contingent, response contingent,
hints/cues/prompts, bugs/misconceptions, and informative tutoring. Informative tu-
toring is the most complex type of feedback which was defined as “information com-
municated to the learner that is intended to modify his or her thinking or behavior to
improve learning”. It represents and includes verification feedback, error flagging, and
strategic hints. Some studies (17; 108) have reported that giving learners informative
feedback was more effective than only giving them correct answers directly.

Previous works have also investigated feedback strategies in computer-based learn-
ing systems. Attali (11) has tested four feedback types: no feedback, immediate
knowledge of the correct response, multiple-try feedback with knowledge of the cor-
rect response, and multiple-try feedback with hints after an initial incorrect response,
which was found to be the most effective type of feedback. Another study (133) re-
ported that elaborated feedback during learning was superior to only providing answer
correctness. Falcao (36) combined interactive tangible tabletops and physical actions
to study the discovery-based hands-on learning among children with intellectual dis-
abilities. These works however have mostly studied feedback strategies in scenarios
involving complex rules, complex knowledge retention, or physically involved tasks.
For simple memory-based tasks direct display of correct solutions has been identified
as an effective feedback (125).

While these previous studies provide several guidelines that can be used for im-
plementing feedback behaviors, no previous work has directly investigated this topic
in the context of a virtual trainer interacting with users in an immersive VR-based
system.

One particular type of gesture that is useful for delivering feedback behaviors
is pointing. Several works have investigated pointing gestures for virtual humans
to become able to identify spatial positions, a capability which is very important
and which has been explored in several previous works (61; 112). However, the use
of pointing in feedback behaviors has not been investigated. In our work we focus
on interactive tasks where the user is required to manipulate virtual objects and the
virtual trainer employs pointing as one way to deliver feedback during task execution.

In this chapter we identify, specify and evaluate two feedback strategies of broad
applicability: Correctness Feedback (CF), which focuses on only confirming correct
answers, and Suggestive Feedback (SF), which provides informative feedback during
the learning activity in our virtual training system. We also present results that favor
the use of the CF strategy.
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4.2 Pilot Study
In order to specify effective feedback strategies we have conducted a pilot study with
initial versions of our training scenario between two persons without the use of any
computer assistance.

4.2.1 Apparatus
No computer devices were used during the pilot study. A real human played the
role of the virtual trainer. Printed paper cards were used to represent information to
be sorted. The material sets were printed on a square paper of 7 cm wide, and the
material sets used in this study were not repeated in the final study. The sorting task
was based on sorting the information illustrated in the material sets.

4.2.2 Design
In the considered sorting task the users needed to memorize a limited amount of infor-
mation. The entire task was executed in about 10 to 20 minutes. As a tutoring system,
the goal was to design a simple scenario that also offered some challenges (126).

Memorial Materials and Questionnaires

Two different material sets were used during the study, each material set included a
group of 9 pictures. The first set integrated the display of country maps, flags, and
names, as shown in Figure 4.1-top. The second set displayed ancient buildings and
their names, as shown in Figure 4.1-bottom. The first material set had to be sorted
from largest country land area to smallest country land area. The second material
set had to be sorted from oldest building to newest building. In both cases, the
ordering was from the user’s left side to the right side. To quantitatively evaluate
the user’s performance we have applied pre- and post-test questionnaires. The pre-
test questionnaire had one material set randomly printed, and the user needed to
sort it based on his/her own previous knowledge. The post-test questionnaire had a
new random material set, and was sorted by the user after the interactive activity
described below.

Task Design

Each sorting task consisted of sorting the cards gradually through interaction with
the human trainer. Each sorting activity was organized in 4 stages. In stage 1, three
cards were presented to the user on the table in random order. The user would pick
the cards and sort them according to the sorting criterion. The human trainer then
provided some sort of feedback until the three cards were sorted correctly. At this
point, the task would proceed to the next stage where the same cards of the previous
stage would appear again, but with two additional cards. In this way the user was
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Figure 4.1: Example pictures used in the pilot study.

supposed to incorporate the information on the two new cards when sorting the entire
set of cards. Additional pairs of cards were added at each new stage until reaching
stage 4 when nine cards were sorted by the user.

Study Design

First, the members of our research team have executed our pilot study scenario and
two overall feedback strategies were identified: Correctness Feedback (CF) was based
on correcting responses at each sorting stage, and Suggestive Feedback (SF) was based
on just notifying, at each stage, the cards that were sorted incorrectly.

The pilot study then evaluated these strategies using two independent variables:

• Feedback. The two conditions of the independent variable “feedback” were:
correctness feedback and suggestive feedback.

• Stage. The four conditions of the independent variable “stage” were: stage 1,
stage 2, stage 3, and stage 4.

The two dependent variables used in this study were:

• Performance Improvement. The pre-test and post-test questionnaires were used
to record the users’ sorting scores of the material sets, and the task performance
improvement of a participant was represented by his or her sorting scores.
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• Stage execution time. The time duration is taken for producing a sorting for
each stage of the task. This time excludes any interaction time between the
user and trainer.

A within-subjects design method was used. Each participant experienced the two
feedback conditions and each with the two material sets. The order of feedback con-
ditions and material sets was counterbalanced to reduce their effect on the dependent
variables. In summary, the within-subjects design was: 4 participants × 2 conditions
(with two material sets) × 4 task stages × 3, 5, 7, 9 country cards = 192 cards in
total.

4.2.3 Participants
Four volunteers were involved in our pilot study: two males and two females, with
ages ranging from 27 to 32 years old, and all were English speakers. One of our
researchers played the role of the human trainer. Each participant performed the
activity twice, each time experiencing a different feedback strategy and a different
material set. The order of delivering the two strategies was counterbalanced among
the participants.

4.2.4 Procedure
The study was conducted in an empty room. The human trainer first collected the
oral consent from the participant and explained the study. Then, for each material set
and feedback strategy, the participant performed the pre-test questionnaire, the main
sorting activity while receiving feedback from the human trainer, and the post-test
questionnaire.

Behavior Repertoire

Right hand moves to object Points at object, wait 1sPoint:

Gaze follow:

Move cube:

Instruct: Delivers a speech

Moves back to idle

Looks at the object and follows Looks back to user

Right hand moves to object Grabs object Moves to target location Moves back to idle

Looks at the object and follows Looks back to user

Looks at the target object Follows where the target object is moving to Looks back to user

Waits for user’s command or operation Delivers next speech

Idle: Repeat 1 captured idle motion to show rapport while waiting for user’s response

Looks at user 

Looks at user/target object

Looks at user(command)/ target object(operation)and idle Looks at user 

Releases object

Introduce task and 
demonstrate example Observes task rules

Present new task to 
solved Gives initial solution

Virtual trainer 
provides feedback
Using some strategy

Improve solution

Next task proceeds Confirm the task done 

Behavior Repertoire Trainer User

Talk: Delivers a speech with body and gesture animations specific to each message in the system

Looks at user while speech is being delivered, if too long look at table from time to time

Figure 4.2: Left: the behavior repertoire available to the virtual trainer. Each
behavior (except the first one) implements an action synchronizing arm motion and
gaze movement as illustrated in the horizontal bars next to each behavior. Right: the
main interaction phases between the virtual trainer and the user.

With CF, when a wrong sorting was presented, the human trainer would correct
the sorting and say “Here is the correct order, please study it and let me know when to
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continue”. With SF, the human trainer would point to each pair of cards incorrectly
ordered and say “These two cards are in the wrong order, please correct them”. The
whole study took around 30 minutes to finish.

4.2.5 Results
In order to evaluate the results from the pre-test and post-test questionnaires, we
defined a “sorting score” to quantify a participant’s performance improvement. For a
set of 9 cards, the total possible combination of pairs is C(9,2)=36. The sorting score
is defined as the number of pairs in the correct order divided by the total number of
pairs (36) and multiplied by 100 in order to express values as percentages.

With this definition, the mean scores of CF in the pre-tests and post-tests were
56.94% and 95.83% respectively. The mean scores of SF were 69.44% and 99.31%
respectively. The mean time to complete the entire task with the CF strategy was
229.8s, and with the SF strategy was 223.9s. These results show that both CF
and SF were effective as they led to 68.30% and 43.02% performance improvement.
However, participants needed increasingly more time to complete each stage under
SF than under CF, given that a growing number of suggestions were needed before
completing each stage.

All participants reported that the elements on the cards helped them memorize
the needed information. For example, when the country material set was used, one
participant said “I can’t remember the country’s name, but I do remember the colors
and shape of the country I was sorting”. Figure 4.1-top illustrates the used shapes
and colors. The land area of Russia is larger than Australia. In the building material
set, one participant said “It is hard to tell how old the building is, but those devas-
tated buildings must be older than those completely built”. Indeed, as is the case in
Figure 4.1-bottom, the Minoan Palace is older than Hagia Sophia.

In our main study we have changed the material sets and redesigned the question-
naires in order to better constrain the participant to assimilate the intended informa-
tion. We have also updated the delivery of the SF strategy to reduce duration times
and participant stress due to a possible large number of suggestions. These changes
are presented in Section 4.4.

4.3 System Implementation
A training system was implemented providing the needed capabilities for executing
the required interactions observed in our pilot studies. The system was built with the
Unity game engine connected to an Oculus Rift. We use the Oculus Unity Integration
plugin to connect to the Rift controllers. The general system is designed as follows:
the system monitors the user input, runs a task-dependent action decision model,
and then decides which behavior the virtual trainer has to execute. This process
is repeated until the simulated task ends. This interactive process is illustrated in
Figure 4.2-right.
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In order to be able to execute all needed actions, the virtual trainer was equipped
with six basic behaviors, as detailed in Figure 4.2-left. The movement of the “gaze
follow” behavior is controlled by Inverse Kinematics (IK); for “point” and “move cube”
the right arm is also controlled by IK while the hand shape is interpolated between
a neutral hand shape and the target hand shape (pointing or grasping shape). The
“talk behavior” includes lip syncing implemented with the Unity plugin SALSA. User
voice commands are analyzed by the Windows Speech Recognition module. The “idle”
behavior is animated with motion-captured animations captured with a Perception
Neuron full-body motion capture suit. In order to be realistic most of the behaviors
synchronize arm movements with a gaze attention model specifically designed for
each behavior as depicted in the “timeline boxes” in Figure 4.2-left. This behavior
repertoire was sufficient to implement the target scenarios and feedback strategies.

4.4 User Study

Our main user study took place at our research laboratory equipped with a high-
end computer station connected to the Oculus Rift and running our simulation system.

4.4.1 Design
Our simulation system replicated the same overall scenario of the pilot study, but
with several improvements.

Figure 4.3: Country material sets used during main study

Memorial Materials and Questionnaires

Only country materials were used. We used one material set in order to evaluate users
on the same topic and discarded the building material set because it allowed different



Chapter 4. Effects of Virtual Agent Feedback Strategies 34

types of information to influence the participants. The country material set was also
updated to reduce non-applicable information influence, and country border outlines
were removed. Two non-intersecting sets of countries were used (see Figure 4.3-left
and Figure 4.3-right). The sets were chosen such that the countries have similar land
areas. The pre-test and post-test questionnaires have been correspondingly updated
to only list countries by names.

Task Design

The overall task procedure is the same as performed in the pilot study; however, the
task now is based on sorting virtual cubes representing countries instead of sorting
cards.

Feedback Strategies

Based on feedback obtained during the pilot study, the SF strategy was updated in
the following way: instead of showing the wrong pairs of items one at a time, the
virtual trainer now points to all the wrong items at the same time. In this way,
when there are more than 2 wrong cubes, the feedback is delivered in a shorter time
and participants have to be more engaged since correcting the answer is not anymore
obvious and mechanical. When the user provided a wrong sorting the virtual trainer
would say “Attention, those [two/three.../nine] countries are in the wrong order” while
pointing at those wrong countries one by one. In order to facilitate the perception of
the users white squares marking the location of the cubes turned red each time the
virtual trainer pointed at them. Figure 4.4 illustrates the execution of both strategies
by the virtual trainer in our system.

Study Design

The same within-subjects design was used in the main study but with 14 participants:
14 participants × 2 conditions (with different learning material sets) × 4 task stages
× 3, 5, 7, 9 country cubes=672 cubes in total.

4.4.2 Participants
14 volunteers from the university community participated in the user study. None
of them were involved in the pilot study. Their age ranged from 17 to 25 years
old, with an average of 20.14 years (SD=1.99). They were all fluent in English, 5
of them were female and 9 male, 5 were left-handed and 9 right-handed. Only 3
participants had experienced VR before, among them only 1 had used Oculus Rift
before participating in our study. Participants received $5 cash as compensation for
their time in our study.
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(a) (b) (c)

(d) (e) (f)

Figure 4.4: The Correctness Feedback (CF) strategy is illustrated in images a-
c. After the user arranges the cubes (a) and completes an incorrect sorting in the
current task stage, the virtual trainer will manipulate the cubes and re-arrange them
in the correct order (b). The user can then observe the correct solution as long as
needed (c) until saying “continue” in order to move to the next stage. The Suggestive
Feedback (SF) strategy is illustrated in images d-f. After the user manipulates the
cubes (d) and completes an incorrect sorting of the cubes in the current task stage
the virtual correcter will then point to the cubes which are in the wrong position
(e). The virtual trainer will point to all of the cubes that are wrong and say that
their positions are wrong. The user will then rearrange the cubes (f) to propose a
new sorting. The process repeats until all cubes are placed in the correct locations.
When this is detected the virtual trainer notifies that the solution is correct and the
user can then observe the correct solution as long as needed until saying “continue”
in order to move to the next stage.

4.4.3 Procedure
Before the test day participants received an email explaining the purpose and main
procedures of the study. Participants came in one by one at their scheduled times.
They were introduced again to our study, signed the consent form, and filled out a
demography questionnaire. The user then completed two learning activities (one with
SF and the other with CF) including the pre-test and post-test questionnaires. Two
additional post-study questionnaires were included: a simulator sickness questionnaire
(SSQ) and a questionnaire asking users to rate the feedback strategies, the virtual
trainer character, and the overall VR experience with 7-point Likert scales. The
system recorded all completion times for later analysis. Overall, each participant
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Figure 4.5: We present an autonomous virtual trainer that can assist users to learn
a given task by using different feedback strategies involving manipulation (left) and
pointing (center). Immersed users interact with the virtual trainer with voice com-
mands while manipulating virtual cubes using Rift controllers in order to learn the
task (right).

spent around 50 minutes going through all the activities. Figure 4.5-right illustrates
one participant in the study.

4.5 Results
We summarize in this section our results.

4.5.1 Qualitative Results
The Simulator Sickness Questionnaire (SSQ) obtained the average total simulated
sickness score of 9.82 (SD=9.8); the average nausea score of 19.08 (SD=18.78), with 11
participants reporting this symptom; the average oculomotor score of 3.79 (SD=5.99),
with 6 participants reporting this symptom; and the average disorientation score of
1.75 (SD=4.62), with only 2 participants reporting this symptom.
The Simulator Sickness Questionnaire (SSQ) analyzed scale means is shown in Ta-
ble 3.2 (in Appendix). The average total simulated sickness score for the system is
9.82 (SD=9.8). The average nausea score is 19.08 (SD=18.78), 11 participants re-
ported this symptom; the average oculomotor score is 3.79 (SD=5.99), 6 participants
reported this symptom; and the average disorientation score is 1.75 (SD=4.62), only
2 participants reported this symptom.

4.5.2 Quantitative Results
We used a repeated-measures ANOVA with alpha of 0.05 for all analyses. ANOVA
failed to identify a significant effect of feedback on performance improvement (F1,13=1.66,
p=.22). ANOVA failed to identify the significant impact of feedback and pre-test
and post-test questionnaires test order on the user’s performance improvement, the
result is:F1,13=0.12, p=.73. ANOVA identified a significant impact of pre-test and
post-test questionnaires test order on user’s performance improvement, the result is:
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F1,13=49.44, p=0.000009. The sorting scores representing the performance improve-
ment of all 14 participants are displayed in Table 4.1.

Participant # CF Sorting Score (%) SF Sorting Score (%)

pre-test post-test pre-test post-test

1 36.11 97.22 41.67 69.44
2 41.67 100.00 50.00 100.00
3 33.33 80.56 66.67 100.00
4 30.56 63.89 66.67 38.89
5 36.11 100.00 36.11 91.67
6 38.89 72.22 55.56 100.00
7 55.56 97.22 55.56 86.11
8 52.78 44.44 38.89 61.11
9 50.00 86.11 69.44 100.00
10 80.56 80.56 44.44 80.56
11 63.89 100.00 63.89 80.56
12 47.22 36.11 27.78 75.00
13 27.78 66.67 50.00 52.78
14 33.33 63.89 50.00 100.00

Mean 44.84 77.78 51.19 81.15
SD 14.16 20.20 12.19 19.05

Table 4.1: Mean and standard deviation for obtained scores.

The average execution time for each stage of the task has been computed and the
result is shown in Figure 4.6. The average total time needed to complete the tasks
with CF was 339s, while with SF was 559s, which is 65% higher than the CF time.

Two linear regressions were calculated to predict the average stage execution time
based on stage under both feedback strategies. For CF, no significant regression
equation exists (F(1,2)=13.71, p>.05). But for SF, a significant regression equation
was found (F(1,2)=365.36, p<.05) with R2 of .995.



Chapter 4. Effects of Virtual Agent Feedback Strategies 38

Figure 4.6: Average stage execution times with CF and SF.

4.5.3 Questionnaire Analysis
In addition, our post-study questionnaire provided 14 questions to evaluate several
aspects of the system. The Wilcoxon Signed-Rank test was conducted for questions
1-5 but failed to identify a significant impact of feedback on participants’ choices.
However, for questions 1,2 and 4, the median values of CF are higher than SF. Ques-
tions 6-14 are single questions about participants’ opinions on the system, virtual
trainer, and the overall VR experience. The results are listed in Table 4.2. The 14
questions are listed below:

1, I think feedback CF/SF was effective for learning the given task;
2, I would imagine that most people would like to use feedback CF/SF for learning

the task;
3, Feedback CF/SF made me feel bored/tired sometimes;
4, I prefer to use feedback CF/SF for learning instead of learning from a real

human;
5, I think having the animated character in feedback CF/SF did not help to

complete the task;
6, I like to use speech commands with both feedback;
7, I prefer using button commands to speech commands in the system;
8, I liked the way the character looked at me when it talked with me;
9, It would be important to see more human-like behaviors from the virtual char-

acter;
10, I would like to interact more with the virtual trainer in order to complete the

tasks in the virtual environment;
11, I felt comfortable/relaxed while doing the tasks in the virtual environment;
12, The visual display quality interfered with or distracted me from performing

the activities;
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13, I was more proficient in interacting with the virtual environment at the end
of the experience than start;

14, I felt completely immersed/involved in the virtual environment during the
execution of the tasks.

Question Number z p MedianCF MedianSF Median Mean

1 -0.63 .53 6 5 - -
2 -0.47 .64 5.5 5 - -
3 -0.51 .61 3 3 - -
4 -0.45 .65 4.5 3.5 - -
5 -0.05 .96 3.5 3.5 - -
6 - - - - 4 4
7 - - - - 5.5 5.21
8 - - - - 4 4.21
9 - - - - 5 4.57
10 - - - - 4 4.14
11 - - - - 6 5.5
12 - - - - 2.5 2.86
13 - - - - 5.5 5.64
14 - - - - 6 5.64

Table 4.2: Post-study questionnaire results.

4.5.4 Discussion
Some participants reported slight discomfort for experimenting with our system, but
none of the symptoms exceeded nausea, oculomotor, or disorientation severity levels.
The total SSQ score of the system was 9.82, which is negligible (the maximum score
possible on the SSQ is 300). Hence the system was appropriate for the study since
its side effects were not severe enough to impact user performance or preference.

For both CF and SF strategies, the mean post-test sorting scores were significantly
higher compared to their respective mean pre-test sorting scores after experiencing
the learning activity in our system. Statistical tests failed to identify a significant
difference between CF and SF strategies on user’s performance outcome; however,
the increments were 72.79% for CF and 58.53% for SF, showing that CF was more
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effective than SF for increasing the performance outcome. A significant linear regres-
sion equation for stage execution time was found for SF, but not for CF, and the total
average time needed to complete a task with SF was 65% longer than with CF. The
reason is that numerous suggestions were given by the virtual trainer, in particular
as the stage number increased.

Overall, although no significant difference has been identified for both strategies,
CF is more effective in the mean score increment aspect. From the analysis of task
execution time, CF was more efficient time-wise for our task scenario. These findings
agree with the notion that “complexity of feedback may be inversely related to both
ability to correct errors and learning efficiency” (75; 125).

For the post-study questionnaire analysis (Table 4.2), no significant impact of
feedback strategies on user choice has been identified. However, comparing the me-
dian values of CF and SF, more participants thought CF was more effective for
performing the sorting task and more participants mentioned a preference to use CF
for performing the sorting task. Besides, our annotations show that 5 participants
were uncomfortable when the virtual trainer repeatedly pointed out they did wrong
sortings in a given task stage, which made them not proceed with the task session.
One of the participants demonstrated significant anxiety at the last stage of a SF
session even though the participant insisted on finishing the task. No one reported
negative comments about the CF strategy during the user study. One participant
said “The first test (the CF test) was much faster and easier for me to use”. These
points show that the CF strategy was preferable to the SF strategy in our system.

Interestingly we found out that the speech recognition model in the system was not
as welcomed as we expected. In question 6 participants rated the speech command
in the median and average values both at 4, which means slightly approving it. How-
ever in question 7, when asked about the option of button commands, participants
answered they would prefer using button commands to speech commands. This could
be explained by some participants having different language backgrounds, but even
if not, they all had to pronounce a standard English accent in order for the system
to correctly understand commands, otherwise they had to repeat voice commands
several times until recognition in order to proceed with the session. We noticed that
after three times repeating the command “continue” without being recognized the
participant’s voice volume would become lower and lower, demonstrating frustration,
and in this case the experimenter manually instructed the system to proceed with a
keyboard key without the participant noticing it. Participants rated the gaze tracking
behavior as 4, probably because most of their attention was focused on the task state
on the virtual table. In any case most of them expected to see a more human-like
virtual trainer than the one we presented in our system.

Another interesting finding is that participants rated very low the possibility that
the visual display quality interfered with or distracted them from performing the
required activities. The median value was only 2.5. Perhaps, given that only 3 of
the 14 participants had previous experience with a VR system, participants felt more
excited to experience the VR display than frustrated by the drawbacks of using it.
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Participants rated highly (rating 6) that they felt comfortable, relaxed and immersed
while performing the tasks in the virtual environment.

Question 8 evaluated the gaze behavior incorporated in our system and partic-
ipants rated it as an effective behavior of the virtual trainer. The evaluations of
questions 10, 11 and 14 indicate that the design of the virtual trainer in our system
was well received and effective for conducting the learning tasks. The evaluation of
question 13 also indicates user improvement after being immersed in our VR system.
In these questions the mean and median ratings show positive ratings from users.

Overall our results indicate that in a short-memory training task such as the
one we have used, the virtual trainer would be better designed with the correctness
feedback strategy. This result matches well with Shute’s conclusion in traditional
teaching feedback strategies (125): that when the task is simple, memory-based, and
non-physical, the best performance is obtained with simple feedback features: correct
solution, computer-delivered, and goal setting.

A number of interesting directions are possible for future work. It will be inter-
esting to investigate further variations of feedback strategies and as well to apply the
strategies to other types of tasks involving more complex object manipulation where
task completion involves more complex physical movements instead of only memoriza-
tion of concepts or properties. Furthermore, adaptation of the feedback strategies to
the progress achieved during long-term tasks is an important area to be investigated.

4.6 Conclusion
This chapter presents a VR training system featuring an autonomous virtual trainer
able to interact with users and provide feedback during task execution. The effective-
ness of two feedback strategies (CF and SF) was evaluated. Although no statistically
significant difference has been identified between CF and SF with respect to perfor-
mance outcome, CF was quantitatively found to lead to higher overall scores used to
measure task outcome. CF also showed to be the superior design in terms of being
more efficient time-wise and being the preferred strategy of the users.

Our findings also support that in general interactions with virtual trainers were
rated by users as comparable in preference to hypothetically performing the same
task with real interactions. These results match with previous work suggesting the
effectiveness of interactions with virtual humans. Overall our evaluations indicate that
our system was well designed and incorporates effective strategies for interaction with
users. We believe our results can find several applications in a number of interactive
scenarios and applications.



Chapter 5

Learning Collaborative
Multi-Agent Manipulation Tasks

In the previous chapters we focused on the effects of agent gender, appearance and
feedback strategies on user performance and preference. From this chapter, we shift
our focus to the problem of agent training. Our end goal is to train agents that can
assist other agents or humans on different problems. With that goal in mind, we focus
on reinforcement learning approaches for collaborative tasks. In particular, we focus
on multi-agent problems, i.e. those involving more than one agent and on multi-phase
tasks, i.e. those involving more than one phase where different phases have different
objectives.

5.1 Introduction
In recent years deep Reinforcement Learning (RL) approaches have shown great po-
tential in training control policies used in gaming and robotics. In particular, a
family of actor critic algorithms has been developed for tackling tasks with complex
continuous action spaces which have become widely used in the field of deep RL.
Extensive research and development have been dedicated to such methods, which
include Deep Deterministic Policy Gradient (DDPG) (85), Proximal Policy Opti-
mization (PPO) (119), and Soft Actor Critic (SAC) (54). In this chapter we address
the use of SAC for multi-phase collaborative tasks.

Many applications such as gaming and robotics often depend on multiple agents
cooperating together to solve a complex task. Some of these tasks are sequential in
nature and have distinct phases that are governed by different objectives as the task
progresses. While it is generally easy for humans to discover cooperative interaction
strategies, training agents to handle such tasks is a fairly complex problem, mostly
because of two fundamental challenges. The first is related to building a framework
where the agents can interact in a collaborative manner, and the second pertains to
the training of the agents allowing them to take appropriate actions while intelligently
cooperating with each other in order to achieve a common task objective.

42
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Figure 5.1: Agents collaboratively balancing a tray for a ball to follow a moving
target.

With respect to the first challenge, there is a rich collection of available frame-
works for experimenting with single-agent reinforcement learning algorithms, such as
OpenAI Gym (26), RoboGym(99), ML-Agents (67), and Atari games (21). These
frameworks have been used for controlling both simple objects and complex human-
like characters or robots, as well as for learning policies in an end-to-end manner.
There are also frameworks developed for specific purposes. Examples include con-
trolling an agent to play Go at a world-class level (90), controlling a robotic arm to
grasp or manipulate objects (9), and simulating physical characters to perform realis-
tic human-level skills (104). However, building a framework for multi-agent problems
is significantly more challenging because the behavior of one agent is affected by
the other agent, requiring synchronizing movements in the same dynamic environ-
ment and designing a reward function that incentivizes coordination or competition
according to possibly different objectives.

With respect to the second challenge, single-agent RL approaches have already



Chapter 5. Learning Collaborative Multi-Agent Manipulation Tasks 44

been extended to the multi-agent domain for solving tasks that need multi-agent
interactions, such as for two-player competitive sports (139) and cooperative agent
communication (85; 64; 152). In such domains, the centralized training and decen-
tralized execution (CTDE) paradigm, and its integration with DDPG (80), called
MADDPG (85), has been widely used. In this paradigm, agents are trained using
centralized information but execute separate policies in a decentralized manner. We
adopt a similar architecture in our work but rely on the SAC learning method (54)
because of its superior ability to solve tasks in continuous action spaces over other
actor critic learning methods.

While CTDE can learn both cooperative and competitive strategies, directly us-
ing it to solve a complex task that can be decomposed into multiple phases is not
straightforward due to the complexity of designing a proper multi-objective reward
function. A common solution is to use hierarchical RL controllers to solve each
sub-objective separately with lower-level controllers, and then train an upper-level
controller to provide intermediate goals for the lower-level ones (92; 38). However,
implementing multi-level controllers introduces complexity to the architecture and
requires additional hyperparameter tuning.

To address these issues, we adopt the safe RL concept from Xu et al. (145). The
original idea behind safe RL is to define task constraints for the purpose of safety
and stability. However, constraints can also be leveraged to model the different sub-
objectives of a task which can be decomposed into sequential sub-tasks or phases. In
this chapter we propose to treat all sub-objectives except the final one as constraints
inside a multi-agent learning framework, and optimize the final objective only if none
of the constraints’ objectives are violated for each agent.

We define a tray balancing task (Figure 1) in order to train and evaluate the
proposed training approach. To solve it, two agents need to cooperate to control
the position and orientation of a tray. They need to control it precisely so that a
ball rolling on the surface of the tray can follow a pre-defined target trajectory. We
define two phases: the objective of the first phase is for the agents to lift the tray
appropriately, and the objective of the second phase is to control the tray in order to
make the ball follow its target trajectory. We study the performance of our model by
analyzing the objective rewards for different trajectories. We also evaluate the model
on trajectories that are unseen during training in order to study the generalization
capability of our method, and we analyze our model’s robustness by evaluating its
performance in the presence of disturbance forces.

Overall, our contributions to this work can be summarized as follows:

• we develop a multi-agent framework able to physically simulate collaborative
tasks in a shared environment,

• we propose a constraint-based algorithm to learn policies for multi-agent coop-
erative tasks with sequential objectives, and

• we evaluate the trained policies with tray balance tasks in order to study their
performance, generalization, and robustness.
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5.2 Related Work

5.2.1 Multi-Agent Environment
Building multi-agent environments is very challenging since the reward design has
to not only consider task objectives but also interaction strategies between agents.
Works on multi-agent learning have addressed control and communication strate-
gies between 2D agents (85), and also emergent strategies during learning (76; 15).
There is however a lack of frameworks for experimentation with human-like behaviors
achieved from joint-level control. Recently, one work has created such an environ-
ment for training human-like characters to compete with each other in sports games
like fencing and boxing (139). While these environments are task-focused, our en-
vironment expands the possibilities for accomplishing cooperative tasks that include
human upper-body and arm movement.

5.2.2 Multi-Agent Reinforcement Learning
The multi-agent learning problem is challenging because of difficulties with agent
scalability, non-stationarity of the environment, and non-unique learning objectives.
A straightforward approach to solving multi-agent control problems is to train a joint
action policy for all agents using a single-agent RL algorithm, or directly extend
single-agent RL algorithms where each agent learns independently by considering
other agents as part of the environment, such as by independent Q-learning (129).
However, the above solutions suffer from scalability and stability issues. Lowe et
al. (85) proposed a parameter sharing approach to tackle this problem, called cen-
tralized training and decentralized execution approach (CTDE). This is extended
from the actor-critic framework, where each agent uses a centralized critic to access
all agents’ observations and action parameters so that it can learn an approximate
model of the other agents’ online policies within a stationary environment. The
learned policy only uses local information so it can be used by each agent without
further communication between agents. Thereafter, additional algorithms have been
developed based on the CTDE framework in order to address different aspects of
typical multi-agent systems, for example, credit assignment with integration of the
independent actor-critic method (39), scalability by adding mean field Q learning
and actor-critic learning (148), stability with SAC learning (86), and incorporation
of attention with SAC learning (64) in order to enable faster and more stable learn-
ing (110).

Our work also adopts the concept of improving the stability in multi-agent learn-
ing (86) by integrating SAC (54) into the CTDE framework. However, in comparison
to other recent approaches (86; 30; 140), we study the applicability of CTDE with
SAC in a complex human coordination task that is decomposed into multiple phases.
As evaluation (see Section 5.6) we use CTDE with SAC as a baseline to evaluate our
proposed constraint-based learning model.
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5.2.3 Multi-Objective Learning
Multi-objective learning involves learning tasks that have two or more objectives to
optimize. It has the lifelong learning properties (29), which means an agent can
be trained on a sequence of relatively easy tasks to gain experience and develop a
more informative measure of reward, which can then be leveraged when performing
harder tasks. Complex tasks that need to be broken down into sub-tasks based on
their sub-objectives are quite common. When designing the objectives of a given
task, the sub-objectives can be defined as separate objectives without connection
but sharing the same action space, like a robot arm picking and placing objects in
different boxes (62), agents working together to push different objects into different
locations (147). Sub-objectives can also be defined as sequential objectives, such that
in order to finish the final objective, the previous objectives have to be completed first,
which is aligned with our task design. Example tasks solved in this manner are: an
agent moving to a target location while moving objects or obstacles along the moving
path (93), a biped character walking and needing to maintain natural gait motion
with a walking target (105), and a four-legged robot walking to a target location (92).
While most of existing works focus on optimizing multi-objective learning for a single
agent, in this chapter, we extend the approach to a multi-agent multi-task setup,
where two virtual agents need to control the force applied on each side of a tray in
order to solve a cooperative tray balancing problem.

5.2.4 Reinforcement Learning with Constraints
Learning while considering constraints is a popular approach used in safe reinforce-
ment learning (42), where the focus is on preventing the agent from taking actions
or entering states that are too risky, since ensuring safety is always critical when
the learned strategies need to be deployed to real world systems. Different ways of
specifying constraints have been proposed by previous researchers, including using
constraints on the expected return or cumulative costs (4; 145), and defining regions
of the state space that will result in agent failure. In our work, we focus on addressing
a new formulation for a cooperative task that involves two sequential objectives, and
we propose to define our constraint as a threshold on the expected return from the
first objective. The learning process will advance to optimize the final objective only
when the constraint has been satisfied.

5.3 Overview
We are interested in solving multi-agent collaborative tasks in a physically-simulated
environment, with focus on a tray balancing task. In this section we provide details
of our task design. The overall framework used to train and evaluate our method is
illustrated in Figure 5.2.
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5.3.1 Environment and Tasks
The environment is simulated inside the physics simulator of the Unity game engine,
and it includes two virtual agents, a ball, a moving target, and a tray with four anchor
points at each corner. We consider two trajectories for the tray balancing task: an
ellipse trajectory and an S-curve trajectory as shown in figures 5.3 and 5.4. The
details of these trajectories are described in Section 5.6.1. In order to complete the
task, the two agents start with a standing initial pose along the two sides of the
tray, and then outstretch their arms to reach the two anchor points on their side of
the tray. The arms of the humanoids are controlled by inverse kinematics (IK) (74),
the end effectors are their hands’ position and rotation, and the two anchor points’
position and rotation are their desired targets. After reaching the anchor points, we
require the agents to perform the tray balancing task in a sequential manner in 2
phases: in phase 1, they need to lift up the tray to a fixed height while maintaining
the balance of the tray, and in phase 2, they need to manipulate the tray to guide the
ball to follow the target on a moving trajectory. The task process inside the physics
simulator in Figure 5.2 illustrates this process.

5.3.2 Framework
Our framework has three main components, the physics simulator, the MARL (Multi-
Agent Reinforcement Learning) controller, and the IK (Inverse Kinematic) controller.
The physics simulator is used to simulate different task environments, the MARL con-
troller is the Python API that runs our multi-agent learning approaches during both
the training and execution processes, and the IK controller is used to control the
humanoid arms during both processes. At each learning step, the MARL controller
receives the states and rewards information and sends out the actions to the physics
simulator via the communication channels provided by the Unity ML-Agents plu-
gin (68). In the meantime, the MARL controller collects the anchor points’ position
and rotation information and sends them to the IK controller as its desired control
target for the agents’ arm movement.

5.4 Approach

5.4.1 Problem Formulation
We formulate our problem as a two-agent cooperative game, modeled as a par-
tially observable Markov Decision Process (MDP); our approach can be easily ex-
tended to more agents. At each time step t ∈ [0, T ], the MDP tuple is defined as
{O, St

i , At
i, St+1

i , Rt
i, T }, where T is the max steps of each episode, i ∈ {0, 1} is the

index of the agent. Agent i observes partial state st
i ∈ St

i from environment O, takes
action at

i ∈ At
i that leads to a new state according to the dynamics model T , and

receives a scalar reward signal from its reward function rt
i = R(st

i, at
i), and rt

i ∈ [0, 1].
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Figure 5.2: The overview of our environment and framework.

For each agent i, the goal is to find an optimal policy πθi
(a|s) that maximizes its

expected accumulated reward Ji, where θi denotes the parameters of the policy.

5.4.2 Multi-Agent Soft Actor Critic Learning (MSAC)
In our multi-agent setup, we adopt the CTDE framework incorporated with SAC
algorithm (54) because its extra entropy term increases the policy’s exploration ability
and robustness, and we name it Multi-agent Soft Actor Critic algorithm (MSAC).
During training, we jointly conduct policy evaluation and policy iteration, where for
each agent i we concurrently learn a stochastic policy πθi

and two Q-functions with
parameters ϕi,j, j is identifier of Q function, in the range of [1, 2].

During policy iteration, we use Eq 5.1 to optimize, in the direction of maximizing
the accumulated reward, the policy function J(θi):

∇θi
J(θi) = ∇θi

1
|Bi|

∑
Bi

{min
j=1,2

Qϕi,j
(st, at) − α log πθi

(at
i|st

i)}. (5.1)

The policy function for each agent is parameterized as θi, Bi denotes a batch
of experiences sampled from the replay buffer, log πθi

(at
i|st

i) is the entropy term to
increase the variation of action space, and α is a learned variable indicating the
contribution of an entropy regularization term. Qϕi,j

(st, at) is calculated from the
states s and actions a of all agents, as a centralized evaluation operation.

During policy evaluation, we optimize the loss function L(ϕi,j) using Eq 5.2 to eval-
uate the learned policies by minimizing the difference of the value function Qϕi,j

(st, at)
and its target value yi for each agent:
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∇ϕi,j
L(ϕi,j) = ∇ϕi,j

1
|Bi|

∑
Bi

(Qϕi,j
(st, at) − yi)2. (5.2)

The target value yi is calculated with a separate target value network Qtarget(st+1, at+1)
in order to maintain stability when updating policy network, as shown in Eq 5.3:

yi = ri + γ{min
j=1,2

Qϕi,j,target
(st+1, at+1) − α log πθi

(at+1
i |st+1

i )}. (5.3)

Both value functions Qϕi,j
and their target value functions Qϕi,j,target

share the
same network structure, and they are parameterized as ϕi and ϕi,target separately.

5.4.3 MSAC with Constraints
Constraints used in safe RL problems can be categorized into primal and primal-dual
approaches. Primal approaches focus on the design of objective functions and do
not need Lagrange multipliers as dual variables during the optimization process, thus
simplifying the implementation process and reducing training time (42). Due to its
proven global convergence, we adopt the primal approach (145) in our framework and
call it Constrained Multi-agent Soft Actor Critic (C-MSAC).

We assume the task can be divided into n sequential phases; we consider objectives
in the first n − 1 phases as constraints while the nth phase objective determines the
final objective. The idea is to optimize the final objective function with reward
accumulated from the nth phase while guaranteeing that all constrained objectives
from previous phases can be satisfied. Our multi-agent problem with constraints can
thus be formalized as the following optimization problem:

max
θi

Ji,n(θi), s.t.Ji,k(θi) >= di,k, k < n, (5.4)

where Ji,k denotes the total expected return of the k-th constraint phase, and di,k is
a threshold that is calculated from a Monte Carlo estimate return with step reward
r0 = 0.9, and discount parameter γ = 0.99 for the k-th constraint:

di,k =
T −1∑
t=0

γtr0. (5.5)

Hence, when all constraint phases reach their respective thresholds di,k, we find the
optimal policy πθ,i for each agent. For each phase k, we learn a separate value function
Qi,k, that is, we learn n Q functions for each agent, and during each optimization
step, one Q function will be optimized based on Eq 5.7. In this section, we use Qi,k

as the shortened version of Qϕi,j,k
for simplicity.

At phase k, the expected return Ji,k is calculated as:

Ji,k(θi) = 1
|m|

m∑
s0

i ,a0
i ∼ξ,πθi

ρi,kQi,k(s0
i , a0

i ). (5.6)
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The term Qi,k(s0
i , a0

i ) computes the accumulated return of a rollout starting from
(s0

i , a0
i ) while following policy πθi

. State s0
i denotes an initial state that is sampled

uniformly from an initial distribution ξ and a0
i is the corresponding action based on

the latest policy πθi
. ρi,k is a weight ratio for each rollout, where a value of 1 is used

in our experiments. We average m = 40 rollouts to calculate Ji,k.
To combine the constraints with policy iteration and policy evaluation, we inte-

grate the constraint phases into the MARL process. At each optimization step, we
first choose a phase k to optimize by selecting a Q function using Eq 5.7:

select(Q) =

 Qi,k if ∃k < n : Ji,k(θi) < di,k,

Qi,n else k = n.
(5.7)

To perform policy iteration, we then replace Qϕi,j
in Eq 5.1 with the chosen value

function Qi,k. For policy evaluation, we replace Qϕi,j
in Eq 5.2 with the value function

Qi,k of the chosen constrained phase, leading to the following critic update:

∇ϕL(ϕi,k) = ∇ϕ
1

|Bi|
∑
Bi

(select(Q) − yi,k)2, (5.8)

where yi,k is the target value calculated in the same way as in Eq 5.3, but specifi-
cally for the ith agent at phase k. If multiple constrained phases are not satisfied, we
can choose any phase to maximize its expected return.

5.4.4 Algorithm
Algorithm 1 summarizes the procedure of our proposed approach C-MSAC during
the training process. Lines 4-9 show the process of collecting samples from multiple
environments for both agents in order to enrich the training dataset and speed up
the training. Lines 10-17 perform the learning process in that we iteratively select a
phase k to optimize until all phases have been saturated with their own thresholds
based on Eq 5.4.

5.5 Training

5.5.1 State and Action Representation
In our environment, the state information includes the tray, the ball, the moving
target, and the two anchor points for each agent. Let p, q, v, qv denote position,
rotation, velocity, and angular velocity respectively. The state is represented as si =
[sB, sT , st, sBt, sT f ], where sB = [pB, qB, vB, qvB] represents the state of the ball,
sT = [pT , qT , vT , qvT ] represents the state of the tray, st is the position of the moving
target, sBt contains the Euclidean and quaternion distance between the ball and
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Algorithm 1 Constrained Multi-agent Soft Actor Critic Algorithm (C-MSAC)
1: Initialize policy network θi, value estimation networks ϕ1,i, ϕ2,i with random

weights for each agent;
2: Initialize replay buffer D as empty dictionary ;
3: for each step do
4: for each environment m do
5: Sample action at from policy π(at

m,i

∣∣∣st
m,i);

6: Proceed one step in the environment;
7: Observe reward rt

m,i,k and next state st+1
m,i from environment;

8: Concatenate all data into tuple (st
m, at

m, rt
m,k, st+1

m ) and send to the replay
buffer D;

9: end for
10: if step > batch size then
11: Sample a group s0

i from ξi;
12: Calculate total return Ji,k with Eq 5.6 for all phases k ;
13: Sample a batch data from D ;
14: Select a phase k to optimize with Eq 5.7 ;
15: Evaluate policy with Eq 5.8 ;
16: Optimize policy with Eq 5.1
17: end if
18: end for
19: Output optimal policy θi for agent i.

the moving target that the ball needs to follow for, and sT f includes the Euclidean
distance between the tray and a fixed target position that is slightly higher than the
tray’s initial position.

The action ak
i in our task is defined as the force applied at each holding point

on the tray in x, y, z direction. It is calculated by multiplying a fixed scalar by the
normalized [-1,1] control signals learned from the RL policy. We use 100 as the scaling
constant.

5.5.2 Reward Design
The tray balance task includes two phases: lifting up the tray and reaching the target,
we need to design reward functions for each phase based on its own objective, the
details are described below.

Lifting the Tray

In this phase, the agent’s objective is to lift up the tray to the fixed target position
p0 while maintaining its balance relative to the identity quaternion q0. To satisfy this
objective, the reward function is designed as:

rlift = 0.8 ∗ rdist + 0.2 ∗ rang.
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Here rdist is the Euclidean distance between the tray and the fixed target position, to
encourage the tray to move closer to the fixed target position, and it is calculated:

rdist = exp[−5||pT − p0||2].

rang is the quaternion orientation difference between the tray and the identity quater-
nion, to encourage the tray to balance itself, it is calculated:

rang = exp[−20(1 − ||qT ⊖ q0||2)].

Reaching the Target

In this phase, the agent’s objective is to adjust the tray position and orientation to
control the ball to follow a moving target on the tray. To encourage the ball to stay
on the moving target, we use the Euclidean distance between the ball and the moving
target, as represented in the reward function:

rtarget = exp[−25||pB − st||2].

The target’s moving path is controlled by curve equations. We use two different
curves: an ellipse (where the major and minor axes are randomized at the beginning
of each training episode) and an S-curve which is defined by a cubic equation.

The agents have to collaborate to finish both phases’ objectives, leading to a Nash
equilibrium (100), meaning that each agent is taking their best policy to respond
to the other agent, and its gains will be undermined if a different policy is taken.
Considering the equilibrium, the reward we use for each agent in each phase is the
shared team average reward, and calculated as the average of both agents in that
phase (136): r = 1

N

∑
i∈N(ri).

5.5.3 Early Termination
Early termination (104; 12) is a common technique used in reinforcement learning,
to help RL agents stop learning bad behaviors and favor the collected samples more
efficiently, thus achieving significantly faster learning. In our task, we introduced
three early termination conditions to terminate the current episode during training:

• first, when the ball touches the edge of the tray, because it can easily get stuck
in the corner of the tray;

• second, when the ball or tray drops on the ground, as it will never get recovered
from this state;

• third, when the height of any anchor point goes below a threshold (0.85m in
our experiments), the agent’s hands will not be able to reach them with IK
solution).
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5.5.4 Training Details

Network Architecture

For each agent, we use the same network structure as SAC (54), but add (n − 1)
value networks and target value networks to represent the constraint objectives of
each phase. All networks consist of three fully connected layers with 256 hidden units
in the first two layers, and Relu is used as the activation function. The last layer
outputs the mean and log value of the policy. The learning rate is 0.0003, while the
gamma is 0.99.

Multi-Environment Training

One of the learning thresholds for an RL approach is sample efficiency. To speed up
the training we implement our environment as a multi-environment setup allowing us
to collect 4 times training data per frame rate.

5.6 Experiments and Results

5.6.1 Target Trajectories
In our environment, the xoz and y − up coordinate system is being used. We train
both models on two types of parametric trajectories, as shown in Figure 5.3 and
Figure 5.4:

1) Randomized ellipse: described with the ellipsoid equation:

f(ti) = (a cos(θ1(ti)) cos(θ2(ti)), b sin(θ1(ti)), b cos(θ1(ti)) sin(θ2(ti)),

where θ1 is the longitude angle change of meridian plane xoy in radian, θ2 is the
latitude angle change of the equatorial plane xoz in radian. a, b are the major axis
and minor axis in the range of [0.1, 0.3] for the ellipse shape randomization. The time
step term ti is the ratio of the current training step and total steps for each episode.

2) S-curve: described as a cubic Bèzier curve with control points P0, P1, P2, and
P3.

f(ti) = (1 − ti)3P0 + 3(1 − ti)2tP1 + 3(1 − ti)t2P2 + t3
i P3.

In our task, we fixed points P0 and P3, and adjusted P1, P2 to get the desired S-shaped
curve.

For the evaluation of unseen trajectories, we use two additional types of curves:
square and triangle, as shown in Figure 5.5 and Figure 5.6, they are generated by
connecting three(triangle) and four (square) fixed positions relative to the position of
the tray.
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Figure 5.3: Ellipse examples, left with equal a and b, right with non-equal a and b

Figure 5.4: S-curve example.

5.6.2 Evaluation Metrics
We compare our proposed approach of multi-agent soft actor critic with constraints
(C-MSAC) to MSAC approach. For MSAC we used a linear combination of rewards
from each phase to calculate the total reward for each agent:

ri = 0.85rlift + 0.16rtarget + (−0.1)rtime

where the optimization process is calculated according to Section 5.4.1. For C-MSAC
each phase is optimized separately based on the reward accumulated from this phase
as discussed in Section 5.4.3.

We compare both models on three criteria:

• Mean target reward and on-target performance: where we evaluate the
models on the same family of trajectories that were used to train the models.
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Figure 5.5: Generalization to unseen triangle trajectories.

Figure 5.6: Generalization to unseen square trajectories.

• Generalization ability: where we evaluate the models on unseen trajectories.

• Robustness: where we introduce extra disturbances to the environment and
analyze the ability of the model to restore balance.

5.6.3 Results

Mean Target Reward

We train both MSAC and C-MSAC for 45,000 episodes each on the randomized ellipse
trajectory and the S-curve trajectory tasks. After every 2,000 episodes of training, we
run validation on 100 episodes to measure the target reward (rtarget) on the objective
phase. Figure 5.7 and Figure 5.8 show the mean and standard deviation of the
normalized reward for MSAC and C-MSAC on the ellipse and S-curve trajectories.
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For the ellipse trajectory, the C-MSAC model starts off slightly lower than the
MSAC model in terms of target reward. This makes sense since the C-MSAC model
initially focuses on the tray lifting constraint objective. Eventually, the C-MSAC
model surpasses MSAC yielding a significantly higher target reward. Furthermore, C-
MSAC is much more stable, exhibiting similar performance across different evaluation
trials as compared to MSAC’s performance which is characterized by large variance.

For the S-curve trajectory, both models have a similar target reward in the ini-
tial stages of training. However, in the later stages, the C-MSAC model surpasses
the MSAC model yielding a policy very close to generating the maximum possible
normalized reward (1.0).

Figure 5.7: Normalized reward on test episodes for the target objective phase (phase
2) with ellipse trajectory.

Figure 5.8: Normalized reward on test episodes for the target objective phase (phase
2) with S-curve trajectory.
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Phase Analysis

We also measured the target reward for the tray lifting constraint phase (phase 1) for
both models on the 100 test episodes. Figure 5.9 and Figure 5.10 show the mean
and standard deviation of the normalized constraint reward rlift for both models
on the ellipse and S-curve trajectories. The trend here is fairly similar to that for
the objective phase reward. In the initial stages of training, the constraint phase
reward is almost the same for the MSAC and the C-MSAC models. As the training
progresses, the constraint phase reward for the C-MSAC model increases more rapidly
and exhibits a smaller variance compared to the MSAC model. Towards the middle
of the training process, as the C-MSAC model starts exceeding the threshold value
for the constraint phase, the corresponding reward starts to saturate.

Figure 5.9: Normalized reward on test episodes for the constraint phase (phase 1)
with ellipse trajectory.

Figure 5.10: Normalized reward on test episodes for the constraint phase (phase 1)
with S-curve trajectory.
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On-target Performance

Figure 5.11: Histogram of on-target steps ratio with ellipse trajectory.

Figure 5.12: Histogram of on-target steps ratio with S-curve trajectory.

In addition to the target reward, we also measured the on-target performance for
both the MSAC and C-MSAC models for the ellipse and the S-curve trajectories. We
define the ball to be on-target for a given step if the target reward (rtarget) is higher
than 0.95, and then measure the percentage of steps for which the ball stays on target
for a given episode. To quantify the distribution of the on-target percentage, we draw
a histogram of the number of episodes against the percentage of on-target steps for
a given episode. Figure 5.11 and Figure 5.12 show the histograms for the ellipse and
the S-curve trajectories, respectively.

It is clear from the figure that the average on-target time for the C-MSAC model
is much higher than that for the MSAC model for both the ellipse and S-curve
trajectories. This shows that the C-MSAC model is able to learn the fine-grained



Chapter 5. Learning Collaborative Multi-Agent Manipulation Tasks 59

Figure 5.13: Histogram of on-target steps ratio with triangle trajectory.

Figure 5.14: Histogram of on-target steps ratio with square trajectory.

controls necessary to keep the ball on target most of the time and follow the curve
smoothly. Our supplemental video also demonstrates this capability visually.

Generalization Ability

After every 2,000 steps of training, we also evaluated the MSAC and C-MSAC models
(trained on randomized ellipse trajectories) on two types of unseen trajectories: square
and triangle. We observe that both MSAC and C-MSAC models are able to generalize
to the unseen trajectories; however, the C-MSAC model yields a better average reward
(Figures 5.15 and Figures 5.16) and on-target performance (Figure 5.13 and Figure
5.14) in comparison to the MSAC model. This shows that the C-MSAC model also
exhibits better ability to generalize in comparison to the MSAC model.

One interesting finding here is that the performance on the square trajectory is
slightly worse than that on the triangular trajectory for both models. Upon obser-
vation, we noted that this is likely due to the presence of an extra corner on the
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square compared to the triangle. Both models handle smooth curves and straight
lines relatively well, but sometimes have difficulty handling sharp corners. The extra
vertex on the square increases the chance of the ball moving far away from the target.
We suspect that the difficulty in handling sharp corners might be because of the fact
that our training data only includes smooth curves. It might be interesting to include
trajectories with corners in the training data in future experiments.

Figure 5.15: Normalized target reward on test episodes with triangle trajectory.

Figure 5.16: Normalized target reward on test episodes with square trajectory.

Robustness

We have studied the robustness of the two models against unexpected disturbances.
For some early exploration in this direction, we hit the tray with additional balls
at different angles and positions on the tray in order to disrupt the task. From our
observations, the C-MSAC model exhibited a superior capability to recover from such
unexpected disturbances.
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To formalize our observations, we set up an experiment to statistically analyze
and compare the robustness of the C-MSAC and MSAC models. In this experiment,
we introduce a disturbance force to the agent actions every 10 steps during the test
episodes. We sample this force from a Gaussian distribution, scale it up with a
magnitude factor, and add it to the agent actions. We evaluate both models on 100
test episodes and obtain the mean and standard deviation of the target reward for
different values of the disturbance force magnitude.

Figure 5.17 and Figure 5.18 show the results for the MSAC and C-MSAC models
on the ellipse and S-curve trajectories. As the force magnitude increases, the tar-
get reward for both models reduces and eventually approaches zero. However, the
mean reward for the C-MSAC model is consistently higher than that for the MSAC
model. The C-MSAC model reward also has a smaller standard deviation compared
to the MSAC model, indicating higher stability and consistency across different test
episodes.

We note here that we did not apply any disturbance to the environment during
training time. We hypothesize that the robustness of these models arises from the
entropy term used in the SAC algorithm which encourages exploration.

Figure 5.17: Normalized target reward for different disturbance force magnitudes with
ellipse trajectory.

5.7 Conclusions
In this chapter, we propose a constraint-based multi-agent reinforcement learning ap-
proach to solve multi-phase collaborative tasks. We present a framework to simulate
tray balancing and target following tasks with different trajectories. We evaluate the
proposed constraint-based (C-MSAC) model on this task and compare it against a
baseline that does not employ constraints (MSAC). Our results show that the pro-
posed model is able to exhibit better on-target performance, better generalization
ability, and improved robustness in comparison to the baseline.
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Figure 5.18: Normalized target reward for different disturbance force magnitudes with
S-curve trajectory.

Two main limitations can be observed in our present work. While the proposed
constraint-based framework is very general and applicable to complex multi-phase
tasks, in this work we have only explored a task of two phases: a tray lifting constraint
phase and a tray balancing target phase. Additionally, the arm movements in our
environment are not controlled by an RL policy but rather calculated by Inverse
Kinematics (IK) based on the anchor points transformation. This sometimes results
in some glitchy movements, for example when the agents suddenly move the tray to
avoid the ball from going out of bounds, resulting in a sudden pose change due to the
arm having to follow the anchor points.

In the next chapter, we extend this work by using physically simulated humanoids
with joint-level RL-based control for the arms instead of using IK. This provides us
the opportunity to fully leverage the power of the constraint-based framework by
introducing additional phases to the task such as an initial constraint for the arms to
reach the tray anchor points. While we focus on collaborative tasks, our framework
can also be generalized to competitive tasks, opening interesting avenues for future
work.



Chapter 6

Addressing Realism and
Robustness

6.1 Introduction
In the previous chapter, we saw that C-MSAC can be used to train multiple agents to
collaborate with each other on complex multi-phase tasks. The results also show that
the proposed technique leads to strong statistical results in terms of the mean episode
reward, generalizes well to unseen trajectories, and naturally introduces robustness
to environmental noise. However, there are two important shortcomings that need
to be addressed. First, while the statistical results from this method are strong,
simulation videos show that the agent movements could sometimes appear unnatural
and oscillatory. This is because the approach relied on inverse kinematics rather
than purely physics. Second, since each agent is trained to collaborate with only
one other agent, there is a possibility that this agent might fail to generalize against
other unseen agents or humans with different behaviors. In this chapter we focus on
overcoming these shortcomings.

6.1.1 Physics-based Character Animation
A number of techniques have been proposed for creating realistic character animations
using kinematics (49; 10; 146). However, many of these methods are often prone to
unnatural movements. In physics-based character animation, characters are modeled
as rigid bodies with mass (104; 83). Because the environment enforces the laws
of physics, it prevents movements that are physically impossible. While it does not
prevent all unrealistic motions, appropriate learning constraints can be used to achieve
natural looking motion. In this work, we use C-MSAC with physics-based full arm
control for the agents. We introduce an extra phase for the arms to reach the tray
contact points, and design our reward function appropriately to incentivize natural
arm movements for controlling the tray. We demonstrate that learning under physics
also improves the ability of the agents to react to changes in the physical properties

63
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of the environment such as the mass of the ball.

6.1.2 Robustness
Robustness has been studied extensively in optimization and optimal control (156;
22). In a game theoretic setting such as a two-player zero-sum game, controlling
the uncertainty/disturbances through an adversarial opponent can produce a robust
strategy for a player (106). In a reinforcement learning setup, a general solution for the
robustness problem is to formulate an adversarial agent for introducing uncertainty in
transition probabilities (13; 98), or disturbance to the environment dynamics (106;
91), states (87; 45) or actions (130). Especially, introducing action perturbations to
the environment can be a natural approach to simulate the environmental changes to
a certain extent.

In our work, the goal is to learn a robust human-like agent under physics that
can generalize to collaborate with other agents or humans. To achieve this goal,
we propose the Constrained Robust Soft Actor Critic (C-RSAC) learning algorithm
based on our previous constrained multi-agent learning approach C-MSAC (123). In
this work, we first train two cooperative agents using the C-MSAC framework under
physics with joint-level arm control, to adopt two pre-trained policies for each agent.
We then modify the C-MSAC multi-agent learning framework to the C-RSAC single-
agent learning framework such that one of the agents executes a pre-trained policy
with additional noise augmented to its action space, while the other agent takes
another pre-trained policy and continuously updates this policy to respond to the
first agent’s actions. Henceforth in this chapter, we refer to the former as the noisy
agent and the latter as the robust agent in this new single-agent learning framework.
We also integrate a user interface within our framework to allow manually controlled
noise addition. We investigate the performance of C-RSAC on the tray balance task
introduced in 5.3.1 with an ellipse trajectory. To evaluate the performance we measure
the mean episode reward on test episodes at regular intervals during the training
procedure. We show that as the training progresses, the mean episode reward for
the robust agent increases which indicates higher robustness compared to the agent
trained using just C-MSAC.

6.2 Related Work

6.2.1 Character Animation
Different works have been done for single character animation, such as learning loco-
motion behaviors (104), learning full-body behaviors from example (104; 144), learn-
ing to play basketball (83), learning athletic jumping strategies (150), learning
locomotion stepping stone skills (142), learning climbing wall skills (94). Most
single character animation work needs to use or learn from motion data for natural
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behavior simulation. To learn directly from motion data for single character anima-
tion is possible, but for a multi-character environment is difficult, as multiple human
players have to be involved in this procedure. So for multi-characters simulation, the
character’s behavior could either be learned separately and then transferred to the
multi-character framework for advanced learning (139), or could be directly used in
the multi-character environment as in crowd simulation (57). Our work tries to solve
a multi-character collaborative task by learning the control policy for both characters’
upper body movements at the joint level.

6.2.2 Robust Reinforcement Learning
Robust reinforcement learning problems usually target solving uncertainties/distur-
bances introduced from different aspects of the Markov Decision Process(MDP) (109),
they can be categorized into three directions. First, from the transition model or en-
vironment dynamics, the uncertainties of the environment dynamics can be modeled
by uncertainty set or direct disturbance to the environment and solved by construct-
ing an adversary agent from the uncertainty sets (13; 98; 155), i.e. Zhang et al. (155)
bring a ”nature player” into multi-framework to serve as adversary agent to each agent
to tackle the uncertainty transition probability. Second, from the environment state,
adding noise to the state can trick the agent into wrong beliefs about the environ-
ment’s current state (141; 103; 44). Third, from the agent action, adding noise to the
action can bring the agent in the wrong direction to affect the transition dynamics, i.e.
Tessler et al (130) has studied adding an adversary agent into the protagonist agent
learning framework by adding disturbances to the protagonist action space directly
to simulate the constantly small disturbance from the environment and by adding the
adversary agent policy linearly to the protagonist agent’s policy to simulate sudden
disturbance in the environment. In our work, we choose to add noise to the action,
but instead of adding to the robust agent itself, we add to the noisy agent.

6.3 Approach
We formulate our problem as single-agent robust learning for multi-phase collabo-
rative tasks in a multi-agent cooperative Markov game set (82), and we propose a
Constrained Robust Soft Actor Critic(C-RSAC) approach to solve it. In this problem
set, the definition of MDP tuple is the same as in Chapter 5.4.1, but the agent index
i needs to be specified for the robust agent and the noisy agent. Here i = 0 refers to
the noisy agent, and i = 1 refers to the robust agent. We first train the two joint level
controlled agents under C-MSAC framework to get two pre-trained policies π0, π1,
and then train the robust agent under C-RSAC framework, that takes policy π0 as
the noisy agent’s cooperative policy, and takes policy π1 as the initial policy for the
robust agent.

The noisy agent observes state st
0 ∈ St

0 from environment O, and uses policy π0
to get action at

0 ∈ At
0, receives a reward rt

0 = R(st
0, at

µ, at
1). For the robust agent, it
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starts with policy π1, and takes state st
1 ∈ St

1 to get action at
1 ∈ At

1, receives a reward
rt

1 = R(st
1, at

µ, at
1). We define the optimal action-value Q∗

1(s1, a1) as the expected
return for the robust agent, the goal is to find the optimal robust policy π∗

1 that can
maximize Q∗

1. At each time step t, it can be described according to the equation
below:

Q∗
1(s1, a1) = max

π∗
1

(E [|r∗
1||π0(s0, aµ), π∗

1(s1, a1)])

aµ
0 is the noisy action from the noisy agent, and it can be calculated as follows, ω is

the noise ratio factor, U is the uniform distribution,

aµ = (1 − ω) · a0 + ω · µ, µ ∼ U(0, 1).

During training for the robust agent, we jointly conduct policy evaluation and policy
iteration and concurrently update the stochastic policy π1 and learn the two Q-
functions Q1,j from both policies, j in the range of [1, 2].

For policy iteration, we use Eq 6.1 to optimize the loss of policy function Jπ1 , in
the direction of maximizing the accumulated reward:

∇Jπ1 = ∇ 1
|B1|

∑
B1

{min
j=1,2

Q1,j(st, at
µ, at

1) − α log π1(at
1|st

1)}. (6.1)

B1 denotes a batch of experiences sampled from the replay buffer of the robust agent,
log π1(at

1|st
1) is the entropy term to increase the variation of action space, and α

is a learned variable indicating the contribution of an entropy regularization term.
Q1,j(st, at

µ, at
1) is calculated from the joint states s and new joint actions (at

µ, at
1) of

robust and noisy agent after adding noise disturbance.
For policy evaluation, we optimize the loss function L1,j using Eq 6.2 to eval-

uate the learned robust policy by minimizing the difference of the value function
Q1,j(st, at

µ, at
1) and its target value y1 for robust agent:

∇L1,j = ∇ 1
|B1|

∑
B1

(Q1,j(st, at
µ, at

1) − y1)2. (6.2)

The target value yi is calculated with a separate target value network
Qtarget(st+1, at+1

µ , at+1
1 ) in order to maintain stability when updating policy network.

6.4 Learning Agent under Physics
In this section, we describe the framework pipeline we use for training the agent under
physics, details of task-related representation of states and actions, and the reward
design for learning the tray balance task.
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Figure 6.1: The framework overview for training collaborative agents under physics.

6.4.1 System Overview
When modeling the agent under physics, we adopt the previous C-MSAC framework
where the two agents learn the control policy from the multi-agent controller (MARL
Controller) during training. The physics engine in Unity provides the task environ-
ment and two joint-level controlled agents under physics to simulate the experiment.
For completing the tray balancing task, three phases need to be finished. Both agents
start from an initial standing pose. In the first phase, both agents need to stretch
out their arms and try to reach the anchor points set on the tray anchor point. Once
both hands grasp the tray, in phase 2 both agents start controlling the arm movement
to lift up the tray to a target height level. After getting close enough to the target
tray height, in phase 3 both agents try to balance the tray to allow the blue ball to
follow the red target’s moving trajectory. The arm movement is controlled by a PD
controller from Unity. The overview is depicted in Figure 6.1.

6.4.2 State Representation
In our environment, we employ two 3D humanoid characters as agents, each featuring
20 joints encompassing the head, pelvis, arms, and legs. Specifically, our focus centers
on the six arm joints, including the upper arms, lower arms, and hands, as illustrated
in Figure 6.2. The states describe the configuration of the agent arms joint feature
and the tray balance task properties. For each joint, the states include the distance
between the joint and the tray, the rotation of the joint, and the angular velocity
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difference between the joint and the tray; for the hand joint, it also includes the
distance and angle difference between the joint and the tray’s anchor points. The
tray balance task, as shown in the same figure, includes a green tray, a blue ball,
and a red target on the surface of the tray. So for the task, the states include the
distance between the ball and the target, ball and tray, tray and tray height target;
the rotation of the ball and tray; the velocity of ball, and the velocity difference
between the ball and tray. The rotations are expressed in quaternions.

Figure 6.2: The task environment.

6.4.3 Action Representation
The physical movement of the agent is controlled by the PD controller at each joint.
The actions provide the joint target orientation and the maximum joint driving force
for the PD controller. In our environment, we use the Unity integrated PD controller
to compute the torque at each joint. The target orientation is represented by a linear
interpolation between the minimum and maximum axis angle for each joint, with the
action signal as the interpolation factor. Thus, the torque applied at each joint is
calculated by a quaternion spherical linear interpolation with the target orientation
in the maximum drive force range. The action is queried at 10 Hz, and the simulator
runs at 50 Hz, so at each query time t each action at

i is executed 5 times in the
simulator. For each arm, there are three joints: upper arm, lower arm, and hand, and
we use x, y, z orientation from the upper arm, y, z orientation from the lower arm, z
orientation for hand to represent the arm movement, as shown in Figure 6.3.
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Figure 6.3: The agent arm joint-level orientations.

6.4.4 Reward Design
The tray balance task includes three phases. In phase 1, the hands need to reach
the tray’s anchor point. In phase 2, the arms need to lift up the tray. In phase 3,
the arms need to move the tray to allow the ball to reach the target. Based on each
phase’s task objective, different reward functions have been designed. Besides the
three phases, we also designed rewards to include some techniques for speeding up
training, such as early termination and behavior regulation.

So for the tray balance task, we calculated the reward rt at each time step t as
follows:

rt = select{ rhand, rlift, rtarget} + rbehavior + rterminate.

rhand, rlift, rtarget represent the reward for phases 1, 2, and 3.
The select{ rhand, rlift, rtarget} term shows the phase selection process, based

on the constraint approach proposed in (123), during each training update iteration,
only one phase’s reward will be selected for updating the agent’s policy. rbehavior is
the behavior regulation reward, and rterminate is the early termination reward.

The details of the reward design are described below.

Phase 1: Hands Reach the Tray

In this phase, the agent’s objective is to stretch both arms to allow each hand to
reach the tray close to the anchor point, while maintaining the hand palm facing up
to the tray bottom, to simulate human hand behavior while grasping the tray.

To satisfy this objective, the reward function is designed as:

rhand = a ∗ rdist + b ∗ rang.



Chapter 6. Addressing Realism and Robustness 70

Here, a, b are the reward ratio parameters, we used 0.5 for both in our experiments.
rdist is the Euclidean distance between each hand plhand and its corresponding anchor
point planchor, as the sketched yellow arrow in Figure 6.4, to encourage the hand to
move closer to the anchor point, and it is calculated:

rdist = exp[−10 ∗ (||plhand − planchor||2 + prhand − pranchor||2)].

rang is the quaternion orientation difference between the hand palm qlanchor and its
corresponding anchor point qrhand, it is sketched as the red arrow in the figure, to
encourage each to be able to grasp the tray properly, it is calculated:

rang = exp[−1 ∗ [(1 − ||qlhand ⊖ qlanchor||2) + (1 − ||qrhand ⊖ qranchor||2)]].

Figure 6.4: The representation for computing the hand reward. The red arrows
indicate the orientation difference between the hand palm and tray anchor point, the
yellow arrow indicates the hand distance to the anchor point. The left figure shows a
random state of the agent. The right figure shows a target state for the agent’s hand
to achieve the maximum step reward of 1.0 for phase 1 (where the red arrows overlap
and the yellow arrow reduces to a point).

Phase 2: Hands Lift the Tray

In this phase, the agent’s objective is to lift up the tray to the fixed target position
p0 while maintaining its balance relative to the identity quaternion q0. To satisfy this
objective, the reward function is designed as:

rlift = exp[−5||pT − p0||2].

It describes the Euclidean distance between the tray and the fixed target position,
to encourage the tray to move closer to the fixed target position. In Figure 6.5 the
sketched green arrow shows the moving direction.
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Figure 6.5: The representation for computing the tray lifting reward. The green arrow
indicates the tray’s moving direction. The left figure shows a random state of the
agents. The right figure shows the target state to achieve the maximum step reward
of 1.0 for phase 2.

Phase 3: Ball Reaches the Target

In this phase, the agent’s objective is to adjust the tray position and orientation
to control the ball to follow a moving target on the tray, as shown in Figure 6.6.
To encourage the ball to stay on the moving target, we use the Euclidean distance
between the ball and the moving target, as represented in the reward function:

rtarget = exp[−25||pB − st||2].
The target’s moving path is controlled by an ellipse equation (where the major

and minor axes are randomized at the beginning of each training episode).

Rewards for Speeding up Training

To speed up the training process, we use behavior regulation and early termination
techniques.

For Behavior Regulation, we add a small penalty when the tray touches any
lower arm of the agent, as shown in Figure 6.7, to avoid the tray being supported by
lower arms and instead encourage the hands to be the only support for tray movement.
The reward function rbehavior is described as below:

rbehavior =

 −0.1 if tray hits lower arm,

0 else.

This relates to the training process of C-MSAC algorithm (123) because the train-
ing is focused on a single selected phase, and can advance to the objective phase when
it satisfies a threshold from Monte Carlo

d =
T −1∑
t=0

γtr0.
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Figure 6.6: The representation for computing the ball reach the moving target reward.
The blue arrow indicates the ball’s moving direction. The left figure shows a random
state of the task. The right figure shows the target state for the ball to reach a
position that achieves the maximum step reward of 1.0 for phase 3.

where γ is the discount factor and r0 is the step reward. We use γ = 0.9 in our
experiment. For phase 1 (hand reaches tray), the step reward of rhand can still be
close to 0.9 when the arms support tray around this location as shown in Figure 6.7.
This can cause the shown misbehavior from the agent for grasping the tray, thus
leading the agent to update policy in the wrong direction and eventually making it
hard to complete objectives for phases 2 and 3.

Figure 6.7: The tray hits the lower arms of the agent.

For Early Termination, reinforcement learning is an episodic training process,
and terminating the training episode earlier is a common technique (104; 12) to
help RL agents stop learning bad behaviors and favor the collected samples more
efficiently, thus achieving significantly faster learning. In our task, we introduced two
early termination conditions: first, when the ball touches the edge of the tray, because
it can easily get stuck at the anchor point of the tray, as shown in Figure 6.8; second,
when the ball or tray hits the ground, as the agents can not recover from this state,
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as shown in Figure 6.9. The reward rterminate can be described as follow:

rterminate =

 −1 if meet early termination conditions,
0 else.

(6.3)

Figure 6.8: The blue ball hits the edge of the tray.

Figure 6.9: The tray hits the ground or the blue ball hits the ground.

6.5 Learning Robust Agent

6.5.1 System Overview
For learning the robust agent, we refer to agent 0 as the noisy agent and agent 1 as
the robust agent as described in 6.1.2. We describe our framework in three parts: the
physics simulator, the MARL controller, and the robust RL controller. Figure 6.10
shows an overview of the framework. The physics simulator is still used to simulate
the two joint-level controlled agents finishing the tray balance task in the Unity game
engine. The MARL controller is used to generate the pre-trained policies π0 and π1.
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The robust RL controller includes two agents: the robust agent and the noisy agent.
The noisy agent acquires π0 as its control policy, and produces noisy action aµ, while
the robust agent acquires π1 as its initial policy to start the learning. The learning
process is described in the C-RSAC algorithm.

Figure 6.10: The framework overview for learning a robust agent.

6.5.2 Algorithm
Algorithm 2 summarizes the procedure used in our proposed approach C-RSAC dur-
ing the training process. On lines 1-3 is the policy initialization process for both
robust agent and noisy agent, the policy network θ0 and θ1 are the pre-trained poli-
cies from C-MSAC framework. Lines 5-11 show the process of collecting samples of
the noisy agent and robust agent in different ways, and lines 7-8 add a randomized
noise to the noisy agent. Lines 12-14 are the same policy updating procedure as in
the C-MSAC algorithm (123).

6.6 Results
In this section, we show the results of all the experiments. We refer to the learned
multi-agent policies with joint-level controlled agents as agents under physics, and
the learned multi-agent policies with IK controlled agents as agents under inverse
kinematics (IK).

6.6.1 Compute Platform
We train all our experiments using the Google Cloud Platform (GCP). Overall 8
machines with Ubuntu 20 were used for training. Each machine is a c2-standard-4
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Algorithm 2 Constrained Robust Soft Actor Critic Algorithm (C-RSAC)
1: Import policy network θ0 for noisy agent;
2: Initialize policy network θ1 for robust agent, and value estimation networks ϕ1,

ϕ2 for each phase;
3: Initialize replay buffer D as empty dictionary ;
4: for each step do
5: Sample action at

1 from policy πθ1(at
1

∣∣∣st
1) for robust agent;

6: Output mean action at
0 from policy πθ0(at

0

∣∣∣st
0) for noisy agent;

7: Generate noise µ from a uniform distribution ∼ U [0, ω];
8: Compute noisy action at

µ for the noisy agent;
9: Execute the joint actions(at

1, at
µ) in task environment;

10: Collect reward rt and next state st+1 from environment;
11: Send tuple ( st

i, at
µ, at

1, rt
i , st+1

i )i=0,1 to replay buffer D;
12: if step > batch size then
13: Select phase k as constraint phase;
14: Update policy θ1;
15: end if
16: end for
17: Output optimal policy θ1 for the robust agent.

instance, with 4 CPU cores and 16 GB memory. The episodic length for the tray
balance task is 260 control steps, and 1300 simulation steps, to allow the moving
target to form a complete ellipse shape trajectory. For each experiment, we train
500,0000 episodes, that is 130 million control steps. For training multi-agent models
under physics, each experiment takes approximately 10 days. For training the robust
agent, it takes about 3 days since a pre-trained initial policy is employed for both the
robust agent.

6.6.2 Parameters
Table 6.1 shows all the parameters used for the robust learning and multiagent mul-
tiphase learning for the tray balance task. The network we use is a three-layer fully
connected network, and the activate function is ReLU.

6.6.3 Learning Agent under Physics
In this section, we present the performance and learning outcomes of agents under
physics and compare those with the corresponding outcomes for the agents under IK.

Comparing Agent under IK and Agent under Physics

Comparing the arm movements of the agent trained under IK with the agent trained
under physics, we observe that the arm movements of the agent under physics are a
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Physics engine simulation rate(Hz) 50
Learning policy control rate(Hz) 10
Policy learning rate(η) 0.0009
Discount factor(γ) 0.99
Soft update parameter τ 0.005
Explore steps 1000
Batch size 256
Neural network hidden state dim 256
Iterations for policy update 100
Number to update 4
Reward scale 1.0
Threshold step reward 0.9

Table 6.1: Training parameters.

lot more natural, with reduced oscillations and glitches. As shown in Figure 6.11, we
also observe that the ball trajectory for the agent under physics is smoother compared
to that for the agent under IK.

Figure 6.11: The comparison of two agents collaboratively completing the trajectory
following tray balance task under IK(left figure) and physics(right figure).
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Grasping Behavior

When designing the reward function for phase 1 (hand reaches the tray), we introduce
two additional terms to encourage the hand to reach the tray anchor point. One of
the terms focuses on grasping position and the other term focuses on the grasping
angle. We also introduce two parameters a, b that correspond to the weight of the
grasping position term and the grasping angle term respectively. a and b are ratios
with values within [0, 1] such that a + b = 1. The reward function is expressed
as rhand = a ∗ rdist + b ∗ rang. If a is greater than b, the reward term encourages
hands to reach the exact grasping position on the tray. Otherwise, the palms are
more encouraged to face up to the tray to have a more realistic grasping behavior.
Figure 6.12 shows the grasping behavior we observed from the learned agent while
adjusting these reward ratio parameters. The first figure shows the result from IK-
based agents, and the remaining three figures show the result from physics-based
agents. For the IK-based setup, the anchor point is used as the IK target and so the
hands of both agents are incapable of moving away from the anchor point. As a result
oscillation of the arms and penetration of arms to the tray can occur when the tray
moves away from the reach range of the agent. For the physics-based agent, the arm is
controlled by joint-level movement. Although the reward terms incentivize grasping
the tray at the anchor point, the agents have more flexibility to grasp around the
anchor point. The three figures under physics show examples of this flexibility with
agents grasping far away from the anchor point. The third figure (a = 0.5, b = 0.5)
is actually a snapshot of an interesting instance where the agent exhibits a sliding
grasping behavior on the tray (which can be seen in the simulation video).

Figure 6.12: The different grasping behaviors of agents under IK and physics.
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Robustness Evaluation

We analyzed the robustness of the learned policies to changes in the physical proper-
ties of the environment by varying the ball mass. We run evaluations where the mass
of the ball is multiplied by a fixed ratio k. k = 1 corresponds to the case where the
mass of the ball during evaluation matches the mass of the ball used during the train-
ing process. k > 1 corresponds to cases where the ball mass used in the evaluation is
higher than the mass used during the training process. We vary the ball mass ratio
k from 1 to 25 and measure the mean episode reward as well as the corresponding
standard deviation for the agent under IK and the agent under physics.

Figure 6.13 shows the results of this experiment. We can see that the agent under
IK achieves a higher reward in the matched condition for k = 1. However, the agent
under IK shows unnatural arm movements as we have noted earlier, and this effect is
not captured in the reward statistics. As we increase the ball mass ratio k beyond 1,
the agent under physics outperforms the agent under IK even in terms of the mean
episode reward. As the mass ratio approaches 25, both agent under IK and agent
under physics are unable to cope with the increased ball mass and the mean reward
approaches zero.

Figure 6.13: The mean episode reward performance against the ball mass ratio for
agents under IK (blue) and under Physics (orange).

Parameter Selection and Reward Averaging

Parameter selection plays a critical role in reinforcement learning as different types
of tasks can have different optimum values of learning parameters such as learning
rate. Besides that, additional parameters can be introduced used when designing the
task specific reward functions and those need to be adjusted to optimize the task
performance. Improving task performance is even more critical in our case since the
results of C-MSAC training are later used as initial policies for C-RSAC. We stud-
ied three parameters that are important for our tray balance task: the learning rate
and the ratio parameters a, b described in 6.6.3 (Grasping behavior). In addition, we
also studied optimizing the individual agent rewards by optimizing a single averaged
reward during the training process. We periodically run evaluations during the train-
ing process and compare the results in terms of the mean episode reward on testing
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episodes for the three task phases. For all the figures, we use Gaussian smoothing
to average out the noisy fluctuations while highlighting the overall trend. We also
show the standard deviation for the episode rewards by shading the region around
the mean, where a scaling factor of 0.5 is applied to the standard deviation in order
to avoid overcrowding the figures.

• Learning Rate, Figure 6.14 shows the results from varying the learning rate
used during our training. We chose the value of 0.0009 to train our final policy
as it has the best mean episode reward performance on all three phases.

• Hand Reach Reward Ratio, Figure 6.16 shows the result of varying the
reward ratios a, b related to the grasping behavior in our tray balance task.
Both the hand and the tray are separately covered with a rectangular collision
bounding box. So the more the palm touches the tray, the better support and
more realistic grasp the hand can give to the tray, which relates to the reward
ratio b. The result shows that (a, b) = (0.2, 0.8) as the pair of reward ratios
achieves the best task performance. However, (a, b) = (0.5, 0.5) also achieves
comparable performance, and videos of the simulations show that it results in
a better grasping behavior as there is an equal encouragement from the reward
function to grasp both at the proper position and the proper angle.

• Reward Averaging, Figure 6.15 compares the task performance between two
cases: one where each agent’s reward is calculated separately for optimization
and one where we average their rewards. In our collaborative task environment,
when training the agents under IK we choose to average the sum reward of both
agents and assign it back to each agent during the training process to achieve a
Nash equilibrium (100). However, while training the agents under physics this
can potentially cause issues due to the flexibility in the way agents choose to
grab the tray. In particular, agents are penalized when their lower arm touches
the tray. If we average the reward, even if just one agent’s lower arm touches
the tray both agents are penalized. To avoid this scenario from happening, we
chose not to average the rewards while training in physics. The comparison in
Figure 6.15 confirms our intuition showing that not averaging the rewards leads
to a better performance, especially in the final phase of reaching the target.

6.6.4 Learning Robust Agent

Performance Based on Mean Episode Reward

While training the robust agent with C-RSAC we use the pre-trained policies from
C-MSAC under physics as the execution policy for the noisy agent, and the initial
policy for the robust agent. During training, we periodically run evaluations and
calculate the mean episode reward for the robust agent while collaborating with the
noisy agent. Figure 6.17 shows the mean episode reward on the evaluation episodes for
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Figure 6.14: The mean episode reward performance of different learning rates.

Figure 6.15: The mean episode reward performance of averaging and separating
agents rewards.

Figure 6.16: The mean episode reward performance of designing hand reward with
different reward ratio parameters.

all three phases as training progresses. We run evaluation on 100 test episodes after
every 2000 steps of training. The leftmost value for 0 steps of training corresponds
to the initial policy obtained from C-MSAC. The graph shows that the mean episode
reward increases for all three phases as the training progresses, indicating that the
C-RSAC leads to improved robustness compared to C-MSAC.
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Figure 6.17: The robust agent performance.

Comparing Mean Episode Reward Across Different Noise Scales

We measure the mean episode reward by varying the noise scale ω which determines
the intensity of the noise applied to the noisy agent’s actions. ω = 0 corresponds to
the case where there is no noise applied to the actions, and as ω increases more and
more noise is added to the actions. The results are shown in Figure 6.18.

Figure 6.18: Comparison of mean episode reward for C-MSAC agent and C-RSAC
agent for different values of noise scale ω

We can see that in the absence of noise (ω = 0), C-MSAC performs slightly
better than C-RSAC but the difference of mean episode reward is smaller than the
corresponding standard deviations. For ω = 0.1 and ω = 0.2, the mean reward is
roughly equal. However, as ω increases above 0.2, we see that C-RSAC achieves a
significantly better mean episode reward compared to C-MSAC. This shows that the
agent trained with C-RSAC exhibits a higher robustness to noise.

Comparing On-target Performance Across Different Noise Scales

Similar to Section 5.6.3, we obtain histograms for the number of on-target steps to
evaluate the on-target performance for C-MSAC and C-RSAC. We run evaluation for
2000 episodes, and define the ball to be on-target at a given step if the target reward
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at any step is above 0.7. The histogram for ω = 0.3 is shown in Figure 6.19 and for
ω = 0.4 is shown in Figure 6.20.

Figure 6.19: Histogram of on-target steps for noise scale ω = 0.3.

Figure 6.20: Histogram of on-target steps for noise scale ω = 0.4.

The figures show that the histogram for C-RSAC is shifted more towards the
right compared to C-MSAC. This demonstrates that under noisy conditions the agent
trained with C-RSAC is able to maintain the ball on target more frequently compared
to the agent trained with C-MSAC.

User Control

For interactive visualization, we also add a user interface for users to interact with
the robust agent by adding a user-controlled noise signal to the noisy agent, as shown
in Figure 6.21. The blue agent is the robust agent, and the yellow agent is the noisy
agent. The agent action space includes orientation in x, y, z direction for upper arms,
y, z direction for lower arms, and z direction for hands. We chose to add noise in the z
direction for upper arms, the y and z direction for lower arms, and the z direction for
hands for ease of user control and also based on our observation of the arm movement
while performing the task. For each arm, the users can adjust the scroll bar to control
the noise signal that is added to the yellow noisy agent.
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Figure 6.21: The environment for robust agent reacts to user-controlled noisy agent.

6.7 Conclusions
In this chapter, we address the challenges of mitigating unnatural oscillatory move-
ments arising from IK-based control and the robustness of the agents against noise.
We propose physics-based joint-level full-arm control for C-MSAC which leads to more
natural movements and also improves robustness to changes in the physical properties
of the environment such as the mass of the ball. We propose the C-RSAC approach
which uses the pre-trained policy from C-MSAC for the noisy agent and add noise in
the action space in order to simulate the effect of errors from another agent or human.
We show that training the robust agent to collaborate with such a noisy agent leads
to an improved robustness to noise, as demonstrated by the superior performance of
C-RSAC resulting in higher mean test episode reward for all three phases, improved
performance for higher noise scales and better on-target performance under noise.
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Conclusion

This thesis addressed challenges related to the design and training of virtual human
agents on complex collaborative tasks. Numerous aspects were addressed such as the
impact of agent gender and feedback strategies on user performance and preference.
Various approaches for training agents to collaborate on multi-phase tasks were also
proposed, achieving natural movements and robustness to noise while avoiding the
need for relying on expensive human interaction data.

In chapters 3 and 4 user studies were performed to study the effect of design vari-
ables like agent gender and feedback strategies on user performance and preference.
It was presented that while agent gender had no significant impact on user perfor-
mance or preference, female agents were considered more attractive by the users. A
comparison between correctness and suggestive feedback strategies was also presented
and the results were that users preferred suggestive feedback which also led to a 65%
reduction in task completion time.

In chapter 5 the C-MSAC approach was proposed for training agents on multi-
phase tasks using constraints. The proposed approach was evaluated on a tray bal-
ancing task and showed that the proposed approach leads to a better performance
in terms of mean episode reward compared to an unconstrained baseline. C-MSAC
also lead to a better generalization performance on unseen trajectories and exhibited
better robustness to environmental disturbances.

In chapter 6 a joint-based control method was proposed for training the agents
with C-MSAC under physics which led to more natural movements and better ro-
bustness against changes to physical parameters. The C-RSAC approach was also
introduced for improving the robustness of an agent by training it to collaborate with
a noisy agent.

Overall, the findings from this thesis provide valuable insights into the design and
modeling choices required for getting closer to the end goal of developing virtual hu-
man agents that can collaborate effectively with humans in challenging collaborative
tasks in immersive virtual reality settings.

84
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7.1 Future Directions
One interesting future direction for this work could be to use human interaction
data to fine-tune the policies learned using C-RSAC. The obtained findings could
also be validated on more complex tasks involving more phases. Recent advances
in Machine Learning (ML) literature could be incorporated to improve the neural
network architectures used for controlling the agents.

Another promising direction is to evaluate the proposed learning methods in an
application interacting directly with real users in an immersive virtual reality envi-
ronment.
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Appendix A

Collaborative Virtual Humans
Including Locomotion

This appendix presents a summary of an initial work performed (34) to enable two
virtual humans to perform a collaborative manipulation task during locomotion. This
work was not continued given the focus given in this dissertation on upper-arm move-
ments instead of locomotion.

A.1 Summary
Using virtual trainers to assist users during direct manipulation tasks, in either sim-
ulated environments or physical environments, requires using some specific approach
for achieving adaptive motion control. Previous work has demonstrated the effective-
ness of using DRL for virtual trainers or robotic agents. In our work, we focus on
applying the Deep Reinforcement Learning (DRL) methodology to two virtual train-
ers to collaboratively transport objects in a VR environment. We designed a task
involving two virtual trainers collaboratively moving a tray from a random position
to a target position in a dynamic environment with an object on top of the tray. The
goal for the two virtual trainers is to carry the object to reach the target location
while avoiding collisions with obstacles in the dynamic environment and keeping the
object on the tray. Based on this design, we trained an efficient initial policy in this
virtual environment, as illustrated in Figure A.1. This learned policy is expected to
serve as an initial policy for this virtual trainer to collaborate with human users in
an immersed VR environment as a human-agent interaction use case.
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Figure A.1: Two virtual trainers collaboratively carry an object with a tray in a
dynamic environment.



Appendix B

Composite Motion Learning with
Task Control

This appendix presents the abstract of an additional work performed, as second au-
thor with external collaborators, on learning virtual human physics-based composite
motions with deep learning methods (144).

B.1 Abstract
We present a deep learning method for composite and task-driven motion control for
physically simulated characters. In contrast to existing data-driven approaches using
reinforcement learning that imitate full-body motions, we learn decoupled motions
for specific body parts from multiple reference motions simultaneously and directly
by leveraging the use of multiple discriminators in a GAN-like setup. In this process,
there is no need of any manual work to produce composite reference motions for learn-
ing. Instead, the control policy explores by itself how the composite motions can be
combined automatically. We further account for multiple task-specific rewards and
train a single, multi-objective control policy. To this end, we propose a novel frame-
work for multi-objective learning that adaptively balances the learning of disparate
motions from multiple sources and multiple goal-directed control objectives. In ad-
dition, as composite motions are typically augmentations of simpler behaviors, we
introduce a sample-efficient method for training composite control policies in an in-
cremental manner, where we reuse a pre-trained policy as the meta policy and train
a cooperative policy that adapts the meta one for new composite tasks. We show
the applicability of our approach on a variety of challenging multi-objective tasks
involving both composite motion imitation and multiple goal-directed control.
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Figure B.1: Example of a physically simulated character performing composite
motion with locomotion and aiming a weapon. The colors show the automatic mixing
of the combined inputs that change dynamically over time based on the state. As
indicated in the inset, red denotes body parts that are vital for locomotion while blue
for aiming respectively. Our multi-objective approach learns this mixture along with
imitation from two disparate reference motions and two goal-directed task rewards
for each action.
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