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ABSTRACT OF THE DISSERTATION
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and Control)
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Professor Mark A. Talamini, Co-Chair

Over the past several years, a dramatic increase in attention has been paid

to 3D media, particularly in the movie industry. Due to the lack of previous algo-

rithmic advancement and the absence of unobtrusive technology, however, three-

dimensional visualization has failed to penetrate the operating room until now. In

this work, we present a system to deliver glasses-free 3D visualization of laparo-

scopic surgeries to the operating room via multiview autostereoscopic displays. We

begin by developing robust stereo-to-multiview content generation so that we may

produce an arbitrary number of stereo sequences for presentation on autostereo-

xvi



scopic displays. We then introduce a reliable disparity estimation technique that

enables the synthesis of the virtual views. In addition, we enforce spatio-temporal

consistency in disparity estimates to provide a superior 3D experience for surgeons

and operating room staff. Finally, we implement the entire system on graphics

hardware in order to achieve real-time operability.

Numerous attempts have been made to introduce three-dimensional (3D)

video systems into clinical routine, particularly for surgeries. The drawback with

all of them thus far has been the fact that they require users to wear cumbersome

glasses in order to receive the advantage of stereoscopy. In this work, we present,

to our best knowledge, the world’s first laparoscopic surgical system that delivers

glasses-free multiview 3D in high-definition (HD) resolution. In addition to a

quantitative evaluation of the video processing components, we performed an initial

subjective study with laparoscopically experienced surgeons, which yielded very

promising results.

xvii



Chapter 1

Introduction

Take a stroll through most hospitals and medical research facilities today,

and you are bound to come across scores of technological innovations. Some are

invisible to the naked eye, such as advanced algorithms to handle deoxyribonucleic

acid (DNA) sequencing faster than ever before, while others simply cannot be

missed, such as magnetic resonance imaging (MRI) machines. Each technology

serves a uniquely different purpose, but, in the broadest sense, they are all utilized

in pursuit of the same goal – improving our capabilities of diagnosing, preventing,

and treating every known health ailment in the best way possible.

In this thesis, we focus our attention on one subset of the medical world

– surgery, and narrow it down even further to the particular practice of laparo-

scopic surgery. Our aim is to evaluate the practice in its current state and deduce

ways that technological advances may ameliorate some of the present weaknesses.

In particular, we focus our attention on the fact that, even though laparoscopic

surgery has many benefits (e.g., operating in hard-to-reach places like the prostate),

it nonetheless possesses intrinsic shortcomings that have yet to be addressed by

the technological world.

The goal of laparoscopic surgery is to perform an operation with minimal

incisions to the body of the patient. Typically, each incision is on the order of a

few millimeters in length. In abdominal laparoscopy, the abdomen is inflated with

carbon dioxide gas to create a more spacious working environment by separating

the abdominal wall from the internal organs. Surgical implements are inserted

1
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through incisions through which a surgeon may perform the operation. Typically,

at least one of the incisions is used for a camera system that relays footage to

a traditional LCD monitor. The surgeon is left with only the two-dimensional

images to perform the operation.

Due to the working environment of these operations, being deprived of the

natural haptic and optic senses, surgeons must undergo lengthy training processes

in order to become adept at working laparoscopically. In particular, they must

be able to navigate a three-dimensional environment using just a two-dimensional

representation of it, a difficult and often dangerous task.

In this dissertation, we focus on trying to restore a surgeon’s natural depth

perception to laparoscopic surgeries. Throughout the chapters, we will discuss the

individual components that are required to build such a system, both in hardware

and software. In fact, in the final chapters, we show results of our system being

used in an initial study by laparoscopically trained surgeons. Our hope is that one

day a fully realized system will become standardized in laparoscopic surgeries, and

perhaps in even other segments of the medical world.



Chapter 2

Is 3D Really Necessary?

2.1 Motivation

(a) Illustration of a laparoscopic surgery. (b) Image of the DaVinci Robotic System.

Figure 2.1: Example modern advances in surgery.

It is undeniable that the future of medicine lies intertwined with technol-

ogy. Even today we see enormous growth in the medical technologies industry.

Particularly in the realm of surgery, we observe that over the past few years the

operating room has blossomed into a haven for innovative technologies. While

most advances have led to enhanced capabilities for surgeons, they also have in-

3
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creased the degree of physical separation between the physician and the patient.

For example, in laparoscopic surgeries (a division of minimally-invasive surgeries

(MIS)), surgeons can perform intricate operations via surgical implements and a

camera inserted through trocars (see Fig. 2.1a), but this comes at the price of

diminishing the senses of sight (depth perception) and touch (tactile dexterity).

Without depth perception, simple tasks, such as suturing, become appre-

ciably more difficult and time consuming [6, 7, 8, 9, 10, 11]. Additionally, the

risk for injuries increases due to misperceptions of the three-dimensional structure

of objects within the human anatomy [12]. In fact, surgeons wishing to perform

laparoscopy have to undergo many hours of additional training to be able to com-

fortably operate in a 3D world (e.g., the abdominal cavity) by seeing only the

2D representation of it on an LCD. This gulf between the patient and the physi-

cian is further increased as technological advances now begin to offer surgeons the

capability of performing the operation from a completely remote location.

While there are some obvious advantages to operating laparoscopically, such

as minimal scarring and faster recovery times, they should not come at the expense

of having the physician’s natural senses dulled, resulting in increased stress levels

[13]. A few of today’s most advanced surgical technologies, such as the DaVinci

robotic system [14], do in fact offer 3D viewing capabilities. This is accomplished

by using a stereoscopic endoscope along with a viewing console where a surgeon

sees a separate camera view from each eye, creating a 3D effect. This is of no

benefit to anyone else in the operating room (OR), however, since only a single

person may view the 3D image. For longer surgeries, this is also not ideal because,

in order to see the 3D effect, the surgeon must remain seated in front of the console,

which contributes to fatigue and restricts the ability to move around the room as

shown in Fig. 2.1b. What is possibly most daunting of all is that these systems are

extremely expensive, often outside of the budget of most facilities. Nonetheless, we

see that 3D is in fact a desirable element of the surgical experience. Others, such as

[6], have taken the more traditional approach of using passive filtered glasses with

a wavelength-multiplexed monitor to deliver 3D. Their studies reveal that greater

depth perception does in fact increase surgeon accuracy in laparoscopic surgeries,
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but again they are limited to glasses-based systems.

In the past, researchers attempted to solve the problem of lost depth per-

ception by using anaglyph (color multiplexed) images with corresponding glasses

so that each eye would perceive a separate image, creating the sensation of three

dimensions (3D). While such glasses were gradually popularized in the movie in-

dustry, they did not fare well in the medical world, in spite of positive findings

such as those of [6]. The approach of using glasses for surgeries has often been un-

successful because 3D glasses are cumbersome, disorienting, and nauseating with

prolonged usage. Furthermore, they are a hazard in the operating room because

they may fall off, they are a potential source of contaminants, and the physician

is not always looking at just the display. Looking at anything besides the screen

causes users eye strain and discomfort and makes them unable to use their visual

system for fine-grain activities such as surgery. The same problem would exist for

more sophisticated glasses, such as polarized or active shutter glasses.

Despite the indispensability of depth perception, surgeons (and most people,

for that matter) generally oppose having to wear any form of eyewear in order

to experience 3D. Many would rather suffer the loss of depth if it means that

they can perform the operation unhindered. Due to recent technological advances,

however, it is no longer necessary for them to have to pick one or the other. Modern

multiview autostereoscopic displays allow an individual to perceive high quality 3D

without the need for glasses. Along with advanced video processing algorithms (our

primary contribution), they have the potential to deliver immersive 3D technology

into the operating room to mitigate the negative effects of traditional 2D displays.

No other system to date has shown such capabilities.

2.1.1 3D and Surgery

Two-dimensional (2D) displays cannot convey the depth information nec-

essary to perform a remote operation. Even in traditional MIS, surgeons undergo

many hours of training to be able to operate in a 3D environment (e.g., the ab-

dominal cavity) by seeing only the 2D representation of it on an LCD. We see

from technological advances, such as the DaVinci, that 3D is a desired element
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of the surgical experience. Furthermore, in a 2002 study done on the causes of

laparoscopic bile duct injuries, the experiments revealed that the ”primary cause

of error in 97% of cases was a visual perceptual illusion... this stemmed from an

illusion of object form.” (emphasis added) [12]. These results reveal the absolute

necessity of having a virtual representation of real-world objects that attempts to

maintain their 3D structure as much as possible.

In our work, we aim to deliver immersive 3D technology into the operating

room to mitigate the negative effects of traditional 2-dimensional (2D) displays.

The approach utilizes autostereoscopic displays to visualize synthesized 3D images

that can be seen with the naked eye. In this way, we enable everyone in the OR to

see 3D video from the surgical cameras without the need for any special glasses.



Chapter 3

Multiview Autostereoscopic

Displays

3.1 Seeing in 3D

Before we discuss multiview autostereoscopic displays and their function,

we delve into the Human Visual System (HVS) for a brief background on what

it means for a person to actually see in 3D. The HVS is a complex system that

integrates a vast number of optical cues, learned associations from memory, and

geometric transformations to produce the sensation known as sight. When we refer

to seeing in three dimensions, we refer to the discriminability of the human mind

to discern the true spatial location of objects in the perceived world through the

HVS.

In this general sense, people have been seeing 3D on their television sets

since the very first electro-mechanical models were introduced to the public in the

1920s. This is because many cues within the scene led the viewers’ minds to infer

depth, even though their visual systems were seeing a two-dimensional image (the

television screen). Fig. 3.1 illustrates some of these so-called monocular cues that

provide humans a sense of depth perception, even when viewing a flat image or

observing with just one eye. Artists and painters have long known about these

phenomena and continue to exploit them in their art to this day. As the reader

7
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Figure 3.1: Common monocular visual cues used by HVS to perceive depth [15].

will attest, each of the six images provides some form of depth information, even

though this is a flat document. For instance, the shrinking of the size of the train

tracks in the bottom left image gives the insight that objects are farther from the

viewer as you move to the top of the image. However, it is just as reasonable that

a flat (no depth) structure might be built with two metal beams converging into an

‘A’ shape and that would be what we are observing in this figure. Yet, because of

our strongly learned association that train tracks must run in parallel, it is almost

impossible to break this association and imagine it as a flat structure, even if we

try. Therefore, the cue dominates, and we perceive depth in the scene.

Monocular cues are not perfect and can often be used to trick the HVS to

see depth when there really is none in the scene, especially in non-natural scenes.

As depicted in Fig. 3.2, each of the set of texture patterns gives the sense that there

exists a 3D structure in the figure when, in reality, some of the same monocular cues

we just mentioned are being used to fool the viewer. For example, the right-most

figure is exploiting a texture gradient to give a tunnel-like illusion.

While monocular cues are powerful, it would be almost foolish for a dis-

play manufacturer to claim their television set is a 3D system because it provides

monocular cues, since they are inherent in any imaged scene. Unfortunately, the

term ”3D” is overloaded with meanings today and is often misunderstood.
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Figure 3.2: Some illusions exploiting monocular visual cues.

When people refer to 3D or 3D systems, they are generally referring to the

idea of stereopsis, whether they know it or not. Stereopsis, or binocular vision, is

the impression of depth that we perceive because we have two eyes viewing the

same scene. Although it has been debated for years, many researchers believe that

it is the most powerful visual cue for depth perception. The way that binocular

vision works is that, when the eyes are focused at infinity, objects closer to the

individual will appear to have a larger horizontal displacement in one eye relative to

the other than objects that are further away. This disparity informs the mind of the

location of objects in depth. Furthermore, disparity is not completely dependent

on monocular cues. A surface could be either textured or flat and still have large

disparity, appearing close.

3.2 3D with Glasses

Glasses-based systems offer a solution to 3D visualization by taking advan-

tage of stereopsis. Each eye is shown a separate image just as if an individual was

viewing the natural world. This is accomplished by interleaving the stereo views

into a single image for the viewer. Many approaches have been proposed over

the years on how to appropriately design the glasses and they are well reviewed

[16, 17, 18, 19]. Nowadays, the solutions range from simple anaglyphs to the more

recent active shutter systems.

Regardless of complexity, however, the glasses always serve the same pur-

pose. Since two camera feeds are interleaved on the display, the goal of the glasses
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is to split the image into the left and right components. With anaglyph glasses, the

images are interleaved in the color bands and then split with filters at particular

wavelengths, resulting in color distortion. With passive glasses, the images are

interleaved spatially and the scanlines are polarized so that the glasses may filter

out the image of the opposite eye. The drawback with passive filtering is a loss

in vertical image resolution. Active shutter glasses synchronize with the display

system using an infrared connection. When the display shows an image for the left

eye, the shutter on the right eye activates, blocking the eye from seeing it. The

converse happens for the right eye. At sufficiently high frame rates (typically 60

Hz and above), the eyes each see a separate, continuous video. Yet, with active

shutter glasses, there is a dimming effect due to the alternating black frames, a

loss of temporal resolution, and the active components mean that the glasses in

general cost much more.

The problem with all of these solutions is that viewers must wear glasses

to see in 3D. They encumber viewers, cause fatigue, and usually lower the appeal

of 3D systems. Furthermore, none of the solutions provides a full 3D experience

without degrading the viewing quality in some respect.

3.3 Autostereoscopic Displays

To enable 3D viewing without the need for any glasses, researchers began to

seriously explore autostereoscopic displays as early as the 1990s. Autostereoscopic

displays do not require observers to wear glasses, eliminating a key obstacle to the

mainstream acceptance of 3D displays, but they require significant changes in the

design of 3D display systems.

On a broad scale, there exist two types of technologies that are commer-

cially available and are being actively developed – parallax barrier and lenticular

systems. Parallax barriers are masks that occlude certain pixels when viewed from

a certain location. For a two view parallax barrier, the left and right images are

typically interlaced in alternating columns on the LCD. Then the barrier is posi-

tioned so that the left and right pixels are blocked from view except when viewed
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from the left and right eyes’ viewing window respectively. Parallax barriers suffer

from reduced brightness but are widely used in a number of commercial applica-

tions. On the other hand, lenticular systems attempt to achieve the same result

as parallax barriers, but instead of blocking certain pixels from sight, they employ

optical elements to refract light to the individual eyes. The end result is that the

reduced brightness seen in parallax displays does not exist but at the cost of a

more complicated system of lenses.

3.3.1 Two-view Lenticular Systems

Figure 3.3: A 2-view lenticular autostereoscopic display [20].

A typical two view lenticular system is described in [20] and illustrated in

Fig. 3.3. In the figure, a top-down view illustrates the pixels of the display (on

the left) being projected by cylindrical lenses to the appropriate viewing window

for each eye (on the right). Although not pictured, due to the nature of the optics,

these viewing windows repeat along the plane parallel to the display. As long as
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Figure 3.4: A 2-view lenticular screen with upper head in the wrong position [21].

the viewer’s left eye remains in the left zone and the right eye remains in the right

zone, the 3D sensation will be present. However, if the eyes are in the wrong

position, the viewer will see inverted stereo as shown in Fig. 3.4. In this figure,

the upper head will be in the wrong place and receive a strange, uncomfortable

visual experience.

3.3.2 Multiview Lenticular Systems

To minimize the locations where an observer might receive wrong, inverted

stereo and to allow multiple viewing zones for a look-around effect, we can en-

large the lenticular lenses to cover multiple pixels, thereby increasing the number

of views. One of the earliest and longest-standing multiview systems is the so-

lution developed by Philips [22], which provides 7 distinct viewing perspectives.

Yet, in the early 1990s, it was thought that four views was the theoretical limit

that a multiview display could show [21]. This was because the initial multiview

approaches all used vertical cylindrical lenslets. So for a 4-view display, the hori-
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Figure 3.5: A 4-view lenticular display, permitting 4 distinct viewing zones [21].

zontal resolution of each of the views was shrunk by a factor of 4 to accommodate

all 4 views. For a VGA display (640×480), the resolution of each of the underlying

views would be terribly low at 160× 480, making it unreasonable.

To mitigate the loss of horizontal resolution, Philips pioneered the slanted

configuration for the lenticular array with their 7-view display [22]. By slanting the

lenslets, they spread multiple views in the vertical direction as well the horizontal.

The result was a reasonable resolution in both dimensions for all the seven views.

Since then, a number of manufacturers have attempted to commercialize on similar

designs, particularly Alioscopy, Inc. [23], which has focused on 8-view displays.

Fig. 3.6 illustrates how these slanted lenslets are positioned for the Alioscopy

display. In this figure, the number over each sub-pixel indicates the view to which

the sub-pixel belongs and the color of the number indicates the respective color

band (red, green, or blue) of that sub-pixel. By using this pattern, the individual

views may be interspersed through the space in front of the display.
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Figure 3.6: Slanted lenticular lenslets, providing a larger number of viewing zones.

The innovative distinction over the original Philips design is that, by offset-

ting the three color channels vertically, Alioscopy managed to reduce the crosstalk

between views in each of the viewing zones. To more clearly illustrate the point,

Fig. 3.7a shows the band (purple region) on a specific lens that corresponds to

the viewing zone for the second view without differentiating the sub-pixels. When

viewed from this perspective at the optimal viewing distance, the observer’s eye

would ideally see information coming from pixels primarily in the second view.

However, notice that in much of the band, information is also coming from views

1, 3, 4, and 8. The net result of this is that there is a diminished sense of depth

perception and a general blurring of images. On the other hand, Fig 3.7b incor-

porates the offset sub-pixels. By diagonalizing the individual color components of

each pixel, it effectively increases the LCD surface area corresponding to a viewing

zone, significantly reducing information bleeding in from the other views. The

result is a much more pleasant 3D experience with sharp edges.
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(b) Offset Sub-Pixel Zoning

Figure 3.7: Highlighting a specific view zone. From this position on the lens, the
second view would be most visible. Clearly using sub-pixels minimizes bleeding
from other views into this zone.

Despite the many advances in fabricating high quality multiview autostereo-

scopic displays, manufacturers have not yet succeeded in getting them into the

homes of consumers. The problem is that multiview content does not really ex-

ist, and perhaps never will in large quantities. On the other hand, single-view

(2D) videos are ubiquitous. Even stereo content is growing at a significant rate.

Therefore, the only options for generating content for multiview displays are to use

computer graphics with 3D models or to build camera arrays with the necessary

number of cameras.

It is impractical to use an array of eight or more cameras to collect multiview

videos for most practices, and practically impossible in the realm of surgery. To

provide a good 3D experience, the cameras would have to be nearly identical in

their configurations (zoom, focus, color balance, synchronization, etc.), even down

to their sensitivity to light at the sensor level. No two sensors are exactly the

same, let alone 8 of them. Furthermore, it becomes a very complicated hardware

problem. All cameras would have to be calibrated and placed in precise alignment.

Any slight shift in physical position or optics or any lighting inconsistency would

dramatically degrade the multiview effect. When considering surgical applications,
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having a large rig of multiple cameras makes no sense. To develop a camera system

small enough for anatomical uses would require costly fabrication of a multi-lens

sensor. In conclusion, without a software solution to convert stereoscopic data to

multiview, autostereoscopic displays are by and large useless devices. Fortunately,

we have developed a highly robust, real-time solution to deal with this problem

and that will be the focus of the rest of this thesis.



Chapter 4

Disparity Estimation

4.1 Overview

Stereo depth estimation is an integral problem associated with the delivery

of 3D content. Depth is an important element for an accurate visual representation

of 3D content. Motivated by the human visual system, the problem is formulated

as the determination of the distance of objects located in a scene based on stereo

information. Humans see depth by integrating multiple visual cues and processing

that information in their visual cortex. By far the most well studied cues come

from having two eyes because they intrinsically correlate with depth. A simple

experiment to validate the importance of binocular cues is to close one eye and

try to grab something in front of you. Stereo depth estimation builds off this

observation. Monocular cues (e.g., occlusion, motion, texture, relative size) may

aid in the estimation, but stereo cues (e.g., horizontal parallax) are the primary

and most robust indicators of depth.

In a two-camera imaging system, disparity is defined as the vector difference

between the imaged object point in each image relative to the focal point [24].

It is this disparity that allows for depth estimation of objects in the scene via

triangulation of the object point in each image. In rectified stereo, where both

camera images are in the same plane, only horizontal disparity exists. In this case,

multiview geometry shows that disparity is inversely proportional to the actual

depth in the scene. Thus, if disparity can be measured from a rectified stereo

17
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Figure 4.1: Relating depth to disparity.

image pair, then the relative depth of each object can also be calculated. Fig. 4.1

shows the relationship between depth and disparity when the cameras are rectified

and camera centers are known. The inverse relationship between depth z and

disparity d is identified as:

d =
fT

z
∼ z−1 (4.1)

where T is the camera separation (the interocular distance) and f is the camera

focal length.

The problem of estimating disparity has been well-studied for images [25].

Excellent methods exist to estimate a disparity map, an image whose locations

and intensities correspond to disparity magnitude at a given pixel location. Fig.

4.2 shows an example of an image and its associated disparity map.

The drawback with many of these existing algorithms is that they generally

perform poorly on real-world images because they are trained on specific datasets,

such as the Middlebury database [26]. Fig. 4.3 shows how the methods produce

good estimates on the datasets for which they are created, but produce noisy,
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erroneous estimates when used on an arbitrary image.

(a) Left Image (b) Left Disparity Image

Figure 4.2: An example of a dense disparity map generated from images taken
by a stereo laparoscope. Here we show only the images for the left eye.

More importantly, applying these methods to a stereo video in a frame-

by-frame basis is not guaranteed to produce spatially and temporally consistent

disparity estimates. In particular, estimation error at object boundaries, occlusion

regions, and textured areas may not be noticeable in one frame but can be apparent

in a video, resulting in inconsistencies along the time axis. When these depth

estimates are used for view synthesis in autostereoscopic displays, results are poor

and contain a great deal of high-frequency flickering that significantly detracts

from the 3D effect when the sequence is visualized.

In this chapter, we present a systematic approach by which we generate ac-

curate and spatio-temporally consistent disparity maps from complex stereo video

sequences, something that is absolutely crucial when working with surgical videos.

We leverage the strengths of current state-of-the-art image-based techniques, but,

in addition, we explicitly enforce the consistency of estimates in both space and

time by treating the video as a space-time volume corrupted by noise. In doing so,

we provide an algorithm that has the capability of refining arbitrary image-based

disparity estimation techniques and, at the same time, extending them to the video

domain.
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Figure 4.3: Lack of generalizability. Good estimates for Middlebury but noisy
for OldTimers.

4.2 Related Work

4.2.1 Image Disparity Methods

For static images, the problem of disparity estimation has been thoroughly

studied, with standardized databases, such as Middlebury [25], aiding in the fast

evolution of the myriad techniques. The existing algorithms may be categorized

into two groups: local and global methods. Local methods treat each pixel,

or an aggregated region of pixels, in the reference image independently and try

to infer the optimal horizontal displacement to match it with the corresponding

pixel/region in the alternate image. In contrast, global methods incorporate as-

sumptions about depth discontinuities and estimate disparity values by minimizing

an energy function over all pixels using techniques like Graph Cuts [27, 28] or Hi-

erarchical Belief Propagation (HBP) [29, 30]. Local methods tend to be fast but

lack the accuracy of global methods. Yet, straightforward implementations of most
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global methods tend to be extremely slow. A thorough review of stereo matching

techniques can be found in [31].

4.2.2 Video Disparity Methods

Stereo video sequences, on the other hand, have been studied less extensively

than images. Solutions to the stereo matching problem are few and far between.

Largely due to the computational bottleneck of dealing with multi-dimensional

data, lack of any real datasets with ground-truth, and the unclear relationship

between optimal spatial and temporal processing for correspondence matching,

few have ventured to present viable solutions to the video disparity estimation

problem. The ones that have tried, typically do so by directly extending existing

methods for images to videos. Usually, such methods suffer from the debilitating

computational complexity of having to minimize an energy function in a very large

space, making them impractical for most applications.

In an attempt to build off the successful HBP approach, the authors in [32]

considered a 3-dimensional Markov Random Field (a graph theoretic approach

where pixels are treated as random variables with probabilistic interconnections)

for HBP so that the temporal smoothness could be handled. This approach is

slow, however, and computational times make it unusable in most cases. The

reported algorithmic run-times are as high as 947.5 seconds ( 15 minutes) for a

single 320× 240 frame on a powerful computer.

Scene Flow [33] defined a 3D motion vector field and used it to improve

temporal consistency. Similarly, [34] estimated motion using traditional optical

flow and applied a median filter along the time axis as a post-processing step.

Both methods required flow field estimation, however, which is computationally

expensive if one desires high accuracy and which introduces unnecessary errors

into the framework.

The method presented in [35] is one of the most promising techniques to

the best of our knowledge, as it shows practical, real-time usability via a GPU im-

plementation of HBP using an approximation to locally adaptive support weights

[36]. The authors integrated temporal coherence in a similar way to [32] and also
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provided a synthetic dataset with ground-truth disparity maps. Even with their

promising findings, however, our algorithm is capable of further refining their re-

sults.

Additional methods have also been proposed, but they typically require

specific hardware, such as time-of-flight sensors [37], or constraints on the data,

such as static scenes [38], that are beyond the scope of a surgical setting and so

we do not consider them.

4.3 Approach

Our approach for disparity estimation [3, 1, 2] leverages the advances made

with the image-based techniques. The core of the algorithm is fast, robust infer-

encing based on the method developed by Felzenszwalb et al., hierarchical belief

propagation (HBP) [29], using locally adaptive support weights [36]. HBP has

been shown to maintain the accuracy of global methods, such as traditional belief

propagation or graph cuts, but rivals local methods in computational time. We

now briefly review the method.

4.3.1 Review of Hierarchical Belief Propagation

HBP [29] begins by assuming a Markov Random Field (MRF) structure on

the image plane. An MRF is an undirected graphical model where the random

variables maintain the Markov Property (the probability distribution of future

states only depends on the current state). In other words, each pixel in the image

space is treated as a node (vertex) in a 4-connected grid (edges exist between

vertical and horizontal neighbor pixels).

In this formulation, the framework of the problem becomes the following.

Let P be the set of pixels in an image and L be a finite set of labels. The labels

correspond to quantities that we want to estimate at each pixel (i.e., the disparity).

A labeling f assigns a label fp ε L to each pixel p ε P . As with traditional global

methods, for each pixel we designate an energy function that determines how well

that label fits:
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E(f) =
∑
pεP

Dp(fp) +
∑

(p,q)εN

V (fp − fq) (4.2)

Dp(fp) is referred to as the data cost and V (fp − fq) is commonly called the

smoothness cost in some literature, but it is more accurate to refer to it as a

discontinuity cost. Intuitively, the data cost captures how well the labeling fits

the node (how well the disparity estimate matches the stereo information). The

discontinuity cost enforces the assumption that labels should vary slowly almost

everywhere except for drastic changes along object boundaries. Neighboring pixels

in the neighborhood N (the 4-connected grid) are penalized according to how large

the difference is between their labels.

In our implementation, the data cost is computed over a large window for

each pixel using Yoon and Kweon’s locally adaptive support weights [36], so that

only points with a high probability of belonging to the same object contribute sig-

nificantly to the cost calculation. For the discontinuity cost, we use the commonly

employed truncated weighted linear model,

V (fp − fq) = min(α |fp − fq| , β), (4.3)

where fp and fq are the labels we wish to assign to pixels p and q.

Minimizing the energy over the entire MRF is equivalent to computing the

Maximum A Posteriori (MAP) estimate. Normally the MAP estimate would mean

maximizing the product of the probability distributions, but the data and discon-

tinuity costs can be seen as corresponding to negative log-likelihoods of the prob-

abilities so that we are doing a minimization. The straightforward max-product

BP algorithm produces an approximate solution to the MAP estimate by passing

messages around the graph defined by the four-connected image grid. The method

iteratively passes messages from all nodes in parallel. Each message is a vector of

length equal to the number of possible labels (disparity levels). Using the notation

of Felzenszwalb et al., let mt
p→q be the message that node p sends to a neighbor-

ing node q at iteration t. At each iteration, new messages are computed in the

following way:
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m 

n 

Figure 4.4: Belief Propagation is run hierarchically to dramatically speed up the
standard algorithm. After each iteration, the results of the current level are passed
down to the next lowest level until the full image resolution is reached.

mt
p→q = min

fp

E(f) +
∑

sεN (p)\q

mt−1
s→p(fp)


= min

fp

Dp(fp) + V (fp − fq) +
∑

sεN (p)\q

mt−1
s→p(fp)

 (4.4)

Here N (p) \ q denotes neighbors of p other than q. The message vector repre-

sents the minimal-energy labeling of node p and all the information coming into

it through the connected nodes. The idea is that after T iterations, information

from one side of the image will have propagated to the other side. Then a belief

vector is generated as:

bq(fq) = Dq(fq) +
∑

pεN (q))

mT
p→q(fq) (4.5)

The final labeling is then selected as the label that minimizes the belief

vector at each node individually. After sufficient iterations, the minimization will

lead to a globally optimal disparity labeling across the entire image.

A naive implementation of this algorithm is computationally very slow, but

Felzenszwalb et al. show that a number of techniques can be used to significantly
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reduce computational time. Most notably, by computing the message vectors on

multiple resolutions, there can be a significant speedup. With this technique, Belief

Propagation is run on a coarse-to-fine manner as shown in Fig. 4.4. At each level in

the hierarchy, messages are computed and then passed down to the lower level until

the full-resolution level is reached and the final inference is made. This approach

allows messages to propagate throughout the entire MRF (Markov Random Field)

but with much fewer iterations. As a result, we are capable of generating robust

disparity estimates at a fraction of the computational time of normal BP or graph

cuts algorithms.

Chapters 4, 5, and 8, in part, are reprints of the material as it appears in

[1, 2, 3]. The dissertation author was the primary investigator and author in [1]

and secondary in [2, 3].



Chapter 5

Spatio-temporally Consistent

Disparity Estimation

5.1 Introduction

In the previous chapter, we discussed how disparity maps may be com-

puted individually on a frame-by-frame basis. The difficulty with operating on

each frame of a video sequence independently is that the consistency between con-

secutive frames is lost. The noisy estimates for each frame create a flickering effect

over time that is highly bothersome to the HVS. To compensate for the temporal

inconsistency, we present a novel, fast, and efficient method.

The key advantage is that we avoid reformulating the problem in space-time,

as a number of others have tried, because of the realization that such attempts

become computationally impractical. Furthermore, image-based techniques have

been thoroughly studied and are much more advanced in their implementations so

we wish to leverage all the breakthroughs made with them.

The proposed method is a two-stage algorithm, as depicted in Fig. 5.1. In

the first stage, our image-based method (or any other existing disparity estimation

method) is applied to individual frames of the video to generate initial estimates.

Then between neighboring pixels in space-time, we enforce the disparity smooth-

ness assumption by mandating that values should vary smoothly except at object

26
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ANY	  Exis(ng	  	  
Disparity	  Es(ma(on	  Method	  

Space-‐Time	  Minimiza.on	  

Le1	  views	   Right	  views	  

Refined	  disparity	  es.mates	  

Ini.al	  disparity	  es.mates	  

Frame-‐by-‐frame	  

Figure 5.1: Block diagram of the proposed method. In the first step, any existing
disparity estimation method can be used to generate initial disparity maps. In the
second step, a space-time minimization problem is solved to enhance the spatial
and temporal consistency of the initial estimates.

boundaries. This is because objects do not simply appear and disappear from one

frame to the next. However, this smoothness assumption is normally violated in

most initial disparity estimates, as there are inevitable estimation errors. Thus in

the second stage, the initial estimates are formed into a three-dimensional volume

in space-time, denoted as the space-time volume. Then a space-time minimization

problem is solved to enforce spatial and temporal consistency in this volume.

Although our emphasis is on videos, it is important to note that image

disparity can also be improved using the proposed algorithm because images can

be treated as videos with just a single frame. Later in this chapter, we will show

that the proposed algorithm reduces estimation error for all top-ranking image-

based disparity estimation techniques on the Middlebury evaluation website [26].
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5.2 Background on Video Restoration

Image restoration is an inverse problem where the objective is to recover a

sharp image from a blurry and noisy observation. Mathematically, a linear shift

invariant imaging system is modelled as [39]

g = Hf + η (5.1)

where f ∈ RMN×1 is a vector denoting the unknown (potentially sharp) image of

size M ×N , g ∈ RMN×1 is a vector denoting the observed image, η ∈ RMN×1 is a

vector denoting the noise, and the matrix H ∈ RMN×MN is a linear transformation

representing the convolution operation. The goal of image restoration is to recover

f from the observed image g.

Standard single image restoration has been studied for more than half a

century. Popular methods such as Wiener deconvolution [39], Lucy Richardson

deconvolution [40, 41], and regularized least squares minimization [42, 43] have

already been integrated into MATLAB. Advanced methods such as total variation

image restoration methods are also becoming mature [44, 45, 46, 47, 48].

While single image restorations still have room for improvement, we must

consider the video restoration problem. The key difference between images and

videos is the additional time dimension. Consequently, video restoration has some

unique features that do not exist in image restoration.

1. Motion Information

Motion deblurring requires a motion vector field, which can be estimated

from a video sequence using conventional methods, such as block matching

[49] and optical flow [50]. While it is also possible to remove motion blur

based on a single image, for example [51, 52, 53, 54, 54], the performance is

limited to global motion or at most one or two objects by using sophisticated

object segmentation algorithms.

2. Spatial Variance versus Spatial Invariance

For a class of spatially variant image restoration problems (in particular,

motion blur), the convolution matrix H is not a block-circulant matrix.
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Therefore, Fourier Transforms cannot be utilized to efficiently find a so-

lution. Videos, in contrast, allow us to transform a sequence of spatially

variant problems to a spatially invariant problem.

3. Temporal Consistency

Temporal consistency is concerned with the smoothness of the restored video

along the time axis. Although smoothing can be performed spatially (as in

the case of single image restoration), temporal consistency cannot be guar-

anteed if these methods are applied to a video in a frame-by-frame basis.

Because of these unique features in video, we may seek a video restoration

algorithm that utilizes motion information, exploits the spatially invariant

properties, and enforces spatial and temporal consistency.

Most of the current state-of-the-art video restoration methods recover a

video by solving a sequence of individual image restorations. To improve the

temporal consistency among the frames, various approaches have been adopted:

[55] modified Eq. (5.1) to incorporate the geometric warping caused by motion; [56]

utilized the motion vector field as a prior to the restoration; and [57] considered a

regularization function of the residue between the current solution and the motion

compensated version of the previous solution.

Another class of methods are based on the concept of the “space-time vol-

ume,” which was first introduced in the early 1990s by [58], and rediscovered by

Wexler, Shechtman, Caspi, and Irani [59, 60]. The idea of the space-time volume is

to stack the frames of a video to form a three-dimensional data structure known as

the space-time volume. This allows one to transform the spatially variant motion

blur problem into a spatially invariant one. By imposing regularization functions

along both the spatial and temporal directions, both spatial and temporal smooth-

ness can be enforced. However, the size of the space-time volume is much larger

than a single image. Therefore, the authors of [60] only considered a regularized

least-squares minimization, as there is a closed-form solution. More sophisticated

regularization functions, such as total variation [55] and its l1-approximation [61]

did not seem possible under this framework, for these non-differentiable functions
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are difficult to solve efficiently.

Our work is based on the augmented Lagrangian method, an old method

that has recently drawn significant attention [47, 48, 62]. All of these methods

follow from Eckstein and Bertsekas’ operator splitting method [63], which can be

traced back to the work of Douglas and Rachford [64] and the proximal point

algorithm [65, 66]. There has been no work, however, on extending the augmented

Lagrangian method to space-time minimization. Before we discuss our approach,

we begin by discussing why the space-time volume can be applicable for video

disparity estimation in the first place.

5.3 Discussing the Space-Time Volume

We begin by inspecting the problem of using image-based algorithms to

generate video disparity estimates. The algorithm presented here is the one we

presented in the previous chapter, but other algorithms can be similarly analysed.

Fig. 5.2 shows a few snapshots of video disparity estimates using our image-

based implementation. At any fixed instant in time, it can be observed that

the disparity is noisy, especially at object boundaries. The cause of these noisy

disparity estimates varies from algorithm to algorithm, but inefficient occlusion

handling and lighting imbalances are two key contributors. We refer to this type

of disparity instability as spatial inconsistency since it is independent of time.

For a fixed pixel location marked by a red box in Fig. 5.2, a red-colored

curve showing the disparity label as a function of time is plotted in the Fig. 5.2(c).

The fluctuation of the disparity in time is referred to as temporal inconsistency,

which is caused by the inability of the algorithm to handle temporal smoothness.

Note that temporal consistency is closely related to spatial consistency, because a

temporally noisy disparity is also likely to be spatially noisy (and vice versa).

Our approach to improving the spatio-temporal consistency of a disparity

sequence is to treat noisy estimates as outliers. That is, we seek a disparity which

tries its best to fit the initial estimate, while at the same time eliminating outliers.

To this end, an l1-norm regression approach is considered as it is more robust than
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(a) Initial estimates from a frame-by-frame approach.

(b) Applying space-time minimization to the above sequence.
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(c) Normalized disparity as a function of time. The red and blue curves correspond to the mean

disparity in the red and blue boxes in (a) and (b).

Figure 5.2: Snapshots of estimated disparity. Note that the result is spatially
and temporally more consistent after space-time minimization.

an l2-norm regression. Since l1-minimization is a convex problem, designing an

efficient algorithm to find the global minimum is possible.
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5.4 Proposed Minimization Algorithm

Let f(x, y, t) be the disparity at (x, y) in space and t in time (See Fig.

5.1). For notational simplicity we stack f(x, y, t) to form a column vector f (i.e.,

f = vec(f(x, y, t))). If f(x, y, t) has M rows, N columns and K frames, then f is

a vector of dimension MNK × 1. The i-th element of f is denoted by [f ]i.

Given a sequence of initial disparity maps g, our goal is to reduce the effects

of the outliers while fitting the initial estimates. Mathematically, we seek to solve

a minimization problem

argmin
f

µΨ(f) + Φ(f), (5.2)

where µ is a regularization parameter, Ψ(f) encapsulates the fidelity residue (Sec-

tion 5.4.1), and Φ(f) represents a regularization that controls the smoothness (Sec-

tion 5.4.2).

5.4.1 Fidelity

We define the objective function in Eq. (5.2) as the l1-norm of the residue

f − g:

Ψ(f) = ‖f − g‖1. (5.3)

The motivation, as mentioned in Section 5.3, is that disparity estimation errors can

be considered as outliers, and an l1-denoising algorithm is effective at eliminating

noise while preserving sharp edges.

In fact, ‖f − g‖1 is related to the notion of the percentage of bad pixels,

a quantity commonly used to evaluate disparity estimation algorithms. Given a

ground truth disparity f∗, the number of bad pixels of an estimated disparity f is

the cardinality of the set

{i| |[f − f∗]i| > τ} (5.4)

for some threshold τ . In the absence of ground truth, the same idea can be used

with a reference disparity (e.g., g). In this case, the cardinality of the set

Ωτ = {i| |[f − g]i| > τ}, (5.5)
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denoted by |Ωτ |, is the number of bad pixels of f with respect to (w.r.t) g. There-

fore, minimizing |Ωτ | is equivalent to minimizing the number of bad pixels of f

w.r.t. g. However, this problem is non-convex and NP-hard. In order to alleviate

the computational difficulty, we set τ = 0 so that |Ωτ | = ‖f − g‖0, and convexify

(make into a convex function) ‖f − g‖0 by ‖f − g‖1. Therefore, ‖f − g‖1 does not

only represent a regression, but can also be interpreted as a convexification of the

notion of the percentage of bad pixels.

5.4.2 Smoothness in Space-Time

To simultaneously enforce smoothness in space and time while maintaining

fidelity, we propose to consider the space-time total variation (TV) regularization.

We define three forward-difference operators (matrices) Dx, Dy and Dt as

Dxf = vec(f(x+ 1, y, t)− f(x, y, t))

Dyf = vec(f(x, y + 1, t)− f(x, y, t))

Dtf = vec(f(x, y, t+ 1)− f(x, y, t)).

Note that the operation of Dx on f can be performed using a convolution with the

kernel [1, −1]. Therefore, the matrix Dx can be shown to be block-circulant. This

property also applies to Dy and Dt.

In order to have greater flexibility in controlling the regularization terms,

we introduce three scaling factors to the forward difference operators as follows.

We define the scalars βx, βy, and βt and multiply them with Dx, Dy, and Dt

respectively so that

D = [βxD
T
x , βyD

T
y , βtD

T
t ]T (5.6)

As a result, with (βx, βy, βt), the space-time total variation norm on f can be

expressed as

‖Df‖2 =
∑
i

√
β2
x [Dxf ]2i + β2

y [Dyf ]2i + β2
t [Dtf ]2i . (5.7)

Eq. (5.7) is a generalization of conventional total variation. If βx = βy = 1, and

βt = 0, then

‖Df‖2 =
∑
i

√
[Dxf ]2i + [Dyf ]2i (5.8)
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is the two-dimensional total variation in the spatial domain. If βx = βy = 0 and

βt = 1, then ‖Df‖2 = ‖Dtf‖1 becomes the one-dimensional total variation in the

temporal domain. By adjusting the relative weights (βx, βy, βt), we can control the

relative emphasis put on the individual terms Dxf , Dyf and Dtf . In short, we

define our regularization term, Φ(f), as:

Φ(f) = ‖Df‖2. (5.9)

5.4.3 Solving the Minimization Problem

Combining Eqs. (5.3) and (5.9) yields the optimization problem that we

wish to solve

argmin
f

µ‖f − g‖1 + ‖Df‖2. (5.10)

Problem (5.10) is known as the TV/L1 minimization problem [48] and can be solved

using the Douglas-Rachford operator splitting method [63]. Our implementation

follows from [67], which has better convergence properties than [48]. However,

some modifications must be made to accommodate for the three-dimensional data

structure of a space-time signal.

Following the idea of the Douglas-Rachford operator splitting method, we

introduce two intermediate variables u and r so that (5.10) can be transformed

into an equivalent constrained problem

argmin
f ,u,r

µ‖r‖1 + ‖u‖2

subject to r = f − g and u = Df ,
(5.11)

where ‖u‖2 =
∑

i

√
[ux]2i + [uy]2i + [ut]2i and u = [uTx , uTy , uTt ]T . The constrained

problem (5.11) can be solved by finding a saddle point of the augmented Lagrangian

function

L(f , r,u,y, z) = µ ‖r‖1 + ‖u‖2
− zT (r− f + g) +

ρo
2
‖r− f + g‖22

− yT (u−Df) +
ρr
2
‖u−Df‖22 , (5.12)
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where y is the Lagrange multiplier associated with constraint u = Df and z is

the Lagrange multiplier associated with the constraint r = f − g. Here ρo and

ρr are two regularization parameters associated with the quadratic penalty terms

‖r− f + g‖22 and ‖u−Df‖22 respectively.

The idea behind the augmented Lagrangian method is to find a saddle

point of the augmented Lagrangian function L(f , r,u,y, z). To this end, we use

the alternating direction method (ADM). At the k-th iteration, the alternating

direction method solves the following sub-problems:

fk+1 = argmin
f

L(f , rk,uk,yk, zk) (5.13)

= argmin
f

zTk f +
ρo
2
‖rk − f + g‖22 + yTk Df +

ρr
2
‖uk −Df‖22 ,

rk+1 = argmin
r

L(fk+1, r,uk,yk, zk) (5.14)

= argmin
r

µ ‖r‖1 − zTk (r− fk+1 + g) +
ρo
2
‖r− fk+1 + g‖22 ,

uk+1 = argmin
u

L(fk+1, rk+1,u,yk, zk) (5.15)

= argmin
u

‖u‖2 − yTk (u−Dfk+1) +
ρr
2
‖u−Dfk+1‖22 .

It also updates the Lagrange multipliers as:

yk+1 = yk − ρr(uk+1 −Dfk+1),

zk+1 = zk − ρo(rk+1 − (fk+1 − g)).

The ‘f’ sub-problem

Sub-problem (5.13) is differentiable and so by the first-order optimality

criteria, we derive the normal equations

(ρo + ρrD
TD)f = ρog + (ρork − zk) + DT (ρruk − yk). (5.16)

Since the operators Dx, Dy and Dt are block-circulant matrices, it can be shown

that the matrix ρo + ρrD
TD is diagonalizable using a three-dimensional (3D)

Fourier Transform:

F(ρo + ρrD
TD)FH = ρo + ρr(β

2
x|ΛDx|2 + β2

y |ΛDy |2 + β2
t |ΛDt|2), (5.17)
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where F is the discrete 3D Fourier Transform matrix, (·)H is the Hermitian operator

and ΛDx , ΛDy and ΛDt are the eigenvalue matrices of Dx, Dy and Dt respectively.

With the diagonalization (5.17), the normal equations (5.16) can be solved in three

steps to determine f :

(i) Apply the discrete 3D Fourier Transform to ρog+(ρork−zk)+DT (ρruk−yk).

(ii) Perform element-wise division by (ρo + ρr(β
2
x|ΛDx|2 + β2

y |ΛDy |2 + β2
t |ΛDt |2)).

(iii) Apply an inverse discrete 3D Fourier Transform.

The ‘r’ sub-problem

Sub-problem (5.14) is given by

argmin
r

µ ‖r‖1 − zT r +
ρo
2
‖r− f + g‖22 ,

which is known as the shrinkage problem. As shown in [67], the shrinkage problem

has a closed form solution

rk+1 = max

{
|w| − µ

ρo
, 0

}
· sign (w) ,

where · denotes component-wise multiplication, w = fk+1 − g + 1
ρo

zk, and |w| is

the component-wise modulus of w.

The ‘u’ sub-problem

Similar to the ‘r’ sub-problem, the solution to (5.15) can be found using the

shrinkage formula as well

uk+1 = max

{
‖v‖2 −

1

ρr
, 0

}
· v

‖v‖2
,

where v = [vTx , vTy , vTt ]T , with components

vx = βxDxf + 1
ρr

yx

vy = βyDyf + 1
ρr

yy

vt = βtDtf + 1
ρr

yt

‖v‖2 =
∑

i

√
[vx]2i + [vy]2i + [vt]2i ,
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Updating the regularization parameters

The Lagrange multipliers, y and z are partitioned as y = [yTx , yTy , yTt ]T

and z = [zTx , zTy , zTt ]T respectively. The corresponding parameters, ρr and ρo, are

updated as

ρr =

2ρr, if ‖uk+1 −Dfk+1‖2 ≥ αr‖uk −Dfk‖2,

ρr, otherwise.

ρo =

2ρo, if ‖g − fk+1‖2 ≥ αo‖g − fk‖2,

ρo, otherwise.

where αr = αo = 0.7. The intuition is that each of the quadratic penalties,
ρr
2
‖u−Df‖22 and ρo

2
‖r− f + g‖22, is a convex surface added to the original objec-

tive function so that the problem is guaranteed to be strongly convex [65]. Ideally,

the residues, ρr
2
‖uk −Dfk‖22 and ρo

2
‖rk − fk + g‖22, should decrease as k increases.

However, if they are not decreasing, the weight of the penalty must be increased

relative to the objective function so that they will be forced to be reduced. There-

fore, the parameter update scheme makes sure that the constraint violation is

decreasing asymptotically. In the steady state as k → inf, the parameters will

become constants [68].

The parameter µ balances a trade-off between the error in fidelity and the

total variation penalty. Large values of µ tend to give sharper results, but the noise

will be amplified. Small values of µ give less noisy results, but the video frames

may become too smooth. Empirically, the optimal value for µ falls in the range of

0.01 ≤ µ ≤ 3 for disparity estimation. A default value of µ = 1 works fairly well in

general. To find the optimal value, we may start the algorithm with a small µ and

exhaustively search for the best one. If the best µ hits either the lower or upper

bounds, then the algorithm returns the initial estimate as its output, indicating

that the initial disparity is already spatio-temporally smooth.

Chapters 4, 5, and 8, in part, are reprints of the material as it appears in

[1, 2, 3]. The dissertation author was the primary investigator and author in [1]

and secondary in [2, 3].



Chapter 6

Novel View Synthesis

The goal of view synthesis is to create intermediate views between the left

and right images in a stereo pair. Given a disparity map, it is straightforward to

relocate most of the pixels to the correct positions. However, there are some pixels

that cannot be relocated, especially if they are being blocked in both the left and

right views and are supposed to appear in the intermediate view. These occluded

pixels are the most challenging problems in view synthesis. When they become

disoccluded in one of the views, we have to artificially fill them. Fig. 6.1 illustrates

an example of a double occlusion. The middle view is synthesized from the two

original views and occlusion regions are highlighted in green. The blue rectangular

areas indicate where the occlusion region exists in each view. Note that in the

left view the bust covers the background region and in the right one the ring is

occluding. We have no information as to what the contents of the disoccluded

region should be, and so we must infer the pixel values based on neighboring

regions.

Original Left View Original Right ViewSynthesized Middle View with Occlusions

Figure 6.1: Illustrating occlusion in a synthesized view.

38
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Numerous approaches have been undertaken to solve the view synthesis

problem. An early approach to filling missing information (called occlusions) was

view morphing, or the interpolation of pre-selected correspondence pixels from one

image into the next. The work in [69] used a stereo geometry based approach

to morph an arbitrary image into another. However, this approach required user-

selected correspondences. Furthermore, morphing makes no assumptions about the

3D scene and therefore does not necessarily preserve the perspective transformation

between the images. To make sure this is upheld (a condition necessary for mul-

tiview displays), others employed depth image based approaches. This preserves

structure but reveals hidden regions in the background where foreground objects

occlude them (the occlusion problem). Sparse reconstruction approaches, such as

[70], can accurately reconstruct images with up to 50% of the pixels randomly

removed because enough structure is preserved. Yet for images with a connected

region of missing pixels, as is the case in a synthesized view, these methods fail.

Not enough structural information exists in the region to fill it well. Several other

approaches have been proposed, including methods based on inpainting [71] [72] or

warping [73]. In our recent works [4, 5], we explored two methods for synthesizing

views. The former places an emphasis on accuracy and a preservation of complex

structure and texture, while the latter focuses on producing fast, visually-pleasing

novel views. In the following sections, we summarize the two proposed approaches

for view synthesis.

6.1 Initial Novel View Generation

To generate a new view from the existing stereo views, we may assign

each pixel in the original view to a new location in the synthesized view. Under

the rectified image assumption, point correspondences occur along horizontal scan

lines. Consider the left and right cameras to be along a normalized baseline at

positions 0 and 1, respectively, and let the virtual camera be at location α, where

0 < α < 1. We can map the pixels from the two views into the virtual view by

horizontally shifting the pixel locations by the disparity of the pixel scaled by α
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or (1 − α) for the left and right views, respectively. More specifically, Let f(x, y)

denote a specific pixel in the original left view and δ(x, y) denote the corresponding

disparity, then the pixel in the synthesized image g(x, y) at position α is given by:

g(x− αδ(x, y), y) = f(x, y). (6.1)

Left Image
(Virtual)

Right Image
(Virtual)

Left Camera Center Right Camera Center

Doubly-Occluded
Singly-Occluded

Unoccluded

Background
Plane

Object 
2

Object 
1

Figure 6.2: A top-down view of a 3D scene illustrating occlusions.

However, this mapping does not guarantee that every pixel of g(x, y) gets a

mapping. In other words, the range space of the mapping is smaller than the size

of the image. Intuitively, the unmapped pixels are those occluded pixels. Since

there is no information in these pixels, we need to fill them with information from

their neighborhood and the layer to which they belong.

Pixels in the synthesized image can be one of three classes: unoccluded,

singly-occluded, or doubly-occluded as illustrated in Fig. 6.2. The singly-occluded

pixels are the simplest to handle. They are the ones which are hidden in one image

but exist in the other. Since there is a one-to-one mapping in this case, the pixel

simply gets assigned the only available value. Unoccluded pixels are those which
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have a mapping to a pixel in both original images (the many-to-one scenario). In

these cases, we can either assign the pixel a value from one of the images (if camera

properties are similar) or a weighted sum of the two images (if camera responses

significantly differ). Lastly, we have the doubly-occluded pixels. These are the

pixels which do not have a mapping from either image. This can happen when an

objects in the foreground block an object in the background in both images. For

this situation, we have no information and need to fabricate plausible pixel values

that would appear visually pleasing to viewers and suitably maintain structure in

the scene.

6.2 Background

Depth image-based rendering (DIBR) is commonly used to generate new

virtual viewpoints for autostereoscopic displays. The three main steps of the DIBR

framework are: preprocessing of the disparity maps, image warping, and hole

filling. Assuming there exists a robust way to estimate the disparity maps, then

the challenge of this method becomes the hole filling step, in which one must

restore the occluded pixels in the new virtual view. Disocclusion refers to the

process of recovering scene information obstructed by visible points and we refer

to any occluded pixels that have been restored as disoccluded pixels.

In [74], a Gaussian filter is used to smooth the disparity map in the prepro-

cessing step to eliminate disoccluded pixels. This method is easy to implement and

computationally efficient. However, the synthesized images are unrealistic due to

the visible geometric distortions, especially when the disoccluded region is large.

A better approach [71] combines depth-based-hole-filling and inpainting to

restore the disoccluded pixels more accurately compared to prior inpainting meth-

ods without using depth information. While inpainting is a powerful tool to restore

small disoccluded regions, it produces a notable amount of blur and can become

computationally inefficient when the disoccluded region is large in the virtual view.

Both of these methods described above produce visual artifacts as shown in [72] and

degrade the 3D effect when the synthesized images are interlaced into a multiview
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image.

The work in [75] over segments the virtual view and pixels in segments

connected to each disoccluded region are used with edge information to fill in

the regions. The filling process is done by merging each disoccluded pixel to an

attached segment and selecting a pixel in a neighboring segment to fill in that

disoccluded pixel. This method fails when there is no strong edge or when compli-

cated textures are present, making it difficult to merge disoccluded pixels to the

correct segment. The method in [76] suggests generating two virtual views at the

extreme left and right positions and uses view interpolation to generate the inter-

mediate views. To enhance spatio-temporal consistency, the authors add disparity

information to calculate priority that determines the filling order of occluded pix-

els. However, this method requires additional hole filling within each intermediate

view.

6.3 Method 1: Spatially Consistent View Syn-

thesis with Coordinate Alignment

Our first approach is a collaborative work that aims to explicitly maintain

a relationship between the synthesized novel views. In this approach, we propose a

novel method that uses coordinate alignment and background pixel extraction to

synthesize highly accurate and spatially consistent intermediate views from a pair

of stereo images and disparity maps. In contrast to the traditional depth image-

based rendering (DIBR) methods, where useful background pixels are discarded in

the warping process, the proposed method extracts these background pixels and

uses them as candidates for an exemplar-based image inpainting technique (EBIIT)

to synthesize realistic content in disocclusion regions. Our second contribution in

this work is a coordinate alignment algorithm that aligns disocclusion regions in

each view together and simultaneously synthesizes disocclusion regions to enhance

spatial consistency across all virtual views.

In this work, we extend the work of [75] and propose a new method to

synthesize consistent intermediate stereo images from a pair of stereo images that
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achieves high accuracy in quantitative metrics. We propose to warp the pixels

and their coordinate indices from the reference view to the virtual views. We then

align the disoccluded regions with those of the other virtual views based on their

coordinate indices. The background layer is then extracted and EBIIT [77] is used

to fill in the disocluded pixels. After the holes are filled, the disoccluded region is

aligned back to the virtual views.

6.3.1 Approach

Pixel Classification

Each pixel in the virtual view is first classified in one of three categories:

stable, unstable, or disoccluded. Stable pixels have only one pixel candidate and

remain constant throughout the inference process. Unstable pixels have multiple

pixel candidates and the candidate is selected that matches best with its neighbor-

ing pixels. Finally, disocclusion pixels have no pixel candidate and are occluded in

both reference images. The candidates are obtained with pixel extraction and the

disoccluded pixels are aligned and filled in with EBIIT.

Initial Virtual View Synthesis

As mentioned in Section 6.1, we may map the source views to the virtual

view using the disparity maps. However, in this method, we need to be slightly

more careful as we also wish to preserve the mappings for the future coordinate

alignment step. In the initial step, color segments in the left IL and right IR refer-

ence images are extracted by [78]. In each segment, pixels with a disparity value

that exceeds ±20 from the mode are labeled as occluded under the assumption

that disparity values vary smoothly on the surface of an object. The occluded

pixels are then filled with the disparity of the nearest non-occluded neighboring

pixels in the segment to generate the left and right refined disparity maps, DL and

DR. After the initial disparity refinement step, a set of n virtual camera positions

θ are defined. In our case, n = 8 since our goal is to generate the views for the

8-view Alioscopy display. Each θi ∈ {0, 1} is used to compute two disparity maps
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for virtual view i as

DL,i = θiDL and DR,i = (1− θi)DR. (6.2)

These disparity maps are used to generate placement matrices to warp pixels

in the reference images to the virtual view. To evaluate the proposed method with

the Middlebury [25, 79] dataset (which only provides 5 views), the three virtual

cameras must be positioned at θ = {1/4, 1/2, 3/4} and the reference left and right

cameras are positioned at 0 and 1 respectively. If we were synthesizing the views

for the multiview display, however, we would need 8 views and therefore position

six virtual cameras at θ = {1/7, 2/7, 3/7, 4/7, 5/7, 6/7}.
Next, the disparity maps for each virtual view are used to compute the

placement matrices that warp pixels from the reference view to the virtual view

for the stable pixels with P1
L and P1

R and the unstable pixels with matrices P2
L

and P2
R. The advantage of warping pixels using placement matrices is that the

refinement of small cracks and round-off errors is performed on the coordinates of

the image to preserve all the texture of the virtual view.

These placement matrices are then used to warp pixels in the reference

views to the virtual view i as

Ii = IL(P1
L,i + P2

L,i) + IR(P1
R,i + P2

R,i) (6.3)

The pixel coordinate map is used to track the location of the disoccluded

regions in the reference views and is computed as

Ci = NL(P1
L,i + P2

L,i) + NR(P1
R,i + P2

R,i) (6.4)

where each row of N is [1, 2, . . . , w], and w is the image width. Finally, the reference

map is used to keep track of whether the pixel is warped from either the left or

right view and is computed as

Fi = 1(P1
L,k + P2

L,k) + 2(P1
R,k + P2

R,k). (6.5)

As a result, the reference map Fi will contain a 1 indicating the left view was the

source, 2 indicating the right view, or 0 if neither left nor right view map to that

location (an occlusion).
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Figure 6.3: (a)-(c): Intermediate views after pixel warping. (d)-(f): Pixels ex-
tracted after alignment. (g) Fused image of (d), (e), and (f) used for hole filling.

Coordinate Alignment and Pixel Extraction for Spatial Consistency

Once all three initial virtual views, I1, I2, and I3, are synthesized using

the placement matrices, each occluded region will appear in all three views but

at different coordinate locations, as shown in the three images of the first row

of Fig 6.3. To enforce consistency of the synthesized regions across all views,

the proposed method aligns the coordinates of the disoccluded region onto the

destination virtual view and backtracks these coordinates to the reference views

to extract background neighboring pixels. These neighboring pixels will then be

used to fill in the disoccluded pixels.

Aligning Coordinates to a Target View

We begin by partitioning each virtual view into n segments. When a disoc-

cluded region appears in a segment, the corresponding virtual view, k, is selected

as the destination view. The neighboring pixel coordinates are extracted for the

selected disoccluded region to be synthesized. Then the coordinates from the

other virtual views are aligned with the neighboring coordinates in the destination
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virtual view. We form the alignment matrix, which is an indicator matrix that

determines whether pixel β in virtual view k is aligned to a pixel in virtual view l

for an arbitrary row i, as follows

Ak,l,i(β) =

{
1 if Φ(β) = 0

0 otherwise
(6.6)

such that

Φ(β) = (Fk(β)− Fl(α
∗)) + (Ck(β)−Cl(α

∗)), (6.7)

where α∗ is the pixel in view l that minimizes Φ(β). Intuitively, this means that if

pixel α∗ in view l has the appropriate coordinates that would map it to the same

reference pixel as pixel β in view k, then these two pixels may be aligned for the

hole filling step. This process is performed on all the boundary coordinates of the

disoccluded region in view k. Once all the neighboring pixels are aligned, we may

perform background pixel extraction to recover all of the background pixels needed

for the hole filling step.

Pixel Extraction from Reference Images

The most common method for stereo-to-multiview conversion is to first warp

the pixels to the virtual view and then to perform hole filling after all the pixels have

been warped. This method removes useful information from the reference images

to aid the hole filling process. To recover information from the reference images,

the proposed method extracts pixels in the reference images that are neighboring

pixels to the disoccluded pixels in the virtual view.

However the neighboring pixels to be extracted region might be obstructed

in the virtual view. To extract the neighboring pixels, we use the reference indicator

map to track which reference image was used to warp pixels to the virtual view.

The background pixel extraction process for view k starts on the boundary of the

disoccluded region and is extracted from the reference view as follows:

Ek(x, y) =


0 if Fk(x, y) == 0

IL(x, y −DL,k(x, y)) if Fk(x, y) == 1

IR(x, y + DR,k(x, y)) if Fk(x, y) == 2

(6.8)
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This process continues until the disparity levels between neighboring pixels

disagree. In Fig. 6.3, the first three images of the bottom row, (d), (e) and (f),

show the background pixel extraction of a disoccluded region across 3 virtual views.

Fusion of Extracted Pixels

After the alignment and pixel extraction processes, the individual extracted

regions are fused together to view k in this manner

Ifused =
n∑
l 6=k

ElAl,k + Ek (6.9)

Fig. 6.3 (g) shows an example of a fused background pixel extraction.

The proposed method compared to traditional DIBR not only provides more in-

formation but removes irrelevant objects to simplify the hole filling process of

the disoccluded region. The alignment step only requires each occluded region

to be synthesized once, independent of how many intermediate views one wishes

to synthesize and also enhances spatial consistency across all intermediate views.

In contrast to the conventional DIBR methods, where each view is synthesized

independently, the proposed method only synthesizes one view.

Hole Filling

After the disoccluded region is processed by the proposed method, the image

is partitioned into 5 × 5 patches and filled with the exemplar-based image in-

painting technique [77] with a slight modification. We simplified the filling priority

calculation of each patch center at x and y to

P (x, y) =
|G=(x, y)|+ |G||(x, y)|
|G=(x, y)G||(x, y)|+ ε

, (6.10)

where G= and G|| are the horizontal and vertical gradients of the images and ε is

a non-zero constant. After the patches are filled, the disoccluded region is shifted

back to each of the virtual views as shown in Fig. 6.4.
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Figure 6.4: Row 1: Virtual views of camera positions 1, 2, and 3. A disoccluded
region is labeled black and appears at three different coordinate locations. Row 2:
Result of proposed method after hole filling.

6.4 Method 2: Efficient View Synthesis

Our second method is both fast and accurate. It consists of four main steps:

generating an initial view, refining it, filling the holes in the disparity map, then

filling holes in the color image.

6.4.1 Initial View Generation

The initial view generation is identical to that of the previous method,

except that there is no need to retain the placement matrices in this case. We

simply map all the existing pixels from the left and right views to the candidate

virtual view position. If there is a case when a pixel is visible in both left and right

images, we retain the pixel with the greater disparity value as measured from the

candidate disparity maps because it is closer to the camera, and will occlude the

pixel behind it.
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6.4.2 Refinement

Disparity estimates along depth discontinuities are either missing from the

original disparity maps or are unreliable [80]. This fact is manifested as ghost

images and holes in the synthesized view. We tag these unreliable pixels by per-

forming edge detection on a binary image showing the mapping of the original

left and right views into the synthesized viewpoint. We implement edge detection

using morphological operations for speed considerations (about 100 times faster

than Canny edge detection). Therefore, a refinement map M is generated by

M = ([I1 ⊕ s) I1] ∪ [(I2 ⊕ s) I2])⊕ s (6.11)

where ⊕ denotes image dilation, I1 and I2 represent the binary map containing a

1 if the corresponding pixel was copied from the left or right image, respectively,

and a 0 elsewhere, and the structuring element s is given by

s =


0 1 0

1 1 1

0 1 0

 (6.12)

The two operands of the union in Equation 6.11 are the edge maps of the left

and right mappings, and the result is dilated to increase the connectivity of edges

and ensure that unreliable estimates are not left unfiltered. We filter the initial

image and disparity map outputs with a 5×5 median filter at every location where

M = 1. Not only does this refinement fix unreliable estimates while preserving

reliable ones, it also dramatically decreases the amount of computation in future

steps of the algorithm.

6.4.3 Filling the Disparity Map

Centered around each hole in the refined disparity map, we select an N×N
neighborhood N . Excluding the other hole pixels in the neighborhood, we form a

histogram of B bins and also compute the variance σ2
N of the disparities in N . In

the case when N contains no valid data (only holes), we increase N by 4N and

repeat. When a contiguous missing region belongs to a single disparity level, it
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makes sense to populate the holes with the most common disparity value. When

multiple disparity levels cross a missing region, a lower disparity value (further

from the camera) is preferable since it is more likely that a foreground object was

occluding the background. We use the variance to discriminate between single

versus multiple disparity levels. Thus, we seek to minimize the cost function

l(bi) = βσ2
N bi +

1

c(bi)
, 1 ≤ i ≤ B (6.13)

where bi is the i-th bin of the histogram, b1 < . . . < bB, c(bi) is the number of

elements in bi, and β is a tuning parameter. The β factor adjusts the balance

between the two additive terms in 6.13. When the variance is high, the first term

in 6.13 is emphasized since multiple disparity levels are likely present, and thus

selecting the background level is preferable. When the variance is low, the first

term in 6.13 is diminished since a single depth layer most likely surrounds the hole,

making the maximum likelihood estimate of the (non-hole) data a better choice.

Balancing the two terms by using the variance also provides robustness against

noise. For instance, if the background disparity level were always selected, then

even a few small values in the neighborhood could corrupt the estimate.

In our experiments, we used N = 31, 4N = 12, B = 10, and β = 1000.

We selected bi to be linearly spaced across the dynamic range of disparity values in

each neighborhood. Fig. 6.5 shows the process of going from the initial synthesized

disparity map to the final filled disparity map, which will be used in the hole filling

process.

6.4.4 Filling the Synthesized View

LetRi be the i-th contiguous region of missing pixels, and let the hole under

consideration be xij, the j-th missing pixel in Ri. Centered around xij, we select

an N ×N neighborhood Nij . We form a histogram of B bins and find the set of

pixels that are in the same bin as the estimated disparity value for xij . The set of

valid pixels Vij in Nij contains those pixels that are in the same disparity level as

xij and are not holes. In the case when Vij is empty, we increase the neighborhood

size and repeat.
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(a) Initial Disparity (b) Refined Disparity (c) Filled Disparity

Figure 6.5: Refinement and filling of disparity prior to filling the synthesized
image.

We next form a super neighborhood Si, which is the smallest rectangle that

contains all Nij. For this neighborhood, we perform k-means segmentation with

C clusters on the grayscale neighborhood [81]. We denote the set of pixels in Si

assigned to the color class r as Kir for 1 ≤ r ≤ C. Note that this segmentation

only needs to be performed once for each contiguous hole region.

Inaccuracies in the disparity map along borders of objects create spurious k-

means classifications. Thus, we apply an 11×11 mode filter in the k-means domain

around the pixels in Bi, the border of Ri. Bi is determined morphologically, similar

to that for disparity estimation.

To determine the color class to which the hole xij belongs, we consider the

valid border pixels in each color class:

Cij;r = Vij ∪ Bi ∪ Kir, 1 ≤ r ≤ C (6.14)

We will assign a color class to xij based on the smallest median distance of Kir
to xij . In order to make a fair comparison of distance to each valid color border

pixel, we choose the median over the same number of distances n:

n = min{|Cij;r| : Cij;r 6= 0} (6.15)

Let dn(Cij;r, xij) be the set of n smallest distances from each element in the valid

border pixels to our current pixel. The color class assignment c is given by

c = min
r

median dn(Cij;r, xij) (6.16)
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In the case when no boundary pixels are valid, we let c be the most common color

class among valid neighborhood pixels.

After determining the color class of xij , we estimate its value as the mean

of the valid pixels belonging to color class c in the neighborhood. After filling all

of the holes in this manner, we filter the edges of each contiguous missing region

with a 5× 5 median filter to denoise the border and produce the final synthesized

view.

Left Initial View Right Initial View

Right Ground Truth DisparityLeft Ground Truth Disparity

Synthesized Intermediate View
(halfway in between)

Figure 6.6: A good synthesis using ground truth disparity maps.

6.4.5 View Synthesis Dependence on Depth Estimates

A key component of view synthesis is accurate disparity estimation. Dis-

parity informs us how pixels in one view map to the other view. Without accurate

measurement of disparity, the task of synthesizing an artificial view becomes much

more difficult. Fig. 6.6 illustrates a typical synthesis result of the intermediate

view using ground truth disparity maps. In contrast, if poor disparity estimates

are used as in Fig. 6.7, the final synthesized view will have many erroneous regions.

When generating the multiview output, the errors are highly visible and in some

cases overpower the sensation of the 3D effect altogether. Fig. 6.8 shows a close-up

of the errors generated from the poor disparity estimates. In light of this strong
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dependence, it is of utmost importance that the disparity estimation algorithm be

robust, especially when estimating the depth for a surgical setting.

Right Estimated DisparityLeft Estimated Disparity Synthesized Intermediate View
(halfway in between)

Figure 6.7: A bad synthesis using poorly estimated disparity maps.

Bad Synthesis Close-UpGood Synthesis Close-Up

Figure 6.8: Highlighting the errors caused by bad disparity estimation.

Chapters 6 and 8, in part, are reprints of the material as it appears in [4, 5].

The dissertation author was a secondary investigator and author in these works.



Chapter 7

Real-time Computation

Let us review the main task of this dissertation. Our purpose is to build a

complete system that will take live stereoscopic camera feeds and convert them to

multiview with minimal latency and high accuracy. Fig. 7.1 depicts schematically

what we are proposing. Given the stereoscopic sequence as input, we desire to

map that input directly to a multiview sequence as output, which can then be

multiplexed on an autostereoscopic display.

The process by which we do this is to first estimate initial frame-by-frame

disparity maps, refine them using space-time minimization, and then synthesize the

appropriate views. Yet, each of the steps in this approach has non-finite computa-

tional times. When they are all put together as a system, real-time computation

is out of the question. Therefore, in this chapter, we discuss the modifications and

innovations that we make in order to produce the real-time stereo-to-multiview

system.

7.1 GPU Processing

With the realization that we need both high quality results and fast pro-

cessing times, it became evident that using a graphics processing unit (GPU) for

the entire stereo-to-multiview conversion process is crucial. Fortunately, the Com-

pute Unified Device Architecture (CUDA) developed by NVIDIA [82] has vastly

revolutionized the world of GPU programming in recent years, making parallel

54
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Input	  

Stereoscopic	  Sequence	   Mul0view	  Sequence	  

Es0mate	  Depth	  

Le9	   Right	  

Refine	  Depth	  

Le9	   Right	  

L	   R	  

Render	  Views	  

Output	  

Le9	   Right	   View	  1	   View	  2	   View	  N	  

Figure 7.1: Illustrating the full stereo-to-multiview conversion pipeline.

programming easier than ever. The downside, however, is that parallel program-

ming places tight constraints on programming style. CUDA distributes blocks

randomly to idle streaming processor cores on the GPU to perform the computa-

tions. Every block has access to the global memory, but the read/write calls for

the global memory are slow because it is uncached and, therefore, should be min-

imized. Each block also has its own shared memory and registers. Access times

for shared memory and registers are very fast, but their size is limited. In addi-

tion to optimizing the algorithms for parallel processing, clever usage strategies for

memory are crucial for maximizing speed. Most importantly, since all pixels are

being processed in parallel, they must be treated independently of each other to

maximize throughput. This is a huge challenge in stereo-to-multiview conversion

where pixel interdependence is exploited to achieve high quality results in disparity

estimation and the image warping process in view synthesis.
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7.2 Rethinking Initial Disparity Estimation

In the previous chapters, we discussed various algorithms for the dispar-

ity estimation of images that can be broken down into two categories: local and

global methods. We based our initial disparity estimation on HBP, which is a global

method, using locally-adaptive weights. Programming a GPU with such methods

is extremely difficult and sub-optimal. Additionally, our space-time minimiza-

tion work is robust enough to improve arbitrary image-based disparity estimates.

Therefore, we modify our initial disparity estimation step, replacing HBP with a

local method and utilizing a robust matching cost.

7.2.1 Local Matching Cost Computation

The drawback with local methods is that disparity values are optimized

over only a small neighborhood, rather than the entire image. For large, texture-

less regions, this can be problematic because the local method will equally weigh

multiple correspondences as the right match. Therefore, we must modify the initial

matching cost.

The Census Transform (CT) [83] is a non-parametric local transform. It

relies on the relative ordering of local intensity values, instead of color intensity.

Given an image, we first convert the color pixels to grayscale values, and construct

a sliding window over each pixel. For each block, the census transform maps

intensity values to a bit vector by performing a Boolean comparison between the

center pixel intensity and its neighborhood pixels. If a neighboring pixel has a

lower value than the center pixel, the bit is set to 0, otherwise the bit is set to 1.

Taking m = 3 as an example, the following window is census transformed as
149 160 230

153 154 156

156 157 152

 −→


0 1 1

0 x 1

1 1 0

 (7.1)

Given two census transformed blocks (each of size m ×m), the Hamming

distance, which is the logical exclusive-or (XOR) operation between the two blocks
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followed by the sum of non-zero entries, is used to determine the cost between them.

For instance,

hamming




0 1 1

0 x 1

1 1 0

 ,


0 0 0

1 x 1

1 1 0


 = 3 (7.2)

We can denote this matching cost as

CostCT (IL(x), IR(x)) = hamming(census(IL(x)), census(IR(x))). (7.3)

The census transform is highly effective but will fail in low contrast regions.

Therefore, we combine this cost with the sampling-insensitive absolute difference

(BT) [84], which is used to compute the color cost between pixels by considering

sub-pixels. For example, when computing the cost between two pixels IL(x, y) and

IR(x, y), it calculates the following absolute color differences

4IL,R = |IL(x, y)− IR(x, y)|
4IL−,R = |IL(x− 0.5, y)− IR(x, y)|
4IL+,R = |IL(x+ 0.5, y)− IR(x, y)|
4IL,R− = |IL(x, y)− IR(x− 0.5, y)|
4IL,R+ = |IL(x, y)− IR(x+ 0.5, y)|

and selects the minimum. Birchfield and Tomasi [84] show that this can be done

with little added computation to the standard absolute difference.

If we denote the BT cost as

CostBT (IL(x), IR(x)) = BT(IL(x), IR(x)), (7.4)

then we can combine both CT and BT costs into a single distance function for

matching pixel p = IL(x) with pixel q = IR(x) as

Dist(p, q) =
1

2

(
(1− exp(−CostCT (p,q)

λCT
) + (1− exp(−CostBT (p,q)

λBT
)
)
. (7.5)

7.2.2 Cost Aggregation

While the combined CT-BT matching cost is very robust, it lacks the accu-

racy levels seen with a fully global method. Therefore, to further enhance quality,
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we perform an aggregation step based on the method of [85]. The result of the

distance function is a three-dimensional map of errors where each error value is

calculated independently. While it is possible to infer the disparity (at each pixel)

by picking the disparity that return the smallest error, i.e.,

D(x, y) = argmin
d

ε(x, y, d), (7.6)

where ε(x, y, d) is the error value for the pixel located at (x, y) for the chosen

label d, the result can be noisy as each pixel is treated independently of its neigh-

bors. Therefore, we apply the cross-based aggregation method to enhance spatial

smoothness.

Without loss of generality, we focus on the left image and denote it as I(x).

At each color pixel xp = (xp, yp), we want to define a neighborhood U(xp) such

that for all pixels in U(xp), the colors are similar. To this end, we first define

the top margin of U(xp) to be the farthest vertical pixel xq such that the color

difference is less than a threshold τ :

v+
p = min

xq

{xq| ||I(xp)− I(xq)||∞ < τ,xq ∈ positive vertical direction}

where || · ||∞ is the maximum of the three color components of I(x). Similarly, we

define the bottom margin as

v−p = min
xq

{xq| ||I(xp)− I(xq)||∞ < τ,xq ∈ negative vertical direction}

The top and bottom margins define a vertical strip of pixels labeled as

{v−p , . . . ,v+
p }. We repeat the same process horizontally to get:

h+
q = min

xr

{xq| ||I(xq)− I(xr)||∞ < τ,xr ∈ positive horizontal direction}

h−q = min
xr

{xq| ||I(xq)− I(xr)||∞ < τ,xr ∈ negative horizontal direction}

Fig. 7.2 illustrates graphically what the cross-based aggregation is doing.

Note that the horizontal margins are defined for each xq in the vertical strip. Thus,

there is a set of horizontal strips for each vertical strip. The union of all these strips

defines the neighborhood U(xp) (denoted with the red boundary in the figure).
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Figure 7.2: Illustration of Cross-based Aggregation.

With the aid of cross-based aggregation, we perform a non-uniform average

of the three-dimensional error map. Specifically, for each pixel location, we take

the average of error values within the neighborhood U(xp) to form the cost volume:

C(xp, d) =
1

|U(xp)

∑
xq∈U(xp)

ε(xq, d) (7.7)

where |U(xp)| denotes the cardinality of the set U(xp). The disparity can then be

determined by picking the value that minimizes this cost at each pixel location xp:

D(x, y) = argmin
d

C(xp, d). (7.8)

7.3 Real-time Space-time Minimization

Once we have our frame-by-frame disparity estimates, we still need to make

sure that they are spatio-temporally consistent. The method we have proposed

thus far, however, although very fast, is a batch process. As a reminder, we must

form a three-dimensional space-time volume by stacking N separate frames of the

video on top of each other. This means that we will at best have a latency equal

to the number of batch frames, N . This is unacceptable for a surgical setting, as

the delay will be immediately noticeable for anything more than just a few frames.
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We modify the original minimization of

argmin
f

µ||f − g||1 + ||Df ||2, (7.9)

to the real-time TV/L1 problem as an optimization problem in the form of

argmin
f

µ||f − g||1 + ||Df ||2 + µκ||Bf − f̂ ||1 (7.10)

which can also be written as

argmin
f

∥∥∥∥∥
(

µI

µκB

)
f −

(
µg

µκf̂

)∥∥∥∥∥
1

+ ||Df ||2. (7.11)

Here, f̂ is the result from the previous frame and B is a diagonal matrix whose

(i, i)-th element is 1 if there is no motion at pixel i, and 0 otherwise. All other

parameters are the same as before.

The problem can be rewritten as:

argmin
f

µ||Af − b||1 + ||Df ||2 (7.12)

where A is

(
I

κB

)
and b is

(
g

κf̂

)
.

We can then form the equivalent constrained problem as before with

argmin
f

µ||r||1 + ||u||2 (7.13)

subject to the constraints that r = Af − b and u = Df and the augmented

Lagrangian function is then given by

L(f , r,u,y, z) = µ||r||1 + ||u||2 − zT (r−Af + b) +
ρo
2
||r−Af + b||22

− yT (u−Df) +
ρr
2
||u−Df ||22 (7.14)

We use the same alternating direction method to find a saddle point of the

augmented Lagrangian as we did previously. At the k-th iteration, we solve the

following sub-problems sequentially.
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7.3.1 The ‘f’ sub-problem

The ‘f ’ sub-problem can be written as

argmin
f

zTAf +
ρo
2
||r−Af + b||22 + yTDf +

ρr
2
||u−Df ||22 (7.15)

This function is fully differentiable and so we can formulate the normal

equations as

(ρoA
TA + ρrD

TD)f = ρoA
T (b + r)−ATz + DT (ρru− y) (7.16)

Expressing this explicitly using:

D = [DT
xDT

y ]T , r =

(
r1

r2

)
, z =

(
z1

z2

)
, A =

(
I

κB

)
and b =

(
g

κf̂

)
,

we arrive at the following normal equations

(ρo(1 + κ2BTB) + ρrD
TD)f = ρo(g + κ2BT f̂ + r1 + κBT r2)− (z1 + κBTz2)

+ DT
x (ρrux − yx) + DT

y (ρruy − yy) (7.17)

This can be solved using the method we previously described in three steps: 1)

computing the Fourier transform, 2) performing element-wise division, and 3) com-

puting the inverse Fourier transform.

7.3.2 The ‘u’ sub-problem

The ‘u’ sub-problem is identified as

argmin
u

||u||2 − yTu +
ρr
2
||u−Df ||22 (7.18)

and the solution is readily given by the shrinkage formula as

ux = max
{√
|v2
x|+ |v2

y| − 1
ρ
, 0
} vx√
|v2
x|+ |v2

y|
(7.19)

uy = max
{√
|v2
x|+ |v2

y| − 1
ρ
, 0
} vy√
|v2
x|+ |v2

y|
(7.20)

where vx and vy are given by

vx = Dxf +
1

ρ
yx (7.21)

vy = Dyf +
1

ρ
yy (7.22)
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7.3.3 The ‘r’ sub-problem

The ‘r’ sub-problem is given by

argmin
r

= µ||r||1 − zT r +
ρo
2
||r−Af + b||22 (7.23)

and it can also be solved in the same manner as the ‘u’ sub-problem, yielding the

solution

r = max
{
|Af − b + 1

ρo
z| − µ

ρo
, 0
}

sign(Af − b +
1

ρo
z) (7.24)

7.3.4 Lagrange multiplier update parameters

Finally, the Lagrange multipliers are updated as

yk+1 = yk − ρr(uk+1 −Dfk+1) (7.25)

zk+1 = zk − ρo(rk+1 −Afk+1 + b) (7.26)

The optimization of each of the sub-problems is iterated until convergence

of the termination criteria or a certain fixed number of iterations have completed.

7.4 Extension to Multiple GPUs

The proposed system is implemented on dual NVIDIA GTX580 GPUs, and

achieves frame-rates above 30fps for the surgical data. The entire system is imple-

mented in CUDA using the GPU by exploiting parallelism. We split the workload

between the GPUs vertically so that each GPU handles half of the image every

frame. However, the aggregation and space-time minimization steps require apron

pixels because neighboring pixels are considered when performing the processing.

Therefore, each GPU also receives a small number of additional apron pixels from

the other view which are only used in the processing to reduce error in the bor-

der regions. When the final synthesized view is generated, the apron pixels are

discarded.

The method is fully scalable and can be extended to any number of GPUs

or even multiple processing clusters if the stereo-to-multiview process is being run

on extremely large datasets.
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Algorithmic Evaluation

We begin by evaluating our disparity estimation algorithm. First, we exam-

ine its performance on images, particularly how we may apply our spatio-temporal

denoising to improve the results of image-based algorithms. We then examine

the results on synthetic video sequences with ground truth disparity maps for a

quantitative evaluation, and show some results with real video sequences as well

as a surgical sequence as a qualitative validation of the results. Afterwards, we

examine the efficacy of our view synthesis methods to validate that quantitatively

going from stereo to multiview is a feasible task, particularly for surgery.

8.1 Disparity Estimation Evaluation

Since our method of disparity estimation is applicable to both images and

videos, we tested it on both to evaluate its performance. For both types of data,

we first performed our initial disparity estimation, followed by the total variation

minimization to enforce consistency. As mentioned previously, for images we set

the size of the space-time volume to a single frame, so that the minimization would

only enforce spatial consistency, as no additional frames were available.

63
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Figure 8.1: The four Middlebury evaluation stereo pairs (only left view shown).
Clockwise from top left: Tsukuba, Venus, Teddy, Cones.

8.1.1 Image Results

The first experiment aims at evaluating the performance of the algorithm

for static images. We set βx = βy = 1 and βt = 0 in Eq. (5.7), indicating no con-

tribution from a temporal component. Four evaluation datasets from Middlebury

(see Fig. 8.1) are used to test our performance on images. At the time of our

experiments, there were 99 methods on the Middlebury website, even though more

algorithms have been submitted since then. For all of the 99 top-ranked methods

submitted to the website, the space-time minimization algorithm is applied to their

outputs in order to refine their results.

Our proposed algorithm consists of an initial disparity estimation step and

a post-processing refinement step. It should be noted that the initial disparity

estimation steps performed by the 99 methods are different due to the method-

ologies they use. As a result, the run time, memory requirement, amount of bad
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(a) Algorithm No. 8 (b) Algorithm No. 78

Figure 8.2: Image disparity refinement on algorithms 8 and 78 (randomly chosen)
from Middlebury for “Tsukuba”. Red box: Before applying the proposed method.
Blue box: After applying the proposed method.

Figure 8.3: Percentage error reduction (in terms of number of bad pixels) by
applying the proposed algorithm to all methods on the Middlebury database.
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pixels and spatial smoothness for the initial estimations are all different. In the

post-processing refinement step, however, the space-time minimization algorithm

is independent of the initial estimation in the sense that it is applied to the outputs

of the initial methods. The run times and memory requirements in this step are

similar for all 99 methods. The goal of this experiment is to show the measurable

improvement when our space-time minimization algorithm is applied to images.

Fig. 8.2 illustrates results before and after our method for two randomly

chosen algorithms, and Fig. 8.3 shows the percentage of error reduction by applying

the proposed algorithm to all methods on the Middlebury database. The higher

bars in the plots indicate that the proposed algorithm reduces the error by a greater

amount. The metric for error measurement is the percentage of bad pixels (or pixels

having an incorrect disparity value by a difference greater than a threshold of 1).

As shown in the plots, it can be observed that for the Tsukuba and Venus

datasets, the errors are typically reduced by a large margin of over 10%. For the

other two datasets, though the error reduction margin is smaller, we still show

general improvement. While there is less error reduction for some datasets, it is

important to note that error reduction is always non-negative. In other words, we

never make the initial disparity estimates worse by applying our denoising method.

Furthermore, for every single algorithm, we provide improvement in at least one

of the image sets.

8.1.2 Video Results

Synthetic Data

Due to the lack of existing stereo sequences with ground truth disparity

maps, effective evaluation of video disparity estimation techniques has been lim-

ited. In this subsection, we show a quantitative evaluation based on a synthetic

dataset generated by Richardt et al. [35]. The dataset consists of five stereo

sequences with associated ground truth disparity maps.

Fig. 8.4 shows five consecutive frames of the sequences “Book” and “Tem-

ple.” For each video, we show the original left frames, initial disparities estimated

using TDCB [35], refinements with our proposed algorithm, and ground truth. It



67

(a) Book Sequence

(b) Temple Sequence

Figure 8.4: Disparity refinement for synthetic sequences. For each video, we have:
Top row: Original. Second row: Initial disparity from [35]. Third row: Proposed
method with µ = 0.75 and (βx, βy, βt) = (1, 1, 2.5). Bottom row: Ground truth.

can be seen that even by visual inspection the resultant disparity maps are more

spatio-temporally consistent. In fact, the percentage of bad pixels per frame of

each sequence is reduced significantly, as shown in Table 8.1.

To validate the robustness of our method, we adopt the same approach

Richardt et al. used in [35] by incorporating additive Gaussian noise with a σ

ranging from 0 to 100 (0 to 0.392 for intensities normalized to 1) to the stereo
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Table 8.1: Versatility of TV on various methods. Refinements have “-TV” as a
postscript. Values are the average percent of bad pixels (threshold of 1).

Sequences
Book Street Tanks Temple Tunnel

TDCB-TV 27.10 17.45 23.25 21.94 32.21
TDCB [35] 38.95 24.17 29.34 29.89 33.01
DCB-TV 35.31 22.45 23.00 27.38 22.41
DCB [35] 47.24 30.91 33.56 37.59 24.04
DCB2-TV 48.66 31.91 41.28 32.14 30.43
DCB2 [35] 53.92 38.02 45.67 40.97 31.19

video. The results are shown in Fig. 8.5. Again, the proposed method nearly

always provides a lower bound to the error of the initial disparity estimates, which

verifies the robustness of the proposed method.
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Figure 8.5: Percentage of bad pixels as a function of Gaussian noise before and
after applying the proposed method to sequences “Book”, “Street”, and “Temple”.
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Real Data

The drawback of most algorithms is that they are limited to only specific

datasets, often rendered with simplifying assumptions to aid development. We

desired our method, however, to robustly work on any video sequence. Therefore,

the proposed algorithm is tested for two real stereo video sequences: “Old Timers”

and “Horse” [86]. The initial disparity is estimated using our image-based method,

a variant of HBP [29] with locally-adaptive support weights [36] and refined using

the space-time minimization method (with µ = 0.75, (βx, βy, βt) = (1, 1, 2.5)).

Fig. 8.6a shows six frames of a zoomed-in region of the left view from the “Old

Timers” sequence. Notice that the image-based results contain both spatial noise

and temporal inconsistencies, particularly in the background area to the right of

the male figure. After refinement, these errors are removed while object edges are

still preserved. Another sequence “Horse” is shown in Fig. 8.6b, indicating similar

improvements.

(a) Old Timers (b) Horse

Figure 8.6: Results for real videos. First row: Left view of the stereo video.
Second row: Initial disparity estimate. Third row: Refinement using the pro-
posed method with parameters µ = 0.75 and (βx, βy, βt) = (1, 1, 2.5). Fourth row:
Zoomed-in results.

Surgical Data

Fig 8.7 shows results for disparity estimation on real surgical footage. As

can be seen from the first row, it is much more difficult to discern depth in such
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a sequence than in natural scenes because many of the normal monocular cues

do not exist here (texture gradients, shading, relative size, etc.). However, our

algorithm performs well even in such difficult sequences. In the second row, we

show the corresponding disparity maps computed with the image-based method

(no spatio-temporal consistency). In the final row, our full spatio-temporally con-

sistent disparity estimation is performed. Upon close inspection, it is evident that

the refined disparity maps are much smoother both spatially and temporally. Ad-

ditionally, object edges are still well preserved.

(a) Left View Frame 1 (b) Left View Frame 2 (c) Left View Frame 3

(d) Initial Disparity Frame 1 (e) Initial Disparity Frame 2 (f) Initial Disparity Frame 3

(g) Refined Disparity Frame 1 (h) Refined Disparity Frame 2 (i) Refined Disparity Frame 3

Figure 8.7: Results for surgical video. Notice that the disparity maps refined
with the spatio-temporal method are much smoother spatially and temporally.
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8.2 Real-time Evaluation

The important thing to consider for the real-time solution is that we do

not want to sacrifice algorithmic performance in trade for creating a speed-up.

Fig. 8.8 shows the results for the “Book” and “Temple” sequences we evaluated

before. Notice that visually the results look even better than our previous methods,

implying that the synthesized multiview will also look much better.

Figure 8.8: Results for real-time disparity estimation method on “Book” and
“Temple” sequences.

Table 8.2 quantitatively shows the superiority of our method. We out-

perform all other real-time or near real-time methods on the four synthetic se-

quences provided by [35].

Table 8.2: Comparing our real-time method with the top (near) real-time
methods.
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8.3 View Synthesis Evaluation

Figure 8.9: Synthesized views using the coordinate alignment approach. Top
row: views with holes still unfilled. Middle row: Result of the hole filling. Bottom
row: Ground truth.

Analysis of the performance of our algorithms is an important element

in gauging the quality of the 3D video, particularly in how well we synthesize

the intermediate views. To evaluate the performance of our methods we make

use of the Middlebury datasets [25, 79], widely referenced in the area of stereo

correspondence. The datasets are used to evaluate state-of-the-art correspondence

algorithms, but we take advantage of the fact that they provide multiple views

with respective ground truth disparity maps. Each of their datasets contains 7

views with true disparity maps for views 1 and 5.

For each dataset, we use views 1 and 5 and their disparity maps to generate

synthetic images for views 2, 3, and 4 using our methods. Then for each of the

three views from the dataset, we compute the peak signal-to-noise-ratio (PSNR)

between the novel image and the original image found in the database.

While PSNR is a good measure of an algorithm’s ability to reconstruct

the original image, the human visual system does not actually perceive PSNR. In

fact, an image could have a relatively low PSNR value (<25dB) and still appear
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acceptable to the human eye while the converse is not true. Consequently, to

further evaluate our algorithms’ abilities to reconstruct a new view, we examine

the mean structural similarity (SSIM) index [87] between the ground truth and

the synthesized views. If we regard the original image as perfect, then the SSIM

is a quality measure of the synthesized image, with a range of [0, 1] and a score of

1 for a perfect match.

Table 8.3: Coordinate Alignment Approach

PSNR and SSIM Averaged over 3 Views
Proposed Tran et al. [75]

Dataset PSNR(dB) SSIM PSNR(dB) SSIM

Art 32.82 0.95 32.66 0.95
Books 31.06 0.95 30.92 0.93
Cloth1 35.99 0.97 35.99 0.97
Dolls 33.22 0.95 33.05 0.95

Laundry 32.16 0.95 32.13 0.95
Moebius 34.58 0.96 34.30 0.94

Monopoly 32.27 0.95 32.19 0.95
Plastic 37.90 0.98 37.77 0.98

Reindeer 34.10 0.95 33.70 0.94
Wood 37.50 0.94 37.47 0.94

Table 8.4: Efficient Stereo-to-Multiview Approach

PSNR and SSIM Averaged over 3 Views
Proposed Tran et al. [75]

Dataset PSNR(dB) SSIM PSNR(dB) SSIM

Art 31.67 0.95 32.66 0.95
Books 30.10 0.93 30.92 0.93
Cloth1 35.04 0.96 35.99 0.97
Dolls 31.61 0.95 33.05 0.95

Laundry 31.66 0.95 32.13 0.95
Moebius 33.42 0.95 34.30 0.94

Monopoly 29.80 0.95 32.19 0.95
Plastic 37.91 0.98 37.77 0.98

Reindeer 32.79 0.95 33.70 0.94
Wood 36.29 0.94 37.47 0.94

Fig. 8.9 shows some synthesized views using the coordinate alignment

method. They images reveal that aesthetically we are able to generate visually-
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pleasing novel views. To quantitatively evaluate the performance, we use PSNR

and SSIM. Table 8.3 has results for views 2, 3, and 4 averaged for each dataset

using our coordinate alignment method and Table 8.4 provides the results for our

efficient approach. Both methods are compared with the state-of-the-art method

of [75], showing that we get excellent results.

Lastly, Fig. 8.10 shows the synthesis of six virtual views given two origi-

nal left and right stereo laparoscopic views. Visually, the results look more than

adequate, but we are unable to quantitatively evaluate the performance since no

ground truth data exists in the surgical environment. However, in the next chap-

ter, we will discuss a preliminary study we performed with surgical fellows using

our system that yielded extremely promising results.

Le#	  View	  from	  Stereo	  Laparoscope	   Right	  View	  from	  Stereo	  Laparoscope	  

Figure 8.10: Synthesizing the six virtual views to enable glasses-free visualization
on the autostereoscopic display in the operating room.

Chapters 4, 5, and 8, in part, are reprints of the material as it appears in

[1, 2, 3]. The dissertation author was the primary investigator and author in [1]

and secondary in [2, 3].

Chapters 6 and 8, in part, are reprints of the material as it appears in [4, 5].

The dissertation author was a secondary investigator and author in these works.



Chapter 9

Validation Study

Figure 9.1: Flowchart of how the stereoscopic footage coming into the laparoscope
ends up being visualized in multiview 3D.

9.1 System Overview

Fig. 9.1 depicts a high-level schematic flowchart of how the stereo video

feeds proceed from the operative field all the way to the viewer, where they are vi-

sualized in 3D on the multiview display. We use a 10-mm dual-channel laparoscope

with stereo endoscopic cameras. The laparoscope captures a stereoscopic pair of

video feeds of the scene just like a conventional 2D scope would. This footage

is then delivered to the processing computer. Here is where our unique, real-time

75
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stereo-to-multiview conversion takes the stereoscopic input and processes it for dis-

play. This step is necessary in order to accurately display 3D on autostereoscopic

monitors and to render a multiview effect. The particular monitor we use requires

eight stereoscopic viewing perspectives, but the real advantage is that, with slight

modification, our system will function with any multiview display. In short, the

system takes the incoming laparoscopic footage, estimates depth in the scene, and

renders the additional perspectives to correctly display multiview 3D. All of this

is done in real time so that camera acquisition is the only latency in the system.

9.2 Experimental Design

In our previous work, we thoroughly evaluated the individual components

of the proposed system and showed that we achieve state-of-the-art results in

terms of standard error metrics on a number of well-known datasets and in terms

of generalizability to natural video sequences. To examine the viability of the

combined system as a surgical tool, however, we chose to perform an initial user

study with some common laparoscopic tasks.

Three laparoscopically experienced surgeons performed multiple trials of

two tasks with both a standard 2D laparoscopic system and the new 3D system.

Performance was evaluated on accuracy based on a predefined set of errors and

also on task completion time. Additionally, a subjective assessment was carried

out to gauge elements such as depth perception, visual comfort level, and overall

quality.

Fig. 9.2 details the various components of the system as used in this ex-

periment. In Fig. 9.2(a), the visualization components are depicted. To minimize

variation in the comparison between 3D and 2D viewing, a standard 2D HD mon-

itor (1080p at 60Hz) was placed adjacent to the multiview 3D monitor (also 1080p

at 60Hz) from Alioscopy, Inc. [23]. The processing computer is shown in the back-

ground. The stereo camera feeds are directed into this machine, allowing us to

display either 2D or multiview 3D at will, based on which monitor is being utilized

at the moment. Fig. 9.2(b) shows the surgeon area, located roughly 2 meters from
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Figure 9.2: Complete experimental setup including stereoscope, 2D and 3D mon-
itors, and the processing computer.

the monitors. The operative field is concealed from the participant’s eyes and the

tools must be inserted through a pair of trocars as in standard laparoscopic surg-

eries. The scope is angled so that it is looking downward onto the operative field

in the same orientation as the participant.

9.2.1 Task 1 - Peg Transfer

The purpose of the first task was to evaluate the efficacy of glasses-free

3D viewing. In particular, our goal was to see if there was any added benefit to

incorporating the element of depth perception and if it had any significant bearing

on laparoscopically experienced surgeons.

Therefore, we chose a peg transfer task, which naturally has a large amount

of depth. In Fig. 9.3, the individual steps of the task are outlined with white

arrows. The participant’s objective was to relocate the green and orange objects

from the left-most pegs all the way to the right using a single grasper in the

particular order depicted in the figure.

To evaluate the participants, we noted the number of attempts each transfer

took. A missed grasp or false placement added to a tally for each destination peg.

Also, task completion times were recorded for each trial.
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Figure 9.3: The peg transfer task. Participants had to move the objects consec-
utively from peg to peg in the numbered order.

9.2.2 Task 2 - Suturing

One of the many advantages of our system is the ability we have to control

the degree of depth an individual perceives. From the stereoscopic footage, we

can render the multiview 3D to provide absolutely no depth (analogous to a 2D

image) or full 3D, as would be seen with conventional glasses-based systems. We

can even extrapolate beyond the standard camera baseline to provide an even more

immersive 3D experience.

In the cinema world, it is often the case that too much depth leads to

headaches, nausea, or discomfort. This has often been attributed to the vergence-

accommodation conflict [88], since the eyes are focused on the screen but are

verging towards differing depth planes. This unnatural behavior is thought to

be the primary source of most negative 3D experiences. Without having to wear

glasses (as in our system), however, the eyes are free to saccade towards physical

objects outside of the display boundaries, potentially reducing much of the normal

discomfort.

In view of this, the aim of the second task was to gauge exactly how much

depth we could make the participants experience without it becoming uncomfort-

able or even detrimental to the task. We asked participants to perform a simple
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Figure 9.4: The suturing task. Participants were asked to perform the steps in
order as quickly and accurately as possible.

suturing task. The needle was inserted into the left trocar and grabbed with the

right hand once visible, the stitch was passed from right to left, the needle was

grabbed on the opposite side, and finally a single loop knot was tied. Fig. 9.4

illustrates these four steps.

The task was performed twice, both times with the 3D system. The first

trial was performed with minimal 3D. The second trial contained the normal

amount of depth. As in the Peg Transfer task, every move in each of the four

steps in this task was logged. Any form of misrepresentation (drop, miss, etc.)

was tallied as an additional attempt. In the end, the total task completion time

was recorded as well.

9.3 Results

Tables 9.1 and 9.2 show the average results for each task among the study

participants. In Table 9.1, we see that, while the task completion time was greater

for the first trial with multiview 3D, it dropped significantly in the second trial.

Additionally, fewer errors were made with 3D than 2D. Table 9.2 shows the re-

sults for the suturing task. While the number of errors was comparable, the task
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Table 9.1: Peg Transfer Task Results Averaged Over All Participants

Trial
Number

Traditional 2D Laparoscopy
Completion Time (s) Number of Errors

1 20.64 2.00
2 21.26 2.33

Trial
Number

Multiview 3D Laparoscopy
Completion Time (s) Number of Errors

1 23.30 1.33
2 17.49 1.33

Table 9.2: Suturing Task Results Averaged Over All Participants

Trial
Number

Minimal 3D (Low depth resolution)
Completion Time (s) Number of Errors

1 60.34 0.50
2 57.25 0.50

Trial
Number

Full 3D (High depth resolution)
Completion Time (s) Number of Errors

1 41.46 1.00
2 39.66 0.00

completion time was significantly lower with greater depth perception.

For the peg transfer task, completion times were generally comparable.

However, as the results show, 3D times improved significantly between trials. Con-

sidering that the subjects were all experienced with traditional laparoscopy, this

finding reveals that using the system is quite intuitive and can even overcome years

of biased training against it. Also, while slight, the error rates did drop when using

the 3D system.

For the longer suturing task, the results were more compelling. While error

rates were fairly low and comparable between minimal and full 3D, the completion

times were much faster with greater depth. We can see the correlation that as we

improve a surgeon’s perception of depth, we can expect to see the task becoming

easier and more natural. A full perception of 3D is in fact helpful to getting the

job done faster without loss in accuracy.

In addition to the quantitative results, a survey was taken to gauge the 2D

versus 3D overall experience, the level of difficulty for each task, and the levels of
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discomfort that were experienced. While the participants had on average about

5 years of laparoscopic experience, making them biased to the 2D monitor, they

consistently rated the 3D visual experience higher and agreed that the added depth

made their tasks easier to perform. Furthermore, they specifically requested that

the amount of depth resolution be further increased. There were no reports of

nausea, eye strain, or any form of discomfort. Two of the participants noted it

was a little strange for them to work with the multiview display at first because

they have been so used to working with a 2D monitor. However, they both quickly

acclimated.

The subjective feedback was highly informative. While the numbers in the

error rates were not staggeringly different between the two tasks, the surgeons did

report that they found it easier to perform them with 3D. In fact, they wanted

even greater depth perception than what we were offering them in the study. If

laparoscopically experienced surgeons can exhibit that great of an eagerness to

work with this new technology, it presents a hopeful case for novice surgeons that

have no preferential bias.
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Conclusion

The state-of-the-art in 3D technology is currently in glasses-based systems,

whether active or passive. What sets us apart is that no one has ever attempted

to deliver 3D to surgeries without the need for glasses before. Of all the situations

where depth perception would be necessitated, surgery is clearly one where it is

vital since lives are at stake. However, until now, the technology did not exist to

develop a feasible system.

Our methods for disparity estimation and view synthesis are some of the

fastest and most accurate in the world to date. These advanced algorithms, com-

bined with highly optimized GPU programming, present us with the unique op-

portunity to make real-time multiview visualization a reality in the laparoscopic

domain. While there is much work ahead of us before we can envision our system

being used routinely in surgeries, the research areas are exciting fields and rich

with many opportunities, even beyond that of surgery.

We have presented methods by which we may present glasses-free 3D con-

tent to surgeons and staff in the OR. We have taken advantage of recent advances

in autostereoscopic displays that have enabled them to produce high-quality mul-

tiview 3D. Beginning with a stereo sequence, we have shown a robust method

by which we may estimate spatio-temporally consistent depth estimates. These

depth estimates are then employed in our stereo-to-multiview virtual view synthe-

sis techniques in order to enable us to generate the sequences necessary to show

3D on autostereoscopic displays. We have shown results that illustrate the robust-
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ness of our techniques on data from varied sources with little to no adjustment of

parameters. Additionally, the validation study we performed reaffirmed the fact

that this system could be an extremely useful tool in laparoscopic surgeries. Not

only did the surgeons acclimate quickly to the multiview perception, they also

demonstrated a strong preference for the 3D experience, even though their years

of training in 2D laparoscopy clearly presented a bias for them.

Although our system is designed as a supplement to OR technologies, such

as the DaVinci, it could be a cost-effective alternative for institutions unable to

pay millions of dollars for a full surgical robot. This system would decrease the

amount of equipment necessary for surgery and the cost would be driven down

tremendously.

Our multiview glasses-free 3D surgical prototype is the first of its kind and

still requires further evaluation. However, the results of our preliminary validation

study are extremely promising and show that the system does in fact aid in surgical

efficacy and is a preferred viewing method over traditional 2D monitors.

We intend to further evaluate this prototype with a wider range of parame-

ters. We plan to perform a full study using medical students with no laparoscopic

experience, experienced surgeons, and expert surgeons that have over 10 years of

experience. We intend to add additional experimental tasks to assess not just

task completion accuracy but accuracy in localizing small details, such as blood

vessels, in three-dimensional space. We hope that our findings will be consistent

with our expectation that our system could dramatically improve the practice of

laparoscopy and one day perhaps actually be utilized.
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