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By 
 

Daniel Bost Howard 
 

Doctor of Philosophy in Engineering 
 

 University of California, Irvine, 2018 
 

Professor Jean-Daniel Saphores, Chair 
 

 
This dissertation proposes a methodology applicable worldwide to assess key 

health, climate and electricity system impacts of high penetrations of variable 

renewable energy (VRE), such as wind and solar energy, in the production of 

electricity.  Three primary questions are addressed: (1) what are the health benefits 

and control costs of tightening emission standards for particulate matter (PM); (2) 

what are the health, climate and electricity grid impacts of high penetrations of VRE; 

and (3) is a 100% Renewable Portfolio Standard (RPS) electricity grid technically 

feasible in Northeast (NE) Brazil, and what are the associated health and climate 

benefits?  The methodology I developed to answer these questions combines highly 

resolved spatial and temporal electricity grid simulation (via Plexos), atmospheric 

dispersion of power plant emissions (via CALPUFF), and human health impacts 

estimation (via BenMAP).  The methodology is validated extensively over detailed 

case studies in NE Brazil, a region that has exceptionally high VRE and hydroelectric 

potential.  Results for Question (1) indicate that when tightening emission 

standards, the health benefits outweigh the control costs by at least 50 times, even 
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in a relatively clean region.  Results for Question (2) show that health and climate 

benefits exceed US$267 million/yr and US$1.2 billion/yr respectively if NE Brazil 

transitions to a 45% VRE instead of a 30% VRE penetration in 2030.  For Question 

(3), I find that a 100% RPS is not feasible using only wind, solar PV and 

hydroelectric resources in NE Brazil unless ~13% of demand can be flexibly 

imported and ~23% of generation can be flexibly exported; otherwise additional 

types of generation, storage and load balancing technology would need to be 

deployed.  For this case, the health and climate benefits are at least US$433 

million/yr and US$2.4 billion/yr respectively if NE Brazil transitions to a 100% RPS 

instead of a 30% VRE penetration in 2030. 
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1 Introduction 

Energy planning is typically based on technical and economic cost minimization that 

does not consider health and environmental impacts.  The main health and 

environmental impacts related to electricity production are a product of local and 

regional pollutant emissions, such as particulate matter (PM) and ozone (03), and 

global pollutant emissions such as carbon dioxide (CO2) and methane (CH4).  Local 

and regional pollutants have a number of adverse health impacts such as 

respiratory and cardiovascular illness, as well as premature mortality, while global 

pollutants cause global climate change. 

The purpose of this dissertation is to propose a spatially and temporally 

resolved methodology that can be used to assess health and climate benefits as well 

as other key implications of current and future electricity infrastructure scenarios.  I 

use this methodology to answer three questions:  (1) What are the health benefits of 

tightening PM standards for coal power plants and how do they compare to control 

costs?; (2) What are the health, climate and electricity grid impacts of high 

penetrations of variable renewable energy (VRE)?; and (3) Is it technically feasible 

given current technology to achieve 100% renewable energy electricity grids, and 

what are the associated health and climate benefits?  My work illustrates the 

importance of accounting for health and climate benefits in energy planning.   

The subject of this dissertation is directly relevant to some of the most 

pressing global initiatives: air quality, climate change and renewable energy based 

electricity systems.  It is projected that world energy consumption will increase by 

60% from 2010 to 2040, with 85% of the energy demand increase occurring in non-
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OECD countries (Leahy et al., 2013).  Increasing fossil energy production to meet 

this demand is likely to have catastrophic impacts via global climate change. In 

addition to increasing energy demand, in the December 2015 Paris Agreement, 

nearly 200 countries committed to reducing greenhouse gas (GHG) emissions in 

order to collectively keep global average temperature increases below 2 degrees 

Celsius (United Nations, 2015).  However, it is not clear how to achieve this goal.  In 

particular, questions remain about how to increase the share of VRE (i.e. wind and 

solar) in the production of electricity, while reliably meeting demand. 

At the same time, local/regional air pollution from the combustion of fossil 

fuels is increasingly of concern in developed and developing countries because of 

the adverse health impact of pollutants such as PM (Brauer et al., 2015).  Over the 

last 20 years, epidemiological and health economics studies have established clear 

connections between air pollutant concentrations and adverse health effects (Babin 

et al., 2007; Krewski et al., 2009; Laden et al., 2006; Lepeule et al., 2012; Moolgavkar, 

2000; Ostro et al., 2007; Pope et al., 2009; Wu et al., 2009; Zanobetti et al., 2009).  In 

particular, ambient PM2.5 (airborne particulate matter whose diameter is less than 

2.5 micrometers) was ranked the fifth largest contributor to global disease in 2015 

(Institute of Health Metrics and Evaluation, 2015). 

Over the last four decades, the impacts of PM pollution have been worsening. 

From 1990 to 2015 the number of deaths attributable to ambient PM2.5 exposure 

increased from 3.5 million to 4.2 million (Cohen et al., 2017).  Approximately 87% of 

the world’s population resides in areas exceeding the World Health Organization 

(WHO) air quality guideline of 10 μg/m3 PM2.5 (annual average) (Brauer et al., 



 3 

2015). From 1990 to 2013 the population-weighted annual average PM2.5 increased 

by 20.4% globally, and although it decreased 34.5% in the U.S., it increased 70.4% in 

Brazil (Brauer et al., 2015).  The global exposure to PM and its substantial 

contribution to global disease is the reason why this dissertation focuses on PM. 

A number of studies have shown that reducing emissions yields monetary 

savings from avoiding adverse health effects that are an order of magnitude greater 

than the cost of the emission control equipment (e.g., see Krupnick and Portney 

1991; Palmer et al., 1995; Pervin et al., 2008).  However, these studies do not model 

the dispatch of power plants in an electric grid, which is necessary to obtain a more 

realistic representation of the link between electricity generation and ambient air 

concentrations and their health impacts. 

In reviewing the literature, I did not find any study at the electric grid level 

that directly compares the health benefits of tightening emissions standards with 

the corresponding emission control costs.  Furthermore, there are few papers 

concerned with the health impacts from power plants in Latin America. I found only 

two studies in Brazil (Alves et al., 2010; Avelino et al., 2015) and one in Mexico 

(Lopez et al., 2005). 

Increasing concerns about the health and climate change impacts of energy 

generation are pressuring energy regulators worldwide to shift to renewable energy 

to reduce air pollution and GHG emissions.  At the same time, electricity grid loads 

are forecasted to increase significantly as sectors such as transportation, industrial 

and cooling/heating switch to electricity to meet GHG and air quality goals (Wei et 

al., 2013; Yang et al., 2014). 
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To meet electricity demand as well as climate change and air quality goals, 

new legislation is being implemented in the U.S. and internationally.  In California, 

Senate Bills 350 (2015) mandates electricity service providers to increase eligible 

renewable energy resources to 50% of California’s total electricity sales by 2030 (de 

Leon & Leno, 2015).  In Brazil, Law number 10,438, which was enacted in 2002, 

created the Program of Incentive to Alternative Source of Energy (PROINFA) to 

increase the share of wind, biomass and small hydroelectric power plants 

(Francisco, 2012).  

I selected Brazil as the country of analysis for this dissertation because it has 

rapidly increasing energy demand and electricity infrastructure capacity, large 

hydroelectric and VRE potential, varying PM10 emission standards, and thermal 

power plants near densely populated cities.  Within Brazil, I focused on NE Brazil’s 

electricity grid because it is a semi-arid region with exceptionally high capacity 

factors for wind and solar electricity production (Krauter, 2005), and because the 

electricity generation installed capacity is increasing by more than five percent per 

year (Ministério de Minas e Energia, 2014). Moreover, legislative initiatives are 

working to reduce dependency on hydroelectric sources and increase renewable 

generation (Law number 10,438).  Additionally, 45.5% of the NE Brazil electric grid 

installed capacity is hydroelectric, which provides large quantities of flexible 

dispatch energy along with pumped hydroelectric energy storage.  Flexible dispatch 

and energy storage resources are needed to balance load and generation during the 

spikes and drops of VRE generation. 
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Temporal and spatial resolutions are important for accurately simulating the 

electric system, emissions dispersion and human exposure.  First, hourly electricity 

supply must meet hourly demand under the constraints of the electric system.  

Models without hourly temporal resolution overestimate the contribution of 

baseload generation and underestimate the contribution of intermittent renewables 

as well as the importance of supply-demand management.  Second, meteorological 

conditions (such as wind) vary based on time and space, and affect how emissions 

disperse.  Third, geographic conditions vary spatially and affect dispersion 

dynamics.   Last, gridded air quality concentrations must be overlaid with gridded 

demographic data to determine how changes in air quality affect human exposure.  

In this context, my dissertation makes several contributions.  First, I 

developed a new integrated modeling methodology to assess key health, climate and 

electricity grid impacts of increasing the share of renewables.  This methodology 

consists of three models integrated sequentially and is applicable in any country.  

For the first modeling stage, I built a spatially and temporally (hourly) resolved 

electricity dispatch model for the electric grid of NE Brazil, in order to better 

capture the link between electricity generation and ambient pollution 

concentrations. To obtain realistic PM concentrations, I input hourly PM emissions 

for an entire year into CALPUFF View (Lakes Environmental, 2017), an atmospheric 

dispersion model with high spatial and temporal resolutions.  To assess the primary 

health benefits of tightening PM emission standards, I developed a health benefits 

mapping tool (BenMAP) database for NE Brazil using the latest integrated exposure-
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response model, which maps changes in air quality to changes in health outcomes 

(BenMAP; U.S. EPA, 2017).   

A second contribution my dissertation makes is a direct comparison of the 

monetary value of the health benefits from tighter PM emission standards with the 

corresponding emission control costs. To calculate these costs, I relied on the 

integrated environmental control model from Carnegie Mellon University (2017).   

A third contribution is an assessment of health, climate, and electric grid 

storage and stability implications of high penetrations of VRE, including an 

assessment of the implications of a 100% renewable energy electricity grid in NE 

Brazil. 

This dissertation is organized as follows. Chapter 2 presents background 

information and explains why my proposed work is novel and important.  Chapter 3 

reviews selected studies dealing with energy, air quality and health in Latin America 

and globally.  In Chapters 4-6, I explain my integrated modeling methodology: I 

motivate why each model was selected, how the different models were used and 

integrated, and how the sources of uncertainty were examined. In Chapter 7, I 

present results for each of the three questions analyzed.  In Chapter 8, I summarize 

key conclusions, discuss some policy implications and propose ideas for future 

work. 
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2 Background 

Climate change and air quality goals are motivating developed and developing 

countries to reduce greenhouse gas and air pollutant emissions.  In this background 

section I discuss how climate change and air pollution are products of power 

systems, along with the global burden of disease attributable to air pollution and 

particulate matter (PM, the sum of suspended solid and liquid particles that are 

hazardous).  Next, I present background information on Brazil, their electrical 

system, and the Northeast Brazil study area.  I then review the air quality and power 

plant emission standards in Brazil, and briefly discuss their enforcement. 

 

2.1 Climate change and air pollution    

Many energy infrastructures rely heavily on the combustion of solid, liquid and 

gaseous fossil fuels.  Two of the main issues with fossil fuel combustion are the 

products of complete combustion as well as the products of incomplete combustion. 

Carbon dioxide (CO2) is a primary product of complete combustion and is the 

highest contributing anthropogenic gas to Earth’s global energy imbalance (Hansen 

et al., 2005).  For example, coal releases on average between 214 and 229lbs 

CO2/MMBtu, gasoline and diesel release between 157 and 161lbs CO2/MMBtu, and 

natural gas releases 117 lbs CO2/MMBtu (U.S. Energy Information Administration, 

2017b). 

Electricity and heat production emissions account for 25% of global 

anthropogenic greenhouse gas emissions, as well as a substantial part of air quality 

pollutants.   Agriculture and land use account for approximately 24% of global GHG 
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emissions, followed by industry (21%), transportation (14%), buildings (6.4%) and 

other energy (9.6%) (IPCC WGII AR5, 2014).  

CO2 is the main greenhouse gas (GHG) contributing to climate change and is 

produced when carbon molecules in fossil fuels are oxidized to CO2 during a 

combustion process.  Carbon dioxide absorbs short ray radiation that is reflected off 

the earth, which is why it is known as a greenhouse gas.  The second methane (CH4) 

and third nitrous oxide (N2O) highest contributing greenhouse gases are also 

released during the lifecycle of energy production (Edenhofer et al., 2014).  

Anthropogenic greenhouse gases are changing the Earth’s atmospheric 

composition, the Earth is currently absorbing 0.85 0.15 W/m, and thus causing a 

planetary energy imbalance.  Temperature increase, ice sheet disintegration, sea 

level rise, more extreme weather events and biodiversity extinction are a few of the 

already observed and expected consequences of the Earth’s energy imbalance 

(Hansen et al., 2005). 

Products of incomplete combustion include regional air pollutants, such as 

particulate matter (PM), nitrogen oxides (NOx), sulfur oxides (SOx) and carbon 

monoxide (CO) (Smith et al., 2013).  These pollutants are among the primary 

contributors to air pollution related premature mortality and morbidity.  In 

particular, ambient PM2.5 (airborne particulate matter whose diameter is less than 

2.5 micrometers) is now the fifth largest contributor to global disease (Institute of 

Health Metrics and Evaluation, 2015). 

The products of incomplete combustion include particulate matter, mono-

nitrogen oxides, nitrous oxides, sulfur oxides, volatile organic compounds and 
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others, and are transported and transformed and contribute to air pollution.  

Epidemiological and health economics studies over the last 20 years have 

established a clear connection between air pollutant concentrations and adverse 

health effects (Bell et al., 2008; Burnett et al., 2014; Cromar et al., 2016; Jerrett et al., 

2005; Moolgavkar 2000; Ostro et al., 2007; Pope et al., 2009; Pope et al., 2002). 

Meeting GHG and air pollution goals requires decarbonizing electricity 

systems as well as electrifying sectors such as transportation and industry, which 

will substantially increase load on the electric grid (Wei et al., 2013).  This 

underscores the importance of understanding the internal and external costs of 

electricity production. Strategic long-term energy planning can reduce the total cost 

of meeting energy demand, including the large and often hidden environmental and 

health costs.  

 

2.2 Global burden of disease relating to air quality 

According to the 2015 Global Burden of Disease study, ambient PM2.5 now ranks as 

the fifth largest contributor to global disease, following high blood pressure, 

smoking, diabetes and high cholesterol (Institute of Health Metrics and Evaluation, 

2015).  The deaths attributable to ambient PM2.5 exposure increased from 3.5 

million in 1990 to 4.2 million in 2015.  The second largest air pollutant contributing 

to global disease is ozone, which caused an additional 254,000 deaths in 2015, and 

was ranked the 34th largest risk factor for global deaths (Aaron J. Cohen et al., 2017). 

The main ambient pollutants caused by power plants that affect human health 

are nitrous oxides (NOx), sulfur dioxide (SO2), carbon monoxide (CO), ozone (O3) 
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and particulate matter (PM) (Smith et al., 2013).  This study focuses on particulate 

matter because it is the main contributor to air pollution related global mortality 

and morbidity rates (Institute of Health Metrics and Evaluation, 2015). 

In their 2015 study, Brauer et al. (2015) found that 87% of the world’s 

population lives in areas exceeding the World Health Organization (WHO) Air 

Quality Guideline of 10 μg/m3 PM2.5 (annual average).  From 1990 to 2013 the 

population-weighted annual average PM2.5 increased by 20.4% globally, and 

increased by 70.4% in Brazil (Brauer et al., 2015). 

Table 1 displays the top five causes of mortality worldwide, taken from the 

World Health Organization 2013 Global Burden of Disease publication.  Air quality, 

or lack thereof, is a strong influence on development of many of the top diseases. 

 

Table 2.1. Top five causes of mortality worldwide in 2012 

Rank Cause 
Deaths 
(000s) 

% Deaths 
Deaths per 

100,000 
population 

  
All Causes 55859 100 789.5 

1 Ischemic heart disease 7356 13.2 104 

2 Stroke 6671 11.9 94.3 

3 
Chronic obstructive pulmonary 
disease 

3104 5.6 43.9 

4 Lower respiratory infections 3052 5.5 43.1 

5 Trachea, bronchus, lung cancers 1600 2.9 22.6 

Source: World Health Organization (2015). 
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In the United States, cardiovascular diseases accounted for approximately 

30.7% of deaths in 2012, or 815,700 people.  Respiratory diseases accounted for 

approximately 8.0% of deaths (World Health Organization, 2015).  Similarly in 

Brazil cardiovascular related diseases caused 31% of total deaths, respiratory 

diseases accounted for 5.5%, and respiratory infections accounted for an additional 

6.1% of deaths. 

 Table 2 displays the cardiovascular and respiratory related deaths in Brazil. 

 

Table 2.2.  Cardiovascular and respiratory related deaths in Brazil (2012) 

Mortality cause 
Number of people 

('000) 
Percent of total 

mortality 

Population  198,656   

All causes of mortality 1318.4  

Cardiovascular disease 408.2 31.0% 

1 Rheumatic heart disease 2.9 0.2% 

2 Hypertensive heart disease 62.0 4.7% 

3 Ischemic heart disease 139.0 10.5% 

4 Stroke 123.1 9.3% 

5 Cardiomyopathy, myocarditis,… 18.4 1.4% 

6 Other circulatory diseases 62.8 4.8% 

Respiratory disease 72.7 5.5% 

1 Chronic obstructive pulmonary disease 44.8 3.4% 

2 Asthma 3.0 0.2% 

3 Other respiratory diseases 24.9 1.9% 

Respiratory infection 80.7 6.1% 

1 Lower respiratory infections 80.3 6.1% 

2 Upper respiratory infections 0.3 0.0% 

3 Otitis media 0.1 0.0% 

Source: (World Health Organization, 2015) 
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2.3 Brazil 

Brazil is the world’s fifth largest country by area and spans over 8.5 million km2 

(Instituto Brasileiro de Geografia e Estatistica, 2016).  Brazil is both a large producer 

of oil, the ninth producer of crude oil and other liquids in the world in 2016 for, and 

is a large producer of renewable energy (U.S. EIA, 2017).  In particular, Brazil relies 

on renewable energy (mainly hydroelectricity) for over 85% of its electricity 

production.   

Electricity demand has been increasing by an average of 4.55% per year in 

Brazil for the last 20 years (World Bank, 2015). Torrini et al. (2016) have forecasted 

that the average annual electricity demand would increase by 4.72% across Brazil 

from 2015 to 2030.  By comparison, the U.S. Energy Information Administration 

forecasted a 60% increase in world energy consumption from 2010 to 2040, with 

85% of the world energy consumption increase happening in non-OECD 

(Organization for Economic Co-operation and Development member countries, 

which includes Brazil (Leahy et al., 2013). 

Brazil has been steadily investing in additional electricity infrastructure 

capacity (REN21, 2017).  However, severe droughts (most recently in 2015) have 

caused the Brazilian government to reconsider the country’s dependency on 

hydroelectricity.  Although Brazil has a decadal electricity expansion plan promoting 

the expansion of renewable generation (e.g., Law number 10,438; Ministério de 

Minas e Energia, 2014), there is now a debate about how much of the increasing 

energy demand should be met with hydroelectricity versus thermal versus 
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intermittent renewable generation (Silva et al., 2016; Ministério de Minas e Energia, 

2014). 

Thermal generation offers a number of advantages, including low costs as 

well as predictable and flexible generation to balance load and generation, but it has 

a number of substantial health and climate impacts (IPCC, 2013; Lelieveld et al., 

2015). 

Increasing the shares of wind and solar electricity in Brazil’s electricity 

system can, however, create substantial problems at the local (near power plant) 

and system levels (de Jong et al., 2016).  Local issues include voltage control, fault 

currents (abnormal electrical currents) and harmonic distortion and flicker (when 

current and voltage waveforms are non-sinusoidal). System issues include a 

potential imbalance between load and generation, reactive power generation and 

reduced frequency control (Anaya-Lara et al. 2009; Borba et al., 2012). 

Apart from its size, I initially selected Brazil because of Brazil’s rapidly 

increasing electricity demand, a planned electric system capacity increase of 57% 

from 2013-2023, large hydroelectric capacity and dependency, and the tremendous 

intermittent renewable generation potential in Northeast (NE) Brazil (Ministério de 

Minas e Energia, 2014).  Additionally, detailed electricity grid data for Brazil was 

available through a collaboration with the Center for Energy and Environmental 

Economics (CENERGIA) at the Federal University of Rio de Janeiro.  These data have 

been used in previous studies of NE Brazil’s electric grid, such as Miranda et al. 

(2017), Pupo et al. (2016), Soares et al. (2012a) and Soria et al. (2016). 
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2.4 Organization of Brazil’s electricity sector  

Since 1990, the Brazilian electricity sector has transitioned from full state-owned to 

a market where public and private companies compete. 

A wholesale electricity market was created in 1998 along with the National 

Grid Operator (ONS) for coordinating generation and transmission.  Electricity is 

sold in a Free Trade Environment (ACL) controlled by the Brazilian Electric Energy 

Regulatory Agency (ANEEL), which is the only place electricity distributors are 

allowed to purchase electricity.  Brazilian energy policy, research and regulation 

groups include (Francisco, 2012): 

1. Brazilian Committee of Energetic Policies (CNPE): proposes policies to the 

Ministry of Mines and Energy. 

2. Ministry of Mines and Energy (MME): plans and develops policies for the 

electric energy sector. 

3. Brazilian Electric Sector Monitoring Committee (CMSE): evaluates the 

stability and security of the electric energy supply. 

4. Company of Energetic Research (EPE): is responsible for energy research 

supporting long-term energy planning in Brazil. 

5. Brazilian Electric Energy Regulatory Agency (ANEEL): regulates the 

electricity sector. 

6. Chamber of Electric Energy Trade (CCEE): regulates the wholesale electricity 

market. 

7. National Grid Operator (ONS): coordinates the generation and transmission 

of electricity. 
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An electricity crisis from 2001-2002 caused by a few years with less 

precipitation than average prompted Law 10,848 in 2004, which establishes clear 

rules to ensure reliable energy supply and energy infrastructure expansion 

(Francisco, 2012). 

 

2.5 Brazil’s electricity system 

Brazil has two main electricity subsystems: the S1 subsystem includes the South, 

Southeast and Midwest regions, and the S2 subsystem includes the North and 

Northeast regions.  As isolated subsystem R provides power in the Amazon. 

 

Figure 2.1.  Subsystems of Brazil's electric system 

 
Source: (Soares et al. 2012) 
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Brazil’s Interconnected System (SIN), the transmission system that connect 

Subsystem S1 and Subsystem S2, is displayed on Figure 2.  The numbers represent 

the numbers of circuits and each color represents the transmission line voltage 

capacity, with solid lines representing current transmission infrastructure and 

dotted lines representing planned transmission infrastructure (ANEEL, 2017).   

 

Figure 2.2.  Transmission system in Brazil 

 
Source: (http://sigel.aneel.gov.br/portal/home/) 

 

As of 2014, Brazil’s electricity production was 66.6% hydroelectric, 8.6% 

natural gas, 8.1% biomass, 4.5% imported, 4.2% wind, 3.7% oil, 2.4% coal, 1.4% 

nuclear, 0.5% process gas (gas produced by industrial processes) and 
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approximately 0% solar. Only 3.4 % of the generation occurs in the Amazon, which 

is known as the isolated (R) system (Ministério de Minas e Energia, 2014). 

Many factors are driving Brazil’s current energy infrastructure expansion 

planning (Avelino, Hewings, & Guilhoto, 2015): 

 Meet electricity increasing energy demand  

 Reduce contributions to climate change; 

 Improve energy security; 

 Reduce dependency on hydroelectric power; 

 Reduce dependence on fossil fuels; 

 Increase wind and solar generation; and 

 Address electric grid issues with large renewable penetrations, including 

voltage control, fault current, harmonic distortion and flicker, load and 

generation balancing, reactive power generation and frequency control. 

With these priorities in mind, in 2014 the Ministry of Mines and Energy in 

collaboration with the Company of Energetic Research approved an energy 

expansion plan from 2013 to 2023, which shown in Table 2.3. 

 



 

 

1
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Table 2.3.  Brazilian energy expansion plan through 2023 
 Evolution of installed capacity per generation source (GW) Increase (%) 

 2013 2014 2015 2016 2017 2018 2019 2020 2021 2022 2023 2013-2023 

Type             

Renewable 103.2 110.3 118.6 125.4 133.2 142.8 146 149.7 154.5 158.8 164.1 59% 

Hydroelectric 79.9 82.6 87.2 92.2 96.1 100.9 101.9 103.3 106.2 108.9 112.2 40% 

Imported 6.1 6 5.9 5.8 5.7 5.6 5.4 5.3 5.1 4.9 4.7 -23% 

Other  17.4 21.7 25.5 27.4 31.4 36.3 38.7 41.1 43.2 45.1 47.2 171% 

  Small Hydro 5.3 5.5 5.7 5.7 5.9 6.3 6.4 6.6 6.8 6.9 7.3 38% 

  Wind 2.2 5.5 9 10.8 14.1 17.4 18.4 19.4 20.4 21.4 22.4 918% 

  Biomass 9.7 10.7 10.8 10.9 10.9 11.6 12.4 13.1 13.5 13.7 14 44% 

  Solar 0 0 0 0 0.5 1 1.5 2 2.5 3 3.5 N/A 

             

Non-renewable 21.3 22.1 22.8 22.8 22.7 24.2 24.7 26.2 27.7 29.2 31.7 49% 

Nuclear 1.9 1.9 1.9 1.9 1.9 3.4 3.4 3.4 3.4 3.4 3.4 79% 

Natural Gas 10.7 11.4 12.2 12.2 12.5 12.5 13 14.5 16 17.5 20 87% 

Coal 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 3.2 0% 

Fuel Oil 3.4 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3.5 3% 

Diesel Oil 1.4 1.4 1.3 1.3 0.9 0.9 0.9 0.9 0.9 0.9 0.9 -36% 

Process Gas 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0.7 0% 

             

Renewable 82.8% 83.3% 83.9% 84.6% 85.4% 85.5% 85.5% 85.1% 84.8% 84.5% 83.8% 1% 

Non-renewable 17.1% 16.6% 16.1% 15.4% 14.6% 14.5% 14.5% 14.9% 15.2% 15.5% 16.2% -5% 

             

Total Capacity 124.5 132.4 141.4 148.2 155.9 167 170.7 175.9 182.2 188 195.8 57% 

Source: Ministério de Minas e Energia (2014).
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Total installed capacity is expected to increase by 57% from 2013 to 2023, 

with renewable capacity (including hydropower) increasing by 59% and non-

renewable capacity increasing by 49% (Ministério de Minas e Energia, 2014).   This 

expansion plan supports Law number 10,438, which was approved in 2002 to 

create the Program of Incentive to Alternative Source of Energy (PROINFA) to 

increase the share of wind, biomass and small hydroelectric power plants 

(Francisco, 2012). 

The installed capacity of most energy sources is planned to increase 

substantially: hydroelectric 40%, wind 918%, natural gas 87%, nuclear 79%, 

biomass 44%, and solar from 0 to 3.5%.  The installed capacity of diesel power 

plants is planned to decrease 36%, along with a 23% reduction in imported 

electricity.  The installed capacity of coal power plants is not planned to change 

(Ministério de Minas e Energia, 2014).  

 

2.6 Northeast Brazil study area 

The northeast region of Brazil (NE Brazil) includes nine states with a combined 

population of 54 million people over 1,500,000 km2. The main cities of NE Brazil are 

Recife, Fortaleza and Salvador with populations of 3.69 million, 3.61 million and 3.57 

million respectively (Instituto Brasileiro de Geografia e Estatistica, 2016). 

Electricity system demand is forecasted to increase an average of 4.77% per 

year across the nine states in NE Brazil (Torrini et al., 2016).  While integrating large 

quantities of VRE in the NE Brazil grid will create electricity grid stability issues 
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(Miranda et al., 2017; Borba et al., 2012), fossil fuel combustion causes substantial 

health and climate problems (IPCC WGII AR5, 2014; Lelieveld et al., 2015). 

The installed capacity (total capacity of all power plants) in NE Brazil 

exceeds 29,000 megawatts (MW), with an annual electricity demand of over 85,000 

GWh (Operador Nacional do Sistema Eletrico 2016).  The installed capacity of 

electric generators regulated by the central dispatch authority Operador Nacional 

do Sistema Elétrico ONS in NE Brazil is shown in Table 4.1 in the Plexos 

Methodology chapter. 

One of the reasons I selected the NE Brazil electricity grid for this study is 

because NE Brazil is a semi-arid region with exceptionally high capacity factors for 

wind and solar electricity production, along with large hydroelectric potential (Silva 

et al., 2016; Krauter 2005).   Another reason is that NE Brazil has two large coal 

power plants: Porto do Pecem I (720 MW) and Porto do Pecem II (360 MW). Both 

are located within 30 km of the Fortaleza metropolitan area (see Figure 1).  

Additionally, a number of diesel and gas power plants are located within 5 km of the 

metropolitan areas of Fortaleza, Recife and Salvador.  

 

2.7 Ambient air quality standards in Brazil and worldwide 

Ambient air quality standards are set to limit human exposure to unsafe air 

pollutants in order to protect sensitive populations such as children, asthmatics and 

the elderly, as well as public health in general (U.S. Environmental Protection 

Agency, 2017b).  Air quality standards are based on the average concentration of 

pollutants in an area over a specific time interval, such as an hour, a day or a year. 
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In their review of 170 countries, Joss et al. (2017) found that PM2.5 air quality 

standards vary from 10 μg/m3 to close 100 μg/m3 (annual average).  Figure 4 shows 

PM10 ambient air quality standards by country, including 57 countries that still did 

not have official air quality standards as of 2016.  Note that most countries set 

ambient air quality standards based on PM10, while a few others (including the U.S.) 

set ambient air quality standards in terms of PM2.5. 

 

Figure 2.3.  PM10 standards worldwide 

 

Source: Joss et al. (2017) 

 

Of the 53 countries in the European Union, 50 countries have at least one 

ambient air quality standard, and almost all of those countries have a PM10 standard 

within the WHO interim target 2, between 30 and 50 μg/m3 (annual average).  China 

also has a PM10 air standard in the WHO interim target 2, along with most countries 

in Latin America.  India’s PM10 air quality standard is in the WHO interim target 1, 
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between 50 and 70 μg/m3.  Most countries in Africa do not have standards or no 

data was available (Joss et al., 2017). 

The United States and some other countries, like Canada and Australia, have 

PM2.5 air quality standards.  The National Ambient Air Quality Standard for the U.S. 

is an annual average of 12.0 μg/m3 for primary PM2.5 and 15.0 μg/m3 for secondary 

PM2.5 (U.S. Environmental Protection Agency, 2017b).  Secondary PM2.5 forms when 

primary emissions react with other gases to form new particles. 

 

Table 2.4.  Air quality standards in Brazil 

Pollutant 
Time of 

Sampling 

Primary 
Pattern 
μg/m3 

Secondary 
Pattern 
μg/m3 

Method of Measurement 

CO 
1h 40,000 40,000 

Infra-red or non-dispersive 
8h 10,000 10,000 

Smoke 
24h 150 100 

Reflectance or similar Yearly 
average 

60 40 

Inhalable 
particles 

24h  150 150 
Inertial separation, 
filtration or similar 

Yearly 
average 

50 50 

NO2 
1h 320 190 

Chemiluminesence or 
similar 

Yearly 
average 

100 100 

O3 1h 160 160 
Chemiluminesence or 

similar 
Total 

Suspended 
Particles 

24h 240 150 
Large volume sampling or 

other 
Yearly 
average 

80 60 

SO2 

24h 365 100 

Pararosaniline or other Yearly 
average 

80 40 

Source: (Vormittag, 2014) 
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While Brazil does not have air quality standards for PM2.5, it has ambient air 

quality standards for several the pollutants outlined in Table 2.4.  There are 252 

monitoring stations in 10 of Brazil’s largest cities (Vormittag, 2014). 

Mean PM2.5 concentrations have been measured in Brazilian cities.  In the six 

cities of São Paulo, Rio de Janeiro, Belo Horizonte, Curitiba, Porto Alegre and Recife, 

the average PM2.5 concentrations over the winter of 2007 and 2008 were 28, 17.2, 

14.7, 14.4, 13.4, and 7.3 μg/m3, respectively (Andrade et al., 2012). 

The Conselho Nacional do Meio Ambiente (CONAMA, Brazilian National 

Environmental Council) is expected to implement a PM2.5 standard in Brazil, but it 

has not yet happened (Vormittag, 2014). 

 

2.8 PM emission standards in Brazil and worldwide 

Emission standards regulate the amount of pollutants that a source can release into 

the air, typically per unit of energy output or input, or per unit volume of air.  Power 

plant emission standards can be defined in different units, however they are often 

technology specific and defined per unit of electricity generated (gram per kilowatt-

hour g/kWh) or per volume of exhaust gas flow (milligram per cubic meter mg/m3). 

Emissions from power plants are a product of the quantity of electricity 

generated and the emission rate per unit of electricity generation of each pollutant.  

The quantity of emissions produced is directly proportional to the emission rate. 

In an analysis of emissions from coal power plants in India, Guttikunda & 

Jawahar (2014) reviewed emissions standards for coal power plants in India, China, 

Australia, the EU and U.S., which they presented in mg/Nm3 (milligrams per normal 
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cubic meter, which is a cubic meter at 0° Celsius).  Table 2.5 summarizes the PM 

emission standards by country.  Guttikunda and Jawahar reported that India had the 

loosest standards of the countries they reviewed, ranging from 150 to 350 mg/Nm3, 

and that the U.S. had the strictest standards – ranging from 6 mg/Nm3 for new 

plants to 37 mg/Nm3 for older plants. 

 

Table 2.5.  PM emission standards by country 

Country Applicability 
PM Emission Standard 

(mg/Nm3) 

India <210 MW 350 

 >210 MW 150 

China All regions 30 

 Key regions 20 

Australia 1997-2005 100 

 After 2005 50 

European Union Pre-2003, <500 MW 100 

 Pre-2003, >500MW 50 

 Post-2003, <100 MW 50 

 Post-2003, >100 MW 30 

USA Old 37 

 New 6 

 

While reviewing documents published by Brazil’s national agencies, I found 

numerous emission standards for thermal power plants, including a very large 

range for PM emissions from coal power plants using imported and domestic coal.  

The Brazilian PM emission standards for coal power plants were higher compared 

to the U.S., EU, Australia and China.  

The Ministry of Mines and Energy’s (MME) reports a very high PM10 emission 

standard of 28.15 g/kWh for power plants using imported coal, and an even higher 

PM10 emission standard of 254.5 g/kWh was reported for power plants using 
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Brazilian coal (Ministério de Minas e Energia, 2007).  It is important to note that the 

predominant environmental concern with using Brazilian coal as opposed to 

imported coal is that the British thermal unit BTU value of Brazilian coal is about 

half of the U.S. average coal BTU value, requiring twice as much coal to generate the 

same amount of electricity.  Moreover, burning one ton of Southern Brazilian coal 

compared to burning one ton of U.S. coal releases about twice as many 

environmentally concerning elements, and about four times as much mercury (Silva 

et al., 2009). 

Ferreira et al. (2014) published a study on the air quality standards and 

emission limits in Brazil and reported a PM10 emission standard by Brazil’s national 

environmental council (CONAMA) for coal power plants over 70 MW of 800 g/106 

kcal, which is approximately 390 mg/Nm3 or 0.69 g/kWh (Ferreira et al., 2014). 

A report by the Government of Ceara states that the Porto do Pecem coal 

power plants, which are the only coal power plants in NE Brazil, must meet a lower 

than normal PM10 standard of 204 mg/Nm3, or 0.36 g/kWh.  This is because the 

Brazilian Development Bank provided funding for new power plants under the 

condition that they meet this standard (Governo do Estado do Ceará, n.d.). 

Previous studies have also found multiple PM10 emission standards for coal 

power plants in Brazil.  Alves and Uturbey (2010) used three PM10 emission rates 

for coal power plants published by the MME to estimate health costs under different 

standards: 254.5 g/kWh for domestic coal, 28.15 g/kWh for imported coal, and 1.53 

g/kWh based on a CONAMA standard. 
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In summary, I found at least three different PM10 standards for coal power 

plants in Brazil when reviewing standards from Brazil’s Ministry of Energy, National 

Counsel of the Environment and Brazilian Development Bank: 

1) 28.15 g/kWh, in a 2030 National Energy Plan (Ministério de Minas e Energia, 

2007); 

2) 390 mg/Nm3, published by the National Counsel of the Environment 

(CONAMA) (Ferreira et al., 2015); and 

3) 204 mg/Nm3, which is the Brazilian Development Bank (BNDES) standard for 

power plants receiving BNDES funding (Governo do Estado do Ceará, n.d.). 

Emission standards are reported in different units.  I converted the units to 

g/kWh because the national emissions standards for all types of power plants in 

Brazil are presented in g/kWh (Ministério de Minas e Energia, 2007).  The coal power 

plant standards were converted using data for the Porto do Pecem coal power plants, 

which are the only coal power plants in NE Brazil.  A flue gas flow rate, which is the 

volumetric flow rate of combustion exhaust gas exiting the power plant, of 636,000 

Nm3/h was assumed based on data from the Porto do Pecem power plants, however, 

data required for an extensive thermodynamic analysis was not available, even when 

checking a detailed atmospheric dispersion study of the Porto do Pecem Industrial 

Complex (Governo do Estado do Ceará, n.d.).  This flue gas flow rate is very similar to 

the flue gas flow rate of 621,000 m3/h that was measured for a similar size power coal 

power plant (290 MW) in the U.S. (Klein et al., 1975). 

To convert emissions standards from g/kWh to mg/Nm3, the capacity (360 

MW) of one of the Porto do Pecem power plant units was converted to power output 
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in terms of kwh/h.  The power output of one of Porto do Pecem coal power plant 

units, which is approximately 360,000 kWh/h, was then multiplied by the emission 

standard (g/kWh) to obtain the emissions per hour (g/h).  The emissions per hour 

were then divided by the flue gas flow rate per hour (636,000 Nm3/h), to determine 

the quantity of emissions per flue gas flow rate (g/Nm3).  The emissions per flue gas 

flow rate (g/Nm3) were then converted from g/Nm3 to mg/Nm3.   

Equation (1) displays the equation for converting an emission standard in 

g/kWh to g/Nm3, which can be multiplied by 1000 (mg/g) to obtain the standard in 

mg/Nm3.  The same calculations can be performed in reverse to convert emissions 

standards from mg/Nm3 to g/kWh. 

𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 (
𝑔

𝑘𝑊ℎ
) ∗ 𝑝𝑜𝑤𝑒𝑟 𝑜𝑢𝑡𝑝𝑢𝑡 (

𝑘𝑊ℎ
ℎ

)

𝑓𝑙𝑢𝑒 𝑔𝑎𝑠 𝑓𝑙𝑜𝑤 𝑟𝑎𝑡𝑒 (
𝑁𝑚3

ℎ
)

= 𝑒𝑚𝑖𝑠𝑠𝑖𝑜𝑛 𝑠𝑡𝑎𝑛𝑑𝑎𝑟𝑑 (
𝑔

𝑁𝑚3
) 

       (1) 

In reviewing the U.S. EPA PM emission standards, which has some of the 

strictest standards worldwide, a PM10 emission standard of 0.09 lb/MWh was set for 

all electric utility steam generating units constructed after May 3, 2011 (US 

Environmental Protection Agency, 2015).  This standard, which is fuel independent, 

is equivalent to approximately 0.04 g/kWh1. 

Table 2.6 displays the emission standard conversion for the three PM10 

standards for coal power plants in Brazil and the U.S. EPA PM10 standard for electric 

utility steam generating units (which includes coal power plants). 

                                                        
1 1 lb/MWh = 0.4536 kg/MWh = 0.4536 g/kWh 
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Table 2.6. Emission standard conversion 

Emission 
standard 
(g/kWh) 

Power 
output 

(kWh/h) 

Emissions 
per hour 

(g/h) 

Flue gas 
flow rate 
(Nm3/h) 

Emission 
per m3 

(g/Nm3) 

Emission 
standard 

(mg/Nm3) 

28.15 360000 10134000 636000 15.934 15934 
0.69 360000 248400 636000 0.391 390 
0.36 360000 129600 636000 0.204 204 
0.04 360000 14400 636000 0.023 23 

 

I selected the three Brazilian PM10 emission standards and the most recent 

U.S. PM10 emission standards to set the stage for analyzing the health benefits and 

control costs of tightening emissions standards.  I developed three scenarios for 

assessing the health benefits and control costs of tightening PM emission standards: 

Scenario 1 moves from a very high PM10 emission standard of 28.15 g/kWh to a 

moderate standard of 0.69 g/kWh; Scenario 2 tightens the PM10 standard further, 

from 0.69 g/kWh to 0.36 g/kWh; and Scenario 3 tightens PM10 standard from 0.36 

g/kWh to a very low standard of 0.04 g/kWh.  

In the simulations designed to assess the health, storage and grid stability 

implications of high penetrations of renewables, the two coal power plants of NE 

Brazil (Porto do Pecem I and II) are assumed to emit 0.36 g/kWh PM10 based on the 

emission standard specific to the Porto do Pecem power plants published in the 

report by the Government of Ceara (Governo do Estado do Ceará, n.d.). 

2.9 Environmental policy enforcement 

As Brazil is a developing country, it is important to consider the level of 

enforcement of emissions standards.  Most countries in Latin America have separate 

state and federal regulations, with federal regulations setting minimum 
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environmental standards and individual states having the power to impose and 

enforce tighter standards.  The greater the penalty for failure to comply with 

environmental policy, the more attention firms are likely to pay to regulatory 

legislation (Da Motta et al. 1999).  

While command and control (a specific standard set and enforced by law) 

and market based incentive approaches for environmental policy have been 

successful, they also can increase the technical and financial burdens on fragile 

institutional structures, making effective monitoring and enforcement difficult (Da 

Motta et al., 1999).  

Power generation companies have faced regulatory and social pressure to 

reduce pollution in Brazil for some time.  While power generation companies benefit 

from advertising environmental improvements, Barton et al. (2000) found that the 

documentation and claims from power generation companies and the realities of 

emission levels are of concern.  Estimating actual levels of emissions reductions 

then places a burden on regulatory agencies (Barton et al., 2000). 

Brazilian government agencies regulating environmental policy have varying 

resources, monitoring styles, and enforcement strategies depending on the state.  

For example, the Sao Paulo regulatory agency Environmental Company of the State 

of Sao Paulo (CETESB) closely monitors agreements to reduce emissions, while the 

Rio de Janeiro regulatory agency State Foundation of Environmental Engineering 

(FEEMA) struggles with low resources.  Further differences arise with the allocation 

of levied penalties.  While FEEMA in Rio de Janeiro requires non-compliant firms to 

invest the penalties in environmental improvements, the penalties levied in Sao 
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Paulo go to the state treasury and the regulatory agency CETESB does not receive 

any of the funds (Barton et al., 2000). 

Although the Brazilian regulatory system varies in terms of delivering and 

enforcing environmental policy deterrents and incentives, it seems that firms are 

responsive to regulatory pressures, despite different starting points, paces of change 

and relationships with regulators (Barton et al., 2000).   

How firms’ respond to emissions enforcement has also be studied in the U.S. 

Keohane et al. (2009) used a discrete choice model to estimate that in 1999, when 

the U.S. EPA sued the owners of 46 plants for emissions violations, emissions fell 

approximately 10% at the plants with one standard deviation greater probability of 

being sued (Keohane et al., 2009).  In their review of empirical evidence from the 

U.S. EPA and other sources in the U.S. on the impacts of environmental monitoring 

and enforcement Gray and Shimshack (2011) found that monitoring and 

enforcement reduces violations at the targeted firms and at facilities other than the 

targeted ones, resulting in reductions in violations and emissions.   

 Although this dissertation does not assess the costs of enforcing tighter 

emissions standards, it does provide a monetary valuation of health benefits, where 

it becomes very clear that additional enforcement costs would be far outweighed by 

the magnitude of health benefits.   



 

 
 

31 

3 Literature Review 

To inform my modeling choices and contextualize my contributions, I reviewed 

selected studies relating to energy, air quality and health impacts in Brazil and 

around the world. 

I first review key studies relating to power plant emissions and health impacts 

in Brazil and Latin America. Next, I consider studies related to energy sector 

emissions and air pollution in Brazil and Latin America, followed by the U.S., Europe, 

and elsewhere.  I also review selected epidemiological studies to understand how 

connections between air pollution exposure and health impacts have been derived, 

with an emphasis on Brazil and Latin America, as well as the U.S. and other parts of 

the world.  To understand how previous studies have monetized health impacts 

related to air pollution, I also cover some monetary valuation studies.  In the last 

section, I discuss how high penetrations of renewables can impact the electric grid 

operation and utilities. 

 

3.1 Key electricity grid emissions and health impact studies 

I found two key studies for Brazil (Avelino et al., 2015; Alves and Uturbey, 2010), 

and one in Mexico (Lopez et al., 2005), which are reviewed in detail below. 

Avelino et al. (2015) developed an energy planning model that quantifies 

economic, environmental and social impacts of electricity generation.  Their study 

quantifies the electricity generation, employment opportunities, emissions and 

expected disease incidence of constructing a 150 MW wind turbine in 3 different 

states of Brazil.  The Energy Module estimates electric grid dispatch using outputs 
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from the proprietary NEWAVE model, which is the dispatch model that has been 

used by ONS since 1979.  The dispatch process is based on marginal price and 

flexibility constraints as follows: weather selection -> precipitation profile and 

hydro generation constraints -> power plant dispatch based on price and flexibility. 

The environmental module takes emissions data from ONS (2010) and 

ANEEL (2010), which provide information like fuel type, nominal power, geographic 

coordinates and municipality.  GIS data were used for meteorological conditions and 

applied in a Gaussian Plume Model (GPM) for each region to determine air quality 

concentrations of nitrous oxides (NOx) and carbon monoxide (CO). Only primary 

emissions were considered.  As there were no available gridded emissions by 

industry databases for Brazil, each municipality within a state was allocated a share 

of emissions proportional to its industrial GDP.  Additionally, they assumed that the 

terrain is flat, and that all emissions stack heights are 50 m.  GIS information on 

wind speed, bearing and latitude/longitude at the municipal level was gathered 

from CEPEL SWERA with a 10km x 10km resolution. 

The health module adds pollutant concentrations from emissions to existing 

pollution.  The authors did not specify from which studies they selected dose-

response functions.  They monetized health outcomes using local treatment costs 

obtained from the national Brazil healthcare system DATASUS. 

Results confirm the importance of temporal and spatial dimensions.  A dry 

season results in ~5% increase in morbidity treatment costs, with very little 

variation between study areas of Rio Grande do Sul, Ceara and Rio Grande do Norte 

(Avelino et al., 2015). 
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In a second key study for Brazil, Alves and Uturbey (2010) applied monetary 

health and environmental damage costs to the Brazilian electricity matrix from 

2007 to 2016.  The authors’ purpose is to highlight the importance of external costs 

in long-term energy planning in Brazil. 

Local pollution due to particulate matter and global warming costs were 

analyzed.  Local pollution costs were estimated in a four-step process: source 

emissions -> pollutant concentrations -> exposure to impact -> economic valuation 

of impact.  The impact on human health was estimated by deriving an estimate of 

the number of diseases/kWh and deaths/kWh.  Diseases/kWh were based on 

simplified dispersion assumptions, where meteorological conditions are not taken 

into account and wind speeds are uniformly assumed at 3 m/s.  An individual risk 

index was calculated by multiplying the PM concentration associated to source ‘n’ by 

a dose response coefficient. A morbidity risk index, representing the collective risk, 

was calculated by multiplying the individual risk by one of three population density 

indexes: high density (> 1000 inhabitants/km2 ), medium density (> 100 

inhabitants/km2) and low (>20 inhabitants/km2 density) . 

A mortality risk index was calculated by taking health data from the Brazilian 

Health Ministry (http://www.datasus.gov.br/DATASUS/index.php) to relate the 

number of respiratory hospitalizations to respiratory deaths. The relationship was 

0.02623 respiratory deaths/respiratory hospitalization (Alves and Uturbey, 2010).  

While only public records are available, 90% of Brazilians use public healthcare 

(Avelino et al., 2015). 

http://www.datasus.gov.br/DATASUS/index.php
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The value of a statistical life (VSL) was used to monetize mortality.  

Contingent valuation, based on willingness to pay for reducing risks of premature 

disease, was used by previous work to adapt European values to Brazil.   Alves and 

Uturbey (2010) used per capita income, life expectancy, health expenses and 

income-elasticity data in a benefits transfer technique to derive a VSL in Brazil of 

US$800,258.  Morbidity was monetized using the disease cost method to monetize 

the cost of hospitalizations, medical care, medicines and lost work days at an 

average of US$1,985.03 per disease.  This does not take into consideration 

prevention costs, pain or lost leisure time.  A correction factor of 1.85 was used to 

determine a more complete willingness to pay for reducing respiratory disease risks 

at US$3672.20 per disease.  The total economic value to human health impacts of 

PM emissions was calculated by multiplying the morbidity value by the morbidity 

risk index, and the mortality value by the mortality risk index (Alves and Uturbey, 

2010). 

To monetarily value environmental degradation, the electricity generation by 

thermal plants each year from 2007 – 2016 was calculated to determine annual 

CO2e emissions for each source, and then a value of 19 EUROS/tCO2e was applied.  

Interestingly, results indicate that on a basis of 19 EUROS/tCO2e, society could incur 

greater costs from local pollution caused by a small number of plants than from 

global warming (Alves and Uturbey, 2010). 

There are many sources of uncertainty in Alves and Uturbey study, which 

come from the assumptions they made, available data, and model constraints.  First, 

spatial and temporal resolutions are not included.  They assumed that the whole 
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population receives the same pollutant doses and the number of respiratory 

diseases associated to electricity generation pollution is equal to respiratory-related 

hospitalizations.  However, not all persons with respiratory disease are hospitalized.  

Similarly, linear C-R coefficients were used, which implies a linear relationship, 

while most C-R curves are non-linear.  Relative risk also varies by age, which was 

not accounted for (Alves and Uturbey, 2010).  While there are many ways that the 

study of external costs in Brazil relating to electricity production could be improved 

to reduce uncertainties, this study highlights the magnitude of external costs in 

energy production, even in electricity grids with high penetrations of renewables. 

The third key study was contributed by Lopez et al. (2005), who focus on 

Mexico.  The authors used CALPUFF to assess PM2.5 health impacts from one of 

Mexico’s largest power plants located on the eastern coast.  Concentrations of 

primary PM2.5, SO2 and NOx were estimated, along with the secondary particulate 

matter species ((NH4)2SO4, HNO3 and NH4NO3 across a 120 km x 120 km modeling 

domain.  They analyzed impacts due to long term mortality, ignoring morbidity 

because hospital records were not available and because mortality effects due to 

long term mortality are far greater than hospital admissions and mortality affects 

due to short term exposure.  Concentration-response (C-R) functions based on U.S. 

studies were used because of a dearth of long-term mortality studies in Mexico.  

Using a 0.4 income elasticity with willingness to pay to avoid negative health 

impacts, a VSL of $530,000 in 2001 US dollars was derived.  They found an annual 

average PM2.5 of 0.12 μg/m3 (0.00 – 1.43 μg/m3), resulting in approximately 30 

deaths annually valued at US$8 million.  Secondary particulate matter formation 
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contributed to over 80% of mortality impacts, most of which due to sulfate 

formation caused by the high sulfur content fuel oil used by the power plant (López 

et al., 2005).  The authors noted that future studies should include a larger study 

domain and simulate an entire year of air quality concentrations. 

 

3.2 Air pollution studies in Brazil and Latin America 

Air quality health impact studies analyze how changes in air quality can affect 

human health.  The changes in air quality can be a product of introducing a new 

program, such as tighter emissions standards in the electricity or transportation 

sector, the adoption of new technology, such as electric vehicles, or reducing 

observed air quality pollutant concentrations by implementing a lower emission 

standard. 

Bell et al. (2006) assessed how health effects vary between a business as 

usual scenario and an emissions control policy in Sao Paulo (Brazil), Mexico City 

(Mexico) and Santiago (Chile). Annual PM10 and ozone pollution levels were 

estimated in Sao Paulo, Mexico City and Santiago under both scenarios.   

To estimate health impacts, Bell et al. (2006) selected a set of C-R functions 

from existing studies, using a weighted average between available Latin America 

data and other countries.  For the health endpoints where Latin American C-R 

functions were not available, results were pooled from multiple locations using a 

random effects model.  To monetize health impacts, the authors used both a 

willingness-to-pay and a cost-of-illness valuation method.  Bell and colleagues 

gathered data from valuation studies in Sao Paulo, Mexico City, Santiago, and 
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Buenos Aires, and when Latin American valuation data were not available, they used 

United States values from BenMAP with income adjustment factors. 

Results show that from 2000-2020, the reductions in air pollution prompted 

by the control scenario could save approximately $21 billion (COI) to $165 billion 

(WTP) in avoided health outcomes across the three cities.  Assumptions include 

population growth, air pollutant concentrations in future years, concentration–

response functions, and the economic value of avoided health outcomes (Bell et al., 

2006). 

Shindell et al. (2011) examined how tighter emissions standards, relative to 

current trends, would affect premature deaths, ozone-related agricultural yield 

losses and radiative forcing in North America, Europe, Africa, Middle East and Latin 

America. Two sets of C-R functions were used to capture uncertainty.  Premature 

mortality was characterized using the value of a statistical life (VSL) approach, with 

one trial using the USEPA preferred VSL of $9,500,000 for all regions, and a second 

trial adding in the USEPA elasticity of 0.40 between income and WTP to estimate 

country-specific VSLs on the basis of the relationship between country-specific 

income per capita and that of the U.S., using World Bank data (Shindell et al., 2011). 

Alves and Uturbey (2010) calculated a mortality risk index by taking health 

data from the Brazilian Health Ministry to relate the number of respiratory 

hospitalizations to respiratory deaths (they assumed that the total population 

receives the same pollutant doses).  Additionally, Lopez et al. (2005) used CALPUFF 

to estimate that a large fuel oil power plant in Mexico contributes an annual average 



 

 
 

38 

of 0.12 μg/m3 (0.00 – 1.43 μg/m3) PM2.5, resulting in approximately 30 additional 

deaths annually, valued at 8 million USD/yr. 

Miraglia et al. (2005) applied the Disability-Adjusted Life Years (DALY) 

method to assess the health burden and cost estimate due to air quality in Sao Paulo, 

Brazil.  The DALY method, developed in 1996 and advanced by the World Bank and 

World Health Organization, standardizes health cost estimates worldwide by using a 

single measure of health outcome to express costs and avoid monetary variations 

and limit uncertainty.  Miraglia estimated that 28,212 DALYs were caused by air 

pollution in Sao Paulo in 2003.  They concluded that Sao Paulo contributed 0.4% to 

the global burden of disease caused by air pollution with a population that is only 

0.17% of the world’s population, which suggests that in 2003 Sao Paulo contributed 

2.4 times the global per capita average towards the global burden of disease caused 

by air pollution (Miraglia et al., 2005).  

Andre et al. (2012) analyzed the health impacts of delaying clean diesel 

technology standards in Brazil.  Using Brazil specific C-R functions (Braga et al., 

2001; Gouveia et al., 2004) for children’s (0 to 4 years) respiratory related hospital 

admissions and the WHO guideline of a 1.006 relative risk increase in adult 

mortality per μg/m3 increase of PM2.5, they estimated that up to 13,984 excess 

deaths would result from delaying the clean diesel standard (Andre et al., 2012).  

 

3.3 Electric grid emissions impact studies in the U.S., Europe, China and India 

While the impact of electric grid emissions on air quality and human health has been 

studied in many developed and developing countries, the majority of these studies 
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deal with the U.S.  The design of these studies varies in complexity, from simple 

estimations of power plant emissions and atmospheric dispersion, to more complex 

electricity dispatch and three-dimensional atmospheric dispersion with chemical 

transformation models.  Most studies estimated power plant emissions instead of 

simulating electric grid operation in time and space, which is important because the 

impacts of air pollutants depends on when and where pollution is emitted. 

Among the studies that used sophisticated three-dimensional computer 

models to capture dispersion and chemical transformation of regional electric grid 

emissions, Carreras-Sospedra et al. (2010) used a three-dimensional dispersion 

model to assess the air quality impacts of central power generation versus 

distributed generation in the South Coast Air Basin of California.   Similarly, 

Vutukuru et al. (2011) assessed future impacts of distributed power generation on 

ambient ozone and PM concentrations in the San Joaquin Valley Air Basin using 

state-of-the-art three-dimensional computer models.  

Several studies have used the Lagrangian non-steady state plume model 

CALPUFF to assess air quality impacts from electric grid emissions.  Levy et al. 

(2002) relied on CALPUFF to simulate PM2.5 emissions dispersion from nine power 

plants in Illinois. They found that 320 premature deaths are expected due to 

emissions from nine power plants in their modeling region, which includes 33 

million people (Levy et al., 2002). 

In China, Hao et al. (2007) relied on CALPUFF to estimate air quality impacts 

and human exposure from six of China’s largest power plants.  They found that 

control measures such as fuel substitution, flue gas desulfurization and denitration 
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will greatly reduce SO2 and PM10 pollution, with further controls needed for 

reducing NOx pollution. 

In 2003, Zhou et al. used CALPUFF to show how human exposure to power 

plant emissions can be measured by calculating the fraction of a pollutant emitted 

that is eventually inhaled or ingested by a population (intake fraction) in Beijing, 

China.  They found the intake fraction for fine particulates is on the order of 10-5 and 

the intake fraction for sulfates and nitrates is on the order of 106 (Zhou et al., 2003). 

In India, Guttikunda and Jawahar (2014) estimated individual power plant 

emissions and used the CAMx chemical transport model to deduce that these 

emissions resulted in 80,000 to 115,000 premature deaths and 20.0 million asthma 

cases from PM2.5 exposure.  They estimated that the resulting adverse health 

impacts cost the public between US$3.2 and US$4.6 billion annually. 

Other studies have utilized lower resolution modeling to assess impacts on a 

statewide and national level.  Using BenMAP, Machol et al. (2013) estimated that the 

total economic value of health impacts from fossil fuel electricity in the United States 

is between $361.7 and $886.5 billion annually, which is 2.5 to 6.0% of the US GDP.  

Additionally, Machol et al. estimated the health impact $/kWh of coal, oil and 

natural gas.  The health impact costs for coal were 2.4 times higher than the average 

$0.135/kWh cost in California, while the health impact costs for natural gas were 

15% of the average CA electricity cost (Machol & Rizk, 2013). 
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Figure 3.1.  Health costs per kWh in the U.S. 

 

Source: Machol and Rizk (2013). 

 

In Europe, Markandya and Wilkinson (2007) estimated the deaths/TWh of 

electricity generation by source.  They found that oil combustion caused 

approximately 7 times more deaths than gas combustion, and coal combustion 

caused approximately 9 times more deaths than gas combustion. 

 

3.4 Global and U.S. air pollution impact studies 

Local air pollution from the combustion of fossil fuels is increasingly of concern in 

developed and developing countries alike because of the adverse health impacts of 

pollutants such as particulate matter (Brauer et al., 2015).  In particular, ambient 

PM2.5 is now the fifth largest contributor to global disease (Institute of Health 

Metrics and Evaluation, 2015).  However, emissions standards for PM vary widely. 

In their review of 170 countries, Joss et al. (2017) found that PM2.5 air quality 
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standards vary from 10 μg/m3 to close 100 μg/m3 (annual average), and 57 

countries still have no official air quality standards. 

 Between 1990 and 2015, the number of deaths attributable to ambient PM2.5 

exposure increased from 3.5 million in to 4.2 million (Cohen et al., 2017).  

Approximately 87% of the world’s population now lives in areas exceeding the 

World Health Organization (WHO) air quality guideline of 10 μg/m3 PM2.5 (annual 

average), according to Brauer et al. (2015) who used satellite and ground 

measurements from 79 countries to assess global PM2.5 exposure in 2013 and PM2.5 

trends from 1990 to 2013. 

 

Figure 3.2.  Annual average PM2.5 ambient concentrations in 2013 

 
Source: Brauer et al. (2015). 
 

Apte et al. (2015) applied the integrated exposure response (IER) model to 

global PM2.5 exposure. They reported that 3.2 million deaths could be avoided 

globally by enforcing strict PM2.5 standards.  In a separate study, Lelieveld et al. 

(2015) used the IER developed to assess the contribution of outdoor air pollution 

sources to premature mortality on a global scale. They found that premature 



 

 
 

43 

mortality due to outdoor air pollution could double by 2050 with business-as-usual 

emission scenarios (Lelieveld et al., 2015). 

Fann et al. (2012) used BenMAP to estimate deaths related to PM2.5 and O3 in 

the United States due to 2005 air quality levels.  They estimated that 130,000 PM2.5-

related deaths and 4,700 ozone-related deaths resulted from 2005 air quality levels.  

Fann et al. used all-cause mortality because it is the most comprehensive estimate of 

PM-related morality. 

Cromar et al. (2016) relied on the Standard EPA Health Functions in BenMAP 

for PM2.5 and O3 to estimate that 9,320 deaths and 21,400 morbidities happen each 

year in the U.S. due to concentrations of these pollutants over the American 

Thoracic Society recommended standard of 11 μg/m^3 PM2.5 and 0.060 ppm O3. 

In 2006, the Urban Air Pollution Working Group (part of the Health Effects 

Institute) estimated that 3% of mortality from cardiopulmonary disease, 5% of 

mortality from trachea, bronchus and lung cancer and approximately 1% of 

mortality due to acute respiratory infections in children under 5 were due to 

ambient air pollution worldwide (A J Cohen et al., 2005). 

Davidson et al. (2007) demonstrated BenMAP’s ability to analyze PM2.5 

pollution control policy scenarios by quantifying benefits of a national-level air 

quality control program and of attaining two annual PM2.5 standards in California. 
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3.5 Epidemiology concentration-response studies in Latin America 

Estimating mortality due to long-term exposure to fine particulate matter (PM2.5) 

requires understanding the shape and magnitude of relative risk functions.  Studies 

in the U.S., Europe and Latin America were reviewed to inform the selection of 

exposure-response functions for this study. 

I found four health studies for PM-related mortality or morbidity for Brazil 

(Braga et al., 2001; Conceição et al., 2001; Martins et al., 2004; Saldiva et al., 1995), 

along with four others for Latin America (Bell et al., 2006; Cifuentes et al., 2000; 

Loomis et al., 1999; Ostro, 1998).  All of these studies are based on PM10 exposure, 

except Loomis et al. (1999), who derive a relationship between PM2.5 exposure and 

infant mortality in Mexico City, and Cifuentes et al. (2000). 

Saldiva et al. (1995) used time series regression from 1990 to 1991 to 

estimate a 13% increase in elderly (65+ years) mortality per 100 μg/m3 increase in 

PM10 and reported an almost linear relationship.  The more recent studies above 

generally found a higher relative risk increase per increase in PM10 concentration. 

Another study used regression analysis on respiratory related deaths from 

1997 to 1999 in Sao Paulo, Brazil and found that respiratory mortality varied on 

average 5.4% for a 10 μg/m3 increase in PM10 (Martins et al., 2004). 

Conceição et al. (2001) estimated mortality in children from 0-5.  They 

reported a 7% relative risk increase for mortality in children 0-5 given the average 

PM10 concentration from 1994 to 1997 in Sao Paulo, Brazil(Conceição et al., 2001). 
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Braga et al. (2001) defined a concentration-response relationship for PM10-

related respiratory hospital admissions for children and adolescents developed in 

Sao Paulo, Brazil. 

In Mexico City, Loomis et al. (1999) found that infant deaths increased 6.9% 

due to acute exposure of an increase of 10 μg/m3 of PM10. 

Cifuentes et al. (2000) regressed daily counts of non-accidental mortality 

from 1988 to 1996 against six pollutants in Santiago, Chile.  They found that 

mortality associated with mean levels of air pollution varied from 4 to 11%. 

Mehta et al. (2011) used a Bayesian estimate a C-R function for increased risk 

in acute lower respiratory infections per 10 μg/m3 increase in annual average PM2.5 

concentration based on studies in the U.S., Latin America and South Korea. 

Although there have been PM related studies in Sao Paulo, Mexico City, and 

Santiago, most were time series studies limited in scope by pollutant, age range and 

health endpoints.  Additionally, the Latin American studies focus on PM10, where as 

the main focus of recent studies is PM2.5. 

Before selecting a set of exposure-response studies for this dissertation, I 

also reviewed selected epidemiology studies in the U.S., Europe and globally. 

 

3.6 U.S. and international epidemiology concentration-response studies 

There are many factors to take into account when selecting appropriate 

epidemiological and concentration-response functions, including whether the study 

was peer reviewed, study design and location, characteristics of the target 

population, and how recently the study was performed (Fann et al., 2012).  When 
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available, epidemiology studies and concentration-response functions specific to 

Brazil and Latin America were utilized in this study.  However, for many health 

endpoints, Latin American studies are not available (Bell et al., 2006). 

The shape of the exposure-response relationship between health impacts and 

fine particulates has been estimated by numerous studies.  To unify results obtained 

over a number of studies, a group of distinguished epidemiologists and health 

economists developed an integrated exposure-response (IER) model for mortality 

across the global range of PM2.5 exposure for adults aged 25 to 99 (Burnett et al., 

2014). 

The IER model consists of piecewise relative risk (or C-R) functions over the 

entire global exposure ranges for mortality in adults, including the main air 

pollution causes of mortality: ischemic heart disease, cerebrovascular disease, 

chronic obstructive pulmonary disease, lower respiratory infection and lung cancer.   

The C-R functions come from a range of studies, including ambient air pollution, 

second hand tobacco smoke, household solid cooking fuel, and active smoking 

Burnett et al. (2014). 

Lepeule et al. (2012) performed an extended follow up on the Harvard Six 

Cities study to analyze 11 additional years with lower concentration levels. They 

reported high mortality relative risk ratios of 14% to 37% per 10 μg/m3 of PM2.5 at 

low concentration levels. 

BenMAP includes a number of EPA Standard Health Impact Functions for PM2.5 

related mortality, including Lepeule et al. (2012), Pope et al. (2002), Laden et al. 

(2006) and Krewski et al. (2009). 
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The EPA Standard Health Impact Function set also includes C-R functions for 

PM2.5 related hospital admissions.  Zanobetti et al. (2009) study, which found a 

1.89% increase in cardiac related hospital admissions and a 2.05 increase in 

respiratory related hospital admissions per 10 μg/m3 increase in PM2.5 (Zanobetti et 

al., 2009).  Moolgavkar (2000) found a 1.4% increase in cardiovascular related 

hospital admissions for persons 20-64 per each PM2.5 increase of 10 μg/m3. 

Many other studies have quantified the link between PM exposure and 

mortality.  Pope et al. (2009) defined the shape of the exposure-response 

relationship between cardiovascular mortality and fine particulates from cigarette 

smoke and ambient air pollution (Pope et al., 2009).  In a separate 2009 study, Pope 

et al. analyzed the impact of PM on life expectancy from 1979 to 2000 for 51 

metropolitan areas and 200 counties (Pope et al., 2009). 

In a previous study, Pope et al. (2002) reported that each 10μg/m3 increase in 

PM2.5 correlates with an increase in risk of 4% for all-mortality causes, 6% for 

cardiopulmonary mortality and 8% for lung cancer mortality. 

Based on a European expert panel elicitation, Hoek et al. (2009) derived 

probability distributions between ultrafine particles and all-cause mortality and 

cardiovascular and respiratory hospital admissions.   

Samoli et al. (2005) defined exposure-response curves relating PM10 and 

black smoke concentration to the percentage increase in deaths in 22 European 

cities and found a high correlation. 

Currie et al. (2009) examined the connection between air pollution on infant 

death in California.  Their study suggests that reducing carbon monoxide from 2.4-
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1.4 ppm and PM10 from 48.8 to 32.8 μg/m3 from 1989-2000 prevented 1000 infant 

deaths. 

After reviewing 14 mortality studies, Song et al. (2014) concluded that the 

increase in relative risk of COPD related mortality due to an increased chronic 

exposure of 10 μg/m3 is 1.04 in the European Union, 1.03 in the United States, 1.01 

in China and 1.04 for two studies in areas outside of the E.U., U.S. and China. 

Ostro et al. (2007) linked PM2.5 and several constituents to multiple mortality 

categories.  Cardiovascular deaths increased by 1.6% for PM2.5, 2.1% for elemental 

carbon, 1.6% for organic carbon and 1.5% for nitrates in the higher quartile ranges. 

Finally, in assessing 202 U.S. counties from 1999-2005, Bell et al. (2008) 

reported a 1.05% increase in respiratory disease hospital admissions per increase 

of 10μg/m3 of PM2.5. 

 

3.7 Monetary valuation of health impacts in Brazil 

For understanding tradeoffs, monetary valuation techniques have been applied to 

changes in health outcomes.  This allows for a more straightforward cost-benefit 

analysis, where the cost emission control technology required to achieve reductions 

in air pollutant concentrations can be directly compared with the monetary 

valuation of expected health benefits. 

In the Alves and Uturbey (2010) study, per capita income, life expectancy, 

health expenses and income-elasticity data were used in a benefits transfer to 

calculate a VSL for Brazil of US$800,258.  They valued the cost of hospitalizations, 

medical care, medicines and lost work days at an average of US$1985.03 per 
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disease.  A correction factor of 1.85 was used to obtain a more complete willingness 

to pay for reducing respiratory disease risks of USD 3672.20 USD per disease (Alves 

and Uturbey, 2010). 

The Bell et al. (2006) study estimated the avoidable health costs using a cost-

of-illness valuation method and a willingness-to-pay (WTP) valuation method over a 

20 year period Sao Paulo, Mexico City, and Santiago. 

Shindell et al. (2011) used the EPA preferred VSL of $9,500,000.  As a first 

approach, they applied the VSL uniformly across all countries.  As a second 

approach, they derived country specific VSLs using the USEPA’s elasticity of 0.40 

between income and WTP to avoid adverse health impacts. 

In Miraglia et al. (2005), a life expectancy of 67.53 years in Brazil was used 

and monetized air pollution results were compared using two different VSLs.  With a 

VSL of $7,714 US$, the total DALYs attributable to air pollution was US$3,222,676.  

With a VSL of $500,000, they totaled US$208,884,940 (Miraglia et al., 2005). 

My review of monetary valuation in Latin American studies reveals that there 

is large variance between derived VSL dollar amounts for developing countries, 

depending on the method employed and the currency year.  The monetary valuation 

of disease incidence does not vary much when the cost of illness technique is 

employed and can vary some with the willingness to pay technique, although not 

nearly as much as the values of statistical lives. 
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3.8 Renewable integration impacts the electric grid operation and utilities 

As this dissertation analyzes the health benefits, storage requirements and grid 

stability implications of high penetrations of renewables, it is important to note that 

integrating large penetrations of renewables will also impact electricity grid 

operation and electric utility companies.  Although this dissertation does not focus 

on utility side impacts, it is worth mentioning them. 

NE Brazil has exceptionally high capacity factors for wind and solar energy, yet 

there are technical, economic and political issues involved with connecting 

renewable energy resources into Brazil’s electric grid. 

On the political front, there can be issues connecting new and remotely located 

energy sources, such as wind, solar, biomass and small hydroelectric generation to 

transmission lines in Brazil.  To address this, a Central Generation (ICG) model was 

created by ANEEL to hold auctions that have been successful in providing access for 

remote renewable electricity generation to the transmission system (Agencia 

Nacional de Energia Eletrica, 2016).  Another political issue is that electricity 

producers need to sell their energy into the market ahead of time in a Public Call, 

which can create issues for intermittent renewables (i.e. wind and solar).  

Transmission line construction delays can also prevent newly constructed power 

plant from connecting to the grid, or restrict the amount of electricity from existing 

power plants due to capacity limits (Francisco 2012). 

There are also technical issues with incorporating high penetrations of 

renewables into Brazil’s grid, arising locally and at the system level.  Local issues 

caused by integrating intermittent renewable generation (i.e. wind and solar), 
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include voltage control, fault current, harmonic distortion and flicker (Soares et al., 

2012).   Fault currents are any abnormal electrical currents that can cause circuit 

failures (Anaya-Lara et al., 2009).  Harmonic distortion and flicker occur when 

current and voltage waveforms are non-sinusoidal and contain distortions. This 

places additional waveforms onto the fundamental current waveform, which creates 

multiple frequencies within the frequency range that the electric supply system is 

supposed to operate in (Emerson, 2010). 

Systemwide impacts caused by increasing intermittent renewable generation 

include balancing generation and load, reactive power generation and reduced 

frequency control (Soares et al., 2012).  For example, when load exceeds generation, 

generation can be increased from load following power plants or by power plants 

that have additional capacity contracted to be on reserve to dispatch when needed 

(known as reserve resources), or by dispatching stored energy in the form of 

batteries or hydro storage.  Alternatively, load can be reduced through demand 

response programs when decreasing generation is not readily available.  When 

generation exceeds load, generation can be reduced by ramping down load 

following generators or by storing excess energy with pumped hydro.  Reactive 

power generation, which maintains the transmission line voltage level to allow 

electricity to flow freely, is affected when generation from intermittent renewables 

is suddenly dropped because it causes a reduction in the system’s frequency control 

(Emerson, 2010). 

Due to local and systemic issues caused by increasing intermittent generation 

in electric grids, Krauter (2005) found that depending on the power system, 
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integrating wind power beyond 30% penetration into large interconnected systems 

could require redesigning the existing power system and its operation. 

Along with operational impacts, there are also business model impacts 

associated with renewable integration.  Richter (2012) discussed how there are two 

general business models when considering the integration of high penetrations 

renewables: a utility-side business model that consists of a small number of large-

scale projects, and a consumer-side business model that consists of a large number 

of small-scale projects.  Richter contrasted the two and discussed the utility 

business model implications of choosing a residential scale versus a utility scale 

renewable integration approach.  He found that there are a number of advantages of 

utility-side business models compared to consumer-side. 

Additionally, Schleicher-Tappeser (2012) analyzed how managing the 

interface between power consumption and weather-dependent power production is 

a key issue for utilities that challenges traditional top-down control logic.  

Increasing flexibility and autonomy of consumers drives a more decentralized and 

multi-layer systems (Schleicher-Tappeser, 2012). 

Milligan et al. (2011) studied how coordination among WECC balancing 

authorities could affect renewable integration costs.  Multiple scenarios were 

modeled with existing commitment strategies and coordination possibilities.  

Increasing cooperation between WECC balancing authorities can significantly 

reduce operating costs.  While there are significant benefits of coordination within 

WECC with real-time dispatch, only 20% to 40% of the total operating cost savings 

potential is possible if existing commitment strategies are upheld.  Maximum 
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savings occur when commitment and dispatch strategies are coordinated.  Potential 

coordination savings increase as renewable generation increases. 

Renewable integration also has public and private costs and benefits.  

Borenstein (2011) analyzed how renewable generation is more expensive than 

conventional generation, yet it reduces pollution externalities.  This tradeoff is hard 

to monetize, because renewables like wind and solar are intermittent and the value 

of electricity is dependent on the time and the location of its production.  Similarly, 

pollution benefits from renewables depend on the type of generation that 

renewables displace, as well as the time and place where the pollution is reduced.  

Without incorporating these factors, cost-benefit analyses of renewable generation 

will likely be misleading (Borenstein 2011). 

Borenstein’s (2011) study makes argues that spatial and temporal resolution 

is needed to quantify externalities of fossil fuel vs. renewable generation, and more 

importantly, that cost benefit analysis of fossil fuel vs. renewable generation is 

misleading without considering the time and space dependent costs of pollution 

(Borenstein, 2012).  This dissertation improves on past methodologies by using a 

highly resolved spatial and temporal methodology to produce insightful results that 

help policy makers understand tradeoffs of more stringent emissions standards and 

integrating high penetrations of renewables. 

 

3.9 100% RPS studies in Brazil and abroad 

Two previous studies have analyzed 100% renewable energy scenarios in Brazil.   

Gils et al. (2017) assessed the least cost option for a 100% renewable energy supply 
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for Brazil in 2050, and Barbosa et al. (2016) simulated a 100% renewable electric 

grid for Brazil using hourly resolution.  Additionally, a number of studies have 

analyzed 100% renewable energy systems in countries and regions globally, which 

are summarized below. 

 Gils et al. (2017) used the REMix model with hourly resolution to analyze the 

least-cost composition and operation of a fully renewable energy supply across all 

sectors in Brazil in 2050.  Their study focuses on the role of sector coupling and 

regional development, including both the challenges arising from an additional 

power demand for electric mobility and hydrogen production, and the opportunities 

offered by the flexibility of these loads. 

They found that with its abundance of dispatchable renewable energy 

(hydropower and bioenergy) and VRE (wind and solar) potential, Brazil is a good 

prospect for a carbon neutral energy system.  Interestingly, they reported that the 

expansion of wind and solar power is more cost-efficient than the construction of 

additional hydroelectric plants.  This is primarily because the Brazilian power 

system has plenty of reservoir hydro stations to balance VRE generation, including 

65 GW and 43 GW of run-of-river stations based on future investment opportunities.  

They also assumed that pumps could be installed in all reservoir hydro stations as 

an additional source of flexibility and storage, which unfortunately is not realistic.  

Biomass CHP plants, fuel cells and wave energy power plants were also considered. 

Results from the Gils et al. (2017) study indicate that hydro power would 

need to be more fully utilized to balance load and generation by importing and 

exporting energy between areas with high VRE potential (ex. Northeast Brazil) and 



 

 
 

55 

high hydropower (ex. Northern Brazil).  Furthermore, enhanced coupling of power, 

heat and transport sectors through flexible electric heating, electric mobility and 

hydrogen electrolysis would also need to significantly contribute to the balancing of 

intermittent power generation.  However, the authors acknowledge that the role of 

regional power exchange, sector coupling, and industrial demand response (DR) in a 

completely RE system is not yet fully understood for Brazil. 

Due to the load and generation balancing capabilities offered by pumped 

storage and sector coupling, Gils et al. (2017) concluded that the transformation 

strategy in Brazil can be primarily based on other criteria such as regional 

development, public acceptance, environmental impact or industrial policy without 

major impacts on system costs. 

Barbosa et al. (2016) simulated a 100% renewable energy electricity system 

for Brazil in 2030 using hourly resolution.  They used a linear system optimization 

model that considered solar PV, solar CSP (concentrated solar power), onshore 

wind, hydropower, biomass, waste-to-energy and geothermal power plants for 

electricity production. 

To buffer VRE generation, four categories of flexibility were considered: 

generation management (hydro dams and biomass plants), demand side 

management (power to gas, synthetic natural gas seawater desalination), energy 

storage (batteries, compressed air storage and thermal storage), and transmission 

grids (high voltage direct current technology) for importing and exporting 

electricity.  Electricity distribution was not considered. 
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Their results for a least-cost 100% renewable power sector include 165 GW 

of solar PV, 85 GW of reservoir hydro stations, 12 GW of hydro run-of-river, 8 GW of 

biogas, 12 of GW biomass and 8 of GW wind power.  They found that 243 GWh of 

battery capacity is needed to balance wind and solar generation, as well as 1 GWh of 

pumped hydro storage, 23 GWh of compressed air storage and 1 GWh of heat 

storage.  The total system levelized cost of electricity decreased from 61 

Euros/MWh to 53 Euros/MWh. 

The feasibility of 100% renewable energy power system in South and Central 

America based on hydro, wind and solar was also studied by Barbosa et al., (2017).   

They used an hourly resolved energy model and considered three scenarios with 

different levels of high voltage direct current development (region, country, and 

area-wide) interconnecting all countries in Central and South America.  Additionally, 

they modeled an integrated scenario that considers water desalination and 

industrial gas demand supplied by synthetic natural gas produced by power-to-gas.  

The same technologies were considered as in Barbosa et al. (2016). 

Barbosa et al. (2017) found that renewable energy could cover the 1813 TWh 

of forecasted electricity demand as well as the electricity required to desalinate 3.9 

billion m3 of water and supply 640 TWhLHV of synthetic natural gas.  Importing and 

exporting electricity is critical for balancing load and generation, as well as pumped 

hydro storage.  The levelized cost of energy ranged from 62 Euros/MWh for a 

decentralized grid scenario to 56 Euros/MWh for a centralized grid scenario.   

Integrating desalination and power-to-gas reduced electricity costs by 5% and total 

system costs by 8%. 
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The feasibility of 100% renewable energy systems in specific countries in 

Europe and by interconnecting the EU has also been studied.  Ćosić et al. (2012) 

used the EnergyPLAN model to assess the feasibility of a 100% renewable energy 

electric system in Macedonia, They found that a 50% renewable energy system in 

2030 is much more likely than a 100% renewable energy system in 2030.  Lund and 

Mathiesen (2009) also assessed the feasibility of a 2030 50% RPS and a 2050 100% 

RPS. They reported that in Denmark a 100% RPS in 2050 is physically possible and 

that a 50% RPS in 2030 is a feasible first step.  However, a large share of either 

biomass resources is required to balance load and generation, which has 

implications for farming areas, or hydrogen energy storage, which leads to system 

inefficiencies. 

Another study using the EnergyPLAN model with hourly resolution assessed 

the feasibility of a 100% renewable energy system for electricity, heat and 

transportation in Ireland.  The modeling efforts focused on three renewable 

resources (biomass, hydrogen and electricity).  The authors concluded that while 

that a 100% RPS system is possible, a number of assumptions need to be validated 

and explored before creating a renewable energy transition plan for Ireland. 

A few studies have also investigated the feasibility as well as the technical 

and economic impacts of a 100% RPS in the European Union (EU).  Bussar et al. 

(2014) reported that a cost effective 100% renewable energy system could be 

achieved in the EU with a heavy reliance on an interconnected transmission system 

as well as a high capacity of energy storage options.  Using the Genetic Optimization 

of a European Energy System (GENESYS), the authors found that 2,500 GW of 
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renewable energy, 240,000 GWh of storage (corresponding to 6% of energy 

demand), and a high voltage direct current transmission system of 375,000 GWkm 

would be required to balance supply and demand at an estimated cost of 6.87 

ct/kWh. 

In a separate study, Connolly et al. (2016) developed a Smart Energy System 

approach to transitioning Europe to a 100% renewable energy system.  They found 

it is possible, without consuming an unsustainable amount of bioenergy, to have a 

100% renewable energy system in Europe by coupling the electricity, heating, 

cooling and transport sectors, which would enable an 80% VRE penetration.  The 

Smart Energy Europe is projected to create 10 million jobs and increase energy 

costs by 10-15%. 

With respect to 100% renewable energy systems in the US, Jacobson et al 

developed a road map for 100% of California’s energy supply to be provided by 

wind, water and solar resources Jacobson et al. (2014). This effort was then 

extended to all 50 states (Jacobson et al., 2015).  Their roadmaps include demand 

projections for electrifying all residential, commercial, industrial and transportation 

sectors, generator and land requirements, resource availability, costs of 

infrastructure, air pollution and greenhouse gas warming costs, job creation and 

loss, as well as a timeline for implementation and recommendations.  They found 

that a 100% wind, water and solar energy supply is technically and economically 

feasible with little downside. 

Interestingly, the WWS roadmaps by Jacobson et al. are based on aggregate 

energy transfers and do not include temporal resolution, which limits their 
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usefulness because the degree of uncertainty is unknown.  Their assumption of 

leaving out temporal resolution is based on a 2011 paper, where Hart and Jacobson 

simulated California’s hourly electricity system dispatch for 2005 and 2006 and 

found that supply and demand can be balanced with 99.8% of electricity being 

produced carbon-free.  This was demonstrated using a Monte Carlo approach to 

generator portfolio planning.  The exact amount of necessary storage was not listed, 

but all wind, solar PV and CSP resources were assumed to have 3-hours of storage. 

Bogdanov and Breyer have analyzed 100% renewable energy scenarios in 

large interconnected areas, including Central and South America, Eurasia, North-

East Asia, Sub-Saharan Africa and India.  They used an hourly resolved energy 

system model based on linear optimization to determine least cost 100% renewable 

energy electricity systems with high voltage direct current transmission lines 

connecting sub-regions within each study region.  A summary of their findings from 

is provided below (they were also involved in the Barbosa et al. studies). 

 The costs and feasibility of 100% renewable energy systems outside Central 

and South America have also been studied.  Bogdanov and Breyer (2016) modeled 

the implications of building a Super Grid connecting Eurasian regions from east 

Russia to Belarus with high voltage direct current power lines using an hourly 

resolved linear optimization energy system model.  They defined a distributed and a 

centralized optimal cost mix of energy technologies and storage options for each 

region, considering a broad range of generation technology (PV, CSP, wind, hydro, 

biomass, biogas, waste-to-energy and geothermal) as well as storage technology 

(battery storage, pumped hydro storage, compressed air energy storage, thermal 
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energy storage and power-to-gas.  Optimal infrastructure capacities and hourly 

generation were simulated for each sub-region.  Results indicated that a 100% 

renewable energy super grid is lower in cost than nuclear and fossil fuel with 

carbon capture and storage alternatives. 

 Bogdanov and Breyer (2016) also assessed a 100% renewable energy 

scenario for connecting North-East Asia power systems.   They concluded that 

renewable energy can supply projected electricity and gas demand predicted for 

2030 and deliver 2000 TWhth of heat.  The total area system cost could be as low as 

69.4 Euros/MWh, if infrastructure were available to allow 20% of energy to be 

exchanged between the 12 regions and 27% of generation to be stored.  Results 

indicate that a 100% renewable energy system is feasible and less than nuclear and 

fossil fuel with carbon capture and storage alternatives.  A similar study was done 

for interconnecting Southeast Asia with similar results (Gulagi et al. 2017). 

 Least cost electricity solutions based on 100% renewable energy have also 

been studied in Sub-Saharan Africa using the same hourly resolved linear 

optimization model as the studies above (Barasa et al., 2016).  By connecting 16 

sub-regions with high voltage direct current HVDC transmission lines, the authors 

reported that renewable electricity could supply the projected 866.4 TWh of 

electricity demand, 319 million m3 of desalinated water and 268 TWhLHV of 

synthetic natural gas demand.  The levelized cost of energy ranges between 57.8 

Euros/MWh for a decentralized grid to 54.7 Euros/MWh for a centralized grid.  

Results indicate a large reliance on gas storage (25,754 GWhth), electricity imports 

and exports between regions, and coupling electricity demand with gas and 
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desalination demands.   Gulagi et al. (2016) performed a similar study in India and 

found similar results, with a higher levelized cost of energy due to greater battery 

storage requirements. 

 On a global basis, a 2014 study investigated the global energy storage 

demand for a global VRE supply based on hourly demand profiles for 163 countries.  

It reported that high-temperature thermal energy storage in combination with CSP, 

steam turbines and heating rods is the preferred over batteries and power-to-gas.  A 

world average levelized cost of energy of 142 EUR/MWh was estimated.  The 

authors concluded that hydropower, grid interconnections and coupling electricity 

with other energy sections such as heat, transportation and desalination were 

necessary to further reduce costs (Pleßmann et al., 2014). 

 There are a few key commonalities that make it possible for 100% renewable 

energy based electricity system solutions discussed above to meet electricity 

demand at (or even lower than) current levelized costs of energy.  These 

technologies and operational approaches are: high voltage direct current 

transmission lines for flexibly importing and exporting electricity, a portfolio of 

variable and dispatchable generation technologies, a portfolio of storage 

technologies, and coupling electricity with other energy sectors such as industrial 

gas demand, transportation and desalination. 
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3.10 Literature review table 

A literature review table summarizing the key questions, methodology and results 

of each paper in this literature review is below. 

 

Table 3.1.  Literature review table 

Authors Key Questions Methodology Results 

Barbosa et 
al. (2017) 

What is the cost 
optimal mix of 
energy sources 
for a 100% RPS 
electric system 
interconnecting 
all countries in 
Central and 
South America? 

Linear optimization model 
with hourly resolution.  
HVDC lines connecting all 
regions, portfolios of 
generation and storage 
considered.  Electricity 
sector coupled with 
projected industrial heat 
and desalination demand. 

100% RPS electric system 
can supply projected 
demand.  LCOE is 62 
Euros/MWh for 
decentralized grid and 56 
Euros/MWh for 
centralized grid. 

Gils et al. 
(2017) 

What is the least 
cost option for a 
100% renewable 
energy supply 
across all sectors 
in Brazil in 
2050? 

Remix model was used 
with hourly resolution, 
coupling sectors such as 
transportation and 
hydrogen production.  A 
portfolio of generation 
and storage technologies 
were considered, as well 
as retrofitting existing 
hydro plants with pumped 
storage  

Due to the load and 
generation balancing 
capabilities offered by 
pumped storage and 
sector coupling, Brazil can 
transition to 100% 
renewable energy without 
large impacts to energy 
costs.  Other criteria such 
as regional development, 
public acceptance and 
environmental impact 
should be considered. 

Gulagi et al. 
(2017) 

Is a 100% 
renewable super 
grid 
interconnecting 
India feasible 
and cost-
effective? 

Linear optimization model 
with hourly resolution.  
HVDC lines connecting 16 
sub-regions, portfolios of 
generation and storage 
considered.  Electricity 
sector coupled with 
projected industrial heat 
and desalination demand. 

Yes, but there are large 
battery storage 
requirements that raise 
the LCOE. 
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Barasa et 
al. (2016) 

Is a 100% 
renewable super 
grid 
interconnecting 
Sub-Saharan 
Africa feasible 
and cost-
effective? 

Linear optimization model 
with hourly resolution.  
HVDC lines connecting 16 
sub-regions, portfolios of 
generation and storage 
considered.  Electricity 
sector coupled with 
projected industrial heat 
and desalination demand. 

The levelized cost of 
energy range from 
€57.8/MWh for a 
decentralized grid to 
€54.7/MWh for a 
centralized grid.  A large 
reliance on gas storage 
(25,754 GWhth), electricity 
imports and exports 
between regions, and 
coupling electricity 
demand with gas and 
desalination. 

Barbosa et 
al. (2016) 

What is the cost 
optimal mix of 
energy sources 
for a 100% 
renewable 
electricity 
system in Brazil 
in 2030? 

Linear optimization model 
with hourly resolution.  
HVDC, Portfolios of 
generation and storage 
technologies considered, 
including power to gas.   

Least cost portfolio 
includes portfolio of 
renewable generation, 
243 GWh of battery 
capacity as well as other 
storage required.  
Levelized cost of 
electricity decreases by 
more than 10% in 100% 
RPS scenario. 

Bogdanov 
and Breyer 
(2016) 

Is a 100% 
renewable super 
grid 
interconnecting 
Eurasia feasible 
and cost-
effective? 

Linear optimization model 
with hourly resolution.  
HVDC lines connecting all 
regions, portfolios of 
generation and storage 
considered.  Electricity 
sector coupled with 
projected industrial heat 
and desalination demand. 

100% renewable energy 
Eurasian super grid is 
lower in cost than nuclear 
and fossil fuel with carbon 
capture and storage 
alternatives 

Bogdanov 
and Breyer 
(2016) 

Is a 100% 
renewable super 
grid 
interconnecting 
North-East Asia 
feasible and cost-
effective? 

Linear optimization model 
with hourly resolution.  
HVDC lines connecting all 
regions, portfolios of 
generation and storage 
considered.  Electricity 
sector coupled with 
projected industrial heat 
and desalination demand. 

100% renewable energy 
Eurasian super grid is 
lower in cost than nuclear 
and fossil fuel with carbon 
capture and storage 
alternatives 

Connolly et 
al. (2016) 

What is the best 
approach for 
transitioning 
Europe to a 
100% renewable 
energy system?  

A Smart Energy Europe 
approach was developed 
and modeled, focusing on 
VRE and constraining 
bioenergy use to a 
sustainable amount. 

The Smart Energy Europe 
approach enables an 80% 
VRE penetration when 
electricity, transportation 
and heating and cooling 
are coupled.  10 million 
jobs are created and 
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energy costs decrease 10-
15%. 

Cromar et 
al. (2016) 

What health 
effects are 
associated to 
concentrations 
over the 
American 
Thoracic Society 
(ATS) standards?  

Health Functions in 
BenMAP for PM2.5 and O3 
were used with the ATS 
standards of 11 μg/m^3 
PM2.5 and 0.060 ppm O3 as 
the control scenario. 

9,320 deaths and 21,400 
morbidities happen due to 
PM2.5 and O3 
concentrations in excess 
of ATS standards. 

Apte et al. 
(2015) 

What is the 
global mortality 
due to PM2.5 
exposure? 

 The integrated exposure 
response (IER) model was 
applied to global PM2.5 
exposure from the GBD.  

3.2 million deaths could be 
avoided globally by 
enforcing strict PM2.5 
standard. 

Brauer et 
al. (2015) 

What is the 
global exposure 
to ambient 
PM2.5? 

Satellite and ground 
measurements were used 
from 79 countries to 
assess global PM2.5 
exposure in 2013 and 
PM2.5 trends from 1990 to 
2013.    

87% of the world lives in 
areas that exceed WHO 
PM2.5 standards. 

Jacobson et 
al. (2015) 

What are the 
ideal 100% 
wind, water and 
solar energy 
mixes for each 
state in the U.S.? 

A spatially but not 
temporally resolved 
model simulates the 
optimal mix and location 
of wind, water and solar 
resources.  All sectors 
coupled. 

A 100% wind, water and 
solar energy supply is 
technically and 
economically feasible with 
little downside. 

Burnett et 
al. (2014) 

What is the 
connection 
between PM2.5 
and acute lower 
respiratory 
infections? 

Piecewise C-R functions 
are integrated over the 
entire global exposure 
ranges for mortality in 
adults from a range of 
studies. 

The IER model was a 
superior predictor of 
relative risk changes due 
to PM2.5 exposure 
compared with seven 
other prediction methods. 

Bussar et 
al. (2014) 

What are the 
technical and 
economic 
impacts of a 
100% RPS 
interconnected 
EU electric 
system? 

A model, Genetic 
Optimization of a 
European Energy System 
(GENESYS), was 
developed to determine 
the cost optimal mix of 
energy generation and 
storage technologies to 
meet electricity demand in 
the EU via a system 
interconnected with HVDC 
lines. 

A cost effective 100% 
renewable energy system 
can be achieved in the EU 
with a heavy reliance on 
an interconnected 
transmission system as 
well as a high capacity of 
energy storage options. 
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Jacobson et 
al. (2014) 

What are the 
ideal 100% 
wind, water and 
solar energy 
mixes for CA? 

A spatially but not 
temporally resolved 
model simulates the 
optimal mix and location 
of wind, water and solar 
resources.  All sectors 
coupled. 

A 100% wind, water and 
solar energy supply is 
technically and 
economically feasible with 
little downside. 

Pleßmann 
et al. 
(2014) 

What is the 
global energy 
storage demand 
for a global VRE 
supply? 

Hourly demand profiles 
for 163 countries were 
estimated.  A portfolio of 
storage options were 
assessed. 

high-temperature thermal 
energy storage in 
combination with CSP, 
steam turbines and 
heating rods is the 
preferred over batteries 
and power-to-gas.  A 
world average levelized 
cost of energy of 142 
EUR/MWh was estimated. 

Machol and 
Rizk 
(2013) 

What are the 
economic value 
of health impacts 
associated with 
PM2.5 and PM2.5 
precursors on a 
per kilowatt 
hour basis? 

Calculations include (Tons 
of 
PM2.5)*(Benefit/Ton)/(An
nual gross load), same for 
NOx and SOx. Calculates 
$/kWh for each 
technology and in each 
state. BenMAP used. 

The economic value of 
improved human health 
associated with avoiding 
emissions from fossil fuel 
electricity in the United 
States ranges from a low 
of $0.005–$0.013/kWh in 
California to a high of 
$0.41–$1.01/kWh in 
Maryland.  

Avelino et 
al. (2012) 

What are the 
economic, 
environmental 
and health 
impacts of 
building a wind 
farm in Brazil? 

Emissions by power plant 
type are from ONS and 
ANEEL. Air quality 
modeling with a Gaussian 
Plume Model.   

Importance of temporal 
and spatial dimensions: 
dry season results in ~5% 
increase in morbidity 
treatment costs, with little 
variation between study 
areas.  

Borenstein 
et al. 
(2012) 

What are the 
public and 
private costs of 
renewable 
energy 
integration? 

Costs of un-priced 
pollution externalities, 
improved energy security, 
price sustainability, and 
job creation are 
compared. 

Pollution benefits from 
renewables depend on the 
type of generation that 
renewables displace, as 
well as the time and place 
where the pollution is 
reduced.  

Ćosić et al. 
(2012) 

Is a 100% RPS 
electricity grid 
feasible in 
Macedonia? 

EnergyPLAN model 
utilized for a 50% RPS in 
2030 and a 100% RPS for 
2050 based on VRE and 
storage.   

A 50% renewable energy 
system in 2030 is much 
more likely than a 100% 
renewable energy system 
in 2050. 

Fann et al. 
(2012) 

What is the 
mortality 
associated with 

The U.S. population 
exposure to 2005 PM2.5 
and O3 levels was 

130,000 PM2.5-related 
deaths and 4,700 ozone-
related deaths resulted 
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exposure to 
PM2.5 and O3 in 
the United 
States? 

calculated and input into 
U.S. C-R and monetary 
valuation functions.   

from 2005 air quality 
levels. 

Richter et 
al. (2012) 

What are the 
pros and cons of 
utility-side and 
consumer-side 
business 
models? 

Characteristics of utility-
side and consumer-side 
business models are 
compared. 

There are a number of 
advantages to utility-side 
business models 
compared to consumer-
side business models. 

Soares et 
al. (2012) 

How can hybrid 
plug in vehicles 
be used as 
storage to 
increase the 
renewable mix? 

An optimization tool was 
applied to the electric 
system in NE Brazil, 
analyzing dispatch of wind 
farms. 

500,000 PHEVs could be 
charged overnight Jan. – 
June in 2015 with 
potential to increase to 
1.5M PHEVs by 2030. 

Schleicher-
Tappeser 
et al. 
(2012) 

What are the 
conflicts and 
opportunities 
utilities face 
when integrating 
renewables? 

Management of 
production, spatial 
compensation, 
consumption and storage 
were considered. 

The interface between 
power consumption and 
weather-dependent power 
production challenges 
traditional top-down 
control logic.  

Hart and 
Jacobson 
(2011) 

What is the least 
cost dispatch for 
CA with large 
penetrations of 
variable 
renewables? 

California’s hourly 
electricity system dispatch 
was simulated combining 
a deterministic renewable 
portfolio planning module 
with Monte Carlo 
simulation of system 
operation. 

Supply and demand can be 
balanced with 99.8% of 
electricity being produced 
carbon-free. 

Mehta et al. 
(2011) 

What is the 
connection 
between PM2.5 
and acute lower 
respiratory 
infections? 

A C-R function for 
increased risk in ALRI due 
to PM2.5 was estimated 
from existing PM2.5 studies 
in the U.S., Latin America 
and South Korea using a 
Bayesian approach. 

There is a 12% increased 
risk in ALRI occurrence 
per 10 μg/m3. 

Milligan et 
al. (2011) 

How will 
coordination 
among WECC 
balancing 
authorities affect 
renewable 
integration 
costs? 

Multiple levels of 
renewable penetration 
were modeled with 
existing commitment 
strategies and 
coordination possibilities. 

Coordination with real-
time dispatch will reduce 
costs.  Only 20% to 40% of 
the total cost savings 
potential is possible if 
existing commitment 
strategies are upheld.  

Vutukuru 
et al. 
(2011) 

What are the 
impacts of 
distributed 
power 

A 3D dispersion and 
transformation model was 
used to simulate 
distributed generation 

The air quality impacts of 
distributed generation 
were small due to 
stringent air emission 
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generation on 
ambient ozone 
and PM? 

emissions based on best 
available control 
technology. 

standards applied to all 
distributed generation 
units.  

Shindell et 
al. (2011) 

How will tighter 
emissions 
standards affect 
radiative forcing 
and premature 
deaths? 

C-R functions for PM 
mortalities related to 
cardiopulmonary illness 
and lung cancer were used 
to estimate health 
impacts.  

 For China, India and Latin 
America, the current path 
reduces radiative forcing 
but increases deaths and 
ozone-related agricultural 
losses.  

Alves and 
Uturbey 
(2010) 

What are the 
external costs 
related to PM 
and GHG 
emissions by the 
Brazilian 
electrical matrix? 

Monetary valuation 
applied to PM and CO2e 
external costs, expressed 
in per kWh of generated 
energy. 

Based on 19 
EUROS/tCO2e, society 
could incur greater costs 
from local pollution 
caused by a small number 
of plants than global 
warming. 

Carreras-
Sospedra et 
al. (2010) 

What are the air 
quality impacts 
of central power 
generation 
versus the 
impacts of 
distributed 
generation?  

Impacts in the South Coast 
Air Basin were assessed 
using a 3D atmospheric 
dispersion and chemical 
transformation model. 

Air quality impacts were 
greater from central 
generation than 
distributed generation, 
even though central 
generation emissions 
were lower.  Spatial and 
temporal dimensions must 
be considered. 

Emerson 
(2010) 

What are the 
international 
standards for 
harmonic 
distortion and 
flicker? 

The background and 
consequences of 
harmonics and flicker are 
investigated.   

Consequences include 
heating lower transmitted 
power, fuses melting, 
zero-crossings, impacts to 
conductors, transformers, 
and breakers.  

Anaya-Lara 
et al. 
(2009) 

How can wind 
energy 
generation be 
modeled and 
controlled? 

An in depth book detailing 
many aspects of modeling 
wind energy generation. 

Many local and system 
level issues can arise, such 
as abnormal electrical 
currents that can cause 
circuit failures. 

Currie et al. 
(2009) 

What is the 
connection 
between air 
pollution on 
infant death? 

Four criteria pollutant 
concentrations were 
tracked and mapped to 
infant death from 1989-
2000. 

Reducing CO from 2.4-1.4 
ppm and PM from 48.8 to 
32.8 μg/m^3 from 1989-
2000 would have saved 
1000 infant deaths. 

Hoek et al. 
(2009) 

Ultra fine 
particulate (UFP) 
C-R functions 
related to 
mortality and 
morbidity are 
reviewed. 

A panel elicitation of 
eleven European experts 
with different 
backgrounds was 
performed. 

Substantial differences in 
the estimated UFP health 
effect and its uncertainty 
were found between 
experts. The lack of 
studies on long- term 
exposure to UFP was rated 
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as the most important 
source of uncertainty. 

Lund and 
Mathiesen 
(2009) 

Is a 100% RPS 
electricity grid 
feasible in 
Denmark? 

A 50% RPS electricity grid 
in 2030 and a 100% RPS 
grid in 2050 were 
modeled with a focus on 
biomass resources or 
hydrogen generation for 
balancing load and 
generation. 

A 100% RPS in 2050 is 
physically possible and 
that a 50% RPS in 2030 is 
a feasible first step. 

Pope et al. 
(2009) 

What is the 
connection 
between PM2.5 
and mortality? 

The C-R relationship 
between cardiovascular 
mortality and fine 
particulates is derived 
from cigarette smoke and 
ambient air pollution 
exposure. 

The C-R relationship is 
relatively steep at low 
levels and flattens out at 
higher exposures. 

Pope et al. 
(2009) 

How does PM 
exposure impact 
life expectancy?  

 A total of 51 metropolitan 
areas and 200 counties 
were analyzed from 1979 
to 2000. 

A decrease of 10 µg/m3 of 
fine particulate matter 
was associated with an 
increase in life expectancy 
of 0.61±0.20 years. 

Davidson 
et al. 
(2007) 

What are the 
benefits of: a 
national-level air 
quality control 
program, and 
benefits of 
attaining two 
annual PM2.5 
standards in 
California. 

The U.S. EPA 
Environmental Benefits 
Mapping and Analysis 
Program (BenMAP) was 
used to assess health 
impacts of air quality 
deltas between cases. 

The control of PM2.5 
emissions results in $100 
billion of benefits 
annually. Attaining the 
more stringent standard 
(12 μg/m3) would result 
in approximately 2000 
fewer premature deaths 
each year than the 15 
μg/m3 achieves. 

Markandya 
et al. 
(2007) 

What are the 
health effects of 
coal, oil, biomass, 
gas and nuclear 
electricity 
generation?  

The deaths per TWh of 
electricity generation are 
estimated by generation 
source. 

Oil combustion causes 
approximately 7 times 
more deaths than gas 
combustion, and coal 
combustion causes 
approximately 9 times 
more deaths than gas 
combustion. 

Ostro et al. 
(2007) 

What is the 
connection 
between 19 
PM2.5 
components and 
daily mortality? 

Daily data from 2000 to 
2003 on mortality and 
PM2.5 mass and 
components was obtained 
along with PM2.5 
speciation data for the 4-
year period 2000 through 
2003 from the CARB 
(CARB 2004). 

For a 3-day lag, PM2.5, EC, 
OC, and nitrates increased 
by 1.6, 2.1, 1.6, and 1.5% 
based on interquartile 
ranges of 14.6, 0.8, 4.6, 
and 5.5 μg/m3, 
respectively. 
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Ostro et al. 
(2007) 

What are the 
links between 
PM2.5 and several 
constituents to 
mortality 
causes? 

Associations between 19 
unique PM2.5 constituents 
and daily mortality in six 
California counties are 
examined. 

Cardiovascular deaths 
increased by 1.6% for 
PM2.5, 2.1% for elemental 
carbon, 1.6% for organic 
carbon and 1.5% for 
nitrates in the higher 
quartile ranges.  

Bell et al. 
(2006) 

What is the cost 
of health impacts 
that are 
avoidable by 
implementing 
readily available 
technology in 
Santiago, São 
Paulo, and 
Mexico City? 

PM10 and O3 levels were 
estimated in Sao Paulo, 
Mexico City and Santiago 
under scenarios.  C-R 
functions were derived 
using a weighted average.   

 Results show that from 
2000-2020, the reductions 
in air pollution prompted 
by the control scenario 
could save approximately 
$21 billion (COI) to $165 
billion (WTP) in avoided 
health outcomes across 
the three cities.   

Cohen et al. 
(2005) 

How does 
ambient air 
pollution 
contribute to 
mortality and 
morbidity in 
children under 
5? 

Air pollution worldwide is 
mapped to mortality and 
morbidity causes. 

It is estimated that 3% of 
mortality from 
cardiopulmonary disease, 
5% of mortality from 
trachea, bronchus and 
lung cancer and about 1% 
of mortality due to acute 
respiratory infections in 
children under 5 is due to 
ambient air pollution 
worldwide.  

Krauter et 
al. (2005) 

What are the 
impacts of wind 
power on power 
systems? 

Large-scale wind 
penetrations were 
analyzed at the local and 
system wide levels. 

Integrating wind beyond 
30% into large 
interconnected systems 
could require redesign of 
the system and operation. 

Lopez et al. 
(2005) 

What are the 
health impacts 
from one of 
Mexico’s largest 
power plants? 

Excess deaths related to 
PM, NOx, SO2 are 
estimated using CALPUFF 
and C-R functions. 

Annual average PM2.5 was 
0.12 μg/m^3 (0.00 – 1.43 
μg/m^3), resulting in 
approximately 30 deaths 
annually valued at 8 
million USD. 

Miraglia et 
al. (2005) 

What is the 
health burden 
cost estimate 
due to air quality 
in Sao Paulo? 

The relative risk of (1) 
20% of the less polluted 
days and (2) 20% of the 
most polluted days were 
analyzed.   

With a life expectancy of 
67.53 years and a VSL of 
USD 7,714, the total cost 
of air pollution is USD 3M.  
Considering a US VSL of 
$500,000, the costs are 
USD 208M. 

Samoli et 
al. (2005) 

What are the 
exposure-
response curves 

The exposure-response 
relationship between 

Concentrations of PM10 
and black smoke have a 
high correlation to death 
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relating PM10 
and black smoke 
to mortality? 

ambient particles and 
mortality was analyzed. 

rates in 22 European 
cities.  

Ying Zhou 
et al. 
(2003) 

How can human 
exposure to 
power plant 
emissions be 
calculated? 

The intake fraction for fine 
particulates, sulfates and 
nitrates is calculated using 
CALPUFF in Beijing, China. 

They find the intake 
fraction for fine 
particulates is on the 
order of 10-5 and the 
intake fraction for sulfates 
and nitrates is on the 
order of 10-6. 

Levy et al. 
(2002) 

What are the 
expected health 
impacts caused 
by nine power 
plants in Illinois?  

CALPUFF is used to 
simulate primary PM2.5 
emissions with chemical 
transformation from nine 
power plants in Illinois.  

There were 320 
premature deaths/yr due 
to primary PM emissions 
and secondary sulfates 
and nitrates. 

Conceição 
et al. 
(2001) 

What is the 
relative risk 
increase in child 
mortality from 
PM10 exposure in 
Sao Paulo, 
Brazil? 

A time-series analysis was 
performed from 1994 to 
1997. 

A 7% relative risk increase 
in mortality in children 
from 0-5 years of age was 
found. 

Cifuentes 
et al. 
(2000) 

How did 
mortality 
correlate to six 
pollutant 
concentrations 
in Santiago, 
Chile? 

Daily counts of non-
accidental mortality from 
1988 to 1996 were 
regressed against six 
pollutants in Santiago, 
Chile. 

The authors find that 
mortality associated with 
mean levels of air 
pollution varied from 4 to 
11%.   

Loomis et 
al. (1999) 

How does infant 
mortality vary in 
respect to acute 
exposure to 
PM10? 

A time-series study from 
1993 to 1995 on infant 
mortality in the 
southwestern part of 
Mexico City was 
performed using mortality 
data from death 
registrations and air 
pollution measurements 
from a monitoring station. 

A 10 μg/m3 increase in 
PM10 from mean 
concentration was 
associated with a 6.9% 
increase in infant 
mortality. 

Saldiva et 
al. (1995) 

What is the 
relative risk 
increase of 
mortality in 
elderly people 
relative to PM10 
exposure in Sao 
Paulo? 

A time series study from 
1990 to 1991 on elderly 
(65+ years) mortality in 
Sao Paulo. 

A relative risk increase of 
13% for PM10-related 
mortality per 100 μg/m3. 
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4 Methodology: electricity grid simulations (Plexos)  

This integrated modeling methodology combines three models to sequentially 

integrate three simulations: electricity grid simulations (Plexos), air quality 

modeling (CALPUFF) and human health benefits mapping (BenMAP).  I separated 

my methodology into three distinct chapters to describe each modeling stage in 

details, especially for the development of the electricity grid dispatch model for 

Brazil. 

 

4.1 Purpose 

This chapter describes the simulation of electricity grid operation and emissions 

under current and future scenarios in NE Brazil.  Figure 1 displays the NE Brazil 

transmission system, with green lines representing a 230 kV transmission capacity 

and red lines representing a 500 kV transmission capacity.  

The main purpose of developing a NE Brazil Plexos model is to simulate hourly 

electric grid dispatch of all power plants and their spatially and temporal emissions.  

The modeling software, study area, scenarios, simulation data and constraints are 

first described.  Then the system validation, model refinements, scenario results and 

sensitivity tests are discussed. 

I also discuss important electricity grid dynamics, such as whether the NE 

Brazil electric grid can handle large penetrations of renewables and still meet load, 

voltage and frequency requirements.  However, to comprehensively answer the 

question of the electric grid’s ability to handle large penetrations of renewables, 

more in-depth modeling at the transmission and distribution level of electric grid 
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interaction would be required.  These technical constraints include transmission 

and distribution voltage and frequency limits, stochastic analysis of varying electric 

load and intermittent renewable generation patterns, and adapting grid operation 

procedures, such as flexible AC transmission (FACT), phase shifting transformers, 

high voltage DC lines, dynamic line ratings and topological corrections.  This 

modeling is being done at the Federal University of Bahia (de Jong et al., 2016) and 

Federal University of Rio de Janeiro (Miranda et al., 2017). 

 

Figure 4.1.  NE Brazil transmission system 

 
Source: (http://sigel.aneel.gov.br/portal/home/) 
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4.2 Overview 

An overview of my methodology with a high level view of each model and how its 

output becomes an input for the following model is displayed in the integrated 

modeling methodology diagram below. 

 
Figure 4.2.  Integrated modeling methodology 

 
 

 

Each model requires a set of components to perform simulations.  Figure 4.3 

provides an overview of the simulation components. 
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Figure 4.3.  Simulation component overview 

 
 
 
4.3 Modeling Software 

An electricity dispatch model for NE Brazil was developed using the Plexos software 

published by Energy Exemplar LLC.  Plexos is an electricity infrastructure dispatch 

and expansion planning simulation tool.  Dispatch refers to the optimal output of 

electricity generation facilities, to match system load and generation at the lowest 

cost, under transmission and operational constraints. 

Plexos works with commercial and academic solvers, such as CPLEX, Gurobi, 

MOSEK and XPRESS-MP to solve linear, quadratic and mixed integer programming 

problems that occur while simulating dispatch in the same way as is done to clear 

energy markets worldwide.  Unit commitment and economic dispatch are designed 

to be mathematically consistent, and co-optimized with decisions relating to energy 

availability and demand, ancillary services (services such as frequency control and 
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spinning reserve resources needed to support reliable transmission of electricity) 

and gas production. 

The NE Brazil Plexos model simulates hourly individual power plant dispatch 

to balance load (demand) and generation (supply) based on the marginal cost of 

generation.  Emissions profiles for each power plant generated in Plexos are then 

dispersed in CALPUFF (Energy Exemplar, 2014). 

 

4.4 Study Area 

As discussed previously, I selected Brazil because of its rapidly increasing energy 

demand, high wind and solar generation potential, large hydroelectric capacity and 

dependency, and data availability.  Within Brazil, I selected the NE Brazil electricity 

grid area because it has some of the highest wind and solar generation capacity 

factors in the world and because of the location of thermal generators to densely 

populated cities.  My study areas for the main questions this dissertation addresses 

are described below. 

 

4.4.1 Study area for tightening PM standards 

To assess the health benefits of tightening PM standards, I simulated the entire NE 

Brazilian electricity system on an hourly basis for 2015.  Of particular importance 

for assessing the impacts of tightening PM standards are the only two large coal 

power plants in NE Brazil, Porto do Pecem I (720 MW) and Porto do Pecem II (360 

MW), which are located 30km from the Fortaleza metropolitan region. 
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Figure 4.4 displays the Fortaleza region relative to NE Brazil and South 

America.  The generators surrounding Fortaleza are superimposed on a population 

density map of the Fortaleza, where the black dots represent coal power plants, 

brown dots represent oil power plants and the grey dot represents a natural gas 

power plant.  I limited the air quality modeling and human health benefits mapping 

to Fortaleza because the only coal power plants in NE Brazil are located near 

Fortaleza, in addition to some smaller oil and gas power plants. 

 

Figure 4.4.  Power plants near Fortaleza 
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4.4.2 Study area for assessing health, storage and grid implications 

In addition to the Porto do Pecem coal power plants, there are approximately 25 

diesel and gas power plants located within 5-10 km of NE Brazil’s most populated 

cities, including Recife, Salvador and Fortaleza (Operador Nacional do Sistema 

Eletrico, 2016b).  These plants create the potential for adverse air quality and health 

impacts for residents of these cities mostly because of PM emissions.  I selected NE 

Brazil’s three most densely populated areas for air quality modeling and human 

health benefits: Fortaleza region (320km x 320km), Recife region (320km x 320km), 

and Salvador region (320km x 320km) for emission dispersion and health impact 

analysis.  I selected these three regions because a majority of NE Brazil’s centrally 

dispatched thermal generators are located there near densely populated areas.   

 

4.5 Scenario Development 

Scenarios were developed to for each of the three primary topics of this 

dissertation: (1) the health benefits and control costs of tightening PM standards; 

(2) the health, climate, and grid storage and stability requirements of high 

penetrations of VRE; and (3) key implications of a 100% renewable energy 

electricity system.   

 
4.5.1 Scenarios for tightening PM standards 

I found several published PM emission factors for coal power plants while reviewing 

regulatory documents from Brazil’s national agencies.  I selected three Brazilian 

standards and one US standard to analyze the health impacts of moving from a high 
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to a moderate PM standard, from a moderate to a low PM standard, and from a low 

PM standard to a very low PM standard.   

The highest emissions standard is the 28.15 g/kWh standard set by the 

Brazilian Ministry of Mines and Energy (MME) in a 2030 National Energy Plan 

(Ministério de Minas e Energia, 2007), the 0.69 g/kWh standard represents a lower 

emission standard set by the national Counsel of the Environment in Brazil 

(CONAMA) (Ferreira et al., 2015), 0.36 g/kWh is the lowest standard in Brazil set by 

the Brazilian Development Bank (BNDES) (Governo do Estado do Ceará, n.d.), and 

0.04 g/kWh is cleanest standard that was set by the US Environmental Protection 

Agency (EPA) for all fossil fuel combusting electric utility steam generating units 

greater than 73 MW in capacity constructed after May 3, 2011 (US Environmental 

Protection Agency, 2015).  More details on each standard are presented in the 

emission standards section of the Background chapter. 

Electricity grid dispatch and emissions were simulated for each emission 

standard.  Each standard is implemented under the same infrastructure and 

operation in the NE Brazil electricity grid for 2015, therefore, the only variable that 

changes in the above scenarios is the emission standards for coal power plants.  

I selected 2015 as the base year to simulate NE Brazil electric grid dispatch 

because it was the most recent year for which data were available.  In 2015, NE 

Brazil’s installed electric capacity exceeded 29,000 MW and had an annual 

electricity demand of over 85,000 GWh (Operador Nacional do Sistema Eletrico 

2016).  The installed capacity of electric generators regulated by the central 

dispatch authority ONS in NE Brazil is shown in Table 4.1. 
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Table 4.1. NE Brazil installed system capacity in 2015 

Type 
Generator 

(#) 
Capacity (MW) 

System Capacity 
(%) 

Wind 291  7,650  25.9% 

Solar 52  1,325  4.5% 
Hydro 11  14,721  49.8% 
Biomass 1  17  0.1% 

Natural gas 7  2,094  7.1% 
Coal 2  1,080  3.7% 
Oil 29  2,684  9.1% 

Total 393  29,570  100.0% 
 

4.5.2 Scenarios for assessing health, climate, and grid storage and stability  

This next set of simulations for 2015 and 2030 were developed to assess the health, 

climate, and grid storage and stability implications of different levels of high 

renewable penetrations.  There are three primary scenarios and three expanded 

scenarios designed to analyze system sensitivity: 

1. 2015 BC - 2015 Base case.   

2. 2030 HR - 2030 Hydro-renewable with 45% VRE, 79% total renewables.   

3. 2030 HT – 2030 Hydro-thermal with 30% VRE, 72% total renewables.    

4. 2015 DY – 2015 Dry Year.   Same as 2015 BC, with dry year conditions 

limiting hydroelectric production instead of 2015 precipitation. 

5. 2030 HR DY – 2030 Hydro-renewable Dry Year.  Same as 2030 HR with dry 

year conditions. 

6. 2030 HT DY 5.5% – 2030 Hydro-thermal High Demand Dry Year.  Same as 

2030 HT, with a 5.5% instead of a 4.77% average annual electricity demand 

increase and dry year conditions. 
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The 2030 HR scenario represents a realistic best-case scenario and the 2030 

HT HD DY scenario represents a worst case for emissions.  All scenarios assume the 

4.77% average annual electricity demand projection for NE Brazil by Torrini et al. 

(2016), except the 2030 HT DY 5.5% scenario. 

I developed three initial scenarios for NE Brazil, a 2015 Base case and two 

2030 scenarios that represent different yet realistic electricity infrastructure 

expansion paths that NE Brazil could take to meet future demand.  The scenarios are 

defined in terms of installed capacity as a percentage of total electric system 

installed capacity to be in the same format as Brazil’s 2013-2023 decadal electricity 

expansion plan, which regulates electricity infrastructure expansion based on 

installed capacity (Ministério de Minas e Energia Secretaria de Planejamento e 

Desenvolvimento Energético, 2014). 

The purpose of these scenarios is to simulate the PM and CO2 emissions in NE 

Brazil according to the 2015 electric grid interaction, and how PM and CO2 

emissions change in 2030 if a Hydro-renewable expansion with a system capacity of 

45% intermittent renewables (79% total renewables) is adopted over a Hydro-

thermal expansion with a system capacity of 30% intermittent renewables (72% 

total renewables).  Table 4.2 and Table 4.3 present the scenarios by system capacity 

as a percentage of total capacity and by number of generators and MW per power 

plant type. 
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Table 4.2. Scenarios by installed capacity (% of total) 

 

2015 Base 
case 

2030 Hydro-
renewable 

2030 Hydro-
thermal 

Type Capacity (%) Capacity (%) Capacity (%) 

Wind (%) 25.9% 39.0% 25.2% 
Solar (%) 4.5% 6.8% 4.4% 
Hydro (%) 49.8% 33.1% 42.0% 

Biomass (%) 0.1% 0.1% 0.1% 
Natural gas (%) 7.1% 16.3% 15.9% 
Coal (%) 3.7% 1.4% 3.6% 
Oil (%) 9.1% 3.4% 8.8% 

System Cap (MW) 29,570 78,478 60,783 
 

The scenarios are defined below in terms of the numbers of generators and MW of 

installed capacity to quantify how installed capacity changes between scenarios. 

 

Table 4.3. Scenarios by installed capacity (number of generators and MW) 

 2015 Base case 2030 Hydro-
renewable 

2030 Hydro-thermal 

Type Generator 
(number) 

Capacity 
(MW) 

Generator 
(number) 

Capacity 
(MW) 

Generator 
(number) 

Capacity 
(MW) 

Wind 291 7,650 1,164 30,601 582 15,300 

Solar 52 1325 208 5300 104 2650 

Hydro 11 14,721 25 25,987 25 25,544 

Biomass 1 17 2 67 2 67 

Natural 
gas 

7 2,094 20 12,760 18 9,693 

Coal 2 1,080 2 1,080 4 2,160 

Oil 29 2,684 29 2,684 58 5,368 

Total 393 29,570 1,450 78,478 793 60,783 

 

 Each of the initial scenarios is described below.  The expanded scenarios, 

which were formed for sensitivity analysis, are described in the following 

subsection. 
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1)  2015 Base case. This scenario includes all generators that were available 

for producing power as of January, 2015.  A 2015 load profile was forecasted 

based on the actual 2013 hourly load profile from Brazil’s national electricity 

system operator, ONS.   

2) 2030 Hydro-renewable with 45% intermittent renewables. System 

capacity was extrapolated based on trends in Brazil’s 2013-2023 electricity 

expansion plan.  Wind and solar installed capacities were quadrupled, 

hydroelectric increased by 73%, natural gas increased by 509%, and biomass 

was increased by one generator that has already been approved for 2020.  

This scenario is 45% intermittent renewable (wind and solar) energy by 

installed capacity, and 79% renewable including hydroelectric resources. 

3) 2030 Hydro-thermal with 30% intermittent renewables.  System 

capacity was forecasted based on Brazil’s 2013-2023 decadal electricity 

expansion plan published by Brazil’s Ministry for Mines and Energy.  Wind, 

solar, coal and oil installed capacities were doubled from the 2015 baseline, 

natural gas increased by 363%, hydroelectric was increased 73%, and 

biomass was increased by one generator that had been approved for 2020.  

To increase the installed capacity of generation technology, identical generators 

were added, holding the generation capacity and technical, economic and spatial 

characteristics constant.  To decrease installed capacity of thermal generators in the 

2030 hydro-renewable scenario, coal, oil and natural gas generators were 

decommissioned in an equal fashion from each sub-region of Northeast Brazil. 
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I ensured that the installed capacity for each category of generation in the 

2030 scenarios was lower than the technical potential of each generation category 

in Brazil.  The potential for wind power generation in NE Brazil is 71,000 MW and 

the potential for solar power generation is greater than 1,000,000 MW (Gils et al., 

2017), which are at least 2.3 times and 200 times greater than the installed wind 

and solar capacity in the 2030 scenarios, respectively. 

I based the potential of hydropower in NE Brazil on the Atlas of Electric 

Energy of Brasil published by Brazil’s national energy regulator ANEEL (Agencia 

Nacional De Energia Electrica, 2000).   The two main hydrographic basins in 

Northeast Brazil are the Bacia do Altântico Nordeste-Norte and the Bacia do Rio São 

Francisco, and a small portion of Bacia Atlântico Leste is also in NE Brazil.   

The Bacia do Altantico has a hydroelectric potential of 3,402 MW.  The Bacia 

do Rio São Francisco has a hydroelectric potential of 26,319. However, the southern 

portion of the basin is not in NE Brazil.  To calculate the hydroelectric potential of 

the portion of Bacia do Rio São Francisco that is in NE Brazil, the hydroelectric sub-

basins of the Bacia do Rio São Francisco that are in NE Brazil were summed.  

Similarly, the hydroelectric potential of the sub-basins of the Bacia Atlântico Leste 

that are in NE Brazil were also considered.  

The hydroelectric potential of the hydrographic sub-basins that are in NE 

Brazil are reported in Table 4.4.  A total hydroelectric potential of 26,330 MW was 

calculated for Brazil. 
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Table 4.4.  Hydroelectric potential in NE Brazil by basin and sub-basin 

Basin Sub-basin 

Hydroelectric 

potential (MW) 

Bacia do Altântico Norte/Nordeste  3,402  

Bacia do Rio São Francisco  

  Rios São Francisco, Verde Grande  493  

 Rios São Francisco, Carinhanha  354  

  Rios São Francisco, Grande  816  

 Rios São Francisco, Jacaré  1,050  

  Rios São Francisco, Pajeú  1,533  

 Rios São Francisco, Moxotó  17,578  

Bacia do Altântico Leste   

 Rios Vaza-Barris, Itapicuru  11  

  Rios Paraguaçu, Jequiriçá  805  

 Rios de Contas  153  

  Rios de Cachoeira  135  

Hydroelectric potential in NE Brazil (MW)  26,330  

 

Following the trends from the 2030 decadal electricity expansion plan for 

Brazil, the 2030 scenarios install hydroelectric power plants close to, but not greater 

than, the total hydroelectric potential in NE Brazil. 

 

4.5.3 Scenarios for 100% RPS implications 

A 2030 100% RPS scenario was formed to explore the tradeoffs between health, 

climate, and grid storage and stability when moving from a high penetration of 

renewables to a 100% renewable portfolio standard.  The 2030 100% RPS scenario 

is based on the 2030 HR scenario, however all thermal generators are 
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decommissioned, and in place more wind, solar and hydroelectric power plants 

were added. 

In the 100% RPS base scenario, installed wind energy capacity was increased 

to 53,446 MW and solar energy was increased to 9,214 MW.  The wind and solar 

capacities were increased by the same proportion of installed wind energy to 

installed solar energy capacity as were installed in NE Brazil in 2015.  This is 

approximately 75% of the 71,000 MW potential for wind energy in NE Brazil, and 

0.9% of the 1,000,000+ MW solar energy potential in NE Brazil. 

The installed hydroelectric capacity was increased to 26,250 MW by adding 

the hydroelectric investment opportunities reported by Fichter et al. (2017).  These 

plants were not identified as having pumped storage potential because the 

surrounding geography is not sufficiently steep.  The installed hydroelectric capacity 

is maximized in the 100% RPS scenario based on the hydroelectric potential in NE 

Brazil, with 26,250 MW installed of the approximate 26,300 MW potential capacity. 

This provides the highest amount of potential hydroelectric flexibility to balance 

load and generation under high penetrations of fluctuating VRE generation. 

The resulting unserved load and dump energy in the 2030 100% RPS 

scenario will be an indication of the amount of electricity imports and exports 

needed to balance a 100% RPS electric grid in NE Brazil.  North Brazil has an 

abundance of hydro resources, which could be used to export electricity to NE Brazil 

when needed to minimize unserved load, as well as import electricity from NE Brazil 

when generation is greater than load to minimize dump energy. 
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A graphic representation of Brazil’s hydroelectric potential (MW) by hydrographic 

sub-basin is presented in Figure 4.5.  A substantial amount of Brazil’s hydroelectric 

resources are in North Brazil, which had 31,899 MW of installed hydroelectric 

capacity in the year 2000 and a total potential of 105,410 MW (Agencia Nacional De 

Energia Electrica, 2000).  It is estimated that Brazil has a total hydroelectric 

potential capacity of 520,190 MW (Agencia Nacional De Energia Electrica, 2000), 

capable of generating 1,488 TWh/year (Pereira et al., 2012). 

 
Figure 4.5.  Brazil's hydroelectric potential (MW) per hydrographic sub-basin 

 

Source: Pereira et al. (2012). 
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4.6 Expanded Scenarios 

I formed expanded scenarios to assess how electricity system dispatch, pumped 

storage, emissions and grid stability are affected by dry conditions and a higher than 

forecasted electricity growth rate.  Below are descriptions of each of the expanded 

scenarios. 

 
4.6.1 Dry year scenarios 

From 2013 to 2015, Brazil experienced the worst drought since 1930, with the main 

impact happening in SE Brazil.  This drought made it difficult for Brazil to meet 

water demand in SE Brazil, as well as energy demand around the country (Nazareno 

& Laurance, 2015).  During years with significantly less than average precipitation 

(dry years), there is less water stored in the reservoirs, leading to less hydropower 

availability, which causes many thermal generators to be dispatched throughout the 

year (Avelino et al., 2015). 

Annual precipitation data were acquired for the NE Brazil water basin from 

1983 to 2015.  The NE Brazil water basin was selected because it is the water basin 

that the hydroelectric power plants in NE Brazil are connected to.  Annual 

precipitation variability from 1983 to 2015 was much larger in the NE Brazil water 

basin than in Brazil has a whole (Center for Hydrometeorology and Remote Sensing, 

2016), likely because it is a country larger than the continental U.S. and inter-

regional variations balance each other. 

To simulate a dry year, water reservoir initial and final fill levels and hydro 

generator max energy per month were decreased by 30.5%, which is the percentage 
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difference between the average annual precipitation levels and the precipitation 

levels in 2012, which was the driest year since 2000 (Center for Hydrometeorology 

and Remote Sensing, 2016).  Reducing hydropower availability increases 

dependence on thermal generators, specifically the oil and gas generators in Recife 

and Salvador, to be dispatched as load following generators to match electric 

demand and generation, as well as frequency and voltage control. 

The internal combustion (IC) generators in the 2015 scenario are rarely 

dispatched because there is sufficient hydroelectric and natural gas capacity to 

balance load and generation.  Therefore, simulating a dry year causes IC generators 

to be dispatched more frequently, which could substantially impact emissions in 

Recife and Salvador, where the majority of the IC generators are located.  

 

4.6.2 Projected and higher than projected electricity demand increase rates 

Torrini et al. (2016) projected electricity demand in Brazil from 2014 to 2030 using 

a fuzzy logic approach.  Their approach projects demand region-by-region and 

sector-by-sector, and their results forecast a 4.77% electricity demand increase in 

NE Brazil from 2014 to 2030.  I used this projected 4.77% average annual electricity 

demand increase in NE Brazil to forecast energy demand.  Using the Plexos load 

forecasting algorithm and the 2013 actual hourly load profile (obtained from 

Operador Nacional do Sistema Eletrico, 2016a), a maximum hourly electricity 

demand (MW) and a targeted annual electricity demand (MWh) were derived and 

used in creating hourly load profiles for 2015 and 2030. 
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As it is possible that the actual average annual electricity demand increase in 

NE Brazil may be even higher than the projected 4.77%, a scenario with a 5.5% 

average annual electricity demand increase from 2015 to 2030 was created, using 

the same forecasting algorithm.  I selected 5.5% because there were five non-

consecutive years between 1996 to 2016 where annual electricity demand grew 

5.5% or more (World Bank, 2015). 

 

4.6.3 Varying intermittent generation and electric load patterns 

A typical sensitivity test that can be performed when assessing the electricity 

system impacts of higher penetrations of renewables is to vary intermittent wind 

and solar generation patterns relative to electricity demand patterns.  NE Brazil is a 

semi-arid region with very high and consistent wind speeds and solar radiation 

exposure (Krauter, 2005).   

Varying wind and solar generation patterns, without changing total annual 

generation, could potentially increase or decrease thermal generation and 

emissions.  For example, VRE generation needs to be curtailed at any hour where 

baseload generation plus renewable generation is greater than demand (Chang et 

al., 2013; Eichman et al., 2013).  If the VRE generation patterns match electric 

demand profiles more closely, there is less curtailment, which means less thermal 

generation if annual demand is constant.  Similarly, if VRE generation patterns are 

less similar to electric load patterns, this would cause greater ramping up and 

ramping down of load following power plants, which would decrease efficiency and 
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increase emissions, assuming that annual electricity demand is constant (Makarov 

et al., 2009). 

While changing intermittent generation and electric load patterns affects the 

electric system, it is not likely that emissions will change substantially because total 

load and generation are held constant.  However, simulating an annual electricity 

demand increase from 2015 to 2030 of 5.5%, as opposed to 4.77%, increases total 

electricity demand in 2030 from 194,562 GWh to 218,881 GWh.  This additional 

increase of 11.1% of total electricity demand in the high energy demand scenario 

would put substantial pressure on thermal generators and even surpass total 

system capacity occasionally, leading to unserved load. 

Similarly, dry year conditions are likely to cause the oil and gas generators in 

Recife and Salvador to be dispatched much more frequently than during a normal or 

wet year.  In that case, the load following thermal generators could be needed on a 

more regular basis to balance load and generation during dry year conditions when 

hydroelectric availability is decreased.  This is especially true for oil generators, 

which are dispatched after available natural gas resources due to higher marginal 

fuel costs for oil generators. 

 

4.7 Simulation Data 

Building an electricity dispatch model requires a comprehensive dataset, including 

all generators, fuel sources, emissions, storage units, reserves, transmission lines 

and their corresponding technical and economic properties and constraints.  Hourly 

electricity demand, which is technically called system load, is also required.  This 
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section outlines the data requirements, selections and assumptions involved with 

developing an electric dispatch model for NE Brazil.  Figure 4.6 provides a high level 

view of the data types and properties selected for this study. 

The Plexos software provides a vast array of energy infrastructure 

properties, technical and economic, to consider when simulating electricity grid 

operation. The flowchart shown on Figure 4.6 depicts the objects, memberships and 

properties selected for generators, fuels, emissions, storage, reserves, transmission 

system and simulation dynamics.  

The data I used for the Plexos simulations were collected in collaboration 

with the Center for Energy and Environmental Economics at the Federal University 

of Rio de Janeiro.  These data are the same as those used in the MESSAGE Brazil 

model, which is currently the only integrated energy system assessment tool for 

Brazil and has been used in a variety of applications (Herreras et al., 2015; Lima et 

al., 2015; Lucena et al., 2016; Pupo et al., 2016; Soares et al., 2012; Soria, Lucena et 

al., 2016; Soria et al., 2016). 
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Figure 4.6. Plexos data for electric grid simulations 
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The data were sourced primarily from Brazil’s national electricity operation 

authority (ONS) and the national energy regulator (ANEEL) (Agencia Nacional de 

Energia Eletrica, 2016; Operador Nacional do Sistema Eletrico, 2016a). 

The following subsections provide details on the generators, fuels, emissions, 

storages, reserves, nodes, transmission system and constraints that were used when 

developing the NE Brazil model.  

 

4.7.1 Generators 

As of 2015, the installed capacity (total capacity of all power plants) of the NE Brazil 

electric grid exceeds 29,000 MW, with an annual electricity demand over 85,000 

GWh (Operador Nacional do Sistema Eletrico 2016).  NE Brazil’s electric grid has 

393 generators with an aggregate capacity of over 29,000 MW.     

 

Table 4.5. NE Brazil electric grid installed capacity by generator type2 

Type 
Number of 
Generators 

Capacity (MW) 
System Capacity 

(%) 
Wind 291 7,650 25.9% 
Solar 52 1,325 4.5% 
Hydro 11 14,721 49.8% 
Biomass 1 17 0.1% 
Natural gas 7 2,094 7.1% 
Coal 2 1,080 3.7% 
Oil 29 2,684 9.1% 
Total 393 29,570 100.0% 

Source: ANEEL and ONS 

                                                        
2 CCGT – combined cycle gas turbine 
CCGT-CHP – combined cycle gas turbine with combined heat and power 
GT – gas turbine 
HFO – high fuel oil 
LFO – low fuel oil 
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Although the average hourly load in 2015 was 10,600 MW, a much larger system 

capacity is needed because most of the capacity of the electric grid is provided by 

hydroelectric and wind generators, which have low capacity factors relative to 

thermal generators.  Table 4.5 displays NE Brazil’s electric system installed capacity 

by generator type.   

 

4.7.2 Fuels 

The type of fuel consumed by a generator influences the cost of electricity 

production, emissions, and the potential to produce electricity under fuel 

availability constraints. 

Some types of electricity generation facilities do not require fuel, such as 

wind and solar, but their production is constrained by the intermittent and 

fluctuating availability of wind and solar resources.  Other types of electricity 

generation facilities, such as hydroelectric or geothermal, are constrained by the 

availability of water (in the case of hydroelectric) or high temperature geothermal 

resources located near the Earth’s surface. 

Coal power plants in Brazil use domestic as well as imported coal that vary in 

chemical makeup, biomass plants use solid biomass as a fuel (as opposed to biogas 

plants that use biogas), oil generators can use heavy fuel oil (diesel), light fuel oil 

(petroleum), or biofuels (such as sugar cane-based ethanol), and gas turbines can 

use natural gas, renewable natural gas made from anaerobic digestion of biomass, 

or even liquefied natural gas. 
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The two coal power plants in NE Brazil use imported coal, which releases 

approximately 50% less greenhouse gas and air pollutant emissions per MWh than 

Brazilian coal.  This is because Brazilian coal has about half the energy density (BTU 

content) as imported coal, requiring approximately twice as much Brazilian coal to 

be burned per MWh compared to imported coal (Silva et al., 2009).   

All combined cycle gas turbines and gas turbines use natural gas, except for 

one that uses imported liquefied natural gas.  The biomass steam turbines (there is 

one in the 2015 scenarios and two in the 2030 scenarios) uses bagasse (a fibrous 

material that remains after the production of products like ethanol from sugarcane, 

and the internal combustion engines either use heavy fuel oil (diesel) or light fuel oil 

(petroleum). 

Some generators use a different start fuel than operational fuel.  In the NE 

Brazil electric grid, the start fuel is the same as the operational fuel for all thermal 

generators, except that a portion of the heavy fuel oil generators use light fuel oil as 

start fuel.   

 

4.7.3 Emissions 

One of the main foci of this dissertation study is to analyze how changes in electric 

grid emissions change air quality concentrations of pollutants and human health 

impacts.  Therefore, simulating spatial and temporal emissions profiles as 

accurately as possible given the publicly available data is critical.  

Emissions in the NE Plexos model are defined at the generator level and at 

the fuel level.  Defining emissions at the generator level accounts for emissions 
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control technology unique to each generator.  However, data on installed emissions 

controlled technology at each power plant in Brazil is not available. 

The PM emission factors used in this study are based on the emission rate 

standards in Brazil’s National Energy Plan for 2030 report, published by Brazil’s 

Ministry of Mines and Energy (Ministerio das Minas e Energia) and Brazil’s national 

energy research organization (Empresa de Pasquisa Energeticam (Ministerio das 

Minas e Energia and Empresa de Pasquisa Energetica 2007).  These standards were 

selected for several reasons.  First, they are defined for each combustion fuel and 

technology used in Brazil, and they provide a uniform set of standards from a single 

authoritative source.  The standards also make sense when comparing emission 

factors across fuel sources, and they have been used in previous studies (Alves & 

Uturbey, 2010). 

Northeast Brazil has only two coal power plants, both of which are located in 

Porto do Pecem, near the Fortaleza metropolitan area. The Brazilian Development 

Bank (BNDES) provided funding for both coal power plants, and requires them to 

meet an emission standard of 0.36 g/kWh, which is lower than the emission 

standard published by the National Counsel of the Environment (CONAMA) and 

Ministry of Mines and Energy (MME).  The BNDES emission standard specific to the 

Porto do Pecem power plants is used in all scenarios, except for the scenarios that 

were developed to assess the health benefits and control costs of tightening PM 

standards. 
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Table 4.6. PM10 emission rate standards 

Fuel Technology PM10 Standard Source 

Porto do Pecem 

(imported coal) 

Steam boiler 0.36 g/kwh Governo do Estado do Ceará; 

Instituto Centro de Ensino 

Technologico 

Natural gas Combined 

cycle gas 

turbine 

0.0418 g/kwh Ministerio das Minas e 

Energia, Empresa de Pasquisa 

Energetica 2007 

Diesel Combustion 

engine 

0.3685 g/kwh Ministerio das Minas e 

Energia, Empresa de Pasquisa 

Energetica 2007 

Biomass Steam boiler 

(60 bar) 

0.49 g/kwh Ministerio das Minas e 

Energia, Empresa de Pasquisa 

Energetica 2007, Alves et al. 

2010 

 

 

I assume that thermal power plants will install sufficient emissions controls 

to meet these emissions standards, including at the Porto do Pecem coal power 

plants, which is consistent with Alves and Uturbey (2010).  However, in the 

scenarios used to assess the impact of tightening PM standards, the PM10 emission 

standard for the Porto do Pecem coal power plants was varied from very high to 

low.  In these scenarios, I also assume that power plants reduce emissions to the 

standard set by the scenario. 

To assess GHG emissions, CO2 emissions were defined at the fuel level for 

each fuel type.  The amount of CO2 released when a fuel is burned is based on the 

carbon content of the fuel.  During complete combustion, a fuel reacts with oxygen 

and produces CO2 and water (as opposed to incomplete combustion, when there is 

not is not enough oxygen to allow the fuel to react completely to produce CO2 and 
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water).  The amount of CO2 released by different fuels has been extensively studied 

and documented. 

Different types of coal emit different amounts of CO2 per energy input.  The 

two coal power plants in NE Brazil use coal imported from Colombia.  

Approximately 90% of the coal that Brazil imports from Colombia is bituminous 

coal (Vasconcelos, 2014).  Bituminous coal produces approximately 4.5% less CO2 

per energy output than lignite or subbituminous coal, and approximately 10% less 

CO2 per energy output as anthracite coal (U.S. Energy Information Administration, 

2017a).   

The following CO2 emission rates were selected based on a U.S. Energy 

Information Administration study on CO2 emission coefficients: 88.42 kg CO2 per GJ 

of bituminous coal (205.7 lb/MMBtu), 69.34 kg CO2 per GJ of diesel fuel (161.3 

lb/MMBtu), and 50.30 kg CO2 per GJ of natural gas (117 lb/MMBtu) (U.S. Energy 

Information Administration, 2017a). 

I did not consider the quantity of CO2 released from biomass power plants 

because CO2 released from bioenergy production is typically considered carbon 

neutral, and can even be carbon negative depending on the process (Lehmann, 

2007).  GHG emissions beyond CO2 were not considered. 

 

4.7.4 Storages 

Energy storage becomes critical for balancing load and generation as intermittent 

renewable penetration levels increase (Callaway, 2009; Liu et al., 2011).  In 

Northeast Brazil, energy storage is provided by pumped hydro storage plants.  
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Pumped hydro storage plants store energy by pumping water from a lower 

elevation tail storage to a higher elevation head storage during off-peak when 

electricity costs are lower.  This consumes more energy than is generated when the 

water is released from the head storage to the water turbine, but overall the system 

benefits because of the price differences between when water is pumped and 

dispatched (Crampes & Moreaux, 2010). 

The 2015 BC uses the existing pumped hydro storage reservoir capacities, 

which consists of four hydroelectric power plants with an aggregate generation 

capacity of 5,949 MW.  The 2030 scenarios include the pumped hydro storage 

reservoirs that have been approved but not yet constructed, as well as new pumped 

hydro reservoirs that are projected to be constructed (Ministério de Minas e Energia 

Secretaria de Planejamento e Desenvolvimento Energético, 2014). 

Hydro pump efficiency, generator head storage, generator tail storage, 

storage maximum volume, storage minimum volume, storage initial volume and 

storage final volume are defined for each pumped storage generator.  A round-trip 

percentage efficiency of 80% implies that 1/0.80 = 1.25 units of energy are required 

to pump water that will produce one unit of energy from the tail to head storage, 

which further implies that the price received when generating electricity must be at 

least 25% greater than electricity prices when pumping water (Energy Exemplar, 

2014).  Applicable memberships, which are associations such as to a hydroelectric 

power plant and transmission node, as well as technical and economic properties 

are assigned to each hydro storage reservoir.   
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4.7.5 Reserves 

Reserve resources, also known as ancillary services, play an important role in 

balancing electric grid load and generation. 

Spinning reserve resources are generators that have contracts to run at less 

than full capacity and the ability to quickly ramp up or down production as needed 

to balance load and generation.  Regulation up and down resources are generators 

under contracts that are available for very quick ramping up and down to ensure 

that frequency and voltage constraints of the transmission system are not exceeded 

as exceeding these constraints would create an outage (Energy Exemplar, 2014). 

When deciding whether a resource is dispatched to regulate load balancing 

or frequency and voltage constraints, the marginal dispatch cost is compared with 

the alternative cost of unserved load in the case when load would exceed 

generation.  If generation is greater than load, the cost of ramping down generation 

is compared with the cost to dump the excess load (dump energy cost).  Unless 

unserved load or dump energy costs are unusually low, it costs less to utilize the 

resource than to incur the unserved load or dump energy penalty. 

 

4.7.6 Nodes and Transmission lines 

The transmission system data were obtained from colleagues at the Federal 

University of Rio de Janeiro.  The transmission system was modeled nodally, where 

each generator is connected to a node via a transmission line, and each node is 

connected to at least one other node via a transmission line.  This network of 

transmission lines creates the electric grid, which allows for the rapid transportation 
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of electricity within a grid and between interconnected grids (Energy Exemplar, 

2014). Figure 4.1 displays the NE Brazil transmission system, which includes 230 kV 

and 500 kV lines. 

 

4.7.7 Constraints 

There are constraints at each level of electricity system, ranging from generators to 

fuels to emissions to transmission lines.  These constraints are defined in Plexos as 

properties of each object class. There are hard constraints that cannot be exceeded, 

such as maximum capacity, and soft constraints that can be broken at a cost, such as 

generation being greater than or less than load. 

Generator constraints include maximum capacity, minimum stable level, 

start time, minimum uptime, minimum down time, run up rate, run down rate, ramp 

up rate, rap down rate and maintenance rates.  Maximum capacity is the maximum 

potential production of the generator (MW) and minimum stable level is the lowest 

stable level of electricity production in (MW), which is usually set at 30% of the 

maximum capacity.   Minimum uptime is the minimum amount of time that a 

generator can be operating for after being started, and minimum down time is the 

minimum amount of time that a generator must stay turned off after being shut 

down.  Start time is the amount of time that it takes to ramp up a generator to 

minimum stable level.  The run up rate is the rate (MW/min) that a generator 

increases electricity production from being started at 0 MW to the minimum stable 

level, and the ramp up rate is the rate (MW/min) at which a generator increases 

production between the minimum stable level and the maximum capacity.   The run 
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down rate is the rate (MW/min) that a generator decreases electricity production 

from the minimum stable level to 0 MW, and the ramp down rate is the rate 

(MW/min) at which a generator decreases production between maximum capacity 

and the minimum stable level. 

Fuel constraints are based on availability, such as water for hydroelectric 

generation, bagasse for biomass steam turbines and fossil fuel for fossil fuel based 

engines and turbines.  Emissions production is constrained to production rate and 

removal rate, as well as total maximum emissions production constraints. 

Energy storage in NE Brazil is in the form of hydroelectric pumped storage, 

constrained by maximum volume, natural inflows and maximum spill amounts.  

Reserves are constrained by minimum provision and maximum response, along 

with the generator specific constraints defined for each reserve generator. 

Transmission constraints include voltage capacity and the ability to allow 

unserved load (when electricity demand is not met at a particular hour) or dump 

energy (when generation is greater than load and needs to be dissipated to heat).  

Unserved load and dump energy is allowed in the NE Brazil model, because when 

there is high penetrations of intermittent renewables, unserved load and dump 

energy is more common.  Indeed, intermittent renewables like wind and solar can 

have large, fast and unpredictable changes in generation, which makes predicting 

intermittent renewable generation more difficult, with an uncertainty comparable 

to forecasting load, which makes balancing load and generation more difficult 

(Brouwer et al., 2014).  The electricity supply and demand section discusses the 

dynamics between intermittent renewable generation and dump energy and 
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unserved load, and system validation section discusses the modeling refinements 

pertaining to unserved load and dump energy. 

 

4.7.8 Simulation classes and solvers 

The four simulation classes in Plexos are long-term expansion plan, projected 

assessment of system adequacy, medium-term plan and short-term plan.  This 

dissertation uses all the simulation classes except for long-term expansion planning, 

because the objective is comparing health, storage and grid stability metrics 

between scenarios on an annual basis.  The 2030 scenarios are based on 

extrapolating current trends from Brazil’s 2013-2023 electricity expansion plan. 

The medium term schedule optimizes decisions that occur over timescales 

longer than a day or a week, such as hydro storages, fuel supply and emission 

constraints. This is a difficult optimization problem involving non-continuous 

variables, where the simulator must optimize decisions spanning weeks and 

months, and simultaneously optimize decisions spanning hours and days. 

The short-term schedule optimizes decisions hourly, or finer, to emulate the 

dispatch and pricing of real market-clearing engines.  It uses a mixed-integer 

programing optimization technique. 

The functions of projected assessment of system adequacy (PASA) are to 

create maintenance events for the medium and short-term schedules as well as 

compute reliability statistics.  Attributes include transmission limits, reliability 

(Energy Exemplar, 2014). 
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4.8 Electricity Supply and Demand Dynamics  

Electric system operators regulate the electric system such that hourly or sub-

hourly electricity supply meets but does not exceed hourly demand.  When supply is 

greater than demand, the additional electricity must be stored, or electricity 

generation must be curtailed.  When demand is greater than supply, spinning 

reserve resources are dispatched.  When the electric grid frequency (60 Hz in the 

Americas, including Brazil) in the United States is too high or too low, frequency 

regulation resources are dispatched. 

Electric system frequency is the nominal frequency of the oscillations of 

alternating current transmitted from a power station to a consumer.  At any 

moment, the exact frequency of the grid is varying around the nominal frequency 

because changes in generation and load change the frequency of the system.  For 

example, when the rotor speed of a synchronous generator increases (or decreases), 

the system frequency also increases (or decreases).  Similarly, if there is an increase 

in load, the electric frequency will decrease (Ackermann, 2005). 

The market for matching load (demand) and generation (supply) is unique 

and difficult to manage in that some generation, such as baseload electricity 

production by coal, nuclear or hydroelectric plants, can be known ahead of time, but 

other intermittent generation energy sources can only be imperfectly predicted.  

Similarly, load can also be only imperfectly predicted. 

Generator dispatch is based on marginal cost as well as technical, economic, 

and environmental constraints.  Typically, baseload generators are large generators 

that cannot easy ramp up or down (here large coal plants).  After baseload 
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generators, wind and solar and other intermittent renewables are dispatched 

because their fuel cost is zero and thus they have a very low marginal generation 

cost.  After baseload and intermittent renewable generation, load following 

generators are dispatched to make up the difference between load and generation, 

and to meet voltage control and frequency regulation constraints.  Load following 

generators typically include hydroelectric, natural gas, and oil/diesel generators.   

When hydroelectric installed capacity is a significant portion of total installed 

capacity, hydroelectric plants can be run for baseload generators as well as load 

following generators that can be flexibly dispatched (Chang et al., 2013). 

Wind and solar generation varies based on local solar radiation and wind 

speeds, and the amount of electricity generated each moment must be either 

absorbed into the grid, dumped at a high price or future generation must be 

curtailed.  To simulate intermittent wind and solar generation potential, eleven 

wind hotspots and three solar hotspots were developed while I was with the Center 

for Energy and Environmental Economics at the Federal University of Rio de Janeiro.  

Based on local hourly wind speed or solar irradiation at each hotspot, the potential 

hourly generation per installed MW [actual generation (MW)/capacity (MW)], also 

known as nominalized generation, was quantified and formatted into hourly 

nominalized generation profiles for each hotspot. 

Hydroelectric generation potential varies based on water availability and 

environmental constraints.  A portion of hydroelectric generation in NE Brazil is run 

continuously as baseload generation, and the remaining capacity is utilized as load 

following generation to balance the difference between supply and demand. 
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To simulate hydroelectric generation, natural inflows, precipitation, initial 

and end period reservoir fill levels, maximum and minimum reservoir fill levels, as 

well as past generations patterns were used to develop constraints on maximum 

hydroelectric energy dispatch per month based on approximate availability of water 

for a given month.  This modeling approach allows for electricity generation to vary 

hourly based on the need to match demand and generation, while respecting water 

availability constraints as well as start of the year and end of the year reservoir fill 

level constraints. 

The hourly demand of electricity varies daily, seasonally and annually.  To 

project hourly electricity demand for future scenarios, the actual hourly demand 

load profile from 2013 were used in conjunction with a load forecasting algorithm 

and published annual electricity demand projections for NE Brazil (Energy 

Exemplar, 2014; Torrini et al., 2016). 

 

4.8.1 Wind and solar hotspots  

Wind and solar electricity production is intermittent and depends on the temporal 

variation of wind speed and solar radiation exposure at the power plant location. 

Based on previous work by the Energy Planning Program at the Federal University 

of Rio de Janeiro, three solar and eight wind hotspots were identified with high wind 

or solar radiation exposure and close to or within the transmission system network 

(Soria et al., 2016). 
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Nominalized wind generation profiles for each hotspot (hourly electricity 

generation/power plant capacity) were developed by inputting hourly wind speeds 

into an excel program developed at CENERGIA that outputs hourly generation.  

Nominalized solar generation profiles for each hotspot were generated by 

CENERGIA using the United States National Renewable Energy Laboratory System 

Advisory Model (Blair et al., 2014). These nominalized wind and solar generation 

profiles were then entered into Plexos and used to calculate hourly generation of 

each wind and solar generator at each hot spot. 

 

4.8.2 Hydroelectric dispatch 

Hydroelectric power plant dispatch aims to minimize the expected value of thermal 

generation over the simulation period subject to constraints.  This is the typical 

hydro-thermal coordination problem solved in electricity dispatch simulations and 

real-time markets. 

Hydro systems have technical, environmental and regulatory constraints.   

Technical constraints include capacity, storage and the generator ramp rates (rate of 

increasing or decreasing generation in units of MW/min).  Environmental 

constraints include water availability, and regulatory constraints include maximum 

and minimum stream flows as well as upstream and downstream water use 

allocations.  Regulatory constraints, such as minimum and maximum stream flows, 

can be optimized to maximize hydroelectric dispatch revenue while limiting 

ecosystem damage (Premalatha et al., 2014; Ray and Sarma, 2011). 
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Hydro-thermal coordination can be solved several ways.  A myopic solution 

would be to dispatch as much hydropower as needed and available in each hour 

until hydroelectric generation availability is depleted.  However, it is more efficient 

to take the entire simulation horizon (one year here) into account to make the 

correct tradeoffs between using hydropower now versus in future periods. 

Plexos takes a two-stage approach that combines the Medium Term (MT) 

Schedule algorithm with the Short Term (ST) Schedule algorithm to optimize 

hydroelectric dispatch over all periods in a simulation.  The MT Schedule simulates a 

year-long step and finds the optimal hydro dispatch over that step, and then the ST 

Schedule finds the optimal hourly release guided by the MT Schedule solution 

(Energy Exemplar, 2014). 

The modeling of hydropower availability takes into account natural inflows, 

the value of the storage in the initial and final periods and the minimum and 

maximum reservoir fill volumes. 

I designed the hydropower dispatch optimization so that the initial fill level 

of each reservoir equals the percentage of NE hydro storage capacity that each 

reservoir contributes, multiplied by the stored energy in January 2015.  In 2014, the 

NE Brazil watershed had 16% less annual precipitation than the average calculated 

from 1983 to 2015 (Center for Hydrometeorology and Remote Sensing, 2016).  The 

final fill level of each reservoir is set to equal the percentage of NE hydro storage 

capacity that each reservoir contributes, multiplied by the stored energy in 

December 2015.  In 2015, the NE Brazil watershed had 27% less annual 
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precipitation than average (Center for Hydrometeorology and Remote Sensing, 

2016). 

To simulate hydroelectric dispatch similarly to previous years, I set the 

maximum energy per month based on prior year hydroelectric dispatch records to 

account for seasonality in precipitation patterns and electricity demand.  To account 

for dry year conditions in the 2015 dry year scenario sensitivity test, I reduced 

initial fill level, max energy per month and final fill levels proportionally according 

to the difference in precipitation levels between 2015 and 2012. 

In the 2030 Hydro-thermal and Hydro-renewable scenarios, hydro storage 

capacity, initial fill level, final fill level, maximum and minimum fill level and 

maximum energy per month are assumed to be the same for each of the 2015 

generators.  New 2030 hydro-electric generators were created assuming the same 

profiles as those of the 2015 generators. 

For the 2030 dry year sensitivity tests, initial fill level, max energy per month 

and final fill levels were reduced proportionally according to the difference in 

precipitation levels between 2015 and the driest year projection between 2015 and 

2030 based on data from RainSphere, a tool from the Center for Hydrometeorology 

and Remote Sensing at the University of California, Irvine (Center for 

Hydrometeorology and Remote Sensing, 2016).  RainSphere is an integrated system 

for global satellite precipitation data and information.  It produces three annual 

precipitation scenarios based on three IPCC representative concentration pathways 

(RCP): RCP2.6 (low emissions), RCP4.5 (stabilization emissions) and RCP8.5 (high 

emissions). 
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4.8.3 Load forecasting 

Hourly load profiles are not publicly available for Brazil’s electric grids.  I produced 

hourly load profiles for the 2015 and 2030 scenarios using the 2013 load profile 

from Brazil’s national electric system operator, ONS, in conjunction with the Plexos 

load forecasting algorithm.  This algorithm requires three inputs: an hourly load 

profile for the base year, a maximum hourly energy demand (MW) for the future 

year, and the targeted energy consumption (GWh) for the future year. I used a 

4.77% average increase in annual electricity demand for NE Brazil, a maximum 

hourly energy demand and a targeted energy consumption for 2030. 

The maximum hourly energy demand was forecasted for 2015 and 2030 by 

taking the maximum hourly energy demand in 2013 (12,980 MW) and applying the 

projected 4.77% annual energy demand growth.  This gave a maximum hourly 

energy demand of 14,248 MW for 2015 and 28,680 MW for 2030.  With the same 

approach, the 2013 annual energy use of 88,059 GWh was projected to 96,385 GWh 

for 2015 and 194,562 GWh for 2030. 

 

4.9 Plexos sensitivity tests 

I characterized uncertainty in the electricity grid dispatch and emissions 

simulations for NE Brazil by running sensitivity tests.  While numerous sensitivity 

tests could be run, I selected a few tests based on their potential to impact results.   

After reviewing the documentation on PM emissions factors in Brazil from 

many sources, I found little variation for oil, gas and biomass emission factors; 

however, there was large variation with emission factors for coal power plants, 
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ranging from 0.36 g/kWh to 28.15 g/kWh for imported coal (Alves & Uturbey, 2010; 

EPE, 2007; Ferreira et al., 2015; Governo do Estado do Ceará, n.d.; Ministerio das 

Minas e Energia & Empresa de Pesquisa Energetica, n.d.; Ministério de Minas e 

Energia, 2007).  As indicated above, I also considered a 0.04 g/kWh PM10 emission 

standard in the health benefits versus emissions control costs analysis. 

Another sensitivity test with the potential to significantly impact results is 

simulating dry year conditions. Most oil generators, and some natural gas, are only 

dispatched occasionally due to the region’s large hydroelectric potential; however, 

in years of drought, the hydroelectric potential substantially decreases, which 

causes the oil and gas generators to be dispatched more frequently and emit more 

emissions. 

I simulated dry year sensitivity tests for the 2015 and 2030 scenarios in 

Plexos to quantify impacts on generation and emissions.  As most oil and gas 

generators in NE Brazil are close to the densely populated cities of Salvador and 

Recife, increasing oil and gas generator emissions has the potential to substantially 

increase emissions in those two regions.  It is also worth noting that dry years are 

expected to become more common with changing precipitation patterns due to 

climate change (Center for Hydrometeorology and Remote Sensing, 2016). 

To assess the impact of higher than expected energy demand, I also 

simulated a high electricity demand scenario with a 5.5% annual average electricity 

growth rate.  While a 5.5% annual average electricity growth rate is not likely, there 

were five non-consecutive years between 1996 to 2016 where annual electricity 

demand grew by 5.5% or more. 
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Other sensitivity tests, which could be investigated in future work, include 

assessing the impacts of primary versus secondary PM formation, assessing other 

pollutants such as NOx and SOx, varying electricity demand patterns, varying 

intermittent wind and solar generation patterns.  

 

4.10 System validation 

All simulations for 2015 and 2030 were extensively tested with respect to their 

technical, economic and environmental characteristics.  The model refinements 

were primarily with hydroelectric dispatch, wind and solar dispatch, and the 

Fortaleza coal power plant emissions factors. 

 

4.10.1 Technical validation 

The aggregate yearly electricity generation for each technology type as a percentage 

of total generation over the year was compared between 2013 actual generation and 

the 2015 simulation.  Total generation in the simulation was 0.6% greater than the 

2015 predicted actual load that is based on the 2013 actual load profile from the 

Brazilian National System Operator (Operador Nacional do Sistema Eletrico, 2016a).  

Hydroelectric generation in the 2015 simulation was within 3.2% of the actual 

hydroelectric generation in 2013. 

As thermal generation varies significantly with load, selected daily and 

weekly thermal generation were compared between the simulation and actual daily 

and weekly dispatch. They showed close alignment in total generation, even though 

the daily and weekly generation patterns can differ from the simulation as they are 
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subject to unpredictable electric load variations, as well as other technical and 

economic factors (Operador Nacional do Sistema Eletrico, 2016b). 

Hourly generation dispatch profiles were analyzed to make sure generation 

was within constraints, such as capacity, ramp rates, start and stop time, and fuel 

availability.  Additionally, hourly profiles were spot checked to make sure the 

dispatch patterns made sense, for example that coal power plants are run 

continuously as baseload, and that wind and solar power plants are dispatched each 

hour at their full potential.  This is because wind and solar power plants are not 

typically curtailed, which means that they generate their maximum potential each 

hour given wind and solar conditions, and everything generated must be absorbed 

into the grid unless there is onsite energy storage. 

In addition, hourly and annual profiles were examined for each scenario to 

validate that the simulation was within constraints and that the results make sense. 

I considered the following categories:  

1. Generators: generation (GWh) and curtailment (%) 

2. Fuels: price ($/GWh), cost ($), and generation (GWh) 

3. Emissions: PM10 and CO2 production (metric ton) 

4. Storages: initial volume (GWh), end volume (GWh), inflow (GWh), and 

Release (GWh) 

5. Reserves: Provision (GWh), and shortage (GWh) 

6. Region: Load (GWh), generation (GWh), pump load (GWh), unserved 

energy (GWh), and dump energy (GWh) 
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7. Nodes: load (GWh), generation (GWh), pump load (GWh), unserved 

energy (GWh), and dump energy (GWh) 

8. Lines: flow (GWh), export limit (MW), and import limit (MW) 

In addition, I checked that emissions at any point as well as their annual total 

equal generation multiplied by the corresponding emission factor. 

 

4.10.2 Hydroelectric dispatch corrections 

In initial simulations, hydroelectric generation in the 2015 simulation was 30-35% 

greater than in 2013 actual generation.  The reason was that reservoir final fill levels 

were not constrained, resulting in drawdown until the minimum fill level at the end 

of the simulation horizon. 

This is not reasonable because it is more profitable, and also it increases 

energy security, to save a portion of the capacity of a hydro reservoir for the 

beginning months of the next year to have potential to dispatch water during high 

cost peak periods (Eichman et al., 2013). 

Hydroelectric dispatch was corrected by setting a final fill volumes for each 

reservoir.  This final fill volume was selected for each reservoir based on its storage 

capacity as a percentage of total reservoir storage in NE Brazil and total pumped 

hydro energy storage (GWh) in December 2015, similar to how the initial fill volume 

is based on each reservoir’s storage capacity as a percentage of total reservoir 

storage in January 2015.  After this adjustment, the simulated hydroelectric 

production in 2015 was within 3.2% of actual hydroelectric production in 2015. 
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4.10.3 Intermittent generation corrections 

In addition to comparing annual aggregate generation per technology, daily, weekly 

and monthly generation profiles for each technology type in the 2015 simulation 

were compared to the actual generation per technology type in 2013. 

Hourly generation for each generator was assessed by exporting results to 

excel and checking that hour-to-hour generation was within the defined constraints, 

such as hydroelectric energy potential, thermal generator ramp rates and 

nominalized wind speed and solar irradiation profiles for intermittent generation.  

Upon validating hourly generation profiles per generator, there were issues with the 

2015 BC and 2030 scenarios. 

The first correction I made was creating eight 2030 wind hot spots and three 

2030 solar hot spots based on identical 2015 hotspots, assuming that the average 

wind speed and solar radiation in 2015 would be the same in 2030.  While wind and 

solar conditions vary from year to year, Northeast Brazil has very consistent wind 

speed and direction, as well as solar radiation exposure, which yields wind and solar 

farm capacity factors that are among the highest in the world (Krauter, 2005). 

To assess the potential impact of global climate change on wind and solar 

resources, I looked for relevant published studies.  A 2015 study of all countries in 

Southern Africa (Fant et al., 2015) found a median change close to zero by 2050 in 

the long-term mean of both wind speed and Global Horizontal Irradiance (GHI), 

which is used to measure solar irradiation exposure and solar generation 

performance.  Extreme possibilities yield a 15% increase or decrease, but these 

changes have very low probabilities. 
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Another issue with wind and solar dispatch arose when only a percentage of 

the maximum generation potential, according to a wind speed or solar radiation 

profile, of a particular wind or solar generator was dispatched.  This situation could 

be advantageous if it is sunny and windy during the middle of the day, electric 

demand is low, and no storage is available.  However, it is usually not feasible to 

turn on and off parts of or all of an entire wind and solar node on an hourly basis 

according to demand.   

This issue was corrected with a technique used in the California Energy 

Commission WECC model (Western Electricity Coordinating Council, 2016).  Each 

solar and wind generator was divided into units of 1 MW, with the total number of 

units equal to the maximum capacity of each wind and solar generator.  Then, the 

feature ‘commit’ and ‘minimum stable level’ were used to ensure that all wind or 

solar units would be dispatched, and that they would be brought to their minimum 

stable level, which was set equal to the nominalized wind speed or solar radiation 

profile.  This technique forces all wind and solar generators to be dispatched at their 

full potential every hour based on local hourly wind and solar irradiation patterns. 

 

4.10.4 Unserved load and dump energy 

Unserved load is electricity demand that is not met.  For the 2030 load profile based 

on the projected 4.77% average annual electricity demand, there was substantial 

unserved load in the 2030 HR scenarios.  This implies that greater installed 

capacities are required for future energy infrastructure scenarios with larger 
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penetrations of renewables.  This is significant in Brazil because its decadal 

electricity expansion plans are based on installed capacity. 

There are multiple causes for unserved load.  First, wind and solar energy 

have an average capacity factor of 20% to 35% in NE Brazil.  While these are some 

of the highest capacity factors in the world, they are much smaller than the average 

capacity factor for continuously running thermal generators, which typically range 

from 85% to 90%.  Therefore, additional electric system capacity is needed in 

scenarios with higher penetrations of renewables.  Additionally, wind and solar 

generation is intermittent and does not follow demand patterns, which requires 

storage to shift generation to match load.  When there is not enough storage, excess 

renewable energy must be disposed of, which is called dump energy. 

NE Brazil has substantial hydroelectric pumped storage potential, which is 

utilized in the 2030 scenarios.  If generation exceeds load at any hour, it can be 

stored if storage is available, and dumped otherwise.  To find a maximum 

penetration of renewable energy in NE Brazil given hydroelectric pumped storage 

projections, I increased wind and solar resources until dump energy exceeded 3-5% 

of total generation.  It is not economical to dump energy because the levelized cost 

of energy (total cost/generation) produced by wind and solar farms increases when 

part of the generation cannot be sold and must be dumped.  Additionally, dumping 

energy is expensive because most methods require expensive controls to convert 

the excess electricity to heat (Doolla & Bhatti, 2006). 

After a maximum renewable energy penetration was reached, natural gas 

generators were added to the 2030 Hydro-renewable scenarios to decrease 
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unserved load.  When adding another natural gas generator would result in that 

generator having a capacity factor less than 2%, I assumed that it was not 

economical to add another generator.  This resulted in unserved load of 0.01% for 

the 2030 HR scenario, 0.77% for the HR DY scenario, and 0.02% for the 2030 HT 

scenario. 

Unserved load was 5.54% of total load in the 2030 HT HD 5.5% scenario.  I 

did not add natural gas generators in this scenario to highlight how higher than 

forecasted electricity demand combined with dry year conditions could produce 

significant energy shortages, even after a significant thermal expansion.  

Additionally, allowing for unserved load in the 2030 HT HD 5.5% scenario forces all 

diesel generators to be dispatched at times when the demand is greater than 

baseload plus renewable plus natural gas load following generation.   This leads to a 

high emissions scenario because the PM10 emission standard for diesel generators is 

8.6 times higher than for natural gas generators. 

 

4.10.5 Transmission constraints and node participation 

A transmission system comprised of 230 kV and 500 kV lines connects nodes and 

transports electricity between nodes to balance load and generation.  If a particular 

node is generating more electricity than demanded at that node, the electricity is 

transported to another node that is generating less electricity than demanded. 

The 230 kV and 500 kV transmission line limits are enforced in Plexos, 

although there is an option to ignore these limits.  Similarly, Plexos can model load 
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and generation zonally (node by node) or regionally.  I modeled the NE Brazilian 

system zonally and enforced transmission line limits. 

A small portion of unserved load was due to transmission constraints in the 

2030 scenarios.  I validated this by increasing natural gas infrastructure and 

observing that the unserved load did not change.  Although Brazil’s electric grid has 

additional transmission capacity that has been approved but not yet built, 

specifically in interconnecting the subsystems, upgrade plans at the detailed node 

level were not found.  The unserved load occurred at two nodes on the western edge 

of the NE Brazil grid, which are on the opposite side of where most of the population 

and most of the generators are located.  To address the unserved load and 

transmission constraints in the 2030 scenarios, three natural gas power plants were 

moved from the nodes with the most generation to the nodes that had unserved 

load.  This reduced the unserved load from 0.2% of total load (391 GW) to 0.01% of 

total load (30 GW) in the 2030 HR scenario. 

 

4.10.6 Economic validation 

Basic economic validation for each scenario was performed.  The levelized cost of 

energy (LCOE) for each generator was compared to typical Brazilian LCOE ranges, 

based on data collected by the Center for Energy and Environmental Economics at 

the Federal University of Rio de Janeiro, to make sure that the LCOE between 

generator types was consistent with industry costs so that generators would be 

dispatched in a proper order, since generators are dispatched based on marginal 
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costs and subject to an array of constraints.  Total fuel costs per generation 

technology were validated by multiplying fuel consumption by fuel costs. 

The cost of dump energy was set at $500/MWh and the cost of unserved load 

was set at $10,000/MWh to minimize dump energy and unserved load in the NE 

Brazil electric system dispatch simulations.  The total dump energy and unserved 

load costs ($/yr) were compared to the amount of dump energy (GWh) and 

unserved energy (GWh) multiplied by the cost per MWh to ensure they matched. 

The acceptable level of lost load (unserved load) is typically set by a 

regulator external to the market (Sioshansi & Pfaffenberger, 2006).  In checking the 

regulations set by ANEEL, the regulator of Brazil’s electricity market, I could not find 

a defined acceptable level of unserved load nor historical reports of lost load levels 

(Agencia Nacional de Energia Eletrica, 2016). 

 

4.10.7 Environmental validation 

Annual, monthly and daily emissions per technology type were divided by their 

corresponding emission factors to see if the total emissions per technology type per 

pollutant divided by emissions factors were equivalent to generation profiles. 

Gross emissions production are equal to net emissions production in the NE 

Brazil Plexos model because I assumed that the necessary emissions controls have 

been installed to reduce emissions to the emission standards selected for each 

technology type.  Public reporting of power plant emissions and monitoring 

programs are not readily available, which I confirmed by speaking with the Energy 

Planning Department at the Federal University of Rio de Janeiro (March 2017). 
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As discussed in the previous chapter, Barton et al., (2000) found that 

Brazilian firms are responsive to regulatory pressures, despite different starting 

points, paces of change and relationships with regulators.  In their 2010 study of the 

Brazilian electric system, Alves et al. also assume that power plant operators install 

sufficient technology to reduce emissions to the required standards. 

For fine resolution validation, generation profiles for several generators in 

each technology were multiplied by the technology and pollutant specific emissions 

factors to check and see if they are equivalent to the emission profiles.  Generator 

emissions were spot-checked by dividing emissions from a particular generator by 

the emission factor to check if aggregate and hourly emissions profiles matched 

generation profiles.  The generation production of emissions was exactly equal to 

the generation profile multiplied by the emission factor.  

Annual water withdrawal for each hydroelectric reservoir was subtracted 

from the initial volume to make sure that initial volume plus inflow minus annual 

water withdrawal was greater than or equal to the end volume constraint.  None of 

the reservoir volume constraints were violated. 

 

4.11 Emission control costs 

To compare the expected health benefits from tightening the PM10 emission 

standard with the corresponding control costs in Question 1, I estimated the 

emission control costs of achieving tighter standards in each case.   

I selected the Integrated Environmental Control Model (IECM) by Carnegie 

Mellon University (2017) to estimate control costs because it is a comprehensive 
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and flexible model that supports calculating costs based on specific power plant 

characteristics, such as plant design, fuel, performance, emission control costs, 

location and many other variables.   

There are two PM control technologies available in the IECM model, 

electrostatic precipitators and fabric filers, both of which I considered.  ESPs and 

fabric filers are the two most common PM control technologies, which have PM 

collection efficiencies of up to 98% and 99.7%, respectively (Zhang, 2016).  I 

developed a control cost model specific to the Porto do Pecem coal power plants in 

NE Brazil.  The model includes capital costs, fixed costs and variable costs. 

The capital costs include the particle collector, ductwork, fly ash handling, 

fan, general facilities costs, engineering fees, pre-production costs, process 

contingency costs and interest costs.  A total capital cost of US$47,170 per net MW 

was calculated for an ESP, and US$56,780 per net MW for a fabric filter. 

The fixed costs include operating and maintenance labor, maintenance 

material and administrative labor.  The total fixed costs were calculated at 

US$0.3293 per MWh for an ESP, and US$0.4166 per MWh for a fabric filter.  The 

variable costs include electricity and solid waste disposal, for a total of US$0.4790 

per MWh for an ESP and US$0.4986 for a fabric filer. 

I used the specific characteristics of the two coal power plants in NE Brazil 

based on the available data, such as the capacity of 360 MW per unit, the plant life of 

30 years and the type of imported coal (bituminous).  The equipment and material 

costs were assumed to be 38.4% greater for Brazil than for the U.S., based on an 

estimate of the additional costs, including freight and insurance costs, import fees, 
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customs expenses and Brazilian taxes of bringing equipment to Brazil.   Brazilian 

labor costs were assumed to be 21% of U.S. labor costs, based on the Brazil to U.S. 

gross national income per capita ratio. 

I found that the annualized cost of removing one metric ton of PM10 is $87.98 

with an electrostatic precipitator and $119.90 with a fabric filter for a 360 MW 

power plant.  To estimate the control costs of tightening the PM10 emission standard 

in Scenarios 1 and 2, I multiplied the number of metric tons of PM10 to remove by 

the unit cost per metric ton for an electrostatic precipitator because it is the 

cheapest control method and has a sufficient PM collection efficiency.   

Tightening emission standard to the most stringent standard (Scenario 3) 

requires approximately 99.8% of PM emissions to be removed.  To ensure sufficient 

PM removal, I calculated the PM removal costs by multiplying the number of metric 

tons of PM10 to remove by the unit cost per metric ton for an ESP plus a fabric filter, 

for a total cost of $207.88 per metric ton of PM10 removed. 

The emission control costs of tightening PM standards play an important role 

because they can be compared with the health benefits to develop a health benefit to 

control cost ratio.  The following two chapters on the atmospheric dispersion of air 

pollutants and human health benefits mapping describe how human health benefits 

can be calculated based on changes in electricity grid emissions. 
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5 Methodology: air quality modeling (CALPUFF) 

Atmospheric dispersion modeling is a key step to estimate how emissions from the 

NE Brazil electric grid impact air quality.  This chapter discusses how changes in air 

quality concentrations of PM are simulated using the CALPUFF Dispersion Modeling 

System.  After some background information, I present how the Plexos emissions 

are integrated into CALPUFF, followed by meteorological and geophysical terrain 

inputs and air dispersion data requirements, before describing sensitivity tests and 

results validations. 

 

5.1 Air quality modeling background 
 
Air pollutant dispersion in CALPUFF is a mathematical simulation of how air 

pollutants are transported and transformed, along with their fate.  The required 

data include: 

1) Meteorological conditions such as wind speed and direction, turbulence 

levels, air temperature, inversion layer heights, cloud cover and solar 

radiation; 

2) Quantity of emissions released, location, height, release source, exit velocity, 

exit temperature, mass flow rate; and 

3) Terrain elevations and type, receptors locations, obstruction locations and 

dimensions. 

Two types of approaches are commonly used to disperse pollutants: plume 

models and puff models.  Plume models simulate straight-line trajectories. They 
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have several limitations, including short dispersion ranges, steady-state 

meteorological conditions, no support for low wind speeds and they only work with 

single wind fields. 

Puff models simulate pollutant releases as a series of puffs.  These models 

work with non-steady state meteorological conditions, they support low wind 

speeds and 3-D wind fields.  Puff models have several advantages, including longer-

range transport, geophysical and meteorological changes, coastal effect and slope 

flow simulation. In this work, I relied on puff models. 

 

5.2 CALPUFF Dispersion Modeling System 

I selected CALPUFF to disperse PM emissions from NE Brazil power plants because 

it is widely used and well suited for this study.  The CALPUFF transport and 

dispersion model was originally developed by Sigma Research Corporation with 

funding by the California Air Resources Board.  CALPUFF is a non-steady-state 

Lagrangian Gaussian puff model that includes modules for complex terrain effects, 

overwater transport, coastal interaction effects, building downwash, wet and dry 

removal and simple chemical transformations.  CALPUFF simulates the dispersion of 

puffs of material emitted from selected sources.  While there are more sophisticated 

models, such as the Community Multiscale Air Quality Modeling System, the scope of 

this study was limited to simulating the transport of power plant emissions and not 

their chemical transformation. 

CALPUFF has been widely used for primary emissions dispersion of power 

plants (Hao et al., 2007; Holmes & Morawska, 2006; Levy et al., 2002; López et al., 



 

 
 

126 

2005; Zhou et al. 2003).  CALPUFF view, the commercial version of CALPUFF I used, 

includes a user interface and built in modules for meteorological conditions, 

geophysical terrain, puff dispersion modeling and post-processing of results.  

Additionally, CALPUFF View provides an intuitive user interface and excellent 

support documentation, making the process of running CALPUFF much quicker. 

CALPUFF can model domains from ten to hundreds of kilometers from a 

source, it can handle time-varying sources as well as inert pollutants or pollutants 

subject to inert removal and chemical conversion, and it can deal with rough or 

complex terrains. 

CALPUFF can be used on its own or in conjunction with other sub-models, 

such as CALMET.  CALMET is a meteorological model that develops wind and 

temperature fields with parameterized treatments of slope flows, kinematic terrain 

effects, terrain blocking effects, a divergence minimization procedure and a micro-

meteorological model for overland and overwater boundary layers.  CALPUFF may 

use fields generated by CALMET or non-gridded meteorological data, like many 

other existing plume models.  The effects of temporal and spatial variations in the 

meteorological fields are simulated throughout the emission dispersion period. 

The primary CALPUFF outputs are concentrations and deposition fluxes at 

selected receptors.  CALPOST is a post-processing program used to process output 

files by the CALPUFF and CALGRID models.  CALPOST produces tabulations that 

summarize simulation results, such as the highest and average 1-hour, 24-hr and 

8760-hour concentrations of the receptor grid.  Visibility impacts can also be 

computed based on the EPA Interagency Workgroup on Air Quality Modeling 
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(IWAQM) and the Federal Land Managers’ Air Quality Related Values Workgroup 

(FLAG) recommendations. 

 

5.3 Plexos and CALPUFF integration 

The CALPUFF air dispersion model was run sequentially after the electricity grid 

dispatch and emissions simulation in Plexos because the spatial and temporal 

emissions from the NE Brazil electric grid must be formatted into point source 

emissions inputs for the CALPUFF model. 

Specific scenarios were formed to simulate electric grid dispatch and 

emissions to address the health benefits of tightening PM standards as well as the 

health, storage and grid stability implications of high penetrations of renewables.  

For the latter, I formed a handful of scenarios and compared the results in Plexos, 

then selected the most interesting scenarios to run in CALPUFF for air quality 

modeling.  The purpose of selecting a subset of scenarios is to keep this study 

manageable and focus the air quality modeling on the scenarios that represented 

realistic extremes with health benefits, storage requirements and grid stability.  

 
5.3.1 Scenario selection for PM standard analysis 

All of the scenarios simulated in Plexos to assess the health benefits of moving to 

lower PM emissions standards were run in CALPUFF.  As a refresher, four PM10 

emission standards were applied to the same 2015 NE Brazil electric grid 

simulation. All properties were held constant in the three scenarios except for the 
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PM10 emission standard for coal power plants.  These four standards are: 28.15 

g/kWh, 0.69 g/kWh, 0.36 g/kWh and 0.04 g/kWh. 

I developed an air quality gird spanning 320 km x 320 km with 5.4 km x 5.4 

km resolution surrounding the Fortaleza region.  This area was selected because the 

only two coal power plants in NE Brazil are near the densely populated Fortaleza 

region, along with several gas and diesel power plants.  There was a total of 39 

thermal power plants in NE Brazil in 2015, and 8 of them are in the proximity of 

Fortaleza. 

I ran a total of four air quality simulations in the Fortaleza region, one for 

each of the PM standards considered.  To address the health, storage and grid 

implications of high penetrations of renewables, more scenarios and regions were 

required. 

 

5.3.2 Scenario selection for health, storage and grid stability analysis 

To assess the health benefits, storage and grid implications of very high 

penetrations of renewables, five of the eight scenarios simulated in Plexos were 

selected to run in CALPUFF (see Table 2 for installed capacity details): 

1. 2015 BC - 2015 Base case. 

2. 2030 HR - 2030 Hydro-renewable with intermittent renewables making up 

45% of installed capacity. 

3. 2030 HT – 2030 Hydro-thermal with 30% intermittent renewables making 

up 30% of installed capacity. 
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4. 2030 HR DY – 2030 Hydro-renewable Dry Year.  Same as 2030 HR with dry 

year conditions. 

The first three scenarios establish a baseline for changes in health benefits, 

storage requirements and grid implications.  The fourth scenario was designed to 

assess changes emissions, storage and grid stability with a very high penetration of 

renewables (45% intermittent renewables, 79% total renewables) during extreme 

drought conditions.  

Air quality changes were simulated in the three most densely populated 

regions of NE Brazil (Fortaleza, Recife and Salvador), for each of the first four 

scenarios, for a total of 12 air quality simulations.  These three regions were 

selected because health impacts depend on the quantity of emissions as well as their 

dispersion pathways and the number of people exposed along those pathways.  This 

is discussed in greater detail in the next section. 

For the air quality impacts of a 100% RPS electricity grid, I assumed that all 

thermal power plants were decommissioned so that there were no PM emissions 

from the electricity sector.  Therefore, the PM air quality concentrations were 

calculated by subtracting air quality concentrations from the 2015 electric grid 

simulation (under the BNDES standard) from the 2015 ambient PM concentrations 

in NE Brazil, which includes all sectors.   

 

5.3.3 Domain and emissions integration 

There are many considerations when deciding on how to model air pollutant 

concentrations, including domain size, meteorological conditions, geophysical 
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terrain, primary and secondary pollutant formation, puff or plume modeling, 

building downwash and other factors. 

Northeast Brazil is approximately 1200 km wide by 1500 km long.  While the 

EPA has recommended CALPUFF for long-range transport simulation, there are 

large uncertainties with long-range puff transport modeling (Levy et al., 2002).  To 

capture air quality impacts of a broad region while preserving accuracy, three 

regions of 320 km x 320 km were defined around the three densely populated major 

cities in NE Brazil for air quality modeling: Fortaleza, Recife and Salvador. 

The air quality domain surrounding Fortaleza includes 8 of the 39 thermal 

generators in NE Brazil in 2015.  It is important to note that some emissions of these 

8 power plants will disperse beyond the 320km x 320km domain, and that power 

plants outside this domain could also affect air quality concentrations in this 

domain.  However, most of the PM air pollution due to electricity generation in the 

Fortaleza study area is likely due to these 8 power plants. 

To assess the health, storage and grid stability implications of varying levels 

of high penetrations of renewables in NE Brazil, all three of the air quality modeling 

domains were considered because 28 of the 39 thermal generators that were 

operational in NE Brazil in 2015 are located near or in these three cities.  However, 

each of these regions has different types and numbers of thermal generators, some 

of which are upwind and some of which are downwind of the populated areas. 

The health impacts from emissions depend not only on the quantity of 

emissions, but also on the pathways of emissions and the number of people exposed 

along the pathways.  Before simulating air quality changes and mapping those to 
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human health impacts, it is difficult to know how the three regions will fare for a 

given scenario.  For this reason, I simulated air quality changes in the three most 

densely populated regions of NE Brazil for each of the four scenarios considered. 

Furthermore, the large majority of emissions happen within the air quality 

modeling domains, for a couple reasons.  First, the two coal power plants in NE 

Brazil are in Fortaleza, which contributed 49% of PM emissions in the 2015 BC.  

Second, all but three of the large natural gas combined cycle generators are located 

within the air quality modeling domains. While 11 of the 19 internal combustion 

diesel generators are outside, these are the less frequently dispatched because of 

high fuel costs. 

Another reason I focused the air quality modeling on NE Brazil’s three most 

densely populated cities is that that small increases in air pollutant concentrations 

in densely populated areas have greater effects than large increases in less 

populated areas (Fann et al., 2012).  Indeed, changes in disease incidence are 

calculated by multiplying the relative risk change of incurring a disease by the entire 

population, and the densely populated areas in Brazil have orders of magnitude 

more people than the rural areas (Instituto Brasileiro de Geografia e Estatistica, 

2016).  Additionally, PM2.5 dose-response curves increase quickly and then start to 

level off as exposure concentrations increase. 

 

5.4 Meteorological conditions and geophysical preprocessing 

CALMET is a 3-D meteorological model that converts 3-D meteorological inputs, 

such as wind speed and direction, temperature and precipitation, to a three-
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dimensional meteorological grid that is used to disperse emissions in CALPUFF.  I 

acquired 3-D meteorological Weather and Research Forecasting (WRF) inputs 

through a collaboration with colleagues at the University of Waterloo.  WRF files 

include surface meteorological data, such as wind speed and direction, temperature, 

surface pressure, precipitation and cloud cover, as well as vertical profiles of wind 

speed and direction, temperature and pressure. 

The Weather Research and Forecasting (WRF) model is one of the most 

recent mesoscale numerical weather prediction systems.  Three WRF datasets with 

4 km x 4 km resolution were initially developed based on 2015 conditions, one for 

Fortaleza, one for Recife and one for Salvador.  Each region spans an area of 320 km 

x 320 km.  Additionally, three WRF datasets were developed based on 2012 

meteorological data to simulate dry year conditions (one for each region mentioned 

above).  I selected 2012 meteorological conditions to represent a dry year because 

2012 was the driest year for the NE Brazil watershed in the available data that range 

from 1983 to 2015 (Center for Hydrometeorology and Remote Sensing, 2016).  In 

total, six WRF datasets were developed. 

I decided to use 4 km x 4km resolution for the WRF files, as opposed to 12 

km x 12 km resolution, to have a higher resolution of air quality concentrations.  

This is important when overlaying air quality concentrations with population 

density for human health impacts mapping, especially around areas where 

population density changes significantly. 
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5.4.1 CALMET input files 

CALMET requires meteorological data, geophysical data and control information.  

The meteorological data includes hourly precipitation and vertical columns of 

meteorological conditions, like wind speed and direction, temperature and pressure. 

These data are included in the WRF files.   

The geophysical data requirements include terrain elevations and land use 

characteristics, which were acquired using the geophysical processor in CALPUFF.   I 

developed the geophysical terrain using three publically available map files (SRTM1, 

SRTM3 and GTOPO30) to account for land and ocean effects because Fortaleza and 

the Porto do Pecem power plants are close to the Atlantic coast.  The control 

information includes horizontal and vertical grid data, start and end dates and time, 

as well as optional model settings (Sigma Research Corporation, 2011). 

 

5.5 Air quality simulations 

Information about emissions sources, receptors, meteorological data, geophysical 

data and model control parameters are required to perform simulations in 

CALPUFF.  The parameters selected and the assumptions I made are discussed 

below, including details on the custom time-varying emissions input files that were 

developed to capture the hourly power plant emissions simulated in Plexos. 

 

5.5.1 Input files 

Information is passed to CALPUFF through a series of input files, which are 

described below. The first input files I used are WRF files, which I subsequently 
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processed in CALMET to form meteorological grids that can be paired with 

geophysical terrain maps.  As mentioned above, I used three geophysical terrain 

map files to account for ocean and land effects. 

 

Figure 5.1.  CALPUFF inputs and options 

 
 

Next, custom point source time varying emissions files were developed for 

each power plant.  These emission files include time variant and time invariant 

characteristics, which are described in detail in the variable emission file section.  

Last, modeling parameters appropriate for the terrain and the meteorology in NE 

Brazil were set, including puff modeling for the plume elements, temperature 
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gradients for inversion strength, and partial plume path adjustment.  Figure 5.1 

displays most of the required and optional input files. 

 

5.5.2 PM2.5 and PM10 dispersion simulation 

While PM10 emissions were simulated in Plexos because the emission standards for 

power plants in Brazil are set for PM10, I used PM2.5 C-R functions in BenMAP 

because studies show that finer particles have a greater health impact than coarser 

particles (Kampa & Castanas, 2008).  This is discussed in detail in the BenMAP 

methods section. 

PM2.5 air quality concentrations are required to use PM2.5 C-R functions.  These 

can be obtained by converting PM10 emissions to PM2.5 emissions using the ambient 

ratio method and then dispersing the PM2.5 emissions.  Alternatively, PM10 

emissions could be dispersed and the resulting PM10 air quality concentrations 

could be converted to PM2.5 using the ambient ratio method.  I considered both ways 

as a robustness test. 

To first simulate PM2.5 dispersion, I converted PM10 emissions from Plexos to 

PM2.5 emissions using the ambient ratio method before atmospheric dispersion in 

CALPUFF (Boldo et al., 2006).  I calculated a ratio by mass of primary PM2.5/PM10 of 

0.775 by taking the average of all reported PM2.5 to PM10 emissions (by mass) for 

coal, oil and natural gas generation in the U.S. (U.S. Environmental Protection 

Agency, 2017c).  U.S. data were used because emissions data from Brazil’s electric 

grid were not available.  As the ratio of PM2.5/PM10 varies based on fuel source and 

technology, the ratio of PM2.5/PM10 for each fuel source was weighted based on the 
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percentage of emissions per fuel source divided by the total emissions of the NE 

Brazil electric grid. 

Time-varying hourly emissions input files for each generator in each scenario 

were formed for the Fortaleza air quality modeling domain to assess the health 

benefits of tightening PM standards.  Similarly, customized hourly emissions input 

files for each generator in each scenario were created for the Fortaleza, Recife and 

Salvador air quality modeling domains for assessing health, storage and grid 

implications. 

 

5.5.3 Variable emissions files 

CALPUFF considers four types of emissions sources: point, line, area and volume 

sources.  Power plants are point sources.  While CALPUFF has the ability to define 

hourly, daily and weekly emissions rates for each point source on a repeating basis 

for the simulated time horizon, power plant emissions vary based on hourly 

dispatch so they do not necessarily repeat patterns.  This is partially because 

electricity demand varies hourly, daily and seasonally, as does the quantity of 

electricity from intermittent sources like wind and solar.  Even baseload power 

plants are ramped down at times because of scheduled maintenance or unforeseen 

outages. 

Some published studies assumed continuous power plant emissions and 

others estimated power plant emissions by multiplying a power plant’s expected 

capacity factor (actual generation/plant capacity) by its capacity (MW) to estimate 

expected annual or seasonal generation, and then the expected output is multiplied 
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by an emission standard to get expected emissions (Hao et al., 2007; Levy et al., 

2002; López et al., 2005; Zhou et al., 2003).  While these methods provide a rough 

estimate for power plants that are run continuously for baseload generation, it does 

not capture electricity grid interactions and the dispatch and emissions of load 

following natural gas and diesel power plants.  Capturing the emissions of load 

following power plants is necessary to quantify grid-level emissions, which includes 

baseload and load following thermal generators. 

The NE Brazil Plexos model I built simulates electricity grid interaction and 

hourly dispatch of power plants.  This provides insights into how power plants are 

ramped up and down, as well as turned on and off, on an hourly basis to balance 

load and generation.  In simulating hourly dispatch, the temporal fluctuation in 

emissions per power plant can be captured.  The value of pollution reduction varies 

based on the time, place and quantity of emissions released (Borenstein, 2012), 

which can only be captured through simulating power plant dispatch and emissions 

in spatially and temporally resolved simulations. 

To model the atmospheric dispersion of varying emissions, point source 

emissions files with time-varying emissions (PTEMARB.DAT) were developed for 

each scenario.  PTEMARB.DAT files require general data, time-invariant data and 

time varying data. 

The general data include the map projection (Universal Transverse 

Mercator), time zone, start and stop times of simulation, number of sources, number 

of species and their molecular weight.  The sources in each scenario are the power 

plants.  I modeled both PM2.5 and PM10 species in separate runs.  I derived a 
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molecular weight of 36.7 g/mol for PM2.5 by taking a weighted average of the 

molecular weight of each of the major constituents of PM2.5: elemental carbon 

(0.12), nitrate (0.19), ammonium (0.1), sulfate (0.1), crustal (0.08) and organics 

(0.41).  As the mass contribution of each constituent varies seasonally, a seasonal 

average of the mass contribution of each constituent was taken (South Coast Air 

Quality Management District, 2016).  A molecular weight for PM10 of 45.5 g/mol was 

derived using the same process. 

Time invariant data include source coordinates, stack height, and stack 

diameter.  I assumed a stack height of 60 m for oil and gas plants and a stack height 

of 110 m for the Porto do Pecem power plants, along with a stack diameter of 10 m 

and a stack base elevation height of 30 m based on a report by the government of 

Ceara that discusses power plant stack height in NE Brazil (Governo do Estado do 

Ceará, n.d.).   I did not model building downwash, which happens when buildings 

are near the emission source. They can then affect the emission plume rise and 

create turbulent wake zones that put a downward pressure on pollutants (Sigma 

Research Corporation, 2011). 

Time varying data include the time, exit temperature, exit velocity and 

emission rate of the species modeled.  I assumed an exit temperature of 350 K and 

an exit velocity of 10 m/s (Governo do Estado do Ceará, n.d.).  The emission profiles 

in Plexos were converted from kg/h to g/s, as required by the CALPUFF input files. 

Three PTEMARB files were created for Fortaleza to assess the impacts of 

tightening emissions standards.  To assess health, storage and grid stability 

implications, one PTEMARB file was developed for each of the three regions 
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(Fortaleza, Recife and Salvador) in each of the four scenarios, for a total of 12 files.  

Each PTEMARB file contains similar general and time-invariant data, along with 

8760 time varying entries for each power plant (one per hour for a whole year). 

 

5.5.4 Emissions dispersion 

After preparing the CALPUFF input files, I selected parameters specific to 

atmospheric dispersion.  In all scenarios the same set of standard puff modeling 

parameters were assumed, including puff modeling for the plume elements, 

temperature gradients for inversion strength, and partial plume path adjustment 

according to terrain. 

As mentioned above, I simulated the dispersion of primary PM emissions 

from power plants and did not consider the chemical transformation of PM into 

secondary pollutants.  To also estimate the health impacts related to secondary PM, 

all related pollutant background concentrations involved in the chemical 

transformation reactions, as well as the primary emissions and the chemical 

transformation of these related pollutants, would need to be modeled.   Therefore, 

the CALPUFF simulations did not consider chemical transformation, and the air 

quality and health impacts of species such as secondary particulate matter, ozone 

and hydrogen peroxide are left to future work. 

 

5.6 CALPUFF sensitivity tests 

A number of sensitivity tests could be run in CALPUFF.  For example, the 

computational grid resolution could be increased from 5.4 km grids to 2 km grids; 
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however, this is not likely to significantly affect results because the WRF 

meteorological dataset has a 4 km resolution.  Other possible sensitivity tests 

include changing the molecular weight of PM2.5 used in the CALPUFF dispersion, and 

converting PM10 to PM2.5 before as well as after dispersion. 

Although PM constituents vary, even if the seasonal variations in the portion 

of constituents by mass are considered, the average molecular weight would change 

by less than 10% - 20% (South Coast Air Quality Management District, 2016). 

The primary sensitivity test I ran in CALPUFF compared the results of 

converting PM10 to PM2.5 before and after dispersion.  In the first runs, I scaled PM10 

emissions to PM2.5 emissions and then simulated the dispersion of PM2.5 in 

CALPUFF.  In the following runs, I simulated the dispersion of PM10 emissions in 

CALPUFF and then scaled the resulting PM10 concentrations to PM2.5 concentrations 

using the ambient ratio method.  The molecular weight used for PM10 was 45.5 

g/mol and the molecular weight used for PM2.5 was a weighted average of 36.7 

g/mol (discussed in Section 2.5.3).  In both scenarios, PM2.5 concentrations per grid 

cell varied by less than 1% on average. 

 

5.7 Air quality simulation validation 

CALPUFF results were validated in multiple ways.   To check for congruency 

between power plant emission input files and emission plumes, spikes in the time-

varying power plant emissions input files were checked with the corresponding air 

quality concentration increases.  Additionally, the 1-hr, 24-hr and annual PM2.5 

concentration averages and maxima were compared within grid cells in each 
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simulation, as well as between simulations.  For example, I compared annual 

average concentrations in selected grid cells between the CONAMA 0.69 g/kWh 

emission standard scenario and the BNDES 0.36 g/kWh emission standard scenario, 

to validate the concentrations are proportionally lower in the lower emission 

standard scenario.  

CALPUFF results were also checked by comparing the plume animations with 

the wind roses.   A wind rose is a graphic tool that indicates the distribution of wind 

speed and direction.  Figures 5.2 to 5.5 display the 2015 wind roses for Fortaleza, 

Recife, and Salvador.  They show very little variability in direction and speed in all 

three regions, which is consistent with wind data from the Brazilian Electrical 

Energy Research Center.  I searched for past meteorological station data to compare 

with the wind roses for further validation, but could not find data.   

The wind rose for Fortaleza in 2012 are displayed in Figure 5.3, which is the 

year I selected to simulate dry year meteorological conditions because it was the 

driest year in NE Brazil in the available dataset from 1983 to 2015 (Center for 

Hydrometeorology and Remote Sensing, 2016).  The wind rose for Fortaleza in 2012 

has a slightly stronger southeasterly contingent than the 2015 wind rose, as shown 

by the larger bar in the SE corner of the 2012 wind rose.  This could have an effect 

on the emission plume pathway in the dry year scenarios, transporting the 

emissions slightly more northwest than in the non-dry year scenarios. 

By observing the wind roses, it becomes clear that Fortaleza has the highest 

consistent wind speed and is the most easterly.  The Recife wind rose is the most 

southerly, and it has the lowest average speeds, as seen by having more red and less 



 

 
 

142 

blue color than the Fortaleza and Salvador wind roses.   The average speed of the 

Salvador wind rose is greater than Recife and less than Fortaleza, and the direction 

is more southeasterly than Fortaleza but less southeasterly than Recife.   

 
Figure 5.2.  Wind rose for Fortaleza in 2015 

 
 

 
Figure 5.3.  Wind rose for Fortaleza in 2012 (dry year conditions) 
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Figure 5.4.  Wind rose for Recife 

 

 
 

 
 

Figure 5.5.  Wind rose for Salvador 
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6 Methodology: human health and climate benefits valuation  

The Environmental Protection Agency’s (EPA) Environmental Benefits Mapping and 

Analysis Program (BenMAP) is the final model in my integrated modeling 

methodology.  I used BenMAP to assess how changes in long-term human exposure 

to PM2.5 concentrations impact selected health outcomes and health costs. 

There are 12 multinational air pollution health impact assessment tools that 

were analyzed and compared by Anenberg et al. (2016).  These tools varied based 

on their spatial resolution and on the pollutants and health effects they can evaluate.  

I selected BenMAP because it has the broadest range of functionality along with the 

ability to handle datasets with varying levels of spatial and temporal resolution.  In 

addition, BenMAP is open source, and it was used in numerous studies to estimate 

health impacts due to changes in air quality concentrations in different industries 

across many countries.  BenMAP also provides advanced functionality to design 

health impact (C-R) functions and monetary valuation, and it provides versatile 

results aggregation and post-processing options (U.S. Environmental Protection 

Agency, 2016a). 

The next sections give an overview of BenMAP and it describes, the database 

of inputs BenMAP require along with selected health impact functions, the valuation 

techniques and the sensitivity tests performed for this study. 

 

6.1 Health benefits mapping process 

BenMAP performs a series of spatial and temporal calculations to assess how 

changes in air quality concentrations between two states impact selected disease 
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incidences and related health costs in a population. 

In the first step, changes in air quality concentrations of PM2.5 are calculated 

from transitioning from a baseline to a control option (e.g., a lower air pollutant 

concentration here).  Air quality grids consisting of air pollutant concentrations, 

with the same domain and resolution as the air dispersion grid used in CALPUFF, 

are created and then overlaid to calculate changes in pollutant concentrations.  Next, 

spatially resolved population data and baseline disease incidence data for each 

selected health endpoint are mapped to changes in pollutant concentrations.  

Concentration-response (C-R) functions are then used to estimate how changes in 

pollutant exposure change the relative risk of premature mortality and hospital 

admissions for various diseases.  Last, monetary valuation techniques using the 

Value of a Statistical Life (VSL) and cost of illness (COI) data are applied to changes 

in mortality and hospital admissions to place an economic value on expected health 

outcomes.  Figure 6.1 outlines the main components of BenMAP and Figure 6.2 

displays an overview of BenMAP’s inputs and outputs. 

 

6.2 Pollutant selection 

The main ambient pollutants affecting human health from electricity generation are 

nitrous oxides (NOx), sulfur dioxide (SO2), carbon monoxide (CO), ozone (O3) and 

particulate matter (PM) (Smith et al., 2013).  I focused on particulate matter because 

it is the largest contributor to air pollution related global mortality and morbidity.  

In fact, exposure to ambient particulate matter was ranked the fifth largest 
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contributor to global disease in 2015, behind high blood pressure, smoking, high 

fasting plasma glucose (diabetes), and high cholesterol (Cohen et al., 2017). 

 

Figure 6.1. BenMAP process flow  

Source: EPA (2015) 

 

Brazil has emission standards for PM10 but not yet for PM2.5.  However, most 

recently developed C-R functions relating long-term particulate matter exposure 

and mortality are based on PM2.5 instead of PM10 exposure (Atkinson et al., 2014).  

This is because finer particles are more damaging to health, as they can travel 

further into the lungs, enter the blood stream and reach other vital organs (Kampa & 
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Castanas, 2008). 

 

Figure 6.2.  BenMAP inputs and outputs 

 

 

For these reasons, this study assesses the health impacts of changes in PM2.5 

exposure.  Although I found a couple C-R functions specific to Sao Paulo, Brazil, that 

associate PM10 exposure to premature death in infants (Concieção et al., 2001) and 

the elderly (Saldiva et al., 1995), and one in Santiago, Chile, for premature mortality 

related to PM2.5 exposure (Cifuentes et al., 2000) I decided to use a recently 

published integrated exposure-response (IER) model to associate PM2.5 exposure to 

premature mortality.  The IER model by Burnett et al. (2014) and updated by Cohen 
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et al. (2017) was developed based on a global set of studies that span the entire 

range of human exposure to PM2.5.  The IER was found to perform better than seven 

other models it was tested against (Burnett et al., 2014).  Detailed information on 

the health impact functions I selected can be found in Section 6.3.6. 

Selecting the IER model for PM2.5 related mortality over PM10 related 

mortality narrowed the focus of this dissertation to the air pollutant with the most 

severe health impacts, and in turn made this dissertation more manageable by 

reducing the number of required air quality and human health mapping simulations. 

 

6.3 BenMAP inputs 

BenMAP requires a comprehensive database of inputs, including shapefiles, air 

quality grids, population, disease incidence, health impact functions and valuation 

functions.  For applications in the United States and China, BenMAP includes default 

inputs such as basic shapefiles, population, monitoring data, health impact 

functions, valuation functions and inflation datasets.  Even with these default inputs, 

custom shapefiles must be created for each specific study location, and health 

impact and valuation functions need to be selected to fit the purpose of a study. 

To use BenMAP in regions outside of the U.S. or China, shapefiles, air quality 

grids, disease incidence and population datasets, as well as health impact and 

valuation functions need to be developed and formatted for the region of study.  

While a number of studies have been published in the United States and China (Chen 

et al. 2017; Cromar et al. 2016; Davidson et al. 2007; Fann et al. 2012; Neal Fann, 

Baker, and Fulcher 2012; He et al. 2010; Sangkapichai et al. 2010; Voorhees et al. 
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2014; Wesson et al. 2010), I found only a few peer reviewed BenMAP studies 

elsewhere, such as in South Korea and Malaysia  (Chae & Park, 2011; Ha & Moon, 

2013; Nordin et al., 2016).  Additionally, I found a few non-peer reviewed articles 

that use BenMAP in Spain and South Africa (Boldo et al., 2010; Roy 2016). 

The following sections discuss the development of a BenMAP database for NE 

Brazil, including shapefiles, ambient PM2.5 concentrations, air quality grids, 

population data, disease incidence, health impact functions and valuation functions. 

 

6.3.1 Shapefiles 

Shapefiles store non-topological geometry and attributes, such as points, lines and 

area features that are used in geographic information system (GIS) software 

(Environmental Systems Research Institute, 1998).  BenMAP requires shapefiles for 

multiple layers of data: air quality concentrations, population, disease incidence and 

for the desired level of aggregation of health impacts and costs (e.g., at the grid cell, 

city, or regional levels).  One advantage of BenMAP is its ability to overlay datasets 

and shapefiles of different sizes and resolutions when performing calculations, 

allowing each shapefile to have a unique domain and grid resolution to match the 

best available data and resolution for each dataset. 

Unique shapefiles for the Fortaleza, Recife and Salvador regions were 

developed to create air quality grids based on the CALPUFF dispersion results for 

each scenario.  Air pollutant differences, also called air quality deltas, were 

calculated by overlaying the air quality grids of two different scenarios.  The 
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Fortaleza, Recife and Salvador shapefiles were gridded with a 5.4 km x 5.4km 

resolution to match exactly the air quality modeling grids that I created in CALPUFF. 

 The shapefiles for population data, disease incidence and results aggregation 

were downloaded from the BenMAP regional datasets webpage (U.S. Environmental 

Protection Agency, 2017a).  The BenMAP regional datasets provide recent 

population, disease incidence and background concentration datasets with 

corresponding shapefiles for many countries.  These datasets are discussed below. 

 

6.3.2 Background air quality concentrations 

This study considers background air quality concentrations because the C-R 

functions I selected are non-linear.  If the C-R functions used in this study were 

linear, then including background concentrations would not be necessary because a 

given change to concentration exposure would produce the same change in the 

relative risk of incurring an adverse health outcome regardless of the magnitude of 

exposure. 

For most of the C-R functions selected for this study, the relative risk of 

incurring a health impact increases exponentially at low concentrations and then 

flattens out to a more linear curve at high concentrations (known as supralinear 

curves).  Accordingly, changes to exposure at low concentrations of total exposure 

cause a greater change to the relative risk of incurring a health impact than the same 

magnitude of change to exposure at high concentrations.  Therefore, the change in 

relative risk of incurring adverse health outcomes is dependent on the change in 

exposure as well as the magnitude of exposure.  For this reason, it is important to 
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consider total exposure to a pollutant when assessing changes relative to a specific 

source or sector. 

In NE Brazil, the background PM2.5 concentrations are relatively low, 

generally between 5 and 10 μg/m3.  When background concentrations are low, small 

changes and large changes to PM2.5 can cause substantial changes to disease 

incidence due to the shape of many C-R functions.  This study looks at small and 

large changes to PM2.5 concentrations, spanning a range from less than 1 μg/m3 to 

100 μg/m3. 

A 10 km x 10 km grid of baseline PM2.5 pollutant concentrations for Brazil 

was downloaded from the BenMAP regional datasets website.  This dataset was 

sourced from the 2013 Global Burden of Disease study (Institute of Health Metrics 

and Evaluation, 2015). It was convenient because there was a gridded 10 km x 10 

km shapefile for Brazil to match the background concentrations.  

To match the background PM2.5 concentrations with a 10 km x 10 km 

resolution with the 5.4 km x 5.4 km resolution air quality modeling grids produced 

in CALPUFF, I spatially interpolated the background PM2.5 concentrations from a 10 

km x 10 km to a 5.4 km x 5.4 km grid in ArcGIS.  For robustness, I used kriging as 

well as the inverse distance weighting (IDW) method and compared the results. 

The IDW method assumes that the degree of influence of nearby sample 

points is greater than the effect of more distant points (Deligiorgi & Philippopoulos, 

2011).  IDW predicts the value at a prediction point by using a weighted average of 

known values within its neighborhood, where the weights of the known values are 

inversely related to the distances between the sampled points and the prediction 
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point.  The inverse distance weights are modified by a constant power parameter, 

usually between 0.5 and 3, to diminish the strength of relationship as the distance 

between the prediction point and sampled points increases (Lu & Wong, 2008).  The 

default power parameter in the ArcGIS IDW algorithm is 2, which is what I used 

because it is common in air quality modeling (Deligiorgi & Philippopoulos, 2011). 

Kriging works slightly differently. It fits a mathematical function to a 

specified number of points to calculate a prediction value for an unmeasured 

location, where the surrounding measured values are weighted.  Like IDW, kriging 

weights the surrounding values based on distance, yet it also takes the spatial 

arrangement of measured points into consideration.  This complex process includes 

data analysis, variogram modeling and surface creation.  Kriging is most often used 

in soil science and geology (Environmental Systems Research Institute Inc., 2016). 

For both interpolation methods, the 10 km x 10 km shapefile for Brazil 

(which includes over 70,000 points) was used as the base layer.  The spatial 

coordinates of each row and column numbered cell in the base layer shapefile were 

used to convert the spatial coordinates of the background concentrations dataset, 

which were initially in row and column format, to decimal degrees in order to 

overlay background concentrations over the center point of each grid cell in the 

base layer shapefile of Brazil. 

For each air quality modeling region (Fortaleza, Recife and Salvador), a 

polygon was created in the background PM2.5 concentration shapefile for Brazil. 

Each polygon had at least 12 surrounding cells for the spatial interpolation 

calculations, which is the default value for both kriging and IDW in ArcGIS.  As a 
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sensitivity test, I also calculated the attribute value of prediction points using 20 

cells instead of 12 cells.  The average difference was 0.24% per cell, with a 

maximum difference of 1.85% for the Fortaleza region.  I decided to use 12 

surrounding cells for my calculation because it is the common number of sample 

points in air quality modeling (Deligiorgi & Philippopoulos, 2011). 

Results were obtained using IDW and Kriging by spatially interpolating 5.4 

km x 5.4 km PM2.5 concentrations from the 10 km x 10 km background PM2.5 

concentrations.  The background PM2.5 concentrations were gridded for a 10 km x 

10 km shapefile that only includes PM2.5 concentrations over land.  The kriging and 

IDW interpolation grids, along with the air quality modeling grids, cover both land 

and ocean. 

The mean difference in the predicted PM2.5 values between kriging and IDW 

was 0.016 μg/m3 (0.77%).  I decided to proceed with the IDW results because recent 

studies (Akkala et al., 2010; Lu & Wong 2008) suggest that IDW is preferable to 

Kriging or Thiessen polygons for environmental data. 

Figure 6.3 displays the spatial interpolation results, as a surface and as 

points, using the IDW method for the Fortaleza region with 12 sample points and a 

power parameter of 2.  As seen in the legend, the background PM2.5 concentrations 

vary between 6.31 and 8.35 μg/m3.  The same process was used to develop 5.4 km x 

5.4 km PM2.5 background concentration grids for Recife and Salvador. 
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Figure 6.3.  Spatial interpolation results for Fortaleza

 
 

6.3.3 Air quality grids 

To calculate changes in air pollutant concentrations under a scenarios, BenMAP 

overlays two air quality grids of the same domain and resolution.  A baseline and a 

control air quality grid are required for each pollutant considered. 

Air quality grids can be defined using daily or annual mean concentrations.  

This study focuses on long-term PM2.5 health impacts because electricity generation 

in NE Brazil does not create acute short-term health risks.  Long-term exposure to 

PM2.5 increases the risk of developing the main causes for PM-related mortality in 

adults, including ischemic heart disease, cerebrovascular disease, chronic 

obstructive pulmonary disease, lung cancer and lower respiratory infections 
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(Burnett et al., 2014). 

Concentration-response (C-R, also known as exposure-response, dose-

response, relative risk, and health impact functions) functions are used to estimate 

how changes in air quality affect the relative risk of morbidity and mortality from a 

variety of diseases.   

To develop PM2.5 air quality grids for each region in each scenario, I first 

gridded annual mean PM2.5 concentrations from electricity production that were 

generated by CALPUFF.  A unique grid for each region was developed with 3600 5.4 

km x 5.4 km grid cells spanning each 320 km x 320 km domain. 

The next subsections describe how the gridded PM2.5 air quality 

concentrations from electricity production were combined with the background 

PM2.5 concentrations to form baseline and control scenarios. 

 

6.3.3.1 Air quality grids for tightening PM standards  

Baseline and control air quality grids were developed to assess the air pollutant 

concentration changes under each of the three scenarios developed to assess the 

health benefits of tightening PM standards.  

The baseline air quality grid for Scenario 1 was developed by adding the 

gridded emissions from the NE Brazil electric grid simulation under the 28.15 

g/kWh standard to the gridded 2015 ambient PM2.5 concentrations and then 

subtracting the gridded emissions from the electric grid simulation under the 0.36 

g/kWh standard.  The ambient PM2.5 concentrations include electricity sector 

emissions, therefore the 2015 electricity grid emissions, which are represented by 
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the simulation under 0.36 g/kWh emission standard, must be subtracted in order to 

avoid double counting.  The control air quality grid was formed similarly, adding the 

emissions from the electric grid simulation under the 0.69 g/kWh emission 

standard to ambient PM2.5 concentrations and then subtracting emissions from the 

0.36 g/kWh standard. 

The baseline air quality grid for Scenario 2 was developed by adding the 

emissions from the electric grid simulation under the 0.69 g/kWh emission 

standard to the ambient PM2.5 concentrations after subtracting the emissions under 

the 0.36 g/kWh scenario, for the same reason as above.  The control air quality grid 

in this case is simply the ambient PM2.5 concentrations, which include the 2015 

electricity sector emissions under the 0.36 g/kWh standard. 

 

6.3.3.2 Air quality grids for health impacts in 2030  

To assess health benefits, storage requirements and grid stability implications of 

high VRE penetrations and a 100% RPS electric grid, four transitions between the 

scenarios selected for air quality were simulated in BenMAP: 

(1) Moving from the 2015 BC scenario to the 2030 HR scenario 

(2) Moving from the 2015 BC scenario to the 2030 HR DY scenario 

(3) Moving from the 2015 BC scenario to the 2030 HT scenario 

(4) Moving from the 2015 BC scenario to the 2030 100% RPS scenario 

The baseline air quality grid used to assess the expected health impacts for 

each transition is the ambient PM2.5 air quality concentrations in 2015.  This is 

because the ambient PM2.5 concentrations include emissions from all sectors, and I 
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estimated changes in health outcomes based on changes total PM2.5 concentrations 

and exposure.  A unique ambient PM2.5 concentrations grid was developed for 

Fortaleza, Recife and Salvador. 

Control air quality grids were created for each transition between scenarios 

in each region, including Fortaleza, Recife and Salvador.  As mentioned in the 

CALPUFF emissions and domain integration section, the number and types of 

thermal power plants vary from region to region, as well as their proximity to 

densely populated regions, making it difficult to estimate health impacts without 

simulating pollutant dispersion and human exposure. 

Control air quality grids were developed by adding the 2015 ambient PM2.5 

concentrations with the electricity grid emissions for each 2030 scenario, and then 

subtracting the 2015 baseline electricity grid emissions.  The 2015 baseline 

electricity grid emissions are represented by the 2015 electric grid simulation under 

the 0.36 g/kWh standard and must be subtracted because they are already included 

in the ambient PM2.5 air quality concentrations.  For the 2030 100% RPS scenario, 

all thermal generators are decommissioned and electricity sector emissions are 

assumed to be 0, so the control scenario is the background PM2.5 concentrations 

minus the baseline electricity sector emissions. 

 

6.3.4 Population 

Population data for Brazil in 2015 were gathered from the BenMAP regional 

datasets (U.S. Environmental Protection Agency, 2017a).  The population data were 

sourced from the United Nations Socioeconomic Data and Applications Center 
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(SEDAC).  The SEDAC dataset gave 10 km x 10 km population data, totaling 

approximately 1024 population grid cells in each 320 km x 320 km modeling region. 

Its resolution is finer than the resolution of the Brazilian census data.  Indeed, for 

the state of Ceara (where Fortaleza is located), the finest resolution I could find was 

on a municipality level for 184 municipalities (Instituto Brasileiro de Geografia e 

Estatistica, 2016). 

To develop a gridded population dataset for 2030, I gathered population 

estimates for Brazil from the United Nations World Populations Prospects database 

(United Nations, 2017).  The population increase from 2015 to 2030 by age group (5 

year increments) was then applied to the gridded 10 km x 10 km population data. 

 

Table 6.1.  Brazilian age pyramid 

Age (years) Number of persons Percentage of total 

All  191,880,534  100.0% 
0 to 4  13,877,503  7.2% 
5 to 9  15,057,637  7.8% 
10 to 19  34,359,033  17.9% 
20 to 29  34,552,138  18.0% 
30 to 39  29,807,814  15.5% 
40 to 49  24,989,194  13.0% 
50 to 59  18,525,211  9.7% 
60 to 64  6,547,499  3.4% 
65 to 69  4,869,352  2.5% 
70 to 74  3,763,698  2.0% 

75 to 79  2,578,562  1.3% 
80 to 84  1,676,801  0.9% 
85 to 89  824,315  0.4% 
90 and up  451,777  0.2% 
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The SEDAC population dataset was not age stratified, while the C-R functions 

selected for this study vary by age.  To age-stratify the population data, I used the 

age pyramid for Brazil as reported by the 2010 census.  The population in each grid 

cell was split into 16 age groups that match the C-R function age ranges. They are in 

five-year increments from 0 to 20, 10-year increments from 20 to 60, and five-year 

increments from 60 to 90, with one final age group above 90.  Table 6.1 displays the 

Brazilian age pyramid applied to the 2015 population dataset. 

The 2030 population dataset is based on forecasted population increases in 

each age group listed above, and therefore the age pyramid of the 2030 population 

dataset varies based on the projected population changes (United Nations, 2017).  

Age stratification increases the accuracy of changes in disease incidence calculations 

because C-R functions for a given pollutant and health impact may vary based on 

age, sex and location.  For example, young people and old people are usually the 

most vulnerable to increased exposure of pollutants (U.S Environmental Protection 

Agengy, 2013). 

 

6.3.5 Disease incidence 

I collected baseline disease incidence rates for mortality causes and hospital 

admissions for each health endpoint considered by the IER model: cerebrovascular 

disease, cardiopulmonary disease, ischemic heart disease, lower respiratory 

infection and lung cancer (Cohen et al., 2017) .  In addition, I collected baseline 

disease incidence data for hospital admissions and cardiovascular related hospital 

admissions.  When available, I used all respiratory related hospital admissions and 
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all cardiovascular related hospital admissions C-R functions for a more complete 

analysis.  I also collected baseline disease incidence data for asthma related and 

chronic lung disease related hospital admissions, because the C-R functions for 

those health endpoints are used for certain age groups where all respiratory related 

hospital admissions C-R functions are not available. 

I downloaded the 2015 baseline mortality rates from the BenMAP regional 

datasets websites.  These data were sourced from the Institute of Health Metrics and 

Evaluation Global Burden of Disease 2015 study (Institute of Health Metrics and 

Evaluation, 2015).  Age-stratified baseline disease incidence rates for each 

premature mortality cause considered in the IER were discretized by age groups 

that match the age discretized population data. 

The Brazilian Health Ministry online system, DATASUS, contains records of 

patients with public health insurance.  I attempted to access the DataSUS database 

to find mortality and hospital admittance rates.  However, access to DATASUS is 

private, and a license is required to download and use its data.  Licenses are granted 

by the Brazilian Health Ministry and require a letter from a medical center.  I was 

not able to gain access to this database, despite emailing both the Brazilian Health 

Ministry and my colleagues at the Federal University of Rio de Janeiro.  

I obtained hospital admission rates for asthma and chronic lung disease from 

journal publications (Board of Representatives for the Global Initiative for Chronic 

Obstructive Lung Disease, 2016; Duarte et al. 2014).  However, hospital admission 

rates for all respiratory disease and all cardiovascular diseases could not be found. 
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Based on hospital admission rates for asthma and chronic lung disease in 

Brazil and IHME GBD DALY data for Brazil, I found ratios for asthma hospital 

admissions/DALY (0.04722) and chronic lung disease hospital admissions/DALY 

(0.06148).  A DALY is a disability adjusted life year, which can be thought of as the 

loss of one healthy year of life.  DALYs are used more commonly in Europe than in 

the U.S. to measure premature mortality and morbidity (van Zelm et al., 2008). The 

average of these ratios (0.0544) was multiplied by IHME GDB DALY results for all 

respiratory as well as all cardiovascular diseases to get an estimate of hospital 

admission rates for all respiratory diseases and all cardiovascular disease in Brazil 

in 2015.  This method was developed based on a conversation with the U.S. EPA Risk 

and Benefits Group, who developed and maintains BenMAP at the Office of Air 

Quality Planning and Standards. 

 

6.3.6 Health impact functions 

There are many factors to take into account when selecting C-R functions, including 

study design and location, characteristics of the study population, and how recently 

the study was performed (Fann et al., 2012).  I thoroughly searched the 

epidemiological literature to find the exposure-response studies that have been 

conducted in Brazil and Latin America, as well as the recently published studies 

conducted in the U.S., Europe and globally. 

While I found several relative risk studies specific to Latin America and Brazil, 

only two of the studies considered PM2.5 (Loomis et al., 1999; Cifuentes et al., 2000). 

The older studies focus on PM10, including almost all of published Latin American 
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exposure-response studies, while more recent studies focus on PM2.5 because finer 

particles have been shown to be more dangerous than coarser particles (PM10) 

(Kampa & Castanas, 2008). 

Previous studies have used a weighted average of C-R functions when 

country specific functions are not available (Bell et al., 2006).  Recent studies 

accessing health impacts related to PM2.5 exposure globally have used the 

integrated-exposure response (IER) model developed by Burnett et al. (2014) 

because it uses a weighted average of relative risk functions from many different 

countries and spans the entire exposure PM2.5 exposure range (Apte et al., 2015; 

Lelieveld et al., 2015)  Additionally, the IER has specific mortality relative risk 

functions for different age ranges in adults, including 25 – 44, 45 – 64 and 65 to 99. 

I selected the IER model for several reasons.  First, it is the only C-R model 

that spans the entire global range of PM2.5 exposure, from 1 – 300 μg/m3, for the five 

PM-related causes of mortality in adults.  A large range of PM2.5 exposure is 

necessary to capture the effects of high PM air quality concentrations in case that 

moves from a high PM10 emissions standard (28.15 g/kWh) to a lower standard 

(0.69 g/kWh).  Second, the IER averages relative risk functions from different 

regions around the globe for exposure ranges for each cause of PM related mortality, 

allowing for specific relative risk increases depending on the health impact and 

magnitude of pollutant exposure that are based on studies in developed and 

developing countries.  And third, the IER model was tested against seven other 

exposure-response functions previously used in disease burden assessments and it 
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was found to be a superior predictor of the change in relative risk of mortality due 

to fine particle exposure by Burnett et al. (2014). 

 The IER model estimates premature mortality from 25 to 99 and 30 to 99, 

depending on the mortality cause.  To capture premature mortality in children, I 

developed a health impact function in BenMAP using the results of Loomis et al. 

(1999) study, which estimated the relative risk of mortality in children from 0 to 1 

years due to PM2.5 exposure in Mexico City, Mexico. Mortalities between 1 and 25 

years of age are not considered in the low or high estimates.  

Table 6.2 displays the PM2.5 C-R functions I selected to estimate mortality. 

 

Table 6.2.  C-R functions selected for mortality 

Mortality 

Health impact 

function 

authors 

PM2.5 range 

(μg/m3) Locations Age range 

Mortality, 

Cerebrovascular 

Disease 

Cohen et al.  

(2017) 
1 - 300 Global 25-99 

Mortality, Chronic 

Obstructive Pulmonary 

Disease  

Cohen et al.  

(2017) 
1 - 300 Global 30-99 

Mortality, Ischemic 

Heart Disease 

Cohen et al.  

(2017) 
1 - 300 Global 25-99 

Mortality, Lung 

Cancer 

Cohen et al.  

(2017) 
1 - 300 Global 30-99 

Mortality, Lower 

Respiratory Infection 

Cohen et al.  

(2017) 
1 - 300 Global 30-99 

Mortality, All Cause 
Loomis et al. 

(1999) 
4 - 85 Mexico City 0-1 

 

For many health endpoints, such as cardiovascular related hospital 

admissions, Latin American studies are not available (Bell et al., 2006).  I selected 
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two C-R functions to estimate all cardiovascular related hospital admissions.  One of 

them was developed based on the Moolgavkar (2000) study, and it is the only EPA 

Standard Health Impact Function for all cardiovascular related hospital admissions 

with an age range for 18-64 (Moolgavkar, 2000).  To capture cardiovascular related 

hospital admissions in the elderly from 65 to 99, I selected the Zanobetti et al. EPA 

Standard Health Impact function (Zanobetti et al., 2009).  Hospital admissions 

related to cardiovascular disease are not considered for people less than 18 years 

old. 

 

Table 6.3.  C-R functions selected for hospital admissions 

Hospital Admissions 
Health impact 

function sources 

PM2.5 range 

(μg/m3) Locations Age range 

Hospital Admissions,  

All Cardiovascular 

Moolgavkar 

(2000) 4 - 86 

Los Angeles, 

CA, U.S. 18-64 

Hospital Admissions,  

All Cardiovascular 

Zanobetti et al. 

(2009)  6.1 - 24 

26 U.S. 

Communities 65-99 

Hospital Admissions, 

Asthma 

 Babin et al. 

(2007) Not reported 

Washington 

D.C. 0-17 

Hospital Admissions, 

Asthma Slaughter (2003) 5 - 60 

Seattle, 

Washington 18-64 

Hospital Admissions, 

Chronic Lund Disease 

(less Asthma) 

Moolgavkar 

(2000) 4 - 86 

Los Angeles, 

CA, U.S. 
18-64 

Hospital Admissions, 

All Respiratory 

Zanobetti et al. 

(2009) 6.1 - 24 

26 U.S. 

Communities 65-99 

 

Four health impact functions were selected for respiratory related hospital 

admissions.  For children from 0 to 17, a relative risk function was derived from a 
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2007 study by Babin et al. (2007) relating PM2.5 exposure and asthmatic hospital 

admissions.  The Babin et al. function is the only EPA Standard Health Impact 

function that estimates changes in respiratory related hospital admissions for 

children.  To estimate respiratory related hospital admissions in people between 18 

and 64, a relative risk function based on chronic lung disease incidence due to PM2.5 

was selected (Moolgavkar, 2000) as well as a relative risk function for asthma in 

adults 18 to 64 (Slaughter et al., 2003).  For elderly respiratory related hospital 

admissions, a relative risk function derived by Zanobetti et al. (2009) that spans the 

age group of 65-99 was selected because it is the only EPA Standard Health Impact 

function that estimates all respiratory related hospital admissions for the elderly.  

Table 3 displays the C-R functions used to estimate hospital admissions. 

Each C-R function was developed over a different range of PM2.5 exposure. 

Figure 6.4 graphically displays the Lepeule et al. (2012) C-R function for mortality in 

adults and the Loomis  C-R function for mortality.  Figure 6.5 displays each C-R 

function I selected to estimate hospital admissions.  There is a semi-transparent 

yellow highlighted layer over the unique range of PM2.5 exposure for each 

epidemiology study.   

As seen by the yellow highlighted portion of the line, the Lepeule et al. (2012) 

was developed based low concentrations.  Although the low concentrations match 

ambient PM concentrations in NE Brazil, I decided not to report the Lepeule et al. 

(2012) results because the IER is a better match for this studies, due to its range of 

PM emissions and integration of relative risk functions from around the world. 
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Figure 6.4.  Mortality C-R Functions 

 
 

 
Figure 6.5.  Hospital admissions relative risk functions 

 
 

 

The IER was developed based on aggregating epidemiological study results 

for the main air pollutant related mortality causes in adults across the entire PM2.5 
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exposure range. For each spline, or portion of the exposure range for which RR 

functions were averaged, there are 1,000 relative risk estimates that correspond to 

the lower bound and 1,000 relative risk estimates that correspond to the upper 

bound.  An averaged C-R function for each spline of each cause of mortality was 

calculated by taking the natural log of the quotient of the upper bound RR and lower 

bound RR divided by the PM2.5 range covered by the spline.  

 

6.3.7 Valuation functions 

Expected health costs can be estimated by applying monetary valuation functions to 

changes in expected health outcomes, such as premature mortality, hospital 

admissions and the work days lost associated with hospital admissions.  Valuation 

methods vary and can generate substantially different cost estimates for the same 

study. 

 

6.3.7.1 Background 

BenMAP was designed to use the VSL (Value of a Statistical Life) approach to value 

premature mortality, and the COI (cost of illness) and WTP (willingness to pay) 

techniques to value morbidity.  The VSL method values premature mortality at the 

same value regardless of the age of the person, which is in part to avoid the moral 

and political controversy of valuing people’s lives based on age (Desaigues et al., 

2007).  There are many implications of using this method as opposed to the DALY 

method, which are discussed in greater detail below. 
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The VSL approach assigns a standard dollar amount to the loss of a life.  The 

U.S. EPA recommends VSL values for the U.S. for each year, considering inflation and 

wage growth adjustments.  The recommended VSL for 2015 in 2015 dollars is 10 

million (U.S. Environmental Protection Agency, 2017b). 

VSL estimates vary widely across different years, countries and calculation 

methods.  The Organization for Economic Co-operation and Development (OECD) 

analyzed the distribution of over 800 VSL estimates by many studies in different 

countries (Organisation for Economic Co-operation and Development, 2012).  China 

and other non-OECD countries have the highest frequency of low VSL estimates, 

which are less than 1 million dollars (2005 USD, PPP-adjusted).  The United 

Kingdom, U.S., Canada and Europe have the highest frequency of high VSL estimates, 

which are over 10 million dollars (2005 USD, PPP-adjusted).  Interestingly, the U.S. 

has a somewhat even distribution of VSL values across the range of low and high 

VSL estimates. 

The cost of illness (COI) approach assigns dollar amounts to the medical cost 

of a particular illness and the lost wages during the average hospital stay for that 

illness.  The WTP approach estimates a population’s willingness to pay to avoid a 

specific health impact, which is directly related to that population’s disposable 

income or per capita GDP (Pizzol et al., 2015). 

The DALY approach is more commonly used in Europe, which is uses a 

standard metric to measure morbidity and mortality.  One DALY is equivalent to the 

loss of one life year.  To value mortality, the number of years between the age of 

premature death and estimated life expectancy is the number of DALYs incurred.  To 
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value morbidity, the number of years in which the illness is incurred is calculated, 

and then a factor of disability between 0 and 1 is assigned, which reflects how much 

that person is disabled during the time they have a particular disease.  Complete 

health has a disability factor of 0 and death has a disability factor of 1 (van Zelm et 

al., 2008). 

The DALY approach differentiates between the death of a young person and 

the death of an old person.  For example, in a country with a life expectancy of 80 

years, the death of a 3-year old is equivalent to 77 DALYS, while the death of a 75 

year old is equivalent to 5 DALYS.  This is different than the VSL approach because 

the VSL approach assigns the same value to mortality regardless of the age, which 

gives much more weight to the death of old people than the DALY method.  

One of the reasons why I selected BenMAP is to avoid the controversy of 

valuing people’s lives depending on age.  While it has been argued that there is less 

reason to protect people from health risks that have fewer years left to live, this 

approach has been criticized on the basis that senior lives are not worth less than 

other lives.  The EPA is proposing changing the term “value of a statistical life” to 

“value of mortality risk reduction” (VMR) because it more precisely describes health 

risk changes, which are usually small reductions in mortality risk for large numbers 

of people (U.S. Environmental Protection Agency, 2016b). 

When assessing morbidity impacts, the DALY approach looks at the duration 

and the severity of a disease, such as asthma, and calculates the DALYS.  For 

example, if a child contracts asthma for the rest of his/her life, it results in a large 

number of DALYS.  This is a different valuation than the COI method, which values 
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hospital admissions related to asthma based on the average cost of a hospital visit 

and lost wages.  The DALY approach is also different from the WTP to avoid adverse 

health affects, which again is linked to GDP and national hospital costs. 

The selection of valuation methods is controversial.  The BenMAP approach 

tends to weight mortality more heavily than morbidity, because mortality is valued 

based on VSL and morbidity is valued based on COI and/or WTP.  The DALY 

approach uses a consistent metric for valuing mortality and morbidity, so mortality 

does not outweigh morbidity as much. 

 

6.3.7.2 Deriving a mortality valuation function for Brazil 

I derived a VSL for Brazil to value changes in premature mortality. Using the method 

recommended in the EPA’s BenMAP training shown in Equation 2, I calculated a VSL 

for Brazil for 2015 in 2015 US$, including adjustments for inflation and wage 

growth (United States Environmental Protection Agency, 2017).  

 

𝐵𝑅 𝑉𝑆𝐿2015 = 𝑈𝑆 𝑉𝑆𝐿2015  ∗ (
𝐵𝑟𝑎𝑧𝑖𝑙 𝐺𝐷𝑃𝑃𝐶2015

𝑈𝑆 𝐺𝐷𝑃𝑃𝐶2015
)

𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦

∗ 𝑃𝑃𝑃𝐵𝑟𝑎𝑧𝑖𝑙,2015        (2) 

 

I selected the baseline Value of a Statistical Life (VSL) recommended by the EPA of 

$10 million for U.S. for 2015 in 2015 US$, including income growth and inflation 

(U.S. Environmental Protection Agency, 2016b).  The 2015 Brazil Gross Domestic 

Product (GDP) per capita in 2015 was $15,615 in international dollars (one 

international dollar would buy a comparable amount of goods in the cited country 
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as one U.S. dollar would buy in the U.S.) adjusted Purchasing Power Parity (PPP).  

The 2015 U.S. GDP per capita was $56,207 expressed in 2015 international PPP-

adjusted dollars and (World Bank, 2015).  An elasticity of 0.8 between income and 

willingness to pay to avoid adverse health effects was used as recommended by the 

OECD (Organisation for Economic Co-operation and Development, 2012).  The 

resulting VSL for Brazil for 2015 is $6,819,641 in 2015 US$.  

I selected U.S. dollars as the currency to make it easier for readers outside 

Brazil to understand the magnitude of costs. 

 

6.3.7.3 Deriving a VSL for Brazil in 2030 

I tested two different approaches to derive a future 2030 VSL for Brazil and 

compared the results.  An important consideration is that the U.S. and Brazil have 

different inflation and wage growth rates. 

In the first approach, I took the EPA recommended VSL for the United States 

for 2026, which is adjusted for income growth but not inflation and is in 2015 US$, 

and used it as the base VSL to derive a 2030 VSL for the United States in 2015 

dollars.  The calculation for this step is shown in Equation 2, which is from the EPA 

BenMAP training material.  In the next step, the 2030 U.S. VSL was converted to a 

2030 Brazilian VSL in 2030 US$ by using the same EPA recommended method that 

was used to convert the U.S. VSL for 2015 to a VSL for Brazil in 2015.  Equation 4 

displays the second step calculation, which produces a 2030 VSL for Brazil, adjusted 

for wage growth, of $7,536,210 in 2015 US$. 
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𝑈𝑆 𝑉𝑆𝐿2030 = 𝑈𝑆 𝑉𝑆𝐿2026  ∗ (
𝐶𝑃𝐼 𝑈𝑆2030

𝐶𝑃𝐼 𝑈𝑆2026
)   

      (3) 

𝐵𝑅 𝑉𝑆𝐿2030 = 𝑈𝑆 𝑉𝑆𝐿2030  ∗ (
𝐵𝑟𝑎𝑧𝑖𝑙 𝐺𝐷𝑃2015

𝑈𝑆 𝐺𝐷𝑃2015
)

𝑒𝑙𝑎𝑠𝑡𝑖𝑐𝑖𝑡𝑦

∗ 𝑃𝑃𝑃𝐵𝑟𝑎𝑧𝑖𝑙,2015 

      (4) 

In the second approach, I linearly extrapolated the EPA recommended U.S. 

VSL value from 2026 to 2030 to derive a 2030 VSL in 2015 US$.  Note that the EPA 

recommends future VSL’s adjusted for wage growth but not inflation, which is why 

the currency year is 2015.  In the next step, the 2030 U.S. VSL (in 2015$) was 

converted to a 2030 VSL for Brazil of $7,202,908 2015 US$, according to Equation 3. 

These methods provide similar results for a few reasons.  First, the same U.S. 

2026 VSL is used and the PPP for the U.S. is 1.  Note that the 2026 VSL is based on 

wage growth projections from the Congressional Budget Office.  Second, the 2030 

VSL is derived in 2015 dollars because inflation is not considered in the VSL 

projection.  This is consistent with the EPA VSL projections that do not include 

inflation.  Third, when I converted the 2030 VSL for the U.S. to a 2030 VSL for Brazil, 

I used the same GDP ratio and PPP conversation factor as in 2015 because inflation 

and other economic indexes fluctuate greatly and are hard to predict, and I did not 

find annual projections for Brazil’s GDP or inflation. 

I decided to use the first method because it relies on the method and 

equations recommended by the EPA in its BenMAP training materials.  This value 

for the 2030 VSL for Brazil is $7,536,210 in 2015 US$. 
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6.3.7.4 Deriving Cost of Illness (COI) and wage loss functions for Brazil 

The cost of illness (COI) valuation method sums the average medical costs incurred 

from a hospital admission related to a specific illness with the wages lost associated 

to the average recovery time of that illness.  Similar issues exist with measuring 

hospital costs in Brazil as with many developing countries, including poor data 

quality, multiple and unstandardized cost accounting systems, and managerial 

failure to apply available data to operations (La Forgia & Couttolenc, 2008). 

I derived valuation functions for hospital admissions by updating the COI 

EPA Standard Health Impact Functions with the Brazilian average hospital costs and 

wage losses.  Data for hospital admissions costs in Brazil were sourced from a World 

Bank publication on hospital performance in Brazil, and then scaled to 2015 hospital 

costs using the Brazilian medical wage index (La Forgia & Couttolenc, 2008; World 

Bank, 2015).  The Brazilian medical cost index is more stable than the inflation 

index, with per capita health expenditure ranging from $600 in 2007 to $947 in 

2016. 

The medical costs per hospitalization were calculated by multiplying the 

average hospitalization cost per disease by the medical cost index.  Lost wages were 

calculated by dividing annual median income by 52 weeks and 5 days, and then 

multiplying by the average length of stay in the hospital.  The EPA Standard Health 

Impact Functions for wage loss were adjusted for Brazil by using the Brazil average 

per capita GDP in 2015 in USD to represent annual median income.  

To derive COI estimates for Brazil in 2030, I linearly extrapolated the 2015 

Brazilian medical wage index to 2030, and multiplied the conversation factor by the 
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same hospital admissions costs as in the 2015 scenario (La Forgia & Couttolenc, 

2008). 

 

6.4 BenMAP sensitivity tests and results validation 

There are many sensitivity tests that could be run in BenMAP to characterize 

uncertainty. The two sensitivity tests with the biggest potential to impact results 

from the BenMAP analysis are (1) varying the health impact functions used to 

quantify changes premature mortality and (2) varying the value of the VSL for Brazil 

in 2015 and 2030. 

The impact of using a different health impact function could be assessed by 

comparing results between the IER and an alternative health impact function.  

However, health impact functions are designed specific to a location, pollutant 

concentration range, demographic data and other factors that should match the 

study they are being used it.  For example, the Lepeule et al. (2012) function was 

developed in six Eastern U.S. cities at low PM2.5 concentration levels, and it found 

higher relative risk increase per μg/m3 of PM2.5 exposure than the other relative risk 

functions for mortality in BenMAP.    While I compared health outcomes from the 

IER function with the Lepeule et al., I decided not to report results from the Lepeule 

et al. study because the study characteristics are not a good match for NE Brazil.  

Varying the value of the VSL for Brazil in 2015 and 2030 could substantially 

change results.  This is because estimates for VSL range greatly between countries 

and within countries, from less than 1 million to more than 20 million dollars 

(Organisation for Economic Co-operation and Development, 2012). EPA assigns a 
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base VSL of 10.0 million in the U.S. for the 2015 year, in 2015 currency and 

accounting for wage growth. This value is one to two orders of magnitude larger 

than the cost of illness values used in the monetary valuation of hospital admissions. 

The change in the magnitude of expected health benefits due to varying the 

value of the VSL for Brazil will be directly proportional to the magnitude of change 

of the VSL because the VSL value is multiplied by the calculated changes in 

premature mortality.  As discussed in the valuation section, I calculated the 2015 

VSL as well as the 2030 VSL two different ways each.  The variance of these 

calculations is indicative of the sensitivity of the results to changes in the VSL value. 

There are many other sensitivity tests that could be performed.  For example, 

the selected health endpoints could be varied. The valuation functions selected to 

quantify and monetarily value changes in hospital admissions could also be varied, 

which will impact results proportionally to the differences in relative risk estimates 

for the same health outcome.   

The resolution of incidence data could also be increased if access high 

resolution disease incidence data from the Brazilian Health Ministry DATASUS 

database were available.  If these data were available, gridded disease incidence 

datasets and shapefiles could be created.  Based on the health impact function 

calculations, it is possible that this could change results if disease incidence rates in 

densely populated cities were much higher than the average disease incidence rates.  

Gathering formatting this data into a dataset inputs and developing matching 

shapefiles would be a substantial effort. 
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Additionally, the medical costs and medical cost index for Brazil could also be 

projected in different ways. 

Along with comparing results between among the sensitivity tests, I 

calculated the air quality delta between scenarios and compared it with the air 

quality delta calculations in BenMAP.  Additionally, I manually spot-checked disease 

incidence changes and monetary valuation calculations. 

 

 

6.5 Monetary valuation of CO2 emissions 

To monetarily value the climate impacts of different electricity grid scenarios, CO2 

emissions were valued according to the High-Level Commission on Carbon Prices 

recommended carbon price of US$50-100 per ton of CO2 (Stiglitz et al., 2017).  A 

range of climate benefits was estimated by valuing CO2 emissions at the lowest 

carbon price of US$50 per ton of CO2 and at the highest carbon price of US$100 per 

ton of CO2 in the recommended range. 

 During the 2016 United Nations Framework Convention on Climate Change 

(UNFCCC), a new High-Level Commission on Carbon Prices was formed within the 

Carbon Pricing Leadership Coalition (CPLC), chaired by Joseph Stiglitz and 

comprised of specialists in economics, climate change and energy from all over the 

world.  This Commission was created to design carbon-pricing instruments to 

support the achievement of the Paris Agreement, agreed on by nearly 200 countries 

(Stiglitz et al., 2017).  
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 There are different ways to price carbon.  GHG emissions can be directly 

priced through a carbon tax or a cap-and-trade system.  Carbon prices can also be 

embedded in programs and incentives, such as specific project-based credits as 

described by the Clean Development Mechanism in the Kyoto Protocol as well as 

Article 6 of the Paris Agreement (United Nations, 2015).  Reducing fossil fuel 

subsidies is another step towards pricing carbon, because fossil fuel subsidies are 

similar to a negative carbon emissions price.   

 The High-Level Commission on Carbon Prices concludes that explicit carbon-

price level consistent with achieving the Paris Agreement temperature target is at 

least US$40-80 per ton of CO2 by 2020 and US$50-100 per ton of CO2 by 2030.  Part 

of the reason for providing a carbon price range is that the appropriate carbon-price 

will vary between countries, due to variations in the cost of complementary actions 

as well as variations in the complexity of distributional and ethical issues (Stiglitz et 

al., 2017). 

 The changes in NE Brazil electricity grid CO2 emissions from the 2015 BC to 

the 2030 HR, 2030 HR DY, 2030 HT and 2030 100% RPS scenarios were valued at 

the lowest recommended price per ton of CO2 of US$50 and the highest 

recommended price per ton of CO2 of $US100.  I value the changes in CO2 emissions 

in terms of total emissions per scenario as well as changes in CO2 emissions due to 

transitioning from the 2015 BC to each 2030 scenario.  Quantifying changes in 

climate benefits/costs between scenarios consistent with the assessment of health 

impacts, in which changes in health outcomes are quantified and valued between 

transitioning from the 2015 BC to one of the 2030 scenarios.  
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7 Results 

The integrated modeling methodology described in the previous sections was 

developed to address three questions with high spatial and temporal resolution in 

each simulation phase:  

(1) What are the health benefits and control costs of tightening emission standards? 

(2) What are the health, climate and electricity grid implications of high 

penetrations of VRE?  

(3) Is a 100% RPS electricity grid technically feasible in NE Brazil, and what are the 

associated health and climate benefits?. 

The results for each question are presented sequentially, starting with 

electricity grid simulations, then air quality modeling, and ultimately the health and 

climate benefits.  The electricity grid simulation results are presented in detail and 

include generation and emissions, as well as storage requirements and grid stability 

considerations.  The NE Brazil electric system sensitivity to dry year conditions and 

higher than forecasted energy demand is also presented.  To assess climate impacts, 

the electric grid CO2 emissions are presented for each scenario considered.  To 

assess health impacts, PM10 emissions are discussed, followed by air quality 

modeling and the human health benefits assessment of various changes in air 

quality. 

The health outcomes are presented in terms of changes in premature 

mortality and morbidity incidences, along with a monetary valuation of those 

changes in expected death and disease incidences.  For the first question, the 
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emission control costs of achieving tighter emission standards are also presented, 

along with health benefits to control costs ratio of tightening PM standards. 

 

7.1 Health benefits and control costs of tightening PM standards 

The hourly electricity dispatch and emissions of the NE Brazil electric grid were 

simulated for the entire 2015 year under three different scenarios that considered 

transitions between four different PM10 emission standards for coal power plants: 

28.15 g/kWh, 0.69 g/kWh, 0.36 g/kWh and 0.04 g/kWh.  All properties and outputs 

of each simulation are the same, except for the emission standards for the Porto do 

Pecem coal power plants. 

 

7.1.1 Electric grid emissions 

The Plexos simulations for 2015 show an annual electricity system load of 107,246 

GWh, with 10,861 GWh from pumped hydroelectric storage (water is pumped from 

a lower reservoir to a higher one when electricity prices are low).  Electric system 

load is the quantity of electricity being demanded from the electric grid.  The annual 

electricity generation was 107,207 GWh, which includes 25 GWh of dump load 

(energy dissipated into heat because it could not be stored).  Additionally, 0.06% 

(65 GWh) of the load was not served, which happened in a couple of summer weeks 

when electricity supply was not sufficient to meet demand. 

Table 7.1 displays total PM10 emissions from the entire Northeast Brazil 

electric grid for 2015 for the three major fossil fuel sources under the four different 

PM10 coal power plant emission standards.  Moving from the 28.15 g/kWh PM10 to 
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0.69 g/kWh PM10 (Scenario 1) reduced emissions from power plants in the 320 x 

320 km region surrounding Fortaleza by 96%, moving from 0.69 g/kWh PM10 to 

0.36 g/kWh PM10 (Scenario 2) further reduced emissions by 30%, and moving from 

0.36 g/kWh PM10 to 0.04 g/kWh PM10 (Scenario 3) cut emissions by an additional 

41%. 

 

Table 7.1. Electricity grid emissions by emission standard and fuel source 

Emission source  
28.15 

g/kWh 
standard 

0.69 
g/kWh 

standard 

0.36 
g/kWh 

standard 

0.04 
g/kWh 

standard 

Coal (metric ton PM10/yr) 254,225 6,231 3,251 361 

Oil (metric ton PM10/yr) 2,914 2,914 2,914 2,914 

Natural Gas (metric ton PM10/yr) 953 953 953 953 

Total (metric ton PM10/yr) 258,092 10,099 7,118 4,228 

 

I checked Plexos results according to the system validation process described 

in the Plexos methodology.  The electric grid generation was 0.6% greater in my 

simulation than in the 2015 predicted load based on the 2013 actual load profile 

from the ONS (Operador Nacional do Sistema Eletrico, 2016). 

Simulated hydroelectric generation was within 3.2% of actual 2015 

generation, and reservoir levels were restricted based on previous year fill levels 

and release quantities.  The levelized cost of energy for each generator was checked 

against actual LCOE data for Brazil and the emissions profiles were validated by 

multiplying the emission factor by the hourly dispatch profile. 

 Additional results from the NE Brazil 2015 electric grid simulations are 

presented in the health, climate, and grid stability implications section. 
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7.1.2 Air quality changes 

After obtaining hourly PM10 emissions for year 2015 from Plexos, I converted them 

to PM2.5 emissions and dispersed them using CALPUFF View. Table 7.2 summarizes 

the average annual mean, max annual mean, and max 24-hr mean PM2.5 

concentrations due to power plant emissions.  The maximum annual mean values 

are 91.7 μg/m3, 2.26 μg/m3, 1.18 μg/m3 and 0.35 μg/m3 under the 28.15 g/kWh, 

1.18 g/kWh, 0.36 g/kWh and 0.04 g/kWh standards respectively.   

 

Table 7.2.  Air quality concentrations after CALPUFF dispersion 

PM10 Standard 
Max 24-hr mean 
of all grid cells      
(PM2.5 μg/m3) 

Max annual mean 
of all grid cells 
(PM2.5 μg/m3) 

Average annual 
mean of all grid 

cells (PM2.5 μg/m3) 

28.15 g/kWh 260 91.7 2.01 

0.69 g/kWh 6.38 2.26 0.05 

0.36 g/kWh 3.33 1.18 0.03 

0.04 g/kWh 2.17 0.35 0.01 

 

The large difference between the grid cell with the highest mean annual 

PM2.5 concentration (max annual mean) and the annual mean PM2.5 concentration 

averaged over all grid cells (average 8760-mean) highlights the importance of high 

spatial resolution, especially when mapping air quality changes to population 

density. 

Figures 1-4 display the annual mean PM2.5 concentrations for each grid cell 

under each PM10 standard.  Note that the color scale for the 28.15 g/kWh standard 

plot is five times greater than the than the color scales for the 0.69 g/kWh, 0.36 
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g/kWh and 0.04 g/kWh standard plots because the PM2.5 concentrations are one to 

two orders of magnitude higher under that standard.  For example, the color red 

indicates concentrations above 5 μg/m3 in the 28.15 g/kWh plot, while the color red 

indicates concentrations above 1 μg/m3 in the 0.69 g/kWh, 0.36 g/kWh and 

0.04g/kWh standard plots.   

The shape of the annual average PM2.5 concentration plots is similar under 

each standard because the same meteorological conditions for the Fortaleza region 

in 2015 are used.  The 28.15 g/kWh standard air quality concentrations extend 

further because there are greater quantities of emissions, which also affect air 

quality concentrations of the Fortaleza metropolitan area that is slightly east of the 

Porto do Pecem coal power plants.    The area affected by PM2.5 concentrations due 

to power plant emissions is smallest under the 0.04 g/kWh standard because the 

system emissions are substantially less due to decreases in coal power plant 

emissions. 

 The plot of the peak 24-hr PM2.5 concentration plume, shown for the 28.15 

g/kWh standard in Figure 5, has a distinctly different shape than the annual average 

PM2.5 concentration plot that reflect meteorological conditions of that time 

(November 14, 2015).  It corresponds to higher system load and lower than usual VRE 

and hydroelectric generation, leading more thermal generators to be dispatched, 

which caused higher PM2.5 concentrations over a larger exposure area.  Note that the 

color scale of the Peak 24-hr mean plot is 10 times greater than the annual mean 

PM2.5 concentration plot scale. 
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Figure 7.1 Annual mean PM2.5 concentration for the 28.15 g/kWh standard 

 
 

 
Figure 7.2.  Annual mean PM2.5 concentration for the 0.69 g/kWh standard 
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Figure 7.3.  Annual mean PM2.5 concentration for the 0.36 g/kWh standard 

 
 

Figure 7.4.  Annual mean PM2.5 concentration for the 0.04 g/kWh standard 
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Figure 7.5.  Peak 24-hr mean PM2.5 conc. for the 28.15 g/kWh standard

 
 

As expected, the annual mean PM2.5 concentration plots indicate that the 

highest concentrations are closest to the coal power plants and disperse westerly, 

according to the direction of the wind rose for Fortaleza in 2015.  The 2015 wind 

rose for Fortaleza, which displays the annual distribution of wind speeds and 

directions, are presented in the CALPUFF methodology. 

CALPUFF results were checked as described in the air quality modeling 

validation section in the CALPUFF methodology.   No abnormal concentrations or 

wind patterns were detected.  A robustness test was performed by checking these 

results with concentrations obtained by converting PM10 to PM2.5 after dispersion 

modeling. The mean difference in concentrations was approximately 1%, which is 

negligible. 

Note that PM2.5 concentration results from CALPUFF only consider power 
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plant emissions in the region surrounding Fortaleza; background concentrations 

were added in the next step to assess the impact of air quality improvements on 

human health outcomes. 

 

7.1.3 Human health impacts 

Using BenMAP, I estimated the expected human health benefits from tightening 

PM10 standards for the coal power plants in NE Brazil. Table 5 summarizes the 

expected reductions in disease incidence, monetized health benefits and control 

costs of changing the PM10 standard from the three scenarios considered.  

Implementing Scenario 1 would prevent approximately 168 premature 

deaths per year and would reduce hospital admissions by over 16,000 cases per 

year, which is worth approximately 1,264 million 2015 US$ per year with our 

assumptions.  Further tightening PM10 emission standards from 0.69 g/kWh to 0.36 

g/kWh would prevent an additional 3.7 premature deaths along with 198 hospital 

admissions annually, which has a value of 26 million 2015 US$ per year with our 

assumptions.  Further tightening PM10 to a stringent U.S. standards would prevent 

an additional 4.1 premature deaths and 194 hospital admissions, valued at 30 

million 2015 US$ per year. 

Table 7.3 presents the health outcomes for each scenario in terms of 

premature mortality in adults and infants, as well as hospital emissions. Table 7.4 

presents the monetized health benefits, emission control costs and health benefits 

to emission control costs ratio for each scenario.   
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Table 7.3.  Health outcomes of tightening PM standards 

  Scenario 1: 28.15 

 0.69 g/kWh 

Scenario 2: 0.69 

 0.36 g/kWh 

Scenario 3: 0.36 

 0.04 g/kWh 

Health endpoint Disease incidence 

(reduction/yr) 

Disease incidence 

(reduction/yr) 

Disease incidence 

(reduction/yr) 

Mortality, All Cause 

(low to high estimate  
162 3.6  4.1 

Mortality, All Cause 

(infant) 
6 0.1 0.1 

Hospital Admissions,  

Cardiovascular 
10,829 131 129 

Hospital Admissions, 

Respiratory 
5,428 66 65 

 

Although premature deaths drive the value of health losses (they are 9 to 19 

times larger than the value of hospital admissions), it is important to note that the 

number of hospital admissions is 46 to 97 times greater than the number of 

premature mortalities. 

Based on the emission control costs estimated with the IECM model, the 

annualized cost of the emission control technology cost required to tighten the PM 

emission standard under Scenario 1 would be US $21.8 million for decreasing PM 

emissions by 247,993 metric tons of PM per year.  Similarly, implementing Scenario 

2 would cost an additional US $0.26 million annually for reducing emissions by an 

additional 2,980 metric tons of PM per year.  Implementing the most stringent 

scenario (Scenario 3) would cost an additional US $0.60 million annually for reducing 

emissions by an additional 2,890 metric tons of PM per year. 

 



 

 
 

188 

Table 7.4.  Health benefits and control costs of tightening PM standards 

  
Scenario 1: 28.15 

 0.69 g/kWh 

Scenario 2: 0.69 

 0.36 g/kWh 

Scenario 3: 0.36 

 0.04 g/kWh 

Health endpoint 
Health benefits 

(million U.S. 2015 

$/yr) 

Health benefits 

(million U.S. 2015 

$/yr) 

Health benefits 

(million U.S. 

2015 $/yr) 

Mortality, All Cause 

(low to high estimate  
$1,104 $24 $28 

Mortality, All Cause 

(infant) 
$39 $0.5 $0.5 

Hospital Admissions,  

Cardiovascular 
$90 $1.1 $1.1 

Hospital Admissions, 

Respiratory 
$31 $0.4 $0.4 

Total (million U.S. 

2015 $/yr) 
$1,264 $26 $30  

    

Emission Control 

Technology Cost 
$21.8 $0.26 $0.60 

Health Benefits / 

Emission Control 

Cost ratio 

 58  101 50  

 

Although emission control costs are substantial, they are dwarfed by the 

expected health benefits of reducing PM pollution.  Indeed, the value of expected 

health benefits is 58 times greater than the emissions control costs under Scenario 1, 

101 times greater under Scenario 2, and 50 times greater under Scenario 3. 

It is important to note that the cost of hospital admissions related to PM 

pollution are by themselves are 5.5 times greater than the emission control 

technology costs in Scenario 1, 5.6 times greater in Scenario 2, and 2.4 times greater 

in Scenario 3.  The health benefits results were validated as described in the BenMAP 

Methodology chapter. 
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7.2 Health, climate and electricity grid impacts of high VRE penetrations 

In this section, I present the health impacts, GHG emissions, storage requirements 

and electric grid stability implications of multiple high VRE scenarios and their 

sensitivity to dry year conditions and higher than forecasted electricity demand.  

The results are presented in the same order as for the previous question: electric 

grid simulations and emissions, air quality changes and human health benefits.   

Table 7.5 summarizes the health benefits, climate benefits and electric system  

tradeoffs of moving from NE Brazil’s 2015 electricity infrastructure to a 45% VRE 

scenario (2030 HR) and a 30% VRE scenario (2030 HT).  The affects of a dry year on 

a 45% VRE scenario are also presented (2030 HR DY). 

If NE Brazil transitions a 45% VRE (2030 HR scenario) instead of a 30% VRE 

(2030 HT scenario) in 2030, the required system capacity will be approximately 

29% greater and the pumped storage load will be approximately 50% greater.  The 

45% VRE scenario also has a greater dump load requirements than the 30% VRE, 

which is approximately 4.6% of load, however this excess generation could be 

exported to provide electricity to other regions in Brazil.  On the other hand, moving 

to a 45% VRE over a 30% VRE will provide at least US$266.9 million per year in 

health benefits and at least US$1,210 million per year in climate benefits.  

Additionally, the 45% VRE scenario is able to supply power as reliably as a 30% 

VRE, even during dry year conditions, as shown by all scenarios having an unserved 

load of approximately 0.0%.   
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Table 7.5.  Health, climate and electricity grid tradeoffs 

   2030 HR    2030 HR DY    2030 HT   

 System capacity (MW)   78,478   78,478   60,783  

 VRE (% of system capacity)   45   45   30  

 Pump storage load (GWh)   15,688   23,110   10,482  

 Unserved load (% of system load)   0.0   0.0   0.0  

 Dump energy (% of system load)   4.6   5.0   0.0  

 Health benefits low estimate 

(million 2015 US$/yr)  
 122   5   (145) 

 Climate benefits low estimate 

(million US$/yr)  
 (205)  (635)  (1,415) 

 

 

7.2.1 Electric grid simulations  

The NE Brazil electric grid operation was simulated in Plexos for two 2015 

scenarios and for four future 2030 scenarios.  The results include electric system 

generation and emissions, storage requirements and grid stability implications such 

as dump energy and unserved load.  A summary of key metrics relating to electric 

grid generation and emissions, storage and stability is present in Table 7.6. 

Key findings include that the pumped storage requirements are 150 % 

greater in the 2030 HR scenario than the 2030 HT scenario.  Dry year conditions 

also increase pumped storage requirements by 47.3%, as shown by the pump load 

difference between the 2030 HR and 2030 HR DY scenarios.  

Greater pump load requirements also increase total system load, but this 

increase is small: 2.5% more for the 2030 HR scenario than for the 2030 HT 
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scenario, and 3.5% more for the 2030 HR DY scenario than for the 2030 HR 

scenario. 

 Annual PM10 emissions are 295% greater in the 2030 HT scenario than the 

2030 HR scenario.  PM10 emissions are 151% greater in the 2030 HR DY scenario 

than the 2030 HR scenario, yet PM10 emissions are 48.8% less in the 2030 HR DY 

scenario than the 2030 HT scenario.   

 Likewise, annual CO2 emissions are 200.0% greater in the 2030 HT scenario 

than the 2030 HR scenario.  Although CO2 emissions are 35.6% greater in the 2030 

HR DY scenario than the 2030 HR scenario, CO2 emissions are 47.5% less in the 

2030 HR DY scenario than the 2030 HT scenario because the 2030 HR DY has 

approximately twice as much installed wind and solar capacity as the 2030 HT. 

 When considering grid stability implications, dump energy is 4.97% of 

system load in the 2030 HR scenario and 5.61% of system load in the 2030 HR DY 

scenario.  This excess generation could potentially be exported to other regions, 

otherwise the generation needs to be curtailed or dissipated into heat, which is 

costly.  By contrast, it is approximately under 0.01% in the 2030 HT scenarios.  

Unserved load increases from 0.07% of system load in the 2015 BC to 2.41% in the 

2015 DY scenario, from 0.02% in the 2030 HR scenario to 0.77% in the 2030 HR DY 

scenario, and from 0.02% in the 2030 HT scenario to 5.54% in the 2030 HT DY 5.5% 

scenario.  Note that unserved load is approximately the same in the 2030 HR and 

2030 HT scenarios.  Unserved load is an indication of electric grid instability, 

signaling either a partial or complete power supply disruption.  Typically, the more 

developed a country is, the lower the threshold is for unserved load.
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Table 7.6.  Electricity simulations summary 

Property 2015 BC 2015 DY 2030 HR 2030 HR DY 2030 HT 

2030 HT DY 

5.5% 

System Capacity (MW)  29,570   29,570   78,478   78,478   60,783   60,783  

VRE (% if system 

capacity) 
 30   30   45   45   30   30  

System Load (GWh)  96,385   96,385   194,562   194,562   194,562   218,811  

Pump Load (GWh)  10,861   11,064   15,688   23,110   10,482   23,104  

Total System Load 

(GWh) 
 107,246   107,449   210,250   217,672   205,044   241,915  

Generation (GWh)  107,207   105,158   219,896   227,094   205,017   229,800  

Dump Energy (% of 

system load) 
 0.00   0.00   0.05   0.06   0.00   0.00  

Unserved Load (% of 

system load) 
 0.00   0.02   0.00   0.01   0.00   0.06  

PM10 emissions (metric 

ton/yr) 
 7,188   8,518   4,369   6,593   12,883   21,426  

CO2 emissions (metric 

ton/yr) 
 20,108,915   27,588,881   24,211,101   32,833,901   48,421,991   72,021,859  
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7.2.1.1 System load and generation 

The system load and generation vary slightly between the 2015 BC and 2015 DY 

scenarios, as well as between the 2030 scenarios.   When generation is less than 

load, there is unserved load, which is electricity demand that is not met.  When 

electricity demand is not met, it results in partial interruptions to electricity supply 

to an area (brownout) or complete interruption to electricity supply to an area 

(blackout).  When generation is greater than load, there is dump energy, which is 

energy that the electric system cannot use or store and must be curtailed or 

dissipated into heat.   

 

Figure 7.6.  Load and generation by scenario 

 

2015 BC - 2015 Base case  
2015 DY – 2015 dry year.   Same as 2015 BC, with dry year conditions. 
2030 HR - 2030 Hydro-renewable.  
2030 HR DY – 2030 Hydro-renewable dry year.   
2030 HT – 2030 Hydro-thermal 
2030 HT DY 5.5% – 2030 HT high demand dry year.   
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Figure 7.6 presents load and generation by scenario.  The electric system 

load (including pumped storage load) varied between 107,246 GWh in the 2015 BC 

and 107,449 in the 2015 Dry year.  In the 2030 scenarios, electric system load 

varied between 206,840 GWh in the 2030 HT scenario, 210,250 GWh in the 2030 

Hydro-renewable scenario, 217,672 GWh in the 2030 Hydro-renewable dry year, 

and 241,915 GWh in the 2030 HT high energy demand dry year scenario. 

Although the 2015 scenarios have the same 2015 hourly load curve (a total 

of 96,385 GWh), and the 2030 scenarios (except the high energy demand scenario) 

use the same 2030 hourly load curve (a total of 194,562 GWh), the actual system 

load and generation vary.  The load varies between scenarios based on differences 

in pumped hydroelectric storage requirements because using pumped hydroelectric 

storage places additional load on the system.  Generation varies because scenarios 

with high penetrations of VRE produce more intermit electricity, and at times that 

electricity cannot be used or storage and must be dumped. 

The amount of dump energy and unserved load are presented in Figure 7.7.  

Generation was 2.1% less than total system load in the 2015 dry year scenario, and 

there was a total of 2.4% unserved load due to drought year conditions that reduced 

water availability for hydroelectric generation.  In the 2030 high energy demand 

scenario, a total of 5.5% of electricity demand was not met.  This is discussed in 

greater detail in the system sensitivity test section. 

On the other hand, generation was greater than load in the 2030 HR and 

2030 HR DY scenarios, resulting in 4.4% and 4.8% of total generation to be dumped 

in the 2030 HR and 2030 HR DY scenarios, respectively.   
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Figure 7.7.  Dumped and unserved load by scenario 

 
 

When there is dump energy, more energy storage is needed to shift load from 

when it is generated to when it is demanded.  This mismatch is typical with high 

penetrations of VRE resources, which generate electricity intermittently and must 

be absorbed into the grid regardless of demand (Hart & Jacobson, 2011). 

When there is unserved load, more flexible dispatch (load following and 

reserve) generators and/or energy storage resources are needed to balance load 

and generation.  Unserved load typically happens when there are no resources 

available to generate additional electricity to match load and generation.  In the 

scenarios with high penetrations of VRE and hydroelectric power plants, there are 

time periods with very little renewable generation that coincide with high demand, 

and when combined with decreased hydroelectric availability due to drought 

conditions, the system is occasionally unable to meet load. 
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In the scenarios considered, when the system capacity is comprised of 33% 

to 49% hydroelectric power plants, the unserved load in drought conditions 

highlights Brazil’s dependence on hydroelectric energy and the electric grid 

vulnerability posed by changing precipitation patterns.  It also suggests that if NE 

Brazil integrates higher penetrations of intermittent renewables than the current 

decadal electricity expansion plan, a greater system capacity of electricity 

generation and storage resources will be required to limit unserved demand. 

 

7.2.1.2 PM10 and CO2 Emissions 

The PM10 and CO2 emissions from an electric grid vary based on the amount of 

generation from thermal power plants, the type of power plants dispatched, and the 

emissions standards for each type of power plant. Figure 7.8 presents annual CO2 

emissions and Figure 7.9 presents annual PM10 emissions for the NE Brazil electric 

grid by scenario. 

Figures 8 and 9 show how CO2 emissions are lower in the 2030 HR and 2030 

HR DY scenarios than in the 2030 HT and 2030 HT DY 5.5% scenarios.  However, 

CO2 emissions do not decrease when moving from the 2015 BC with 30% VRE to the 

2030 HR scenario with 45% VRE; they actually increase by 20.4%.  This highlights 

the difficulty of reducing GHG emissions when energy demand is increasing. 

On the other hand, PM10 emissions decrease from the 2015 scenarios to the 

2030 HR and 2030 DY scenarios.  This is in part due to greater natural gas dispatch 

and less oil generator dispatch.  As for CO2 emissions, PM10 emissions increase from 

the 2015 scenarios to the 2030 HT and 2030 HT DY 5.5% scenarios.  
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Figure 7.8.  CO2 emissions by scenario 

 
 

The electric grid annual emissions are 2.95 times greater in the 2030 HT 

scenario than the 2030 HR scenario because the 2030 HT scenario generates more 

electricity from coal and oil power plants than the 2030 HR scenario.  Emissions 

from internal combustion (IC) engines and coal steam turbines (ST-Coal) are 

relatively much higher than combined cycle gas turbines (CCGT) and combined heat 

and power (CCGT-CHP). 

To analyze the source contributions of emissions that produce the difference 

in emissions between the 2030 HR and 2030 HT scenario, Figure 7.10 presents the 

annual PM10 emissions by technology for the 2030 HR and 2030 HT Scenarios. 
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Figure 7.9.  PM10 emissions by scenario 

 

 

Figure 7.10.  2030 HR vs. 2030 HT emissions 

 

Notes: CCGT – combined cycle gas turbine; CCGT-CHP – combine cycled gas turbine with combined 
heat and power; IC – internal combustion engine; GT – gas turbine; ST-Coal – coal steam turbine; ST-
Bio – biomass steam turbine 
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 Emissions from coal power plants are 3.78 times greater in the 2030 HT 

scenario than the 2030 HR scenario because coal generation is 3.78 times greater in 

the 2030 HT scenario than the 2030 HR scenario.  Similarly, emissions from oil 

power plants are 14.3 times greater in the 2030 HT scenario than the 2030 HR 

scenario because oil generation is 14.3 times greater in the 2030 HT scenario than 

the 2030 HR scenario. Figure 7.11 breaks down generation by generator category in 

the 2030 HR and 2030 HT scenarios. 

 

Figure 7.11.  2030 Hydro-renewable vs. 2030 HT generation 

 

 

While the 2030 Hydro-renewable scenario has comparable hydroelectric and 

natural gas generation to the 2030 HT scenario, it has significantly more wind 

generation and significantly less oil and coal generation.  This results in lower 

emissions in the 2030 HR scenario, but larger differences in load and generation 
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that lead to greater unserved load and dump energy when sufficient resources are 

not available to balance load and generation. 

Tradeoffs between decreases in emissions, which lead to health and climate 

benefits, and increases in dump energy and unserved load, which lead to greater 

system generation and storage capacity requirements, are important to consider 

when assessing the benefits and costs of increasing VRE penetrations.  

 

7.2.1.3 Electricity dispatch dynamics 

Electric grid operators are responsible for matching electricity supply and demand 

on an hourly or sub-hourly basis (see the Plexos Methodology subsection on 

electricity supply and demand dynamics for a detailed discussion).  This is essential 

for stabilizing the electric grid and for providing an uninterrupted power supply 

(i.e., for minimizing unserved load and the resulting brownouts or blackouts).  

Additionally, electric grid operators try to minimize dump energy because it affects 

their profits. 

Figure 7.12 displays how coal (black) and biomass (light green) steam 

turbines along with hydroelectric power plants (dark and light blue) are used for 

baseload generation and run continuously.  Wind (dark blue) and solar (green) 

generation are modeled as must take, leaving gas turbines and internal combustion 

engines to make up the difference between baseload generation plus intermittent 

generation and system load. 

In two instances, on August 13, 2030 and August 17, 2030, electricity 

demand is exceptionally high and there is no available ramp up capacity to match 
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load and generation.  In these cases, there is unserved load, shown in red.  This week 

was selected because it is an extreme example of the weeks in the 2030 HT scenario 

with unserved load.  In general, the 2030 HT scenario was able to continuously 

match supply and demand, as indicated the unserved load under 0.1% shown in 

Figure 7.7. 

 

Figure 7.12.  2030 HT weekly dispatch  

 

 

Figure 7.13 displays hourly dispatch for August 13, 2030.  As wind and solar 

generation drop off, internal combustion engines ramp up to match load and 

generation.  However, there is not enough capacity, which results in the unserved 
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load shown in red.  During those hours shown in red, from 16:00 to 21:00, certain 

areas incurred interruptions to their power supply. 

 

Figure 7.13.  2030 HT daily dispatch 

 

 

To assess potential electric grid dispatch operational challenges associated 

with high penetrations of intermittent renewables in NE Brazil, hourly unserved 

load and dump energy profiles were checked for the entire 2030 year for each 

scenario. 

The first week of April 2030 had the highest amount of unserved load and 

fluctuating load for the 2030 Hydro-renewable dry year scenario, which is 

presented in Figure 7.14.  Balancing load and generation during this week is 
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exceptionally difficult because large quantities of wind energy are generated at the 

beginning and end of the week, creating excess energy that needs to be dumped. 

When the wind energy drops off substantially in the middle of the week, it causes all 

thermal generators to be dispatched, which is still not enough to match generation 

and load.  The unserved load is shown in red. 

 

Figure 7.14.  2030 Hydro-renewable dry year weekly dispatch 

 

 

Figure 7.15 displays only the thermal generator dispatched for the same 

week in April 2030.  Due to the very high wind generation in the beginning and end 

of the week, thermal generation is drastically reduced, resulting in a ramp down of 

all load following and baseload thermal generators.  Thermal generators must be 

quickly ramped up the following day when there is little wind energy, and a 

shortage of capacity produces substantial unserved load, shown in red. 
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Despite days where wind and solar energy generation were low and 

unserved load was high, the 2030 Hydro-renewable dry year has less than 0.7% 

unserved load as a percentage of total load.  This is because natural gas generators 

were added when developing the 2030 Hydro-renewable scenario to keep unserved 

load under 1.0% of total load. 

 

Figure 7.15.  2030 Hydro-renewable dry year thermal generator dispatch 

 

 

 The implications of these varying electricity dispatch dynamics are 

summarized the set of metrics summarized in Electricity supply and demand 

dynamics section of the Plexos Methodology.  While the 2030 HT scenario has lower 

pumped load requirements, and accordingly less total system load and generation 

and storage capacity requirements, it has greater emissions.  Somewhat 
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surprisingly, the 2030 HR scenario is fairly resilient to extreme dry year conditions, 

which is discussed in the following section on system sensitivity tests. 

 

7.2.1.4 System sensitivity tests  

Sensitivity tests were run to see how electric system reacts to changes in 

precipitation patterns (dry year conditions) and higher than forecasted electricity 

demand and the consequences for health, climate and grid stability implications. 

 

7.2.1.4.1 System sensitivity to dry year conditions 

During dry year conditions, there is less hydroelectric generation due to lower 

water availability, which required more load following generators to be dispatched 

to match load and generation.  Hydroelectric generation decreased by 12.8% 

between the 2015 BC and 2015 DY scenarios, 14.3% between the 2030 Hydro-

renewable and the 2030 Hydro-renewable dry year scenarios, and 14.0% between 

the 2030 HT and 2030 HT high demand dry year scenarios. 

When there is less hydroelectric generation, natural gas and oil power plants 

are dispatched more frequently to make up most of the difference between load and 

generation.  In 2015, natural gas generation was almost identical in the baseline and 

dry year scenarios. However oil generator dispatch increased by 46.0% from the 

2015 baseline to the 2015 dry year scenarios, leading to higher system emissions.  

Figure 7.16 displays PM10 emissions by generator category for the 2015 scenarios, 

which are 18.5 percent greater in the 2015 DY than the 2015 BC.  
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Figure 7.16.  2015 BC and 2015 DY emissions 

 

 

Emissions were also greater under dry year conditions in the 2030 scenarios.  

As for the 2015 dry year scenario, the main contribution to higher emissions is the 

need to dispatch natural gas and oil generators more frequently to balance load and 

generation because of a shortage of hydroelectric availability. 

Natural gas generation increased 23.4% and oil generation increased 87.1% 

from the 2030 HR scenario to the 2030 HR DY scenario.  The large increase in oil 

generation indicates that the natural gas generators were reaching their load 

following capacity in the dry year scenarios.  This resulted in total system emissions 

that were 50.9% greater in the 2030 HR DY scenario than the 2030 HR scenario, as 

shown in Figure 7.17. 
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Figure 7.17.  2030 HR vs. 2030 HR dry year emissions 

 

 

Dump energy and unserved load also increase under dry year conditions 

because there is less hydroelectric availability to supply additional generation when 

generation is less than load, and less pumped storage availability to absorb excess 

generation.  While energy increased minimally from 0.03% of load in the 2015 BC to 

0.04% in the 2015 DY scenario, the unserved load increased from 0.6% to 2.4% of 

load.  Similarly in the 2030 scenarios, dump energy increased from 5.0% of load in 

the 2030 HR scenario to 5.6% in the 2030 HR DY scenario, and unserved load 

increases from 0.01% of load in the 2030 HR scenario to 0.8% in the 2030 HR DY 

scenario. 

The increase in unserved load and dump energy in dry year conditions is 

primarily due to a shortage of hydroelectric potential, which can be quickly ramped 
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up or down to balance load and generation and reduce the risk of unserved load and 

dump energy.   

Dry year conditions also increase GHG emissions.  As shown in Figure 7.8, 

CO2 emissions increase 37.2% when moving from the 2015 BC to the 2015 Dry year 

scenario, and CO2 emissions increase 35.6% when moving from the 2030 HR to the 

2030 HR DY scenario. 

 Although dry year conditions increase PM10 and CO2 emissions, dump energy 

and unserved load only increase slightly, implying that the 2030 HR scenario is 

fairly resilient to dry year conditions. 

  

7.2.1.4.2 System sensitivity to higher load than forecasted 

As a second sensitivity test, I assessed what happens to emissions and grid stability 

when system load increased by 5.5% annually (2030 HT DY 5.5% scenario) from 

2015 to 2030 as opposed to the 4.77% forecasted by Torrini et al. (2016). 

Natural gas generation increased 16.0% and oil generation shot up 274.0% 

between the 2030 HT and the 2030 HT DY 5.5% scenarios.  This indicates that while 

there is sufficient natural gas capacity in the 2030 HT scenario to not need to 

dispatch oil generators often, if energy demand is higher than expected and there 

are dry year conditions, there will be a heavy reliance on oil power plants. 

Emissions increase substantially between the 2030 HT and the 2030 HT dry 

year 5.5% energy demand increase scenarios.  The main cause is that if electricity 

demand increases annually by 5.5% as opposed to 4.77% from 2015 to 2030, the 

annual load in 2030 totals 218,811 GWh instead of 194,562 GWh.  This 12.5% 



 

 
 

209 

increase in total annual load forces more diesel generators to be dispatched, which 

is the only option once all hydroelectric, renewable, coal and natural gas resources 

have been dispatched. 

Figure 7.18 presents annual PM10 emissions by generator category for the 

2030 HT and 2030 HT DY 5.5% scenarios.  PM10 emissions are a whopping 166.3% 

greater in the 2030 HT DY 5.5% scenario.   

 

Figure 7.18.  2030 HT vs. 2030 HT dry year 5.5% energy demand 

 

 

 As expected, higher energy demand and dry year conditions also increase 

CO2 emissions, which are 48.7% greater in the 2030 HT DY 5.5%  scenario 

compared to the 2030 HT scenario. 

Dump energy barely changes between the 2030 HT and 2030 HT DY 

scenarios because there is sufficient load following capacity to ramp down thermal 
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and hydroelectric generation when VRE generation increased.  Dump energy 

decreases from 3E-5% in the 2030 HT scenario to 2E-5% in the 2030 HT HD DY 

scenario.  

On the other hand, unserved load increases substantially from 0.02% of load 

in the 2030 HT scenario to 5.5% of load in the 2030 HT DY 5.5% scenario.  This 

highlights the vulnerability of Brazil’s electric grid to higher than expected 

electricity demand and to drought conditions. 

The 2030 HT DY 5.5% scenario represents a worst-case emissions scenario.  

However, as shown in Table 7.1, if the Porto do Pecem power plants were to use the 

national standard for particulate matter rather than the lower standard paid for by 

funding form the Brazilian Development Bank, annual PM10 emissions of the NE 

Brazil electric system would be more than an order of magnitude worse. 

 

7.2.2 Air quality changes 

Table 7.7 summarizes the peak annual mean PM10 air quality concentration for each 

scenario, which represents the grid cell with the highest annual mean PM10 

concentration due to power plant emissions alone.  When averaging across a large 

air quality modeling domain, high concentrations are diluted by the low 

concentrations in areas outside the emission plume pathway.  I plotted the annual 

mean PM10 concentration for each grid cell in Figure 7.19-Figure 7.21. 

The 2030 HT scenario has the highest peak annual mean concentrations in 

each region and the 2030 HR has the lowest peak annual mean concentrations in 

each region.  This is expected because the 2030 HT scenario has the largest amount 
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of thermal generation and the 2030 HR has the smallest amount of thermal 

generation. The peak annual mean PM10 concentrations are 3.07 μg/m3, 1.20 μg/m3, 

and 0.66 μg/m3 for Fortaleza, Recife and Salvador respectively.   

 
Table 7.7.  Peak annual mean air quality concentration (μg/m3) PM2.5 

Region 

2015  

(PM10 μg/m3) 

2030 HR  

(PM10 μg/m3) 

2030 HR DY 

(PM10 μg/m3) 

2030 HT  

(PM2.5 μg/m3) 

Fortaleza  0.91 0.74 0.78 3.07 

Recife 0.98 0.37 0.59 1.20 

Salvador 0.19 0.19 0.43 0.66 

 

The 2030 HT scenario has a higher peak annual mean PM10 concentration 

than the 2015 BC in all grid cells, which indicates that health outcomes will likely 

worsen when moving from the 2015 BC to the 2030 HT scenario.  On the other hand, 

the 2030 HR scenario has a lower peak annual average PM10 concentration than the 

2015 BC in all grid cells, indicating that health outcomes will likely improve when 

moving from the 2015 BC to the 2030 HR scenario.  

When considering dry year conditions, the 2030 HR DY scenario has lower 

peak annual mean PM2.5 concentrations than the 2015 BC in the Fortaleza and Recife 

regions, but not in Salvador.  Indeed, Salvador receives fewer emissions than 

Fortaleza and Recife, because Fortaleza has two large coal power plants running 

almost continuously and Recife has large load following power plants that are 

dispatched frequently.  By contrast, Salvador has a number of oil power plants that 

are dispatched more frequently during dry year conditions because there is a 

greater need for oil generators when there is less precipitation and hydroelectric 

availability. 
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The annual hourly mean PM10 concentration for each grid cell, in each region 

and scenario are displayed in Figure 7.19-Figure 7.21.  Note that the discussion 

above is for the peak annual mean (i.e., the grid cell that has the highest annual 

hourly mean for a given region and scenario.   

 The annual mean PM10 concentration results are presented by region, 

displaying how air pollutant concentrations change under different scenarios.  The 

figures show that annual average hourly PM10 concentrations are lower in the 2030 

HR scenario than in the other scenarios in each region, and that the annual average 

PM10 concentrations are greater in the 2030 HT scenario than in the other scenarios 

in each region. 

As expected, the epicenters of higher PM10 concentrations typically 

correspond with the locations of power plants.  Additionally, the higher PM10 

concentrations in the 2030 HT scenario affect a larger area in all regions.  This 

makes sense because even though PM10 concentrations diminish as they are 

transported, when higher quantities of emissions are released, there are higher 

concentrations in the emission plume pathways. 

 The shape of the emission plumes is fairly similar between scenarios in a 

given region.  However, there is a small yet noticeable difference in the shape of the 

emissions plume in Fortaleza during the 2030 HR DY scenario (see Panel C of Figure 

7.19), because I used dry year meteorological conditions for the dry year 

simulations.  As discussed in CALPUFF Methodology chapter, the dry year 

meteorological conditions are from 2012, which was the driest year in NE Brazil in 

the available dataset from 1983 to 2015.  As seen in the 2012 wind rose for 
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Fortaleza, which is presented in the Air quality validation section of the CALPUFF 

Methodology chapter, the 2012 dry year meteorological conditions have a slightly 

stronger southeasterly contingent than the 2015 meteorological conditions.  This 

causes a slight northwest shift in the emission plume pathway. 

To compare the peak 24-hour average PM10 concentration for each grid cell 

with the annual average, peak 24-hour PM10 concentration plots for the 2015 BC 

(Fortaleza region only) and the 2030 HT scenario (all regions) are displayed in 

Figure 7.22. 

Note that the scale is five times greater in the peak 24-hour average plots 

than the annual average plots.  The emission plume plots are much more irregular 

for the peak 24-hour average plots, which usually occur during high electricity 

demand and low VRE generation.  In these circumstances, most of not all thermal 

generators are dispatched, which creates new epicenters of high PM concentrations.  

Additionally, the emission plumes combine to affect a larger portion of our study 

domain. 
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Figure 7.19.  Annual mean PM10 concentrations in Fortaleza for each scenario 
Panel A.  2015 BC 

 

 
Panel B.  2030 Hydro-renewable 
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Panel C. 2030 Hydro-renewable dry year 

 
 
 

Panel D.  2030 Hydro-thermal 
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Figure 7.20. Annual mean PM10 concentrations in Recife for each scenario 
Panel A.  2015 BC 

 
 

Panel B.  2030 Hydro-renewable 

 

Panel C.  2030 Hydro-renewable dry year 
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Panel D.  2030 Hydro-thermal 
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Figure 7.21.  Annual mean PM10 concentrations in Salvador for each scenario 
Panel A.  2015 BC 

 
 

Panel B.  2030 Hydro-renewable 
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Panel C.  2030 Hydro-renewable dry year 

 
 

Panel D.  2030 HT  
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Figure 7.22 Peak 24-hour average PM10 concentration plots 
Panel A.  Fortaleza 2015 peak 24-hour average 

 
 

Panel B.  Fortaleza 2030 HT peak 24-hour average 
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Panel C.   Recife 2030 HT peak 24-hour average 

 

Panel D.  Salvador 2030 HT peak 24-hour average 
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The CALPUFF results were validated according to the air quality modeling 

validation section in the CALPUFF Methodlogy chapter.  No abnormal 

concentrations or wind patterns were detected.   

As part of the results validation, air quality concentration plots for each 

region were compared with the wind rose.  As expected, the highest concentrations 

are closest to the coal power plants and disperse westerly, according to the 

direction of the wind rose for each region.  In general, the population west of the 

power plants is downwind of the emission plume pathway and exposed to higher 

PM2.5 concentrations, whereas people who live east of the power plants (upwind of 

emissions) are mostly unaffected by these PM emissions. 

To prepare air quality grid inputs for BenMAP, I converted the PM10 air 

quality concentrations to PM2.5 air quality concentrations using the ambient ratio 

method described in the CALPUFF Methodology PM2.5 and PM10 dispersion section.  

As for the first question, I performed a robustness test by converting PM10 to PM2.5 

before and after dispersion, and found a mean difference in the final PM2.5 air 

quality concentrations of approximately 1%. 

While increases in air pollutant concentrations will increase human exposure 

and lead to adverse health outcomes, the changes in human exposure are dependent 

on the air quality changes relative to population density.  For example, small air 

pollutant concentration increases in densely populated areas typically have a 

greater impact than large air pollutant concentration increases in sparsely 

populated areas (Hubbell et al., 2009).  The following section discusses the health 

outcomes estimated based on the air quality changes for each scenario. 



 

 
 

223 

7.2.3 Human health and climate benefits valuation 

Using BenMAP, I estimated the expected human health outcomes for each scenario 

based on the air quality concentration changes simulated in CALPUFF. Table 7.8 

summarizes the expected health benefits for each region in each scenario.  

Reductions in disease incidence are considered health benefits and represented by 

positive numbers, increases in disease incidence are considered as health costs and 

represented by negative numbers.   

Transitioning from the 2015 BC to the 2030 Hydro-renewable scenario will 

prevent an estimated 15 premature deaths per year and 402 hospital admissions 

per year in NE Brazil.  If an extreme dry year occurs in the 2030 Hydro-renewable 

scenario, requiring the frequent dispatch of oil generators, then a reduction of 

approximately 1 premature mortality and 34 hospital admissions are estimated 

across all regions compared to the 2015 BC. 

The 2030 HT scenario results in increases in hospital admissions and 

premature death across all regions, with approximately 18 more premature deaths 

and 536 more hospital admissions per year in NE Brazil compared to the 2015 BC 

scenario. 

Transitioning to the 2030 HR scenario versus the 2030 HT scenario will save 

approximately 34 premature mortalities and 938 hospital admissions per year in NE 

Brazil. 

The number of premature deaths and hospital admissions decreases when 

moving from the 2015 BC to the 2030 HR scenario, and increases when moving from 

the 2015 BC to the 2030 HT scenario.  This is expected because PM2.5 air quality 
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concentrations decrease from the 2015 to the 2030 HR scenario and increase from 

the 2015 to the 2030 HT scenario. 

 
Table 7.8.  Disease incidence changes by scenario (reduction of cases/yr) 

Region/health endpoint 

2030 HR 

(reduction/yr) 

2030 HR DY 

(reduction/yr) 

2030 HT 

(reduction/yr) 

Fortaleza    

Mortality, All Causes  6.98   5.03   (6.98) 

Mortality, Infant  0.04   0.03   (0.06) 

Hospital Admissions, 

Respiratory 
 65.24   48.89   (83.70) 

Hospital Admissions, 

Cardiovascular 
 129.54   97.07   (166.16) 

Recife    

Mortality  7.45   (3.35)  (8.61) 

Infant Mortality  0.04   (0.02)  (0.05) 

Hospital Admissions, 

Respiratory 
 61.70   (28.72)  (73.83) 

Hospital Admissions, 

Cardiovascular 
 122.52   (57.01)  (146.57) 

Salvador    

Mortality  0.95   (1.05)  (2.66) 

Infant Mortality  0.01   (0.01)  (0.02) 

Hospital Admissions, 

Respiratory 
 7.88   (8.72)  (22.04) 

Hospital Admissions, 

Cardiovascular 
 15.65   (17.31)  (43.77) 

Total Mortality 

(reduction/yr) 
 15.48   0.64   (18.37) 

Total Hospital Admissions 

(reduction/yr) 
 402.54   34.21   (536.07) 
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Interestingly, while the peak 8760-annual PM2.5 concentration decreases in 

Recife from 0.76 μg/m3  in the 2015 BC to 0.46 μg/m3 in the 2030 HR DY, the 

number of premature deaths increases by approximately 3 incidences, and the 

number of hospital admissions increases by ~86 incidences per year.  The reason 

behind this result is that the average annual mean PM2.5 concentration for Recife 

increased from 2.07 E-2 in the 2015 BC to 2.24E-2 in the 2030 HR DY scenario.  

Additionally, the sum of annual mean air quality concentrations for all grid cells 

increased from 74.4 80.7 μg/m3 in the 2015 BC to 80.7 μg/m3 in the 2030.  

Therefore, the annual mean PM2.5 concentrations on average increase when moving 

from the 2015 BC to the 2030 HR DY scenario, even though the peak annual 

concentration (the grid cell with the highest annual mean) decreases, leading to an 

increase in adverse health outcomes. 

In dollar terms (expressed in 2015 $), transitioning from the 2015 BC to the 

2030 HR scenario will result in approximately US$121 million in health benefits 

(savings) per year in NE Brazil.  If extreme dry year conditions occur as simulated 

by the 2030 HR DY scenario, the health benefits would only be US$5 million per year 

as compared to the 2015 BC.  On the other hand, transitioning to the 2030 HT 

scenario would add an additional US$145 million in health costs per year in NE 

Brazil. 

The difference between moving from the 2015 BC to the 2030 HR scenario 

instead of the 2030 HT scenario is the difference in health benefits between the two 

scenarios.  Thus, moving from the 2015 BC to the 2030 HR instead of the 2030 HT 

scenario yields approximately US$267 million per year in health benefits. 
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The monetary valuation of premature deaths is 12 to 23 times larger than the value 

of hospital admissions, making it the predominant driver of the value of health 

outcomes.  However, the number of hospital admissions is 26 to 53 times greater 

than the number of premature mortalities, meaning that most people affected by PM 

emissions will suffer from respiratory ailments or cardiovascular problems. 

 
Table 7.9.  Monetary valuation of health outcomes (U.S. 2015$/yr) 

Region/health endpoint 

2030 HR (million 

U.S. 2015$/yr) 

2030 HR DY 

(million U.S. 

2015$/yr) 

2030 HT (million 

U.S. 2015$/yr) 

Fortaleza  -     -     -    

Mortality, All Causes 
 52.6   37.9   (52.6) 

Mortality, Infant 
 0.3   0.3   (0.4) 

Hospital Admissions, 

Respiratory 
 0.6   0.5   (0.8) 

Hospital Admissions, 

Cardiovascular 
 1.8   1.4   (2.3) 

Recife 
 -     -     -    

Mortality 
 56.1   (25.2)  (64.9) 

Infant Mortality 
 0.3   (0.1)  (0.4) 

Hospital Admissions, 

Respiratory 
 0.6   (0.3)  (0.7) 

Hospital Admissions, 

Cardiovascular 
 1.7   (0.8)  (2.0) 

Salvador 
 -     -     -    

Mortality 
 7.2   (7.9)  (20.1) 

Infant Mortality 
 0.0   (0.0)  (0.1) 

Hospital Admissions, 

Respiratory 
 0.1   (0.1)  (0.2) 

Hospital Admissions, 

Cardiovascular 
 0.2   (0.2)  (0.6) 

Hospital Admissions 

Benefits (million 2015$/yr) 

 5.0   0.4   (6.7) 

Mortality Benefits (million 

2015$/yr) 
 116.7   4.9   (138.5) 

Total Health Benefits 

(million 2015$/yr) 
 121.7   5.3   (145.2) 
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The health benefits results in BenMAP were validated as described in the 

BenMAP Methodology chapter.  The premature mortality estimates by the IER were 

somewhat similar to the premature mortality estimates by other C-R functions for 

premature mortality in adults.   The air quality delta, disease incidence and 

monetary valuation calculations between scenarios in BenMAP matched the manual 

calculations I performed to spot check results. 

To monetarily value climate benefits, a range of benefits were estimated by 

directly valuing CO2 emissions at the low and high end of the carbon pricing range 

recommended by the High-Level Commission on Carbon Prices.   

In 2016, the High-Level Commission on Carbon Prices was initiated at the 

2016 Conference of the Parties of the United Nations Framework Convention on 

Climate Change.  In 2017, the Report of the High-Level Commission on Carbon 

Prices was published, advising an explicit price of at least $50-100 per metric ton of 

CO2 (Stiglitz et al., 2017).   

The annual electric grid CO2 emissions for each scenario were quantified in 

Plexos and valued by multiplying the number of tons of CO2 emitted by the 

recommended price range per ton of CO2. Table 7.10 presents the annual CO2 

emissions by scenario, along with annual carbon emission valuation range, estimate 

at a low price of $50 per metric ton CO2, and a high price of $100 per metric ton CO2.   

The valuation of annual CO2 emissions are $1,005 – 2,010 million in the 2015 

BC, and increase to US$1,210 – 2,420 million in the 2030 HR, US$1,640 – 3,280 

million in the 2030 HR DY, and US$2,420 - 4,840 million in the 2030 HT. 
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Table 7.10.  CO2 emissions valuation per scenario 

Carbon costs 2015 BC  2030 HR  2030 HR DY 2030 HT  

CO2 emissions 

(million metric 

ton/yr) 

 20.1   24.2   32.8   48.4  

Low estimate 

(million US$/yr) 
 1,005   1,210   1,640   2,420  

High estimate 

(million US$/yr) 
 2,010   2,420   3,280   4,840  

 

 Table 7.11 displays the climate benefits for each scenario transition.  The 

climate benefits were calculated by multiplying the changes in emissions per 

scenario transition by the price per metric ton of CO2.  Climate benefits are positive 

when CO2 emissions decrease, representing a lower climate externality costs.  

Climate benefits are negative when CO2 emissions increase, representing higher 

climate external costs. 

 
Table 7.11.  Climate benefits per scenario transition 

Climate benefits  

2015 BC  2030 

HR  

2015 BC  2030 

HR DY  

2015 BC  

2030 HT 

CO2 emissions (million 

metric ton/yr) 
 4.1   12.7   28.3  

Low estimate (million 

US$/yr) 
 (205)  (635)  (1,415) 

High estimate (million 

US$/yr) 
 (410)  (1,270)  (2,830) 

 

Although VRE penetration increases from 30% in the 2015 BC to 45% in the 

2030 HR, CO2 emissions also increase 21.4%, corresponding to a US$205 - 410 
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million increase in annual climate externality costs.  This is due to an annual energy 

demand increase of 4.77% over the 15-year period and the expansion of natural gas 

generators to balance load and generation. 

CO2 emissions increase by 35.5% from the 2030 HR to the 2030 HR DY, due 

to lower hydroelectric potential during dry year conditions resulting in a greater 

reliance on natural gas and oil generators.  This implies that dry year conditions in a 

scenario with 45% VRE in NE Brazil could increase annual climate external costs by 

US$635 – 1,270 million. 

Annual CO2 emissions more than double from the 2015 BC to the 2030 HT 

scenario.  This is due to an increase in energy demand and to the expansion of fossil 

fuel generators. It reflects a climate external cost increase between US$1,415 – 

2,830 million. 

While NE Brazil will enjoy health and climate benefits if it expands its 

electricity infrastructure with higher VRE levels (2030 HR) compared to the lower 

VRE levels in the 2030 HT scenario, there will be tradeoffs including greater 

generation and storage capacity requirements to maintain a constant power supply.  

Understanding these tradeoffs provides insight to optimize the expansion of a 

regions electricity system. 

Interestingly, these results indicate that while a transition from a 30% VRE in 

2015 to a 45% VRE in 2030 will reduce PM emissions and health impacts, GHG 

emissions will not necessarily decrease and could even increase.   The next section 

explores the tradeoffs of a 100% RPS scenario to gain insight into tradeoffs between 
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high VRE scenarios and a 100% RPS electricity grid, as well as what is required to 

decarbonize the NE Brazil electricity grid.  

 

7.3 100% RPS results 

While transitioning coal/oil generation to natural gas will help meet air quality 

goals and provide substantial health benefits, meeting climate goals requires 

reducing total CO2 emissions.  As seen in the health, climate and electricity grid 

tradeoffs of high VRE penetrations, increasing energy demand makes it difficult to 

reduce GHG emissions, even when increasing the share of renewables.   

 

Table 7.12.  Health, climate and electricity grid tradeoffs in a 100% RPS 

   2030 HR    2030 HT  
 2030 100% 

RPS  

 System capacity (MW)   78,478   60,783   88,910  

 VRE (% of system capacity)   45   30   70  

 Total renewables (% of system 

capacity)  
 79   72   100  

 Pump storage load (GWh)   15,688   10,482   17,850  

 Unserved energy (% of system 

load)  
 0.0   0.0   12.6  

 Dump energy (% of system 

load)  
 4.6   0.0   23.0  

 Health Benefits low estimate 

(million 2015 US$/yr)  
 122   (145)  288  

 Climate Benefits low estimate 

(million US$/yr)  
 (205)  (1,415)  1,005  

 

A 100% RPS scenario for 2030 in NE Brazil was created to explore the health, 

climate and electricity system tradeoffs of transitioning to a fully renewable 

electricity grid.  Table 7.12 summarizes the health, climate, electric grid storage and 
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stability tradeoffs of 30% VRE, 45% VRE and 100% RPS (70% VRE) electricity 

systems in NE Brazil.  

 While a 100% RPS scenario has higher system capacity, storage and load 

balancing requirements, transitioning from the 2015 baseline infrastructure to a 

100% RPS scenario would yield health benefits of at least US$288 million per year 

and climate benefits of at least $1 billion per year.   

 

7.3.1 Electric grid stability 

The annual load curve in the 2030 100% RPS scenario was the same as the other 

2030 scenarios, with an electricity demand of 194,562 GWh and a total load 

(including pumped storage) of 212,412.  However, in the 2030 100% RPS base 

scenario, there was 26,841 GWh of unserved load, which corresponds to 12.6% of 

system load.  Dump energy was even greater than unserved load, totaling 55,580 

GWh or 23.0% of total generation.  These large amounts of unserved load and dump 

energy indicate that under this 100% RPS scenario, electric grid operation will not 

be stable and electricity demand will not be reliably met without the ability to 

flexibly import and export substantial amounts of electricity, otherwise additional 

types of load and generation balancing technology would need to be installed.  

 Figure 7.23 displays the hourly electricity dispatch for one of the weeks with 

the highest unserved load, April 8 to 15, 2030.  Notice how there are spikes of VRE 

generation, followed by sharp decreases in VRE generation.  The quick increases and 

decreases are mainly due to fluctuating wind patterns (eight wind hot spots were 

simulated with different hourly wind conditions), which cause spikes in wind 
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generation (shown in green) due to the large installed capacity of 53,446 MW of 

wind energy in the 100% RPS scenario. 

Hydroelectric generation, shown in blue, ramps up to meet demand when 

there is sharp decrease in VRE generation.  Although hydroelectric capacity was 

increased to it’s maximum potential of 26,250 MW in the 2030 100% RPS scenario, 

there is not enough hydroelectric capacity to meet demand when VRE generation is 

very low.  This leads to a substantial amount of unserved load, shown in red. 

Similarly, pump load (shown by the purple line) increases when there is a 

sharp increases in VRE generation to utilize the excess energy for hydroelectric 

pumped storage.  When there is not enough pumped storage capacity to absorb all 

the excess generation from VRE sources, the excess energy must be dumped (dump 

energy).  In the 2030 100% RPS scenario, the dump profile is equivalent to 23.0% of 

generation.  Therefore, there was a limited capacity to shift generation from VRE 

resources to a later point when they can be utilized, and thus increasing installed 

VRE capacity beyond the level in the 2030 100% RPS scenario would not necessarily 

help meet demand. 
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Figure 7.23.  100% RPS extreme week dispatch 

 

 

Due to limited hydroelectric generation and pumped storage potential also 

limiting the usefulness of further VRE installed capacity, the 2030 100% RPS 

scenario has approximately 13.2% higher capacity and 13.8% higher pump storage 

load requirements.  If there was greater hydroelectric capacity available, then the 

NE Brazil electric system could accommodate more hydroelectric as well as more 

VRE resources.   

The unserved load is quite substantial and demonstrates that a 100% RPS 

scenario in NE Brazil based on the potential wind, solar and hydro resources in NE 

Brazil is not feasible without the ability to import and export or store large amounts 

of electricity.   Two previous studies have assessed the potential of 100% renewable 

energy systems for all of Brazil (Barbosa et al., 2016; Gils et al., 2017) and found that 
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a 100% renewable energy system for Brazil is possible if Brazil’s electricity grids are 

interconnected and a portfolio of generation and storage technologies are deployed.  

Both of these studies found that interconnecting the electricity grids in Brazil with 

high voltage direct current lines to provide flexible imports and exports of 

electricity is a critical step of balancing load and generation if Brazil transitions to a 

100% renewable energy system. 

Brazil’s electricity system is already interconnected, yet the only high voltage 

direct current transmission lines (600 kV) are in the Southeast electricity system.  

The interconnection of electric grids has allowed for flexible imports and exports of 

electricity between grids in Brazil.  During the month of April, NE Brazil has had the 

highest average imports of electricity than any other month in 2013 and 2014 

(Operador Nacional do Sistema Eletrico, 2015).  Results from the 100% RPS 

scenario indicate that an unserved load of 3,565 GWh, equivalent to 20.1% of NE 

Brazil electric load in April, would need to be imported into the NE Brazil electric 

system to meet demand.  Electricity is available to export to NE Brazil from the 

North Brazil electric grid primarily from January to June because that is the wet 

season, and North Brazil has substantial hydroelectric generation that increases 

during the wet months (Operador Nacional do Sistema Eletrico, 2015).   

Although NE Brazil has not historically been an exporter of electricity to 

other Brazilian regions, moving to a 100% RPS scenario would allow NE Brazil to 

become both an electricity exporter and an importer.  For example, 66.2% of the 

excess energy produced in NE Brazil is during the hotter and dryer months of July 

through December.  This excess generation could be exported to other regions 
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during the dry months where there is less hydroelectric generation, and 

simultaneously reduce the dump energy requirements in NE Brazil.  

The results from the NE Brazil 100% RPS simulation highlight the 

importance of the flexibility to import and export electricity between regions.  In the 

100% RPS scenario, NE Brazil would need to flexibly import an average of 12.6% of 

NE Brazil’s projected electric system load for 2030, in a way where the imports are 

synchronous with hourly generation shortages, in order to eliminate unserved load.  

Similarly, with the ability to flexibly export 23.0% of electricity generation from the 

NE Brazil under the 100% RPS scenario, NE Brazil could provide electricity to other 

regions in Brazil while minimizing dump energy requirements and costs. 

Similarly to the two previous studies that found 100% RPS scenarios feasible 

in Brazil, several multi-country level super grid modeling efforts have also found 

100% RPS scenarios to be feasible.  These studies found that 100% RPS scenarios 

are feasible in Central and South America (Barbosa et al. 2017), Eurasia (Bogdanov 

& Breyer, 2016), North-East Asia (Bogdanov & Breyer, 2016) and Sub-Saharan 

Africa (Barasa et al., 2016) if these four key strategies are implemented: (1) high 

voltage direct current transmission lines interconnecting electric grids over a large 

region to flexibly exchange electricity; (2) a portfolio of variable and dispatchable 

generation resources,  including solar PV, solar CSP, wind, hydropower, biomass, 

waste-to-energy and geothermal; (3) a portfolio of energy storage resources, 

including batteries, pumped hydro storage, compressed air storage and power to 

gas; and (4) coupling electricity with other energy sectors, such as transportation, 

heat and desalination. 
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It is important to note that my 100% RPS simulation in NE Brazil considers 

only the wind, solar and hydroelectric resources available in NE Brazil.  My results 

indicate that if an average of 12.6% of load can be flexibly imported, and an average 

of 23.0% of generation can be flexibly exported, that load and generation can be 

systemically balanced in a 100% scenario in NE Brazil without considering the 

additional generation, storage and energy sector coupling strategies that were 

considered by the previous 100% renewable energy studies for Brazil and multi-

country super grids. 

It is also important to note that this study does not simulate the sub-hourly 

distribution level and local scale system dynamics, such as harmonic distortion and 

flicker, which are significantly affected by VRE (Ackermann, 2005).  However, the 

simulation modeling does consider the acceptable ranges of voltages, frequencies 

and power flows at the transmission level. 

The 100% RPS scenarios were validated using the same process as described 

in the system validation subsection of the Plexos methodology, including verifying 

that generators were dispatched according to its constraints.  In addition, the 

hydroelectric reservoir initial fill levels, inflow, release and final fill levels were 

checked in detail to make sure the system operated within defined constraints.  

Dump and unserved energy were also checked to ensure that generation plus 

unserved load minus dump energy equals total load, and that total load equals 

system load (electricity demand) plus pumped hydroelectric storage load. 
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7.3.2 Health and climate impacts valuation 

While a 100% RPS electricity grid has greater capacity, storage and load balancing 

requirements than a 30% VRE penetration (2030 HT) and a 45% VRE penetration 

(2030 HR), there are substantial health and climate benefits.  The following section 

compares the health and climate benefits of transitioning from the 2015 BC to the 

2030 HR, 2030 HT and 2030 100% RPS scenarios.  

Table 7.13 displays the changes in premature mortality and hospital 

admissions for each region in each scenario.  Moving to a 100% RPS scenario from 

the 2015 BC decreases premature mortality by approximately 37 deaths and 951 

hospital admissions per year.   The 100% RPS scenario cuts approximately 21 

deaths and 548 hospital admissions more than the 2030 HR scenario per year.  

Similarly, the 100% RPS scenario cuts approximately 55 deaths and 1,487 hospital 

admissions more than the 2030 HT scenario per year. 

A key takeaway from modeling the three most densely populated regions in 

NE Brazil is that health impacts can vary widely between regions for a given 

scenario.  For example, moving to a 100% RPS scenario in 2030 will cut 

approximately 3 premature deaths in the Salvador region and 20 in the Recife 

region.  This is primarily due to fossil fuel generators in different regions being 

dispatched at different frequencies, as well as the proximity of emissions to dense 

populations and the meteorological conditions that influence the transportation of 

emissions between regions.  Also, notice how the health benefits are positive for 

each region in the 2030 HR and 2030 100% RPS scenarios, and negative for each 

region in the 2030 HT scenario.    
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Table 7.13.  Disease incidence changes by scenario (reduction of cases/yr) 

Region/health endpoint 

2030 HR 

(reduction/yr) 

2030 HT 

(reduction/yr) 

2030 100% RPS 

(reduction/yr) 

Fortaleza    

Mortality, All Causes  6.98   (6.98)  13.42  

Mortality, Infant  0.04   (0.06)  0.09  

Hospital Admissions, 

Respiratory 
 65.24   (83.70)  127.51  

Hospital Admissions, 

Cardiovascular 
 129.54   (166.16)  253.19  

Recife    

Mortality  7.45   (8.61)  20.27  

Infant Mortality  0.04   (0.05)  0.12  

Hospital Admissions, 

Respiratory 
 61.70   (73.83)  168.16  

Hospital Admissions, 

Cardiovascular 
 122.52   (146.57)  333.90  

Salvador    

Mortality  0.95   (2.66)  2.76  

Infant Mortality  0.01   (0.02)  0.02  

Hospital Admissions, 

Respiratory 
 7.88   (22.04)  22.85  

Hospital Admissions, 

Cardiovascular 
 15.65   (43.77)  45.37  

Total Mortality 

(reduction/yr) 
 15.48   (18.37)  36.68  

Total Hospital Admissions 

(reduction/yr) 

 402.54   (536.07)  950.97  

 

Table 7.14 presents the monetary valuation of health outcomes for each 

region in each scenario.  Similar to changes in disease incidence, the health benefits 

are positive when moving from the 2015 BC to the 2030 HR and 2030 100% 

scenarios, and negative when moving to the 2030 HT scenario. 
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Table 7.14.  Monetary valuation of health outcomes 

Region/health endpoint 

2030 HR (million 

U.S. 2015$/yr) 

2030 HT (U.S. 

million 2015$/yr) 

2030 100% RPS 

(million U.S. 

2015$/yr) 

Fortaleza - - - 

Mortality, All Causes  52.6   (52.6)  101.2  

Mortality, Infant  0.3   (0.4)  0.7  

Hospital Admissions, 

Respiratory 
 0.6   (0.8)  1.2  

Hospital Admissions, 

Cardiovascular 
 1.8   (2.3)  3.5  

Recife  -     -     -    

Mortality  56.1   (64.9)  152.8  

Infant Mortality  0.3   (0.4)  0.9  

Hospital Admissions, 

Respiratory 
 0.6   (0.7)  1.6  

Hospital Admissions, 

Cardiovascular 
 1.7   (2.0)  4.6  

Salvador  -     -     -    

Mortality  7.2   (20.1)  20.8  

Infant Mortality  0.04   (0.1)  0.1  

Hospital Admissions, 

Respiratory 
 0.1   (0.2)  0.2  

Hospital Admissions, 

Cardiovascular 
 0.2   (0.6)  0.6  

Total Hospital Admissions 

(2015$/yr) 
 5.0   (6.7)  11.8  

Total Mortality (2015$/yr)  116.7   (138.5)  276.4  

Total Health Benefits 

(2015$/yr) 
 121.7   (145.2)  288.2  

 

When the three most densely populated regions of NE Brazil are considered, 

moving to a 100% RPS scenario yields approximately US$166.5 million per year in 
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health benefits more than the 2030 HR scenario, and approximately US$433.4 

million per year in health benefits than the 2030 HT scenario.  To highlight the 

regional variation of health benefits in the 2030 100% RPS scenario, the health 

benefits are approximately 4.9 times greater in Fortaleza than Salvador, and 7.4 

times greater in Recife than Salvador. 

Health externalities are caused by local and regional pollutants, and as 

shown in this dissertation, their impact depends on the on the time and place they 

are emitted.  On the other hand, climate impacts are caused by global pollutants, 

whose impact do not depend on where they are emitted.  The CO2 emissions are 

therefore presented as annual electric grid emissions. 

 

Table 7.15.  CO2 emissions valuation per scenario 

Carbon costs 2015 BC  2030 HR  2030 HT  

2030 100% 

RPS  

CO2 emissions 

(million metric 

ton/yr) 

 20.1   24.2   48.4  0 

Low estimate 

(million US$/yr) 
 1,005   1,210   2,420  0 

High estimate 

(million US$/yr) 
 2,010   2,420   4,840  0 

 

The annual electric grid CO2 emissions were simulated for each scenario in 

Plexos.  The CO2 emissions were then valued by multiplying the number of tons of 

CO2 emitted annually by US$50 per metric ton of CO2, which is the lowest value in 

carbon price range of US$50-100 per metric ton of CO2, as recommended by the 
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High-Level Commission on Carbon Prices (Stiglitz et al., 2017).  Table 7.15 displays 

the annual CO2 emissions and monetary valuation of climate benefits per scenario.  

 While CO2 emissions increase from the 2015 BC to the 2030 HR and 2030 HT 

scenarios, there are no CO2 emissions in the 2030 100% RPS scenario.  This 

indicates that moving from the 2015 BC with 30% VRE to the 2030 HR with 45% 

VRE will not reduce CO2 emissions, due to a 4.77% average annual energy demand 

increase and an expansion of natural gas generators to help balance load and 

generation.  This implies that in order to reduce CO2 emissions, no new thermal 

generators can be added to the energy mix unless they are replacing less efficient 

generators, and existing generators must be decommissioned or at least dispatched 

less frequently. 

 

Table 7.16.  Climate benefits per scenario transition 

Climate benefits  

2015 BC  2030 

HR  

2015 BC  2030 

HT 

2015 BC  2030 

100% RPS  

CO2 emissions (million 

metric ton/yr) 
 4.1   28.3   (20.1) 

Low estimate (million 

US$/yr) 
 (205)  (1,415)  1,005  

High estimate (million 

US$/yr) 
 (410)  (2,830)  2,010  

 

Table 7.16 presents the climate benefits of moving from the 2015 BC to the 

2030 HR, 2030 HT and 2030 100% RPS scenarios.  While moving to the 2030 HR 

and 2030 HT scenarios increase CO2 emissions, which cause negative climate 
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benefits, moving to the 2030 100% RPS scenario reduces CO2 emissions and yields 

climate benefits between $US1,005 – 2,010 million per year.  

The total value of moving to the 2030 100% RPS scenario over the 2030 HR and 

2030 HT scenarios is the difference between their climate benefits.  Therefore, 

moving to the 2030 100% RPS scenario instead of the 2030 HR scenario (45% VRE) 

would yield between US$1.21 - 2.42 billion per year in climate benefits.  Similarly, 

moving to the 2030 100% RPS scenario instead of the 2030 HT scenario (30% VRE) 

yields between $2.42 and $4.84 billion per year in climate benefits.  
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8 Conclusions 

8.1 The health benefits and control costs of tightening PM standards 
 
To my knowledge, this study is the first to model hourly electricity grid dispatch for 

an entire year to better estimate emissions and health impacts from power plants.  

Compared to existing studies, I also went a step further by comparing the value of 

expected health benefits from tightening PM emission standards with the control 

costs required to achieve those benefits. 

My new methodology improves on previous studies by using more advanced 

models, considering power dispatching to the grid, employing higher temporal and 

spatial resolution over a relatively wide area during a whole year, and using a new 

integrated exposure-response model with updated valuation methods.  Although the 

key driver of our results compared to older studies (e.g., see Krupnick and Portney 

1991; Lopez et al., 2005; Palmer et al., 1995; Pervin et al., 2008) is the higher value 

of a statistical life (VSL), decreasing the VSL would not change the conclusions: the 

mere benefit of avoiding PM-related illnesses leading to hospital admissions would 

exceed emission control costs by a factor of at least 5 in Scenario 1 and Scenario 2. 

The benefit-cost ratio is 101 when moving from a moderate to a relatively 

low emission standard (Scenario 2), which is even greater than the benefit-cost ratio 

of 58 that results when moving from a high to a low standard (Scenario 1), because 

the relative risk of disease incidence per increase in μg/m3 PM2.5 is greater at low 

exposure than high exposure (Burnett et al., 2014).  Moving from a relatively low to 



 

 
 

244 

a very low standard (Scenario 3) also has a high benefit-cost ratio of 50, despite the 

higher emission control costs per ton.   

These results are noteworthy because the ambient PM concentrations in NE 

Brazil are below the WHO guidelines.  They suggest that a strong case can be made 

to clean up the PM emissions of coal power plants not only in heavily polluted areas 

but also in relatively clean environments, including in developing countries. 

Furthermore, it is important to note that the range of expected health 

benefits we report is conservative for at least two reasons.  First, I did not account 

for secondary PM, although its impact is likely quite substantial (Behera and 

Sharma, 2010), because modeling secondary PM is currently much more involved.  

Second, I was not able to consider mortality induced by PM exposure in people aged 

1 to 25 years because of data limitations.  These expansions are left for future work. 

Tightening standards alone is not sufficient; the standards must also to be 

enforced.  This is especially challenging when open emission monitoring data are 

rarely available at the plant level, which is the case in many developing countries 

(Guttikunda and Jawahar, 2014). In Brazil, regulatory agencies in different states 

have different levels of resources, monitoring policies and enforcement strategies; 

however, it seems that Brazilian firms are responsive to regulatory pressures, 

despite different starting points, paces of change and relationships with regulators 

(Barton et al., 2000).  It is likely that NE Brazil will gain the health benefits of low PM 

emission standards for coal power plants because BNDES provided funding to build 

the coal power plants in NE Brazil under the contingency that they adhere to a PM 

emission standard of 0.36 g/kWh, as modeled in Scenario 2.  
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In future work, it would be of interest to apply this methodology to other 

areas with different PM standards, ambient PM2.5 concentrations, population 

densities, terrain, meteorological conditions and mixes of power plants; as well as to 

model secondary PM.  In addition, other pollutants could be modeled jointly with 

PM to analyze the benefits and costs of joint standards. 

Coal power plants will likely play an important role until the emergence of 

more cost-effective storage systems that can provide reliable base loads from 

renewable energy plants.  However, the substantial difference between health 

benefits and control costs presented in this study make strong arguments for 

tightening the emission standards of coal power plants worldwide to improve local 

and regional air quality. 

 

8.2 Health, climate and electricity grid tradeoffs of high VRE penetrations 
 
Electricity demand is increasing in most countries, and understanding the tradeoffs 

between different energy infrastructure expansion paths will provide national 

energy planning organizations with insights to design and deploy more beneficial 

energy expansion plans.  This study establishes a methodology to assess three key 

tradeoffs: health, climate and electric grid storage and stability. 

 If NE Brazil transitions a 45% VRE (2030 HR scenario) instead of a 30% VRE 

(2030 HT scenario) in 2030, the required system capacity will be approximately 

29% greater and the pumped storage load will be approximately 50% greater.  The 

45% VRE scenario also has a greater dump energy requirement than the 30% VRE, 

which is approximately 4.6% of load. However, there are compelling health benefits 
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of at least US$267 million/yr and climate benefits of at least US$1.2 billion/yr 

incentivizing a 45% VRE (2030 HR) instead of a 30% VRE (2030 HT).  

The range of expected health and climate benefits in this study is conservative 

for at least three reasons.  First, I did not account for secondary PM in estimating 

health impacts, although its impact is likely quite substantial (Behera & Sharma, 

2010; López et al., 2005), because modeling secondary PM is currently much more 

involved.  Second, I did not consider health impacts outside of the Fortaleza, Recife 

and Salvador regions, nor the mortality induced by PM exposure in people aged 1 to 

25 years, because of data limitations.  Third, the climate benefits are estimated at 

the lowest value (US$50/ton CO2) of the recommended carbon price range of US$50 

– 100 per metric ton of CO2 (Stiglitz et al., 2017). 

Interestingly, the monetary value of climate benefits is 4.5 times greater than 

the health benefits when looking at the difference between the 2030 HR and 2030 

HT scenarios.  This is in part due to the valuation techniques that were chosen.  For 

example, if the climate benefits were valued at $10/ton CO2 instead of $50/ton CO2, 

the climate and health benefits would have a similar value.   

Although PM10 emissions decrease by 39.2% when moving from the 2015 BC 

with 30% VRE to the 2030 HR scenario with 45% VRE, CO2 emissions increase by 

20.4%. The reduction in PM10 emissions is achieved by replacing oil generator 

dispatch with natural gas, however adding new natural gas power plants to meet 

higher load balancing and electricity demand requirements increased overall fossil 

fuel generation and CO2 emissions.  This suggests that constructing new natural gas 

power plants cannot be relied on to meet additional load balancing and higher 
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energy demand requirements, unless they are replacing less efficient fossil fuel 

generators, if progress is to be made towards meeting climate goals. 

The inability to rely on new natural gas power plants to balance load and 

generation incentivizes investment in dispatchable renewable energy and energy 

storage resources, as well as interconnecting electricity grids and coupling 

electricity with other energy sectors to balance load and generation (Barbosa et al., 

2016).  When considering investing in additional renewable energy, storage and 

interconnection resources, the question that inevitably arises is, is it worth it?  This 

study shows that there health and climate benefits that total at least US$1.5 

billion/yr when moving to a 45% VRE over a 30% VRE.  If the health and climate 

benefits outweigh the additional generation and storage costs, then investing in 

higher renewable energy penetrations to address air quality and climate 

externalities is worthwhile from a social perspective.    

If investing in higher renewable energy penetrations to address air quality and 

climate externalities is worth it, then it is possible a 100% renewable electricity grid 

is an optimal solution.  Another key reason to explore the tradeoffs of different 

shares of renewables leading up to a 100% RPS electricity grid is that global energy 

demand is projected to increase by 60% from 2010 to 2040 (Leahy et al., 2013), 

while at the same time most countries are committing to substantial GHG reductions 

(United Nations, 2015).   

Key future work includes comparing an economic cost analysis of the greater 

electric system capacity, storage and load balancing requirements with the health 

and climate benefits to determine the benefit-cost ratio of addressing air quality and 
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climate goals through higher VRE penetrations.  To assess the feasibility of high VRE 

penetrations, sub-hourly electricity distribution modeling should be done at the 

local level to determine the distribution system upgrades required to control local 

issues such as voltage and frequency control, and harmonic distortion and flicker 

(Krauter, 2005; Borba et al., 2012).   

Developing a replicable methodology that could be used to determine the 

optimal VRE and total renewable penetration for any country, accounting for 

electricity system, health and climate costs and benefits would be one way to 

maximize the benefit-cost ratio of addressing air quality and climate goals.  This 

insight will empower national energy planning organizations to design policy and 

electricity infrastructure expansion plans that provide the highest benefit to society. 

 

8.3 The tradeoffs of high VRE and a 100% RPS electricity grid in NE Brazil 

A 100% RPS electricity grid in NE Brazil in 2030 would yield at least US$433 

million/yr in health benefits and at least US$2.5 billion/yr in climate benefits as 

compared to a 30% VRE (2030 HT scenario) infrastructure.  However, relying only 

on wind, solar PV and hydroelectric resources would require the ability to flexibly 

import and export substantial portions of demand and generation; otherwise 

additional types of renewable generation, storage and load balancing technology 

would need to be deployed. 

While 12.6% of load was not met and 23.0% of generation could not be used 

(due to hourly mismatches between VRE generation and system load) in the 2030 

100% RPS scenario, it is important to highlight that scenario considers only the 



 

 
 

249 

wind, solar and hydroelectric technology options that were operational in NE Brazil 

in 2015, along with the ability to increase the installed capacity of each technology 

to its full potential.  Additionally, the NE Brazil electric system was simulated as an 

individual electricity grid, although it is part of Brazil’s S2 electricity subsystem, 

which comprises the North and Northeast electricity grids.  

The extent to which NE Brazil could import and export electricity based on 

hourly demands is the extent to which load and generation would be balanced in the 

NE Brazil in the 2030 100% RPS scenario.  NE Brazil’s net imports were on average 

2,389 MW in 2013, which was the year with the highest average imports from 2001 

to 2014.  This is approximately 10.8% of the average load of 22,210 MW in the 2030 

load profile (Operador Nacional do Sistema Eletrico, 2015).  

 These results suggest that when there is not enough hydroelectric capacity to 

balance load and generation in a 100% RPS scenario, additional technologies and 

strategies are required. These technologies and strategies include: (1) high voltage 

direct current transmission lines for interconnecting electricity grids to flexibly 

import and export electricity; (2) dispatchable renewable energy, including solar 

CSP with thermal storage, biomass and biogas, and hydrogen fuel cells; (3) energy 

storage options, including batteries, compressed air storage, thermal storage and 

power-to-gas, and (4) coupling the electricity sector with other energy sectors like 

transportation, industrial heat and desalination (Barbosa et al. 2017; Bogdanov & 

Breyer, 2016a; Bogdanov & Breyer, 2016b; Gulagi et al. 2017).  Two previous 

studies found that by deploying these four strategies, a 100% renewable electricity 

grid in Brazil is technically feasible (Barbosa et al., 2016; Gils et al., 2017). 
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Results from this dissertation support the importance of implementing these 

strategies to make a 100% RPS electricity grid feasible.  For example, if NE Brazil 

could import electricity in a manner that matches to the hourly unserved load 

profile, which averages 12.6% electricity demand, as well as export electricity in a 

manner equivalent to the hourly dump energy profile, which averages 23.0% of 

generation, then load and generation would be balanced at a system level in the 

100% RPS scenario.  This makes a compelling case for developing high voltage 

direct current transmission lines connecting electricity grids in Brazil, because 

currently there is just one alternating current 500kV transmission line connecting 

the North/Northeast and South/Southeast electricity subsystems (see Figure 2.2).   

This dissertation suggests that if the health and climate benefits from 

transitioning to a 100% RPS scenario are greater than the additional system 

capacity, storage and load balancing costs, then a 100% RPS scenario could be 

preferable for Brazil.  It is important to note that the estimated health and climate 

benefits are conservative for a few reasons. First, secondary PM formation was not 

modeled, which can be substantial (Behera and Sharma, 2010).  Additionally, the 

health impacts outside of the Fortaleza, Recife and Salvador regions, as well as the 

deaths of persons 1 to 25 years old were not included due to data limitations.  The 

climate benefits were conservatively priced at the lowest value of the recommended 

carbon price range of at least US$50-100 per ton of CO2 (Stiglitz et al., 2017).   

Valuable future work includes understanding the extent to which 

interconnecting electricity grids and coupling energy sectors can support flexible 

importing and exporting of electricity based on hourly demand to balance load and 
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generation at the system level.  The role that distribution scale modeling, such as 

controlling frequency and voltage as well as harmonic distortion and flicker, in 

100% RPS scenarios must also be explored before designing national and regional 

transitions to fully integrated renewable energy systems.   

This dissertation illustrates the importance of coupling the economic analysis 

of electricity system costs with an analysis of health and climate benefits in regional, 

national and multi-national energy planning.  Indeed, the sum of health and climate 

benefits of moving to a 100% RPS scenario is on the order of US$2-3 billion per year.  

The sheer magnitude of health and climate benefits, even in a region like NE Brazil 

where ambient PM concentrations below WHO guidelines (U.S. Environmental 

Protection Agency, 2017a; World Health Organization, 2017), strongly suggests that 

both an economic analysis and a health and climate benefits analysis are necessary 

to determine an optimal energy infrastructure expansion plan for all countries.  A 

process to implement the health and climate benefits analysis presented in this 

dissertation into existing national energy planning is needed to optimize the 

evolution of energy infrastructures and their impact on public health and the Earth’s 

climate. 
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