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(3 + 1)-D viscous hydrodynamics at finite net baryon density: Identified particle spectra, anisotropic
flows, and flow fluctuations across energies relevant to the beam-energy scan at RHIC

Xiang-Yu Wu ,1,* Guang-You Qin ,1,† Long-Gang Pang,1,‡ and Xin-Nian Wang1,2,§

1Institute of Particle Physics and Key Laboratory of Quark and Lepton Physics, Ministry of Education,
Central China Normal University, Wuhan 430079, China

2Nuclear Science Division, Lawrence Berkeley National Laboratory, Berkeley, California 94720, USA

(Received 16 July 2021; accepted 11 March 2022; published 29 March 2022)

To study the bulk properties of quark-gluon plasma produced at beam-energy scan (BES) energies at the
Relativistic Heavy Ion Collider (RHIC), we extend the (3 + 1)-dimensional viscous hydrodynamics CLVISC to
include net baryon number conservation and Israel-Stewart–like equations for baryon diffusion with the NEOS-
BQS equation of state, fluctuating initial conditions from the Monte Carlo Glauber model and the afterburner
SMASH. This integrated framework is shown to provide a good description of identified particle spectra, mean
transverse momenta, and anisotropic flows for different centralities and over a wide range of collision energies
(7.7–62.4 GeV). It is found that the mean momenta of identified particles and anisotropic flows increase mildly
with the collision energy due to larger radial flow. We further compute the multiple-particle cumulant ratio
v2{4}/v2{2} of elliptic flow across BES energies, and find that the relative fluctuations of elliptic flow are
insensitive to the collision energy, consistent with the preliminary STAR data. Our model provides a benchmark
for understanding the RHIC-BES data and studying the critical properties and phase structure of hot and dense
QCD matter.

DOI: 10.1103/PhysRevC.105.034909

I. INTRODUCTION

Quark gluon plasma (QGP), a novel state of matter con-
sisting of deconfined quarks and gluons, can be created under
extreme temperature and density environments, such as col-
liding heavy nuclei at ultrarelativistic energies at the Large
Hadron Collider (LHC) and the Relativistic Heavy-Ion Col-
lider (RHIC). The exploration of such hot and dense QCD
matter is one of the most important objectives of high-energy
nuclear physics. Numerical simulations from lattice QCD
have demonstrated that the transition from QGP to hadronic
phase is a rapid smooth crossover at vanishing baryon den-
sity and high temperature [1,2]. In baryon-rich regions at
low collision energies, lattice QCD, however, is not effective
due to the famous sign problem. Various theoretical models
have predicted a first-order transition at large values of the
baryon chemical potential [3,4]. This indicates the existence
of a critical point between the crossover and the first-order
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phase transition in the phase diagram. In fact, one of the main
purposes of beam-energy scan (BES) experiments performed
at RHIC is to locate the critical point and explore the phase
diagram of QCD [5–8].

Experiments have observed many important evidences
for the formation of QGP, one of which is strong collec-
tive anisotropic flows which lead to azimuthal asymmetry
in the final-state hadron momentum distribution. Relativistic
hydrodynamics has been very successful in describing the
space-time evolution of QGP and in explaining the observed
anisotropic collective flow phenomena [9–20]. Due to the
strong interaction among QGP constituents, the initial geo-
metric anisotropies of the fireball are translated into final-state
momentum anisotropies of soft hadrons [21–30]. One of the
main findings from heavy-ion experiments at RHIC and the
LHC is that the produced QGP behaves like a nearly perfect
fluid with extremely low ratio of shear viscosity and entropy
density [31–34].

The framework of relativistic viscous hydrodynamics has
provided a powerful tool to study the bulk observables, such
as high-order anisotropic flows, flow fluctuations [35,36], flow
correlations [37–42], and even collective flows in small colli-
sion systems [43–52], at RHIC top energies and at the LHC
energies where the net baryon density is nearly vanishing.
However, in heavy-ion collisions at the BES low energies,
the assumption of vanishing baryon chemical potential is not
valid any more. The evolution of conserved baryon current
needs to be included, since the baryon diffusion has strong
effects on the spectra, elliptic flow, and rapidity distribution
of baryons and antibaryons [53,54]. In addition, two nuclei
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have finite overlap time to interact with each other at low
collision energies. This means that the preequilibrium stage
[53,55,56] and the longitudinal dynamics are more important
for understanding the evolution of the full collision system
[57–59]. On the other hand, the equation of state (EOS) has
to take into account the finite baryon density in order to
consistently close the equations of motion of the fluid. During
the last few years, several models have been developed to take
into account these issues and perform realistic hydrodynamics
simulation at finite baryon density [54,59–64].

In this paper, we present a new integrated event-by-event
framework by extending the (3 + 1)-dimensional CLVISC vis-
cous hydrodynamics to include finite net baryon density with
the NEOS-BQS equation of state, fluctuating initial conditions
from the Monte Carlo Glauber model and the afterburner
SMASH [65]. CLVISC is the most advanced event-by-event
viscous hydrodynamics with parallelization of both a hydro-
dynamic equation solver and Cooper-Frye particlization on
graphics processing units (GPUs) using OPENCL languages
[17]. It has been widely used in the literature, such as the
recent work by JETSCAPE [66]. Due to the acceleration of
GPUs, CLVISC is one of the fastest viscous hydrodynamics
codes in the field. This makes it possible to develop the
COLBT-hydro model which can simulate the evolution of jets
and QGP and their interaction concurrently (see, e.g., [67]).
The extension of CLVISC to the finite net baryon number
density region is an important step forward for studying a
lot of important physics at BES energies, such as collec-
tivity, vorticity and polarization, jet-medium interaction, etc.
In this paper, we apply our integrated framework to study
the collectivity of the QGP produced in heavy-ion colli-
sions at RHIC-BES energies. The centrality and beam-energy
dependences of identified particle spectra, mean transverse
momenta, anisotropic flows, and the relative fluctuations of
elliptic flow are studied in detail.

The paper is organized as follows. In Sec. II, we extend the
event-by-event (3 + 1)-dimensional viscous hydrodynamics
model CLVISC [17] to include the evolution equations of net
baryon conservation and dissipative baryon current. The setup
for the three-dimensional fluctuating Monte Carlo Glauber
initial condition model is presented. The NEOS-BQS equa-
tion of state [68,69], the freeze-out and particlization, and the
SMASH [65,70–73] afterburner are also briefly introduced. In
Sec. III, we present our numerical results for the centrality and
collision energy dependences of identified particle spectra,
anisotropic flows, and flow fluctuations in Au + Au collision
at BES energies (7.7–62.4 GeV). Section IV contains our
summary.

II. EVENT-BY-EVENT (3 + 1)-DIMENSIONAL
HYDRODYNAMICS CLVISC AT FINITE NET

BARYON DENSITY

In this section, we will describe various components in our
integrated event-by-event (3 + 1)-dimensional hydrodynam-
ics model CLVISC at finite net baryon density, including the
Monte Carlo Glauber initial conditions, the viscous hydrody-
namic evolution, the equation of state, the freeze-out, and the
hadronic transport model SMASH.

A. Initial condition

In this paper, we use the Monte Carlo Glauber model to
provide initial conditions for the hydrodynamic evolution.
The local entropy density s(x, y, ηs) and local baryon density
n(x, y, ηs) at the initial proper time τ0 are obtained according
to the following expressions [53]:

s(x, y, ηs) = K

τ0

[
Hs

P(ηs)sP(x, y) + Hs
T (ηs)sT (x, y)

]
, (1)

n(x, y, ηs) = 1

τ0

[
Hn

P (ηs)sP(x, y) + Hn
T (ηs)sT (x, y)

]
, (2)

where sP(x, y) and sT (x, y) are the entropy densities in the
transverse plane produced from the projectile and target nu-
clei; Hs

P(ηs), Hs
T (ηs), Hn

P (ηs), and Hn
T (ηs) are longitudinal

envelope functions which describe the rapidity dependences
for the initial entropy density and baryon number den-
sity associated with projectile and target nuclei; K is the
scale factor to control the magnitude of initial entropy;
and τ0 is the initial proper time for the hydrodynamic evolu-
tion. Since the Lorentz contraction is smaller at low collision
energies, the time for two nuclei to pass each other is larger.

One may estimate the overlap time as τoverlap = 2R
sinh(ybeam ) ,

where R denotes the radius of the nucleus and ybeam repre-
sents the beam rapidity. In this paper, we do not include the
preequilibrium stage, which becomes more important in lower
collision energies [74]. To compensate some effects from the
preequilibrium evolution, we choose the initial proper time
τ0 of hydrodynamics evolution to be larger than the overlap
time τoverlap of two nuclei so that the system has more time to
approach the local equilibrium before hydrodynamics starts.

As for the entropy density sP/T (x, y) in the transverse
plane, it is the sum of the Gaussian smearing functions over all
the participating projectile and target nucleons in the Monte
Carlo Glauber model:

sP/T (x, y) =
P/T∑

i

1

2πσ 2
r

exp
−(xi − x)2 − (yi − y)2

2σ 2
r

, (3)

where (xi, yi ) is the transverse position of the participant nu-
cleon and σr is the transverse Gaussian smearing width (we
take σr = 0.5 fm). The longitudinal envelope functions Hs

P/T
and Hn

P/T are parametrized as follows:

Hs
P/T (ηs) = θ (ηmax − |ηs|)

(
1 ± ηs

ybeam

)[
θ
(
ηs

0 − |ηs|
)

+ θ (|ηs| − ηs
0) exp

((|ηs| − ηs
0

)2

2σ 2
s

)]
, (4)

Hn
P/T (ηs) = 1

N

[
θ
(
ηs − ∣∣ηn

0;P/T

∣∣) exp

(
−

(
ηs − ηn

0;P/T

)2

2σ 2
n;P/T

)

+ θ
(∣∣ηn

0;P/T

∣∣ − ηs
)

exp

(
−

(
ηs − ηn

0;P/T

)2

2σ 2
n;T/P

)]
.

(5)

The parameters in the above envelope functions are fixed
by comparing to the final rapidity distributions of charged

034909-2



(3 + 1)-D VISCOUS HYDRODYNAMICS AT FINITE NET … PHYSICAL REVIEW C 105, 034909 (2022)

hadrons. Table I shows all the parameters used in the Monte
Carlo Glauber model for initial conditions in Au + Au colli-
sions at different collision energies. Note that in this paper for
each collision energy the centrality is classified according to
the impact parameter. For each centrality class, we perform
500 event-by-event hydrodynamic simulations. In this paper,
we set the initial flows in the transverse and space-time rapid-
ity directions to be zeros, i.e., Ux = Uy = Uηs = 0.

B. Viscous hydrodynamics

To take into account the effect of finite net baryon density
at RHIC-BES energies, our integrated event-by-event CLVISC

framework includes both energy-momentum and baryon num-
ber conservation:

∇μT μν = 0, (6)

∇μJμ = 0, (7)

where ∇μ represents the covariant derivative operator in the
Melin coordinate. The energy-momentum tensor T μν and net
baryon current Jμ take the following form:

T μν = eU μU ν − P�μν + πμν, (8)

Jμ = nU μ + V μ, (9)

where e is the energy density, U μ is the flow velocity, P is the
pressure, �μν = gμν − U μU ν , πμν is the shear-stress tensor,
n is the net baryon density, and V μ is baryon diffusion current.
In this paper, we follow a few recent studies [53,57,59,64] and
neglect the bulk viscosity in the evolution equations for the
sake of simplicity and saving the computing time. We would
like to point out that the bulk viscosity does have important
effects on the medium evolution, especially near the region of
the phase transition. It will typically reduce the radial flow of
the bulk matter as shown by several previous studies at the
LHC energies [75,76]. In order to compensate the effect of
bulk viscosity on the radial flow, we have adjusted the initial
proper time τ0 to reproduce the final charged particle mean
transverse momenta 〈pT 〉. The inclusion of the bulk viscosity
in the evolution equations will be left for a future study. The
dissipative currents πμν and V μ are evolved according to the
following Israel-Stewart–like equations [53]:

�
μν
αβDπαβ = − 1

τπ

(πμν − ηvσ
μν ) − 4

3
πμνθ − 5

7
πα<μσ ν>

α

+ 9

70

4

e + P
π<μ

α πν>α, (10)

�μνDVν = − 1

τV

(
V μ − κB

μ� μB

T

)
− V μθ − 3

10
Vνσ

μν,

(11)

where θ is the expansion rate, σμν is the symmetric shear
tensor, and ηv and κB are the transport coefficients for the
evolution of shear tensor and baryon diffusion current. In
this paper, we consider the specific shear viscosity Cηv

and
baryon diffusion coefficient κB as model parameters, which

TABLE I. The parameters for a three-dimensional Monte Carlo
Glauber model for initial conditions.

√
sNN (GeV) K τ0 (fm) σs (fm) ηs

0 σn;P σn;T ηn
0;P/T

7.7 7.67 3.6 0.3 0.9 0.07 0.7 1.05
14.5 9.22 2.2 0.3 1.15 0.14 0.81 1.4
19.6 10.22 1.8 0.3 1.3 0.14 0.85 1.5
27 10.35 1.4 0.3 1.6 0.14 1.06 1.8
39 10.35 1.3 0.3 1.9 0.14 1.13 2.2
62.4 10.8 1.0 0.3 2.25 0.14 1.34 2.7

are related to ηv and kB as follows:

Cηv
= ηvT

e + P
, (12)

κB = CB

T
n

[
1

3
cot

(μB

T

)
− nT

e + P

]
. (13)

One can see that the specific shear viscosity Cηv
reduces to

ηv/s for zero net baryon density n = 0 (used at top RHIC and
LHC energies). In this paper, we set Cηv

= 0.08 and CB = 0.4
as constants for all collision energies. The relaxation times are
chosen as τπ = 5Cηv

T and τV = CB
T .

To solve the hydrodynamic conservation and dissipation
equations numerically, the Kurganov-Tadmor (KT) algorithm
[12,17,77,78] with second-order Runge-Kutta method is uti-
lized to obtain the dynamical evolution of local macroscopic
thermodynamic quantities (energy density e, net baryon den-
sity n, and flow velocity U μ). The KT algorithm is a finite
volume method with the advantages of small numerical vis-
cosity and clear physical interpretation; the change of average
conserved quantities in a cell is determined by the flux at
the cell interfaces. In order to keep numerical stabilities
when solving the dissipative hydrodynamics equations, we
compare, at each cell, the maximum components of shear
tensor πμν and baryon diffusion current qμ to the ideal
parts of energy-momentum tensor and net baryon current.
If max(|πμν |) > T ττ

ideal or max(|V μ|) > Jτ
ideal, we locally set

πμν = 0 or V μ = 0. Since the cells that need regulations are
usually located at the dilute region, such treatment should not
affect the major part of medium evolution.

To close the equations of motion for the relativistic hydro-
dynamics, the equation of state of the QCD medium has to
be supplied. Several models have implemented the first-order
phase transition and the critical point in equations of state
[79]. In this paper, we use the NEOS-BQS equation of state
[68,69]. NEOS-BQS is based on the lattice QCD simulation at
high temperature and vanishing net baryon density, and uti-
lizes the Taylor expansion method to construct the equation of
state at finite net baryon density. At lower energy density,
it matches the hadron gas equation of state via a smooth
crossover.

C. Particlization and afterburner

When the local energy density drops below the freeze-out
energy density (we set efrz = 0.4 GeV/fm3), the Cooper-Frye
formula is used to obtain the momentum distribution of parti-
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cles:

dN

dY pT d pT dφ
= gi

(2π )3

∫


pμdμ feq(1 + δ fπ + δ fV ).

(14)

In the above equation, gi is the degeneracy for identified
hadrons; dμ is the hypersurface element which is deter-
mined from the Cornelius routine [80]; feq, δ fπ , and δ fV
are thermal equilibrium distribution and out-of-equilibrium
corrections, which take the following forms:

feq = 1

exp [(pμU μ − BμB)/Tf ] ± 1
, (15)

δ fπ (x, p) = [1 ± f eq(x, p)]
pμ pνπ

μν

2T 2
f (e + P)

, (16)

δ fV (x, p) = [1 ± f eq(x, p)]

(
n

e + P
− B

U μ pμ

)
pμVμ

κB/τV
, (17)

where Tf is the chemical freeze-out temperature, μB is the
net baryon chemical potential, B is the baryon number for the
identified baryon, and n is the local net baryon density. Note
that the above forms of the out-of-equilibrium corrections δ fπ
and δ fV are derived from the Boltzmann equation via relax-
ation time approximation [81]. Due to nonzero net baryon
density, Tf and μB are different for each hypersurface cell.
This will lead to different particle density when particles are
sampled in the comoving frame of the fluid. Note that the
thermodynamic variables on the hypersurface are calculated
in terms of the SMASH hadron resonance gas EOS to be
consistent with particle species in SMASH. In this paper, we
follow a few recent studies [17,20,58,82] and use the Monte
Carlo method to sample the positions and momenta of thermal
hadrons according to the Cooper-Frye formula. We use a step
function θ ( feq + δ fπ + δ fV ) so that the full (equilibrium and
nonequilibrium) distribution functions never encounter nega-
tive values. Such a treatment should have small effect on the
final results since hydrodynamics mainly focuses on the soft
physics while large viscous corrections usually appear in the
large pT region. Recently, the Pratt-Torrieri-Bernhard (PTM)
distribution [63,81,83] and the maximum-entropy distribution
[84] have been proposed to treat the large viscous corrections
on the freeze-out hypersurface. In the future, we will imple-
ment the PTM distribution or maximum-entropy distribution
in our CLVISC framework.

After the particlization of the fluid, the evolution of
hadrons is described by the microscopic transport model
SMASH [65,70–73] which solves the relativistic Boltzmann
equation with elastic collisions, resonance excitations, string
excitations, and decays for all mesons and baryons up to mass
≈2 GeV. To improve the statistics, we repeat the sampling
and SMASH simulation 2000 times for each single hydrody-
namic event, then average over 2000 SMASH events for final
analysis.

To reduce the large amount of computing cost for event-
by-event hydrodynamic simulations on central processing
units the CLVISC framework is accelerated on GPUs using
OPENCL languages. For example, using the grid size Nx ×
Ny × Nη = 201 × 201 × 201, running a hydrodynamics event

with a smooth Glauber initial condition for 0–5% Au + Au
collisions at

√
sNN = 19.6 GeV on a GeForce GTX 3080

GPU typically takes ≈1800 s or ≈1.6 s per time step. The
particle sample module takes ≈0.066 s per sample event, and
SMASH takes ≈2.5 s per afterburner event. Parallelization on
GPUs provides a remarkable improvement on computing time
for (3 + 1)-dimensional viscous hydrodynamics simulation,
which makes it possible to study the event-by-event properties
of QGP at BES energies.

III. NUMERICAL RESULTS

In this section, we present the numerical results for the bulk
observables in Au + Au collisions at RHIC-BES energies
(from 7.7 to 62.4 GeV) using our event-by-event relativistic
hydrodynamics model CLVISC with finite net baryon density.
Since there is no critical point in the NEOS-BQS equation of
state, our calculation provides a benchmark for understanding
the RHIC-BES data and serves as a baseline for study-
ing the possible critical behaviors of QCD matter at BES
energies.

A. Identified particle spectra

In Fig. 1, we show the transverse momentum (pT ) spectra
for identified particles π+, K+, p, and p̄ in Au + Au collisions
at BES energies (7.7–62.4 GeV) with five different centrality
classes. One can see that our numerical results are in good
agreement with STAR data [85] on the pT spectra in the
midrapidity range |Y | < 0.25 without the contribution from
weak decays except at 7.7 GeV. This means that our integrated
event-by-event CLVISC hydrodynamics model with finite net
baryon density can describe the bulk evolution and radial flow
of the QCD matter created in heavy-ion collisions at BES
energies.

In order to see the pT spectra and the radial flow effect
more clearly, we can look at the mean transverse momenta
of identified particles which strongly depend on the slope of
the pT spectra. Figure 2 shows the mean pT as a function
of the centrality class in Au + Au collisions at BES energies
(7.7–62.4 GeV). One can see that our integrated model can
describe most of the experimental data from STAR [86,87] ex-
cept the lowest collision energy (7.7 GeV) explored here. For
Au + Au collisions at

√
sNN = 7.7 GeV, the overlap time is

quite large (≈3 fm) and the preequilibrium stage can produce
some additional radial flow which is neglected in our model.
The use of dynamical initial conditions and preequilibrium
evolution should improve the model in the future.

In Fig. 3, we show the collision energy dependence of the
mean pT of identified particles. One can clearly see different
radial flow effects for π+, K+, and p (due to different masses):
more blueshift effect for more massive particles. As for the
collision energy dependence, we find that the mean momenta
of π+, K+, and p increase mildly with the collision energy
due to larger radial flow.

B. Anisotropic flows and flow fluctuations

Anisotropic collective flows, which originate from initial
geometric anisotropies and fluctuations, are very important
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FIG. 1. The transverse momentum spectra for identified particles (π+, K+, p, and p̄) in different centrality classes in Au + Au collisions
at

√
sNN= 7.7, 14.5, 19.6, 27, 39, and 62.4 GeV. The data are taken from the STAR collaboration [85].

observables for studying the transport properties of QGP pro-
duced in relativistic heavy-ion collisions. In this paper, we
use the Qn cumulant method [90] to compute the nth-order
anisotropic flows. In this method, one first defines the Qn

vector:

Qn =
N∑

i=1

einφi , (18)

034909-5
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FIG. 2. The centrality dependence of mean transverse momenta for π+, K+, and p in Au + Au collisions at
√

sNN = 7.7, 14.5, 19.6, 27,
39, and 62.4 GeV. The data are taken from STAR [86,87].

where N is the charged multiplicity for each event,
and φi is the azimuthal angle for the ith particle
in the final state. Then the single-event-averaged two-
particle and four-particle correlations can be defined as
follows:

〈2〉 = |Qn|2 − N

N (N − 1)
,

〈4〉 = |Qn|4 + |Q2n|2 − 2Re[Q2n(Q∗
n )2]

N (N − 1)(N − 2)(N − 3)

− 2
2(N − 2)|Qn|2 − N (N − 3)

N (N − 1)(N − 2)(N − 3)
. (19)

In the above flow correlations 〈2〉 and 〈4〉, the self-
correlations and finite particle number effects have been
subtracted. Then the two-particle and four-particle cumulants
can be obtained from 〈2〉 and 〈4〉 by averaging over many

events:

Cn{2} = 〈〈2〉〉, (20)

Cn{4} = 〈〈4〉〉 − 2〈〈2〉〉2. (21)

Finally, the integrated anisotropic flow coefficients can be
calculated as

vn{2} =
√

Cn{2}, (22)

vn{4} = (−Cn{4})
1
4 . (23)

Figure 4 shows the centrality dependence of elliptic flow
v2{2} and triangle flow v3{2} for charged hadrons in Au + Au
collisions at 7.7–62.4 GeV using the two-particle cumulant
method. Here we only consider particles with pT > 0.2 GeV
and |η| < 1 in the flow analysis. One can see that our results
are in good agreement with the experimental data from STAR
[88,89]. For the elliptic flow, one can clearly see the typical
nonmonotonic centrality dependence which originates from

FIG. 3. The collision energy dependence of mean transverse momentum for π+, K+, and p in Au + Au collisions at 0–5 and 20–30%
centrality. The data are taken from STAR [86,87].
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FIG. 4. The centrality dependence of elliptic flow and triangle flow for charged hadrons within |η| < 1 and pT > 0.2 GeV in Au + Au
collisions at

√
sNN = 7.7, 14.5, 19.6, 27, 39, and 62.4 GeV. The data are taken from STAR [88,89].

the combined effect of the elliptic geometry, geometrical fluc-
tuations, and the sizes of the collision systems. From central
to midcentral to peripheral collisions, the elliptic flow first
increases from a finite value in the most central collisions
caused by the geometrical fluctuations to the maximum value
due to the increased eccentricity, and then decreases due to
smaller system sizes. The triangular flow has much weaker
dependence on the collision centrality because it mainly orig-
inates from the initial-state geometrical fluctuations.

In Fig. 5, we show elliptic flow v2{2} and triangular
flow v3{2} in most central (0–5%) and midcentral (20–30%)
Au + Au collisions as a function of the collision energy
(7–62.4 GeV). One can see that for the most central 0–5%
collisions, our results on elliptic flow underestimate the ex-
perimental data a little bit. One possible reason is the use of
constant shear viscosity in our current paper. The inclusion of

the temperature and baryon chemical potential dependences
of the shear viscosity may improve the current result [64].
This will be left for a future study. As for the collision energy
dependence, we find that both elliptic and triangular flows
increase slightly with the beam energy. This is mainly from
the increase of radial flow due to the increase of initial energy
density since the eccentricities ε2 and ε3 have very weak
dependence on collision energy as shown in the figure.

The fluctuations of anisotropic flows are also valuable
tools to probe the initial-state fluctuations and the transport
properties of the QGP. In Fig. 6, we show the multiparticle
cumulant ratio v2{4}/v2{2} as a function of centrality for
different collision energies (7–62.4 GeV). The deviation of
this cumulant ratio from unity quantifies the relative flow fluc-
tuations. One can clearly see the nonmonotonic dependence of
the cumulant ratio v2{4}/v2{2} on the collision centrality. As

FIG. 5. The collision energy dependence of initial eccentricity, initial triangularity, final elliptic flow, and final triangle flow for charged
hadrons in Au + Au collisions at 0–5 and 20–30% centrality. The data are taken from STAR [88,89].
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FIG. 6. The centrality dependence of multiparticle cumulant ra-
tio v2{4}/v2{2} for charged hadrons in Au + Au collisions at

√
sNN

= 7.7, 14.5, 19.6, 27, 39, and 62.4 GeV.

one goes from central to midcentral to peripheral collisions,
the multiparticle cumulant ratio v2{4}/v2{2} first increases,
and then decreases. This means that the relative fluctuations
are smallest in midcentral collisions, and are larger in central
and peripheral collisions. This is because the initial collision
geometry dominates elliptic flow in midcentral collisions,
while the fluctuations dominate elliptic flow in central and pe-
ripheral collisions. Another interesting observation is that the
multiparticle cumulant ratio v2{4}/v2{2} has weak collision
energy dependence, consistent with the preliminary STAR
data [91,92].

IV. SUMMARY

In this paper, we have developed an integrated event-by-
event relativistic hydrodynamics framework to study the bulk
properties of QCD matter at the finite net baryon density
at RHIC-BES energies. In particular, we have extended the
CLVISC (3 + 1)-dimensional viscous hydrodynamics model
to include the net baryon number conservation and the
second-order Israel-Stewart–like equations for baryon dif-
fusion current. The NEOS-BQS equation of state with finite
baryon chemical potential is utilized to close the equations of
motion for hydrodynamics evolution. The initial fluctuating
energy density and net baryon density are constructed from
the Monte Carlo Glauber model. When the density of QCD
matter drops below the chemical freeze-out, the dynamical
evolution of the dilute hadron gas is simulated via the micro-
scopic transport model SMASH.

Based on our integrated CLVISC hydrodynamics frame-
work, we have first investigated identified particle spectra at
RHIC-BES energies from 7.7 to 62.4 GeV. Our model can
reproduce the mass, centrality, and collision energy depen-
dences of the particle spectra and mean transverse momenta
of identified particles. We find that the mean transverse
momenta increase (mildly) from peripheral to central colli-
sions and from low to high beam energies mainly due to larger
radial flow developed in larger and denser collision systems.

It is also interesting that the mean transverse momentum of
protons is more sensitive to collision energies than those of
π+ and K+, consistent with the picture driven by the radial
flow.

We have further computed the collision energy depen-
dences of the anisotropic flows and flow fluctuations (in terms
of the multiparticle cumulant ratio v2{2}/v2{4}) for charged
hadrons. We find that both elliptic and triangle flows increase
mildly with the increase of collision energy. Since the initial
eccentricities have very weak dependence on collision energy,
the mild increases of v2 and v3 mainly come from the in-
crease of the radial flow when going from low to high beam
energies. It is also interesting that the multiparticle cumulant
ratio v2{2}/v2{4} shows a nonmonotonic dependence on the
collision centrality; the relative fluctuations for v2 are smallest
in midcentral collisions. This can be understood because the
collision geometry dominates the elliptic flow in midcentral
collisions. In central and peripheral collisions the relative
fluctuations of v2 become larger since the elliptic flow is
more dominated by fluctuations. Our results also show that the
relative fluctuations of v2 are insensitive to collision energies,
consistent with the preliminary STAR data.

To conclude, our new integrated event-by-event (3 +
1)-dimensional relativistic hydrodynamics CLVISC model pro-
vides a baseline framework for simulating the collective
evolution of QCD matter in the finite baryon density region,
which is crucial for understanding the bulk properties of
the QGP at RHIC-BES energies and for studying the criti-
cal properties of hot and dense QCD matter. In the future,
one may use this integrated model to test the equation of
state with finite net baryon density [68,69,79]. Our realistic
hydrodynamics simulation can also provide the temperature
and flow (gradient) profiles of the QGP, which are important
inputs for studying jet quenching [93–98] and the global/local
polarizations [99–109] in relativistic heavy-ion collisions. To
further improve our model, we may use dynamical initial con-
ditions [57,110] and include preequilibrium evolution [55,56]
in our event-by-event CLVISC hydrodynamics framework. The
extension of our CLVISC framework to include hydrodynamics
fluctuations [111,112] is another interesting direction. Studies
along these directions can be pursued in the future.
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