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 Both channel loss and crosstalk present system-level bottlenecks to high-speed wireline 

transceivers.  While there has been extensive research in channel loss equalization, only in recent 

years has crosstalk cancellation become required in various electrical systems.  This dissertation 

focuses on the physical nature of far-end crosstalk as well as its negative impact on high-speed 

receivers.  A blind adaptive architecture with minimal hardware and complexity overhead is also 

presented. 

These concepts are utilized to design and fabricate a receiver in TowerJazz’s SBC18H3 

BiCMOS process and has an operational speed up to 2 x 49.38Gbps while drawing 187mA from 

a 1.8V supply.  Measurements show that the adaptation is functional and close to the optimal 

point, and that the eye-width can be improved by up to 270mUI with a PRBS aggressor present. 
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Chapter 1 Introduction 

Preface 

With broadband communications serving as the backbone for high-speed data 

transmission, growing demands for faster data-rates while maintaining legacy interfaces and low 

power impose great challenges on the design of these communications systems.  Conventional 

high-speed interfaces often feature a combination of both electrical and optical systems to 

achieve the best performance for long-haul communications, as shown in Figure 1.  As data rates 

increase, much greater stress is placed on the electrical domain, and many methods have been 

realized in an effort to combat the undesirable effects brought about by the nonidealities of 

channels used in data transmission. 

 

Figure 1. Top Level of an Electrical-Optical Communications System 

While it is well understood why a particular physical property can affect a signal 

qualitatively, it quickly becomes difficult to pinpoint the magnitude of its impact when a variety 

of nonidealities are introduced together and close the data eye; therefore, an effort has been made 

to quantify the deterioration of a transmitted data eye by analyzing both its noise (voltage) and 

jitter (time-domain).  For receivers, the inherent noise properties of a signal are generally of far 

less importance compared to the jitter. 
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As shown in Figure 2, jitter can be decomposed into several types.  Unbounded, random 

jitter (RJ) is due to noise inherent in both active and passive devices.  Bounded jitter can be 

separated into correlated and uncorrelated; the former meaning that the jitter present on the data 

is dependent on the data transmitted whereas the latter is from an external source.  Typically a 

significant amount of random jitter stems from the transmitter in the system, and data-dependent 

jitter (DDJ) comes from filtering effects from the channel.  Both of these issues can be mitigated 

to some degree through both robust design in the transmitter to limit random jitter, and 

equalization to compensate for the channel.  In single-channel data transmission, bounded-

uncorrelated jitter (BUJ) is dominated primarily by periodic jitter on the clock which arises from  

 

Figure 2. Jitter Decomposition 

power supply spurs, asynchronous clock coupling, as well as other periodic noise sources in the 

communications system.  The specifications of these particular non-idealities can often be known 
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in advance during design and thus dealt with through proper layout and shielding as well as 

appropriate use of filtering.  However, with the increase in multi-channel systems, crosstalk 

between data channels becomes an emerging problem, especially with ever increasing data rates. 

 

Figure 3. Data eye with (a) random noise, (b) periodic and random jitter, (c) channel loss, (d) 

crosstalk 

Shown in Figure 3, random noise, periodic jitter, channel loss, and far-end crosstalk all 

manifest in different ways to deteriorate the data eye.  At higher speeds, the combined effect of 

all of these sources of jitter and noise will collapse the data eye, making it very difficult for the 
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clock-and-data recovery (CDR) circuit to function appropriately at the receiver end.  Efforts 

made in transmitter design [1,2], particularly in the phase-locked loop (PLL), and the analog 

front end of the receiver all function to relax the retiming requirements imposed on the far-end 

receiver’s CDR. 

Motivation for Research 

A majority of wireline telecommunications circuit and system design techniques 

developed in the past decade have been developed to address single-channel effects.  In industry, 

there also already exist several adaptive solutions for channel loss equalization that are widely 

used today.  Crosstalk becomes a pressing issue with denser interconnects carrying higher speed 

traffic than before.  Some works have featured solutions to this problem at both the transmitter 

and receiver ends, but little has been done to develop an adaptive solution for crosstalk.  

Adaptation in general allows for a single transceiver to converge on an optimal setting even with 

PVT variations, allowing for a more robust design, and better system performance as a whole.  

While it is possible to make use of digital signal processing (DSP) already present in the 

electrical system as a brute force solution to the problem, this often requires excess power 

consumption and hardware overhead that may not necessarily be required if there exists a more 

elegant solution.  The approach of this research is to dissect the properties of far-end crosstalk 

and its impact on the data eye and reach an adaptive solution that can be implemented in the 

analog front-end of a receiver both with and without the aid of a digital back-end.  The primary 

novelty of this work is that not only is the hardware overhead very small compared to single-

channel designs, it can also be scaled to further relax speed requirements within the adaptation 

loop. 
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Organization of Dissertation 

As this research primarily focuses on cleaning up the data signal after it has passed 

through a stressful channel, Chapters 2 and 3 address channel loss equalization and crosstalk 

cancellation, respectively, while discussing architectural differences and tradeoffs.  Chapter 4 

will cover the crosstalk cancellation adaptation loop, including the thought process leading to the 

solution as well as a further modification to allow compatibility and make use of already existing 

hardware on-chip for better integration.  Chapter 5 will exclusively discuss the circuit design 

choices and techniques used for the chip, with further details on design methodology and 

challenges faced to realize this at 50 Gigabit-per-second, particularly in the CDR design.  

Discussion on the speed requirements of every circuit element will also be included, as well as a 

comparison between different circuit topologies for both the feedforward and especially 

feedback paths.  Finally, Chapter 6 will go over the simulation results of the final design, and 

Chapter 7 will cover measurement results of the returned chip. 
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Chapter 2 Channel Loss Equalization 

 One of the major limitations in electrical interfaces for high-speed broadband data 

transmission is channel loss.  Figure 4 illustrates the effect of spectrum filtering on a 

conventional data signal.  The original signal (red) after passing through the frequency response 

of a lossy channel (pink) loses a lot of spectral content as the frequency increases, as shown in 

the filtered spectrum (blue).  Since different amounts of spectral power are lost at different 

frequencies, the resulting signal after passing through the channel differs considerably from the 

original.  This effect becomes more pronounced as data rates increase while attempting to use 

legacy interfaces initially designed for lower bandwidths. 

 

Figure 4. Frequency domain spectrum filtering of data signal 
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(a) 

 

(b) 

Figure 5.  Eye Diagrams of (a) clean signal and (b) signal after lossy channel. 
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 Figure 5 shows the time-domain equivalent of Figure 4, with a 10-Gbps PRBS signal 

passing through a lossy channel with 10-dB insertion loss at 5 GHz.  Both the horizontal and 

vertical opening of the eye diagram in Figure 5(b) are much smaller than that of the clean signal 

in Figure 5(a).  This occurs because bit sequences with higher transition density (e.g. ‘10101101’) 

correspond to overall higher frequency content and are unable to reach the desired steady-state 

amplitude whereas bit sequences with lower transition densities (e.g. ‘11110000’) have greater 

low-frequency content and are able to reach steady-state.  The change in pulse-width between 

different bits results in DDJ.  Because this change for any particular unit interval is directly 

related to its adjacent bits, channel-loss induced DDJ is also referred to as inter-symbol 

interference (ISI). 

 

Equalizers 

 In order to combat channel loss effects, equalization is necessary.  In this section, 

different equalizer architectures will be introduced along with their respective pros and cons. 

 The simplest type of equalizer is the continuous-time linear equalizer (CTLE).  Ideally 

these analog equalizers function by trying to undo the channel response, yielding an overall flat 

response over the frequencies of interest, as shown in Figure 6(a).  However, in practice it is 

infeasible to perfectly mimic the channel response for all frequencies, and due to bandwidth 

limitations, ultra-high frequency content becomes very difficult to recover as well.  In Figure 

6(b), the equalized output would have a relatively flat response up to 25 GHz compared to the 

10dB-insertion loss from just the channel itself.  This will open up the eye sufficiently for data 

streams up to 50-Gbps. 
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(a) 

 

(b) 

Figure 6.  Effect on total frequency response for (a) ideal and (b) non-ideal equalizers 
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Figure 7 shows a passive circuit implementation of a CTLE, whose transfer function is given by: 

|
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
| =  

𝑅2

𝑅1 + 𝑅2
 

1 + 𝑠𝑅1𝐶1

1 + 𝑠
𝑅1𝑅2

𝑅1 + 𝑅2
(𝐶1 + 𝐶2)

 

𝑝 =  
1

𝑅1𝑅2

𝑅1 + 𝑅2
(𝐶1 + 𝐶2)

              𝑧 =
1

𝑅1𝐶1
 

With different resistance and capacitance values, the response of the filter can vary between a 

low-pass, all-pass, and high-pass response, as shown in Figure 8.  For values of R1C1 < R2C2 the 

circuit will exhibit a high-pass response, which is desired for this application.  Both R2 and C2 

can be implemented as variable devices to offer a wide range of tunability in both the DC gain 

and peaking response of the filter. 

 

 

Figure 7. Passive CTLE circuit schematic 
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Figure 8. Passive CTLE magnitude responses for different capacitance values 

 Because this is a passive network, the maximum achievable gain is unity, and often much 

less for practical implementations as an equalizer, active circuits are typically more attractive.    

An example of a CMOS implementation of a CTLE is shown in Figure 9, with a small-signal 

transfer function given by: 

 

|
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
| =  

𝑔𝑚𝑅𝐷

1 + 𝑔𝑚𝑅𝑆
 

1 + 𝑠𝑅𝑆𝐶𝑆

(1 + 𝑠
𝑅𝑆𝐶𝑆

1 + 𝑔𝑚𝑅𝑆
) (1 + 𝑠𝑅𝐷𝐶𝐷)

 

𝑝1 =  
1

𝑅𝐷𝐶𝐷
 , 𝑝2 = (1 + 𝑔𝑚𝑅𝑆)

1

𝑅𝑆𝐶𝑆
              𝑧 =

1

𝑅𝑆𝐶𝑆
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Figure 9. CMOS CTLE circuit schematic 

Like the passive CTLE, the active version can also be tuned by making RS and CS variable 

components, as shown in Figure 10.  Increasing RS allows peaking at a slightly higher frequency 

at the expense of DC gain as compared to increasing CS, and can give much higher peaking at 

high frequencies as long as the system can tolerate the decrease in signal amplitude.  In practice, 

a combination of tuning both parameters is commonly used. 
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Figure 10. Active CTLE Magnitude Response 

There are many different ways [3, 4] to realize a peaking filter aside from the 

aforementioned circuits.  Due to their simplicity and relatively small footprint on the die, CTLEs 

are often the preferred equalization method when possible.  However, CTLEs are only effective 

when the channel response is relatively simple.  For more complicated scenarios, such as non-

monotonic insertion loss, excessive reflection, or resonant frequencies, it becomes difficult for 

CTLEs to properly reverse the channel response without increasingly complicated filter 

implementations.  In instances where a large amount of insertion loss is present, CTLE also 

becomes unsuitable due to the amount of peaking required. 

The second type of equalizer is the feed-forward equalizer (FFE), which is composed of 

multiple delay stages and a summing cell, as shown in Figure 11.  The FFE opens the eye by 
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trying to cancel out both pre- and post-cursor ISI as defined in Figure 12.  By adjusting the tap 

weights a0…ak individually, an optimal setting for the FFE that removes the largest amount of 

ISI can be found.  In the frequency domain, adjustment of tap weights also corresponds to a 

change in the frequency response [5].  

 

 

Figure 11.  Feed-Forward Equalizer Block Diagram 
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Figure 12. Pre- and Post- Cursor ISI on a filtered pulse 

 

Figure 13. DFE Block Diagram 

 The third type of equalizer, shown in Figure 13, is the decision-feedback equalizer (DFE), 

which is also composed of multiple delays and a summation.  The DFE however employs a 

feedback loop and a dedicated slicer to digitize the signal.  Due to the nature of the DFE’s 



16 
 

operation, it is only able to cancel post-cursor ISI since unlike the FFE, all weighted sums used 

are delayed versions of the input signal.  Additionally, there is often a strict timing requirement 

imposed on the slicer for proper operation in the feedback loop since in practice the delay cells 

are realized as DFFs with timing margin requirements [6].  This sets an upper limit on the 

maximum speed of a DFE that can be realized in a given technology. 

Due to the inherent digitization of the signal, utilization of a DFE has the benefit of not 

amplifying noise and crosstalk present on the signal at the front end of the receiver, unlike a 

CTLE or a FFE.  However, for scenarios where the data eye is completely closed, it becomes 

difficult for a DFE to make a decision at the slicer, which can result in error propagation; 

therefore, an analog equalizer is often required to first open the eye by some amount.  For 

complicated systems, a combination of all three types of equalizers is often used for high-speed 

transceivers in order to achieve optimal performance. 
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Chapter 3 Crosstalk 

 In recent years, crosstalk has become a more apparent problem as dense parallel traffic 

becomes necessary even for ultra-high data rates.   Crosstalk is the coupling of one propagating 

signal onto another signal via mutual inductance or capacitance as illustrated in Figure 14.  The 

focus of this research is on far-end crosstalk (FEXT) cancellation. 

 

Figure 14.  Parallel traces with mutual inductance (left) and capacitance (right) 

In order to remove FEXT, it is important to understand how it manifests itself onto the 

transmitted signal.  As crosstalk comes from both capacitive and inductive coupling between 

channels, applying basic circuit theory allows for a qualitative understanding. 

From the circuit in Figure 15, we can derive the following expressions for capacitive coupling as 

𝐼𝐹𝐸𝑋𝑇 = 𝐶𝑚

𝑑(𝑉𝐿,𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 − 𝑉𝐿,𝑣𝑖𝑐𝑡𝑖𝑚)

𝑑𝑡
 

𝐼𝐿𝑜𝑎𝑑 = 𝐼𝑣𝑖𝑐𝑡𝑖𝑚 + 𝐼𝐹𝐸𝑋𝑇 = 𝐼𝑣𝑖𝑐𝑡𝑖𝑚 + 𝐶𝑚

𝑑(𝑉𝐿,𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟 − 𝑉𝐿,𝑣𝑖𝑐𝑡𝑖𝑚)

𝑑𝑡
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Figure 15. Circuit equivalent for a lossless pair of channels with capacitive coupling 

Likewise, from the circuit in Figure 16, we can derive the following expressions for inductive 

coupling as 

𝑉𝐹𝐸𝑋𝑇 = 𝐿𝑚

𝑑𝐼𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟

𝑑𝑡
 

𝑉𝐿𝑜𝑎𝑑 = 𝑉𝑆,𝑣𝑖𝑐𝑡𝑖𝑚 − 𝑉𝐹𝐸𝑋𝑇 = 𝑉𝑆,𝑣𝑖𝑐𝑡𝑖𝑚 − 𝐿𝑚

𝑑𝐼𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟

𝑑𝑡
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Figure 16. Circuit equivalent for a lossless pair of channels with inductive coupling 

If we were to consider both inductive and capacitive coupling simultaneously, as is the case in 

reality, we arrive at the circuit in Figure 17 and obtain the expressions 

𝑉𝐿,𝑣𝑖𝑐𝑡𝑖𝑚 = 𝑉𝑆,𝑣𝑖𝑐𝑡𝑖𝑚 − 𝑉𝐹𝐸𝑋𝑇 + 𝐴𝑍𝐿𝑜𝑎𝑑𝐼𝐹𝐸𝑋𝑇 

= 𝑉𝑆,𝑣𝑖𝑐𝑡𝑖𝑚 − 𝐿𝑚

𝑑𝐼𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟

𝑑𝑡
+ 𝐴𝑍𝐿𝑜𝑎𝑑𝐶𝑚

𝑑𝑉𝐿,𝑎𝑔𝑔𝑟𝑒𝑠𝑠𝑜𝑟

𝑑𝑡
(1) 

where A is a scalar dependent on the intrinsic capacitance CP and the terminating resistor ZL. 
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Figure 17.  Circuit equivalent for a lossless pair of coupled channels 

Based on these expressions, it is apparent that FEXT is proportional to the derivative of 

the aggressor signal.  It can also be observed from the difference in sign of the two expressions 

on the right-hand side of (1), that given the appropriate values of Lm and Cm, the disturbances 

caused by the mutual inductive and capacitive coupling can effectively be cancelled out.  

Unfortunately, for a large majority of board designs, it is not practical or possible for such an 

arrangement, and the crosstalk is dominated by either mutual inductance or capacitance. 

 For realistic channels, the lumped model of these channels includes lossy parameters, and 

are often modeled using a RLGC table of parameters, with the form [

𝐿11 𝐿21 𝐿22
𝑅11 𝑅21 𝑅22
𝐶11
𝐺11

𝐶21
𝐺21

𝐶22
𝐺22

] 

corresponding to the lumped model in Figure 18.  For practical use, these physical parameters 

are often first converted into impedances and then into S-parameters for more intuitive 

understanding of the channel characteristics over broadband frequencies. 
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Figure 18. RLGC lumped model for 4 port networks 

 Using physical parameters for a real pair of microstrip lines, and converting the generated 

RLGC matrices into S-parameters over the frequencies of interest, the plotted magnitude 

responses for both the insertion loss and crosstalk can be seen in Figure 19.  The high-pass 

characteristic observed for the FEXT response is consistent with the derivations obtained from 

the lossless models.  

Because FEXT is proportional to the derivative, or high frequency content, of the 

aggressor signal, the excitation caused on the victim signal is largest when coincident with the 

transitions of the aggressor.  For synchronous signals that are transmitted, as is the case in many 

dense parallel links, the effect is then largest at the zero-crossings of the signals, resulting in 

substantially larger jitter. 
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Figure 19.  Magnitude Responses for FEXT and Insertion Loss 

To understand how FEXT impacts the timing edge, it is instructive to look at the 

waveforms for the two propagating modes that do result in jitter.  During the odd mode, where 

the two signals are exhibiting opposite transitions, the respective electric and magnetic fields can 

be seen in Figure 20.  From these diagrams, the expressions for the net current and voltage can 

be derived as 

𝐼𝐶,𝑜𝑑𝑑 = 𝐶𝑝

𝑑𝑉

𝑑𝑡
+ 𝐶𝑚

𝑑(𝑉 − (−𝑉))

𝑑𝑡
= (𝐶𝑝 + 2𝐶𝑚)

𝑑𝑉

𝑑𝑡
 

𝑉𝐿,𝑜𝑑𝑑 = 𝐿𝑠

𝑑𝐼

𝑑𝑡
+ 𝐿𝑚

𝑑(−𝐼)

𝑑𝑡
= (𝐿𝑠 − 𝐿𝑚)

𝑑𝐼

𝑑𝑡
 

For the odd mode, the effective capacitance increases while the inductance decreases.  The 

expressions for even mode propagation can be derived in a similar way, based on Figure 21. 

𝐼𝐶,𝑒𝑣𝑒𝑛 = 𝐶𝑝

𝑑𝑉

𝑑𝑡
+ 𝐶𝑚

𝑑(𝑉 − 𝑉)

𝑑𝑡
= 𝐶𝑝

𝑑𝑉

𝑑𝑡
 

𝑉𝐿,𝑒𝑣𝑒𝑛 = 𝐿𝑠

𝑑𝐼

𝑑𝑡
+ 𝐿𝑚

𝑑𝐼

𝑑𝑡
= (𝐿𝑠 + 𝐿𝑚)

𝑑𝐼

𝑑𝑡
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(a) 

 

(b) 

Figure 20.  Odd mode coupling illustrating (a) electric fields and (b) magnetic fields 

 

(a) 

 

(b) 

Figure 21.  Even mode coupling illustrating (a) electric fields and (b) magnetic fields 
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The changes in the net capacitance and inductance between the even, odd, and superposition 

modes ultimately result in three different timings for the transitioning edge and is known as 

crosstalk-induced jitter (CIJ). 

 Observations made on a transient waveform can also be used to verify the 

aforementioned derivations, as shown in Figure 22.  As expected, for the case where the mutual 

capacitance is the dominant cause of FEXT, the transition timing is late for the odd mode, and 

 

Figure 22. Waveforms with capacitive (left) and inductive (right) dominated FEXT 

early for the even mode.  The opposite holds true for the case where the mutual inductance is the 

dominant cause of FEXT. 

FEXT Cancellation 

Shown in Figure 23, one method to suppress the effect of FEXT is through a method 

called “I/O Staggering” where signals adjacent to one another are sent at quadrature phase to one 

another [7].  This results in a large majority of the crosstalk energy showing up as amplitude 
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distortion only, and greatly minimizes the crosstalk-induced jitter.  While this is perhaps the 

easiest solution to mitigating crosstalk’s effect, it is not always possible due to a common 

necessity for many high-speed interfaces to be synchronous.  Also, for transmitters triggering on 

sub-rate clocks, multiphase clocks are necessary to generate the phase offset required, which 

may not always be available. 

 

Figure 23.  I/O Staggering 

Another method of eliminating FEXT, shown in Figure 24, is called pre-distortion [8,9], 

where the signal at the transmitter end is purposely distorted in such a way such that after 

passing through the channel, the signal comes out with little crosstalk.  This is similar in concept 

to pre-emphasis done by an FFE on conventional transmitter outputs to help compensate for 

channel loss and relax requirements on the receiver end.  The primary challenge with this 

approach is that without any feedback mechanism, there is no way to determine the optimal 

setting for the XTC circuit. 
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Figure 24.  Pre-Distortion 

 At the receiver end, the only option to cancel FEXT is through direct cancellation [10,11], 

as shown in Figure 25.  This method attempts to remove crosstalk by either adding or subtracting 

the derivative of the aggressor signal from the victim signal.  While theoretically very similar to 

the pre-distortion method at the transmitter, direct cancellation at the receiver is much more 

difficult, particularly at higher speeds.  At the transmitter, signals are well conditioned, and the 

bit sequence of the aggressor is also known.  However, at the receiver end, the combination of 

channel loss and crosstalk result in distorted signals that make accurate generation of the 

derivative signal very challenging.  Despite these challenges, it is still worthwhile to perform 

XTC at the receiver end because blind adaptation is possible. 
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Figure 25.  Direct Cancellation of FEXT at receiver end 

 It is important to understand that while DFE is an effective solution for channel loss as 

well as dispersion, it is ineffective in reducing crosstalk.  DFEs rely on delayed versions of the 

signal under stress to function properly while eliminating crosstalk requires information given by 

the aggressor signal. 

 In the next chapter, the adaptation scheme for crosstalk cancellation will be presented.  

Because the origin of crosstalk is fundamentally different from that of channel loss equalization, 

the method will require distilling the error signal from both differential signals on the chip, rather 

than just one. 
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Chapter 4 Adaptive Crosstalk Cancellation 

There have been some works in recent years to realize a crosstalk cancellation with an 

adaptive loop.  Not only does adaptation allow the circuit to operate at the optimal setting 

automatically, it also enables more robust operation across PVT. 

 Adaptation at the transmitter end always requires some handshake sequence together with 

some training sequence to be effective.  At the receiver end, two methods of training are popular.  

The first requires a training sequence such as “1010” or “1100” [8], and the second method shuts 

off the victim path and directly measures the power of the residual crosstalk signal[12].  Finally, 

blind adaptation techniques reported thus far still require knowledge about the type of channel 

coupling (i.e., either capacitive or inductive) [13,14].  In this study, a blind adaptation scheme is 

proposed that requires neither prior knowledge of the channel nor the type of coupling as the 

adaptation algorithm itself determines the coupling coefficient and its sign. 

 In order for the adaptation loop to converge to the correct setting, an accurate error signal 

is needed.  Since crosstalk is composed of only high-frequency broadband content, it is difficult 

to discern just the excess spectral content due to crosstalk in the presence of the PRBS signal’s 

own power spectrum.  Thus, frequency-dependent distilling of the magnitude of the crosstalk 

still present on the data signal without a training sequence is not a valid solution.  Even if this 

magnitude could be determined, unlike adaptation schemes for channel loss equalization, an 

adaptive crosstalk cancellation scheme’s error signal must contain not only information 

regarding the magnitude of the crosstalk, but also the polarity. 
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Table 1.  Transitioning mode and edge timing for crosstalk dominated by capacitive coupling 

 

Table 2.  Transitioning mode and edge timing for crosstalk dominated by inductive coupling 

It can be seen from Tables 1 and 2 that for any given XT coefficient, there is a correlation 

between the transitioning mode and the phase shift on the victim signal.  In order to obtain full 

information about the crosstalk present, circuits that perform both mode detection and phase 

detection circuit are required. 

 To perform mode detection, it is important to accurately determine the relationship 

between the transitions of the two propagating signals.  In order to determine the exact mode at 

any given time, high-speed logic operating at the full-rate speed is required [15], as shown in 

Figure 26.  The operation of Figure 26 is given in Table 3 to cover all states. 
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Figure 26.  High speed logic to determine transitioning mode from [15] 

 

 

 

D0(t0) D0(t0+ Tb) D1(t0) D1(t0+ Tb) 
Propagating 

Mode 

Odd Mode 

Signal 

Even Mode 

Signal 

0 0 0 1 Superposition 0 0 

0 1 0 1 Even 0 1 

1 0 0 1 Odd 1 0 

1 1 0 1 Superposition 0 0 

0 0 1 0 Superposition 0 0 

0 1 1 0 Odd 1 0 

1 0 1 0 Even 0 1 

1 1 1 0 Superposition 0 0 

 

Table 3.  Operation of Figure 26 

 

 

Aside from the delay cells, the combinational logic elements in the Figure 26 circuit 

schematic can be realized using high-speed current-mode logic (CML).  Relatively tight control 

on the unit delay cells is required for proper operation and must be within ±25% of the unit 

interval.  While this margin may seem generous, at very high speeds (e.g. 50 Gbps) the delay can 
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easily vary by more than the requisite range across PVT, and an extra control loop is likely 

required to ensure proper operation. 

While the output of the mode detector is two digital signals, the actual mode signal useful 

for performing adaptation is a tri-state signal achieved by subtracting the even and odd mode 

signals via current summation. 

 If the delay cell is controlled to have a delay close to a unit interval, the Figure 26 circuit 

can also perform phase detection at the output of the XOR gates.  However, as this is not trivial 

to realize, a separate means of phase detection is required.  On the receiver end, there is already a 

CDR present composed of a phase detector, integrator, and clock generating circuit.  Since the 

phase detector from the CDR is already present on chip, the phase detector output containing 

phase information on each edge can be “recycled” and used in both the CDR and adaptive XTC 

loops.  

 By multiplying the mode signal and phase detector outputs, the resulting error signal will 

have the proper polarity, as shown in Tables 4 and 5.  The error signal generated for each case 

has the correct polarity to ensure correct operation for adaptation. 

 

Transitioning 

Mode 

Effect on 

Edge Timing 
Mode Signal 

CDR Phase 

Detector Output 
Error Signal 

Even Early 1 -1 -1 

Superposition No Change 0 0 0 

Odd Late -1 1 -1 

 

Table 4.  Error signal generation for crosstalk dominated by capacitive coupling 
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Transitioning 

Mode 

Effect on 

Edge Timing 
Mode Signal 

CDR Phase 

Detector Output 
Error Signal 

Even Late 1 1 1 

Superposition No Change 0 0 0 

Odd Early -1 -1 1 

 

Table 5.  Error signal generation for crosstalk dominated by inductive coupling 

 For proper operation of a phase detector, the output should be zero for cases where no 

transitions occur; that is, only when transitions are occurring will there be any meaningful 

information about the phase.  If the XTC error signal contains phase information, this implies 

then that the error signal will be zero for the superposition mode.  Only for the even and odd 

modes will there be meaningful phase information. 

 The proposed adaptation scheme takes advantage of the phase detector in the CDR 

already on chip to perform both phase and mode detection.  Since the output of this phase 

detector is on average zero for the superposition mode, the actual state of the mode signal during 

these transitioning periods is irrelevant, and the tri-state signal can be simplified to the following 

truth table. 

D0(t0) D0(t0+ Tb) D1(t0) D1(t0+ Tb) 
Propagating 

Mode 

Odd Mode 

Signal 

Even Mode 

Signal 

0 0 0 1 Superposition X X 

0 1 0 1 Even 0 1 

1 0 0 1 Odd 1 0 

1 1 0 1 Superposition X X 

 

Table 6.  Modified operation of mode detector 

It can easily be seen from Table 6 that a single XOR gate can accomplish the same 

necessary function as the complex high-speed logic from Figure 26.  This simplifies the mode 

detection operation to a single gate.  An implementation of this adaptation was published in [16], 
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and shown in Figure 27.  Although the CDR operates at half-rate, the mode detection still 

operates at the full-rate of 50-Gbps, and places strict requirements on the XOR required for mode 

detection. 

A timing diagram of the critical waveforms is shown in Figure 28.  As indicated on 

Figure 27, S1’ and S2’ are the two data signals that exhibit crosstalk.  As the even-mode 

transitions result in an early edge, whereas the odd-mode transitions result in a late edge, the 

crosstalk must be dominated primarily by capacitive coupling, and thus the crosstalk replica with 

weight  should be positive. 

 

Figure 27.  Full top level diagram of adaptive XTC as shown in [16] 
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Figure 28.  Timing diagram of Figure 27 

 

With Vphase and the resulting VMode applied to the mixer inputs, the resulting error signal 

V is on average positive.  Integrating this error signal increases the crosstalk cancellation control 

voltage VXTC, which is the correct polarity desired.  To further boost the loop gain, Vphase can be 

made up of both CDR phase detector outputs.  This ensures that even when one signal is 

experiencing low transition density, the overall phase information used for adaptation does not 

drift needlessly. 

To further relax the speed requirements for the adaptive path, a sub-rate alternative to the 

full-rate adaptive scheme proposed in [16] is also implemented.  As shown in Figure 29, the de-

multiplexed outputs of the retimers reflect the same bits as the full-rate data, and mode detection 

performed on the sub-rate output should also function properly for the adaptation loop.  At the  
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Figure 29.  Comparison between full-rate and half-rate mode signals 

same time, phase detection for sub-rate architectures also relies on the same sub-rate samples; 

thus the timing differences between the mode and phase signals are much more easily controlled.  

However, due to this change in architecture, there will be discrepancies between the error signal 

generated for adaptation using the half-rate approach and that of the full-rate approach.  Figure 

30 shows two signals with all even, odd, and superposition mode sequence permutations to 

identify which combinations may deviate from the original adaptation scheme.  The only 

instance where the error signals between the full-rate and half-rate approaches occurs during the 

superposition mode when no transitions take place and the polarities are identical.  Fortunately, 

in a real-world application with random data, this single scenario is inconsequential for the entire 

adaptation to converge correctly. 
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While prior works such as [13] have used CDR phase detection to perform adaptive 

crosstalk cancellation in the past, knowledge of the channel coupling characteristics was needed.  

The proposed topology not only determines whether the coupling is dominated by capacitive or  

 

Figure 30.  Comparison of full-rate and half-rate adaptation error signals 

inductive coupling with a single gate, but also supports sub-rate architectures without the need of 

additional digital circuits.  The total hardware overhead for this adaptation method is only two 

CML XOR gates and an integrator. 

 Because the crosstalk cancellation adaptation scheme relies on correct operation of the 

CDR phase detector, it is instructive to determine which system level parameters may cause 

issues.  Through trial and error in the system-level simulation, the adaptation time is required to 

be significantly longer than the CDR locking time.  Otherwise, the CDR may fail to properly 

perform the phase detection needed to determine the optimal reference point.  In this section, the 
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adaptation time is derived and then compared to the system-level simulation to verify its 

accuracy. 

 The feedforward path of the adaptation scheme includes only the crosstalk cancellation 

circuit while the feedback path includes the CDR phase detector, mixers, and analog integrator.  

For the simplest case scenario, a linear phase detector with gain KPD and units 
𝑉

𝑝𝑠
 is considered 

together with an integrator with transfer function 𝐻(𝑠).  The mixers are assumed to have unity 

gain, and the crosstalk cancellation circuit is also assumed to have gain KXTC and units 
𝑝𝑠

𝑉
.  One 

important distinction to make here is that while the value of KXTC is defined as the amount of 

peak-to-peak jitter reduced per change in control voltage, the actual observable value of KXTC for 

the purposes of adaptation is cut in half.  This is because the transitions impacted by crosstalk 

due to even- and odd-mode excitations only deviate from the reference superposition mode 

transitions by half the peak-to-peak value.  Because the crosstalk adaptation only functions when 

even- and odd-mode excitations occur, the entire loop gain is modified by a scalar  equal to the 

percentage of even and odd mode transitions out of all transitions.  For example, for two signals 

PRBS7 and PRBS9, there are in total 127*511 = 64897 possible permutations for unique 

transitions.  Of these total transitions, only 37.9% of these will be even- or odd-mode transitions.  

The system-level block diagram used for calculation of the adaptation time is shown in Figure 31. 
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Figure 31.  Adaptation time system level block diagram 

Using this figure, the transfer function can be derived as 

𝑡𝑋𝑇𝐶

𝑡𝑖𝑛
=

0.5𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐻(𝑠)

1 + 0.5𝛽𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐻(𝑠)
(1) 

In practice, integrators are realized as high-gain single-pole op-amps with transfer function  

𝐻(𝑠) = 𝐴𝑣

1

1 + 𝑠𝑅𝐶
= 𝐴𝑣

1

1 + 𝑠𝜏
(2) 

Combining (1) and (2) gives the following expression: 

𝑡𝑋𝑇𝐶

𝑡𝑖𝑛
=

0.5𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣
1

1 + 𝑠𝜏

1 + 0.5𝛽𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣
1

1 + 𝑠𝜏

=
0.5𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣

1 + 𝑠𝜏 + 0.5𝛽𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣
 

=

0.5𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣

1 + 0.5𝛽𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣

1 + 𝑠
𝜏

1 + 0.5𝛽𝐾𝑃𝐷𝐾𝑋𝑇𝐶𝐴𝑣

 

To verify this result, different pattern combinations ranging from ‘10101010’ repeating to 

PRBS31 were used on both signal paths.  The behavioral model simulations were each run only 

after ensuring the CDR had sufficient time to lock and reach steady-state, and then enabling the 

crosstalk cancellation loop.  While the adaptation scheme still converges on the correct value 
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even while the CDR is still locking, the CDR is made to lock first to fix the clock phase in order 

to avoid any confounding factors when analyzing only the adaptation loop. The results of these 

simulations are shown in Table 7.  For these simulations, only the phase information from the 

phase detector for Pattern 1 was used for the adaptation scheme. 

 While the simulated results where Pattern 1 is made up of ‘10101010’ repeating or 

PRBS9 are very close to the theoretical value, the difference noticeably increases as the 

consecutive identical digits (CID) of the pattern increases.  To verify this result, PRBS9 was 

interchanged with PRBS15, PRBS23, and PRBS31 as the pattern chosen for phase detection, 

which reduced the error.  In order to understand why this occurs, the CDR phase detector is fed 

with a clock signal fixed in phase at the center of the data eye.  Under these circumstances where 

the CDR is no longer continuously updating the clock phase, the difference between the 

theoretical and simulated results drops down considerably.  Because of the increased CID for 

patterns such as PRBS31, the VCO output will drift during long runs of 1s or 0s, which will shift 

the reference point for phase detection, and thus ultimately impact the crosstalk cancellation 

adaptation time. 
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Pattern 1 Pattern 2 

Simultaneous 

Transition 

Density 

Simulated to 

Theoretical 

Adaptation Time 

Difference 

10101010 11001100 0.5 4.4% 

10101010 PRBS7 0.50394 4.4% 

10101010 PRBS9 0.50098 4.7% 

PRBS9 PRBS7 0.2525 7.0% 

PRBS9 PRBS15 0.2507 6.9% 

PRBS9 PRBS23 0.25 6.2% 

PRBS9 PRBS31 0.25 6.2% 

PRBS15 PRBS9 0.2507 10.4% 

PRBS23 PRBS9 0.25 13.1% 

PRBS31 PRBS9 0.25 17.4% 

 

Table 7.  Difference between simulated and theoretical adaptation times 

 Through both system and circuit level simulation, it was found that the adaptation loop 

can function correctly as long as the clock frequency is correct.  That is, the CDR’s phase 

detection functionality does not need to be locked to the center of the eye for proper convergence.  

This is an extremely important asset as often before adaptation occurs, the data eye may be 

closed sufficiently to prevent the CDR from phase-locking.  As the system-level simulation has 

shown the adaptive loop to be quite robust, the circuit realization of this architecture will be 

explained in depth next chapter along with circuit level simulation results. 
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Chapter 5  Circuit Design, Layout, and Simulation Results 

 In this chapter, the circuit design methodology and underlying concepts will be discussed.  

Because the designed receiver operates at very high data rates (50-Gbps/lane), many different 

topologies and their tradeoffs were considered.  The chip was designed and fabricated using the 

SBC18H3 SiGe BiCMOS process by TowerJazz.  While the npn bipolar transistor in this process 

has fT in excess of 200 GHz, the loading effects of each stage must be carefully considered.  

Therefore, the order in which these were designed is the reverse of the data path in the receiver, 

and starts at the output driver, to the CDR, crosstalk cancellation, and finally equalizer. 

Issues Encountered with Low-Voltage BiCMOS Design 

 As the chip is designed with a nominal supply voltage of 2.0V in mind, stacking multiple 

bipolar and MOS transistors in series is difficult due to headroom limitations.  With a simulated 

VBE around 900mV for optimal current density, emitter followers inserted in buffer chains, as 

illustrated in Figure 32, are not a viable option.  For the case where no current is conducted 

through Q1 and V1 = VCC, then V2 = VCC-VBE.  Likewise, when all the current is conducted 

through Q1, then V1 = VCC - IbufRL and V2 = VCC - Ibuf RL - VBE.  For full switching to occur at the 

input of each CML buffer, a swing in excess of 180mV must be achieved; thus, for a supply of 

2V and VBE ≈ 900mV, V2 will vary between 0.92V and 1.1V.  While the emitter follower biasing 

transistors can remain in the forward-active region even with these collector voltages, any supply 

variation can easily drive them into saturation.  More importantly, the emitter-coupled node of 

the second differential pair will then vary from 20mV to 200mV.  Implementing a MOS current 

source is also problematic—a high overdrive voltage is required for robust operation, while a 
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small W/L is required to limit the capacitance seen at the emitter-coupled node, and neither 

criteria can be met given the low headroom. 

 

Figure 32.  Typical buffer chain in BiCMOS process 
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Figure 33.  Cascaded CML buffers with no emitter-follower 

 Since emitter followers cannot be used, cascaded CML buffers were chosen as shown in 

Figure 33.  As shown earlier, V1 (and the base of Q1) will vary between VCC and VCC-Vswing as 

will V2; thus, Q2 will inevitably run into saturation.  Both the gain variation in Q1 and the change 

in input impedance of Q2 result in noticeable distortion at the output.  In order to mitigate this 

effect, the swing for each stage must be kept to a minimum while ensuring that full switching 

occurs; for this design, the swing for all blocks in the analog front-end is kept to within 200mV 

to account for some PVT variation.  Additionally, while AC simulation of minimum-length npn 

transistors indicate fT above 200 GHz, the effect of input impedance variation on the data signal 

is also smaller with larger device sizes. 
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Output Drivers 

 With the full-rate data at 50-Gbps, proper characterization of the channel is required.  The 

expected channel is a differential 1-inch microstrip line on Rogers 4350B material, as shown in 

Figure 34(a), and its corresponding S-parameters in Figure 34(b).  There is also a gold bondwire 

with an expected inductance of around 150pH.  Based on simulations in both HFSS and ADS 

electromagnetic simulation tools, the expected insertion loss Sdd21 at 12.5GHz and 25GHz are   

-0.45dB and -0.84dB, respectively.  These correspond with the frequencies of interest for 

25Gbps and 50Gbps data that will be driven at the output for testing purposes.  Because the test 

port of the chip is expected to output 50Gbps data with crosstalk present, the actual bandwidth of 

the output driver is required to exceed 25GHz.  Using these S-parameters in Cadence Virtuoso, 

an output stage with emitter length of 2.64m and bias current 5.6mA is required to drive 

50Gbps data with a predetermined “worst-case” amount of crosstalk.  With shunt-peaking, the 

driver together with the channel can actually achieve a maximally flat response with a bandwidth 

of 65GHz. 
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(a) 

 

(b) 

Figure 34.  (a) 1" Differential Channel Modeled in HFSS; (b) Corresponding S-parameters 
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One other critical issue for the output driver design is routing.  As the chip is quite large, 

it is difficult to place the output driver close to where the optimal probing point would be.  For 

this chip, the 50Gbps output driver was located 360m away from the crosstalk cancellation 

circuit output.  In order to drive such a long interconnect, a high-speed pre-driver with small 

input capacitance is preferred so as not to needlessly load the crosstalk cancellation output.  A 

pair of emitter followers are used to fulfill these criteria together with a high-pass filter to shift 

the biasing level to VB which is a generated using a reference current.  The high-pass filter is 

made up of a Metal-Insulator-Metal (MIM) capacitor and a high-density poly resistor.  The 

values of RB and CB are determined to account for a random signal with 200 consecutive 

identical digits.  An additional shunt-peaked ECL buffer is used to restore the signal amplitude to 

ensure full current-switching occurs for the output stage.  The schematic for the entire 50-Gbps 

output driver is shown in Figure 35. 

 

Figure 35.  Schematic for 50Gbps output driver stage 

For the remaining two output drivers, one driving the half-rate 25-Gbps data from the CDR, and 

the other a sub-rate 3.125 GHz clock, the emitter follower and high-pass filter are not needed 
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since a single CML buffer would suffice in each path despite the similar interconnect routing 

length.  The layout for the output driver and pre-driver is shown in Figure 36. 

 

Figure 36.  Layout for predriver and output driver 
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Clock & Data Recovery Circuit 

Voltage-Controlled Oscillator (VCO) Design 

 For an operating speed of 50 Gbps, a half-rate binary CDR is adopted due to speed and 

power considerations.  In this section, the design of each block will be discussed, along with any 

tradeoffs and choices made for high-speed sections. 

 Using high-speed npn transistors, 50 GHz clock generation is possible; however, through 

noise simulation, the device noise of npn transistors in this process is significantly higher (more 

than 15dB) than that of nmos transistors.  In addition to higher noise, the npn transistor swing is 

severely limited.  Shown in Figure 37, the nmos and npn transistors are driven with the same tail 

current and comparable input capacitances.  While the npn cross-coupled pair exhibits a much 

greater negative-gm, the useable range for a negative-gm oscillator is significantly smaller than 

that for an nmos cross-coupled pair.  



49 
 

 

Figure 37.  Transconductance 

This can be remedied using level-shifting as shown in Figure 38.  In Figure 38(a), the single-

ended output voltages of V2
+ and V2

- are centered around VCC, but the ac-coupling from CB and 

RB biases the inputs of the npn transistors at VB; by keeping this voltage quite a bit lower than 

VCC, the output swing can be maximized.  The primary drawback of this approach is the large 

backplate capacitance seen from CB and the noise generated from realizing a large resistance RB.  

For high frequencies, both CB and RB can be scaled down, but will still load the resonant tank 

and decrease Q.  The other level-shifting approach shown in Figure 38(b) uses emitter followers.  

The addition of RCC is required to ensure that the emitter followers do not go into saturation.  

With V2
+ and V2

- centered at VCC-IVCORCC, the base of the VCO transistors V1
+ and V1

- would be 

centered about VCC-IVCORCC-VBE.  The primary advantage of this topology is the integration of 

high-speed output buffers; additionally, the emitter followers exhibit inductive components in the 

input impedance, which may actually help oscillation.  However, the additional phase shift 
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introduced by the emitter followers in the feedback path limits the upper range of frequencies 

available.  Also, since the emitter follower output drives both high-speed sampling circuits as 

well as the inputs of the VCO transistors, the VCO becomes very susceptible to any broadband 

kickback from the sampling circuits. 

 

       (a)              (b) 

Figure 38.  Level shifting in VCOs using (a) high-pass filtering and (b) emitter followers 

Given the issues involved with both the noise performance and limited swing when using 

npn transistors, it would be best if a high-speed CMOS VCO could be used instead.  As the nmos 

parasitic capacitances for a 180-nm process are quite high, design of a CMOS VCO at 50 GHz 

while maintaining an acceptable tuning range of ±5% is difficult.  In fact, through circuit 

simulation, in order for oscillation to occur, the nmos transistors would need to be scaled up and 
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even then could only reach an oscillation frequency of 50 GHz in the absence of any tuning 

elements.  With varactors added in the tank, the Q would drop significantly and require even 

larger transistors to boost the loop gain of the oscillator, resulting in larger parasitic capacitances 

and lowering the oscillation frequency.  Therefore, a half-rate architecture using a 25-GHz VCO 

was chosen instead. 

Before continuing design of the VCO, it is very important to consider what kind of clock 

is required for the half-rate CDR.  In particular, the main differences come from whether the 

CDR phase detector is linear or binary, as this choice not only impacts whether or not quadrature 

clock generation will be required, but also determines the total capacitive loading seen for the 

clock driver. 

While a half-rate linear phase detector like the one in [17] is composed of only 4 latches, 

the front-end latches must be capable of outputting signals on the order of 2 times the data rate.  

For this chip, that would necessitate a latch capable of outputting data at 100 Gb/s and would 

also put strict rise-fall time restrictions on the clock signal.  Through circuit simulation, a single 

CML latch capable of this would require a 12mA bias current. 

A half-rate binary phase detector on the other hand requires six D Flip-Flops but has 

relatively lower speed requirements.  The front-end latches only need to sample the full-rate data 

and can tolerate outputting data at half-rate since the following latch in series will resample at 

half-rate as well.  Through circuit simulation, this latch only requires about 3mA to meet the 

requisite performance.  However, half-rate binary phase detectors require quadrature clock 

generation, which will substantially increase the power and complexity of the VCO and clock 

distribution network.  Based on post-layout simulations, a half-rate binary phase detector 

together with quadrature clock generation draws about 30mA whereas a half-rate linear phase 
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detector with a standard clock generation draws 38mA.  Thus, a quadrature VCO (QVCO) is 

chosen for this design. 

 

Figure 39.  Initial QVCO schematic 

The circuit shown in Figure 39 is initially used to realize a QVCO running at 25GHz.  

The cross-coupled pair transistors are sized at 32m/0.18m but are drawn as 16 x 2m/0.18m 

devices in parallel in order to shorten the gate poly resistance to decrease loss in the VCO.  The 

transistors used to excite the quadrature coupling are required through simulation to be about 

one-quarter the size to properly force the phases into quadrature.  Since these are 0.18m devices, 

the parasitic capacitances are non-trivial for 25GHz clock generation, especially with an 

additional 25% capacitance present for quadrature phase generation.  Initially, adding an inductor 

at the source-coupled node for each VCO as seen in [18] was considered, as the coupling 

between the two inductors will reinforce the coupling between the two VCOs.  This would allow 
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for transistors M5-M8 to be sized smaller at 2 x 2m/0.18m while still maintaining quadrature 

phases.  However, the additional parasitic capacitance introduced by the sidewall capacitance 

from routing top-level metals turned out to increase the overall capacitance in the tank, lowering 

the oscillation frequency.  Instead, the two VCO cores share a current source as shown in Figure 

40.  The shared current source allows higher peak current for each individual VCO.  Additionally, 

although the drain of M9 sees a large capacitance, a small portion of the current from each VCO 

flows into the other branch, slightly reinforcing the quadrature phase-locking. 

 

Figure 40.  Final QVCO schematic 

 In order to tune the VCO, variable capacitance is often implemented as a switch-capacitor 

bank together with varactors.  As CMOS technologies become more advanced, the “on-  
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(a) 

 

(b) 

Figure 41.  Standard capacitor banks 

resistance” ron of a MOS transistor acting as a switch becomes smaller for similar parasitic 

capacitance values.  Unfortunately, in a 180nm process, a wider transistor is needed in order to 
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achieve comparable ron values; however, wide transistors also have larger parasitic capacitances.  

This creates a strict tradeoff between decreasing ron and decreasing the capacitance.  Figure 41 

shows typical implementations of a capacitor bank with (a) being single-ended outputs, and (b) 

being for differential outputs.  The shared switch in Figure 41(b) actually benefits from reducing 

the differential-mode series resistance seen across the effective capacitor.  To switch bands at 

these frequencies, the discrete capacitance values have to be very small; therefore, both the size 

of the MIM capacitors used and the nMOS transistors need to be minimized.  For a desired 

tunable capacitor with a tunability of 30fF, the quality factor Q for when the nMOS switch is off 

is 4.5 whereas if the switch is on, the Q drops down to only 0.7.  As the overall Q of the tank is 

given by (
1

𝑄𝐿
+

1

𝑄𝐶
)

−1

, the low Q of the capacitor bank greatly reduces the loop gain of the VCO, 

making oscillation very difficult.  In post-layout simulation, using this type of capacitor bank 

required 22mA total to ensure the QVCO oscillated across all temperatures of interest, 0 to 120C. 

 The discrete tuning circuit used in this chip borrows from the idea that reverse-biased 

diodes are often used as varactors for very high-speed oscillators.  In this case, these varactors 

are controlled by connecting each emitter to either ground or VDD, as shown in Figure 42.  

Because capacitances for discrete diodes in this design kit were too large, npn transistors were 

used instead.  The base and collector are both shorted to ground, and the base-emitter junction is 

chosen as the varactor because the capacitance seen across the base and collector is too small to 

offer adequate tuning range.  Compared with the nMOS switch variant shown in Figure 41(b), 

the Q of a tunable capacitor with the same tuning range of 30fF varies from 6.5 to 8.3, relaxing 

the power requirements for the VCO to begin oscillation.  In fact, because the Q of the tank is 

much higher than before, the transistor sizes can be reduced by 20% to 1.6m-long fingers, 

which in turn allows for more flexibility with the tuning range.  In the post-layout simulation of 
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the final VCO design, the QVCO alone draws only 6mA while also having a tuning range of 

10%. 

 

Figure 42.  Capacitor bank realized using npn transistors instead of MOS switches 

 The candidates for the VCO clock driver were conventional LC-tuned buffers or emitter 

followers.  Initially, a tuned buffer with MOS inputs was preferred due to its wider input range; 

however, the transconductance of the nMOS transistors was not enough to maintain a good 

output swing without either increasing the power substantially or increasing the transistor size, 

which would both decrease the VCO oscillation frequency and the tuning range.  While 

swapping in npn transistors will boost the gain of the clock driver, the finite input resistance 

introduced due to the base of each transistor lowers the Q of the tank substantially and impacts 

the VCO oscillation startup requirement.  Additionally, as discussed later in the phase detector 

design, the clock driver output swing needs to be somewhat controlled to ensure optimal 

performance for the D flip-flops.  Finally, additional capacitive tuning is required to account for 

process variations and modeling inaccuracies, which further lowers the Q of the clock driver and 

increases the power consumption required to achieve the same swing.  Due to these factors, 

emitter followers were chosen as clock drivers, with a simplified schematic shown in Figure 

43(a).  Assuming both CBias and RBias are sufficiently large, and assuming ro → ∞, the equivalent 



57 
 

circuit is shown in Figure 43(b).  RE and CE are the lumped resistances and capacitances seen at 

the emitter follower output, respectively.  From the small-signal equivalent circuit, the real part 

of the input admittance of the emitter follower is given by: 

𝑅𝑒{𝑌𝑖𝑛} =  
1 + 𝜔2 𝑟𝜋𝑅𝐸[𝑟𝜋𝐶𝜋

2 + 𝑅𝐸𝐶𝐸(𝐶𝐸 − 𝛽𝐶𝜋)]
(𝛽 + 1)𝑅𝐸 + 𝑟𝜋

1 + 𝜔2 [
𝑟𝜋𝑅𝐸(𝐶𝜋 + 𝐶𝐸)
(𝛽 + 1)𝑅𝐸 + 𝑟𝜋

]
2  

At high frequencies, the condition to achieve a negative real part in the admittance is given by: 

𝑟𝜋𝐶𝜋
2 + 𝑅𝐸𝐶𝐸

2 −  𝛽𝑅𝐸𝐶𝐸𝐶𝜋 < 0 

where RE is the parallel combination of the emitter follower output resistance ro and the input 

resistances of each clocking transistor in the phase detector.  Although the biasing points are 

different, the input resistance for each clocking transistor can be approximated as a fixed value of 

rπ and as discussed later, each emitter follower drives 4 npn transistors.  Therefore, 𝑅𝐸 =

𝑟𝜋

4
||𝑟𝑜 ≈  

𝑟𝜋

4
 

The load capacitance CE is made up the input capacitances of each clocking transistor Cπ and 

parasitic capacitances from the routing Cparasitic, 𝐶𝐸 = 4𝐶𝜋 + 𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐 , giving the following 

condition 

𝑟𝜋𝐶𝜋
2 +

𝑟𝜋

4
(4𝐶𝜋 + 𝐶𝑝𝑎𝑟𝑖𝑠𝑖𝑡𝑖𝑐)

2
−  𝛽

𝑟𝜋

4
(4𝐶𝜋 + 𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐)𝐶𝜋 < 0 
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(a) 

 

(b) 

Figure 43.  Emitter-follower with loading (a) schematic and (b) equivalent circuit 
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This relationship will hold true as long as 𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐 <  (
β+√𝛽2−16

2
− 4) 𝐶𝜋.  With 𝛽 ≫ 4, the 

input admittance of the emitter follower is guaranteed to be negative, which helps the VCO 

oscillation startup conditions.  For this process, the nominal value of β is 100 and through post-

layout simulation, 
𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐

𝐶𝜋
 ≈ 3 for this design. 

 

Figure 44.  25GHz QVCO and clock driver layout 
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 The final layout for the 25GHz QVCO with clock drivers is shown in Figure 44.  The 

inductors chosen are 150m x 150m octagonal single-turn inductors drawn using the top-most 

metal layer with a thickness of 2m.  Single-turn inductors were chosen for this application due 

to their higher self-resonant frequency (SRF).  The clock-drivers are placed to the right of the 

VCO core, and since emitter followers do not contain inductors, which would occupy a large 

area, the routing distance between the VCO output and clock driver input can be reduced by at 

least 40m.  As shown in Figure 45, the VCO achieves a tuning range of ±4.5%.  The closed-

loop CDR’s VCO phase noise is also shown in Figure 46, with 18.91fs rms-jitter generation 

expected, integrating from 10kHz to 100MHz. 
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Figure 45.  VCO frequency bands 
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Figure 46.  Simulated phase noise of clock and divide-by-two output 
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Phase Detector 

 As shown in Figure 47, the half-rate binary phase detector is made up of 3 D Flip-Flops 

(DFF) and two XOR gates.  The DFFs are each composed of two high-speed CML latches, and 

the XOR gates are based on a high-speed design from [19]. 

 

Figure 47.  Half-rate binary phase detector 

 

Figure 48.  Standard high-speed latch schematic for BiCMOS process 
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 Due to the high operating speed, the clock-to-Q delay of each latch must be minimized.  

Figure 48 shows a standard design for a high-speed latch in BiCMOS processes where a higher 

supply voltage is allowed.  Due to the stacked transistors in this design, the minimum value of 

VCC to ensure no npn transistor enters saturation and that no nMOS goes into triode would be 

𝑉𝐶𝐶 ≥
𝐼𝐿𝑎𝑡𝑐ℎ𝑅𝐶

2
+ 2𝑉𝐵𝐸 + 𝐶𝐿𝐾𝐶𝑀 +

𝑉𝐶𝐿𝐾

2
− 𝐵𝑖𝑎𝑠𝐿𝑎𝑡𝑐ℎ 

This value can easily exceed the 2V supply for this process technology.  Initially, a DFF 

topology such as the one in Figure 49 was considered where ac-couplers were used to level shift 

the data path.  The value of VB would be chosen to be below 𝑉𝐶𝐶 −
3

2
𝑉𝑠𝑤𝑖𝑛𝑔 to ensure the npn 

transistors did not go deep into saturation.  Unfortunately, not only does the biasing become 

more complicated, this topology can only handle data patterns within a certain amount of CID.  

Additionally, for the nMOS pair to fully switch, the single-ended swing must exceed 540mV,  

 

Figure 49.  D-Latch using AC coupling to level shift 
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which is not trivial at these operating speeds.  Therefore, the circuit in Figure 50 was considered 

instead.  Due to the high current required for high-speed operation, the current source MOS 

transistor M1 would need to be sized considerably larger to avoid running into triode, resulting in 

the capacitance seen at node VCS to be quite large.  Since the clock frequency is 25GHz, the 

capacitance seen at VCS will behave as a short to ground during operation.  Therefore, the 

pseudo-differential D-Latch shown in Figure 51 is used.  Because the current flowing through 

the latch is not constant for pseudo-differential clocking, great care must be taken to avoid 

abnormally large currents that would force the data path transistors deep into saturation.  Since 

the clock driver for the VCO is an emitter follower, the output swing of the clock buffer is 

constrained due to nonlinearities.  As the VCO swing increases and brings the emitter follower’s 

input transistor deep into saturation, the base-emitter voltage drop no longer scales linearly with  

 

Figure 50.  CML D-Latch 
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Figure 51.  Pseudo-differential DFF 

the input voltage for a fixed current.  The output swing of the clock buffer varies between 

190mV to 220mV only across operating conditions.  As a DFF is made up of two cascaded D-

latches, the first latch is shunt-peaked to improve bandwidth in order to properly sample the 

50Gbps data, while the second latch does not require additional bandwidth extension as its 

output only needs to be capable of sampling 25Gbps data. 

 While the speed requirement of the CML XOR gates is less critical than the DFF [20], 

the asymmetry in signal paths between signals A and B in Figure 52 causes problems for this 

design.  First, the common-mode levels of A and B are different, requiring an additional level-

shifter for signal B.  Second, the difference in signal paths for A and B results in different delays, 

which may result in the XOR operation malfunctioning at high speeds.  Third, as explained 

previously for the D-Latch design, the voltage headroom makes it difficult for design at low 

supply voltages.  Instead, the symmetric XOR gate in Figure 53 is used [19].  Not only is the 
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common-mode level and propagation delay to the output identical in this topology, the headroom  

requirement is no different than that of a CML buffer. 

 

 

Figure 52. Conventional CML XOR 
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Figure 53.  Symmetric CML XOR gate 

 Figure 54 shows the integrated phase detector output with respect to clock delay with a 

PRBS9 input data stream.  Because the binary phase detector gain is susceptible to change based 

upon the jitter on the incoming signal, it is useful to properly gauge the range of phase detector 

gains to ensure the CDR phase margin is not compromised.  The best-case scenario is meant to 

illustrate the phase detector at a temperature of 0°C with clean input data.  On the other hand, the 

worst-case scenario represents the phase detector at a temperature of 120°C with a large amount 

of crosstalk still present on the data.  Based on these plots, the phase detector gain can vary by a 

factor of 5.6 depending on the operating conditions.  
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Figure 54.  Simulated best- and worst-case phase detector output characteristic 

 Unlike full-rate binary phase detectors, half-rate binary detectors were found to have 

extremely limited frequency acquisition ranges.  Therefore, a PLL is required to first frequency 

lock before transitioning over to the CDR to phase-lock to the incoming data stream.  A standard 

dual-loop architecture is used for this design with a standard bang-bang phase-frequency detector.  

For this chip, a divide ratio of 64 was chosen with a reference clock frequency of 390.625MHz.  

Although neither the phase-noise performance nor the loop characteristics of the PLL are critical 

to the crosstalk cancellation loop performance, proper divider design is required to both lower 

the power consumption and ensure the divider functions correctly for the frequency ranges of 
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interest.  Due to speed considerations, the first three dividers after the VCO are realized using 

CML D Flip-Flops while the last three dividers are realized as TSPC latches, as shown in Figure 

55.  For the CML dividers, the tail current was decreased, and the load resistor increased as the 

divider frequency lowered.  For the TSPC divide-by-two design, the lengths of the dividers were 

increased as the divider frequency lowered.  As shown in Figure 56, the divider sensitivity 

curves show the divider’s minimum sensitivity points are close to the desired output frequencies, 

ensuring the entire divider chain will work appropriately.  In simulation, these curves were 

defined by placing a minimum SNR for the divide-by-two frequency, and indicate no self-

oscillation is present among any of these dividers.  However, these results are pessimistic and in 

the lab measurement the divider chain does self-oscillate at the divide-by-8 test output at 3.8GHz. 

 

Figure 55.  TSPC divide-by-two 
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Figure 56.  CMU Divider sensitivity curves 
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Crosstalk Cancellation Circuit 

 The crosstalk cancellation (XTC) circuit is a simple current-mode summation that adds or 

subtracts the derivative of the aggressor from the victim signal.  The original XTC circuit from 

[16] is shown in Figure 57.  By steering current from the differentiator branch by adjusting the 

control voltage, the crosstalk cancellation coefficient can be either positive or negative.  

Unfortunately, the large capacitances from the nMOS transistors both at the output and the 

current sources limited the bandwidth and the crosstalk that could be cancelled, respectively, so 

the design was updated to the one shown in Figure 58.  The currents flowing through each 

differentiator branch are directly adjusted by changing the biasing of the current sources.  The 

total current flowing into the load resistor is kept constant just as in the original schematic, but 

the absence of nMOS transistors allows higher operating speeds.  The lack of cascode transistors 

also eliminates the need for any level-shifting that was required previously as well. 

 

Figure 57.  Original current-mode summation for crosstalk cancellation 
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Figure 58.  Updated current-mode summation for crosstalk cancellation 
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To understand how the XTC circuit functions, the output current can be derived using a 

small-signal model.  With the victim signal being represented by V1 and the aggressor by V2, the 

output current can be shown to be 

𝐼𝑜𝑢𝑡 = 𝑉1

𝛽

(1 + 𝛽)𝑅𝐸 + 𝑟𝜋1

1

1 + 𝑠
𝑅𝐸𝑟𝜋1𝐶𝜋1

(1 + 𝛽)𝑅𝐸 + 𝑟𝜋1

+ 𝑉2

𝛽

1 + 𝛽
𝑠𝐶𝐸 [

1

1 + 𝑠
𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸)

1 + 𝛽

−
1

1 + 𝑠
𝑟𝜋3(𝐶𝜋3 + 𝐶𝐸)

1 + 𝛽

] 

With r = /gm and gm = IC/VT, the output current can be approximated as 

𝐼𝑜𝑢𝑡 ≈ 𝑉1

𝛽

(1 + 𝛽)𝑅𝐸 + 𝑟𝜋1

1

1 + 𝑠
𝑅𝐸𝑟𝜋1𝐶𝜋1

(1 + 𝛽)𝑅𝐸 + 𝑟𝜋1

+ 𝑉2

𝛽

1 + 𝛽
𝑠𝐶𝐸𝑉𝑇 [

1

1 + 𝑠
(𝐶𝜋2 + 𝐶𝐸)

𝐼𝐶,2

−
1

1 + 𝑠
(𝐶𝜋3 + 𝐶𝐸)

𝐼𝐶,3

] 

As can be seen from the above expression, the poles of the differentiator branches can be 

adjusted by comparing IC2 and IC3.  In practice, these values were determined through transient 

simulation rather than AC simulation due to the nonlinear nature of the device and the 

differentiator circuit in the presence of large signals. 
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Equalizer 

 The equalizer used for this design is a CTLE with a similar operation to the crosstalk 

cancellation circuit.  Instead of the conventional CTLE with a source-degenerated resistor and 

capacitor as previously shown in Figure 9, the source-degeneration is split into two branches as 

shown in Figure 59.  This topology is chosen to individually optimize the low-pass and high-pass  

 

 

Figure 59.  Simplified schematic of CTLE 

 

characteristics of the CTLE.  To further understand this point, ignoring the inductors in the load, 

the small-signal transfer function can be approximated as  
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|
𝑉𝑜𝑢𝑡

𝑉𝑖𝑛
| ≈

𝛽𝑅𝐶

(1 + 𝛽)𝑅𝐸 + 𝑟𝜋1
 ∙ 

 

[1 + 𝑠
𝑟𝜋1𝐶𝜋1𝑅𝐸𝐶𝐸

𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸) + ((1 + 𝛽)𝑅𝐸 + 𝑟𝜋1)𝐶𝐸

] [1 + 𝑠
𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸) + ((1 + 𝛽)𝑅𝐸 + 𝑟𝜋1)𝐶𝐸

1 + 𝛽
]

[1 + 𝑠
𝑟𝜋1𝐶𝜋1

1 + 𝛽
] [1 + 𝑠

𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸)
1 + 𝛽

] [1 + 𝑠𝑅𝐶𝐶𝐶]
 

with poles and zeroes given by: 

𝑝1 =  
1

𝑅𝐶𝐶𝐶
 , 𝑝2 =

1 + 𝛽

𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸)
 , 𝑝3 =

1 + 𝛽

𝑟𝜋1𝐶𝜋1
 

𝑧1 =
𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸) + ((1 + 𝛽)𝑅𝐸 + 𝑟𝜋1)𝐶𝐸

𝑟𝜋1𝐶𝜋1𝑅𝐸𝐶𝐸
 ,      𝑧2 =

1 + 𝛽

𝑟𝜋2(𝐶𝜋2 + 𝐶𝐸) + ((1 + 𝛽)𝑅𝐸 + 𝑟𝜋1)𝐶𝐸

 

For this design, RE(1+β) is about an order of magnitude greater than rπ, so assuming that 

RE(1+β) >> rπ, 

𝑧1 ≈
1 + 𝛽

𝑟𝜋1𝐶𝜋1
 ,      𝑧2 ≈

1

𝑅𝐸𝐶𝐸
 

With p3 and z1 cancelling out, this circuit has one zero and two poles, with z2 < p1 < p2.  The 

value of RE is chosen such that the worst-case DC gain at the high temperature corner will still 

be unity.  CE is realized as a pair of varactors, that are controlled either externally by manual 

control, or by the integrated output of the op-amp in the adaptive equalization loop.   Shunt-

peaking is also used to further extend the bandwidth of the CTLE; at the minimum peaking 

setting, the CTLE has a simulated bandwidth of 39GHz. 

 Because the spectral content of the incoming 50Gbps data is expected to contain FEXT, 

the CTLE should be able to boost frequencies beyond 25GHz.  With the expected worst-case CIJ 

present, the shortest unit interval of the data is about 13ps in the absence of channel loss, and the 
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longest unit interval to be about 27ps; therefore, the CTLE should give sufficient high-frequency 

boosting between 19.2GHz and 38.4GHz.  Because the focus of this research is on crosstalk 

cancellation rather than equalization, the worst-case channel to demonstrate the adaptive 

crosstalk cancellation scheme will only have a loss of 7dB; therefore, the CTLE is designed for 

up to 10dB peaking at 25GHz for adequate margin. 
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Post-Layout Simulation Results 

 The final layout of the chip is shown in Figure 60.  The incoming data comes in through 

pads 4, 5, 7, and 8 directly to the CTLE.  The filtering capacitor required for adaptation for both  

the equalization and crosstalk cancellation loops are all realized on chip, while the large 

 

Figure 60.  Final layout of the chip 
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capacitors required for the CDR loop filters are routed off chip.  The chip has three test ports to 

be used for chip testing:  pads 11 and 13 are for analyzing the 3.125GHz sub-rate clock, pads 55 

and 57 are for outputting the de-muxed 25Gbps half-rate data out of CDR_0, and pads 61 and 63 

will drive the full-rate 50Gbps data right after the crosstalk cancellation takes place.  To simulate 

this chip, different pattern combinations and different channels via various lengths of parallel 

microstrip lines were used to ensure both the adaptive equalizer and adaptive crosstalk 

cancellation circuit functioned properly.  As shown in Figure 61, the channels were simulated 

using both HFSS and ADS electromagnetic simulation tools.  The substrate material chosen was 

Rogers 4350B for a cost-effective solution  

 

(a) 

 

(b) 

Figure 61.  (a) Parallel microstrip lines in HFSS; (b) cross-sectional view as seen in ADS 
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suitable for high-speed operation.  The substrate thickness is 4mils, the conductor thickness is 

0.685mils, and both the conductor width and microstrip spacing are 6mils.  Although, Figure 61 

(a) shows only a 1-inch channel with the aforementioned parameters, the worst-case channel 

simulated is a 3-inch long channel with the S-parameters shown in Figure 62.  Additionally, 

other lengths and combinations of widths and spacings were tested as well to ensure the crosstalk 

cancellation circuit converged under as many scenarios as possible. 

 

Figure 62.  S-parameters for expected worst-case channel 

The control voltages for the adaptive loops are shown in Figure 63.  The adaptive 

equalization converges much faster than the adaptive crosstalk cancellation.  Unfortunately, the 

adaptation time for the crosstalk cancellation loop is quite difficult to accurately determine for 
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Figure 63.  Control voltages for both adaptive equalizer and crosstalk cancellation loops 

this particular architecture because of the binary phase detector.  As shown in Figure 54 

previously, the phase detector gain varies greatly depending on how much jitter is present on the 

incoming data to the CDR.  The filtering capacitor for the adaptive crosstalk cancellation loop 

was increased until convergence was observed.  While the convergence time for the crosstalk 

cancellation loop is only required to be at least two to three times longer than the adaptive 

equalization loop as shown above, in the final design the crosstalk cancellation loop convergence 

time is designed to be at least ten times the minimum requirement to lower the disturbances that 

may appear on the control voltage. 
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 Figure 64 and 65 show the eye diagrams for critical points in the receiver data path after 

the CDR and all adaptation loops have locked.  As seen in Figure 64, even after the CTLE 

compensates for channel loss, there is still a significant amount of deterministic jitter remaining.  

Figure 65(a) shows (in green) the data after passing through the crosstalk cancellation circuit, 

and the 25GHz clock signal locked to the center of the eye.  Because probing the XTC output on-

chip is not possible, it is mandatory to understand how much degradation of the data eye occurs 

between the XTC output and the eye diagram that will be viewed during physical testing.  

Therefore, the pad, bond wire inductance, and microstrip channel are all accounted for in 

simulation.  Figure 65(b) shows the eye diagram expected when reaching the oscilloscope.  Table 

8 summarizes the results and compares the eye openings with optimal manual adjustment and 

with the adaptation scheme.  The adaptation comes very close to the optimal values obtained 

through manual adjustment.  This comparison was also made with different combinations of data 

patterns and channel characteristics.  Figure 66 shows another group of waveforms for a case 

where the channel is only 2” long and contains less channel loss and crosstalk.  Again, both 

adaptation loops converge to their optimal values. 

 

Figure 64.  CTLE output for worst-case channel 
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(a) 

 

(b) 

Figure 65 (a) XTC and clock, and (b) 50Gbps test port outputs for worst-case channel 

 

Signal Optimal Eye Opening (ps) Adaptation Eye Opening (ps) 

RX Input 7.9 7.9 

CTLE Output 11.7 11.6 

XTC Output 15.6 15.3 

Output Driver 15.3 15.2 

 

Table 8.  Summary of eye opening for worst-case channel 
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Figure 66.  Outputs for a 2" channel 
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Chapter 6 Test Results 

 The test chip was fabricated using TowerJazz’s SBC18H3 BiCMOS process.  The die 

was bonded to three different boards, each with a different input channel characteristic. 

 

Figure 67.  Die photo before wirebonding 
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Figure 67 shows a photo of the die sitting in the cavity in the board before the wirebonding 

process.  Although the overall chip functioned correctly, differences between the models given in 

the simulation design kit and the actual fabricated die resulted in nonidealities that impacted 

performance.  In this chapter, these effects will be covered together with the final frequency- and 

time-domain measurements. 

 Although the VCO was designed with 8 bands in mind to achieve a tuning range greater 

than 2GHz, changing between the lowest and highest bands shows the frequency shifts by less 

than 500MHz.  Within a single band, the observed VCO tuning range is also only about 180MHz.  

With a design target of a 25GHz VCO, the VCO tested in the lab ranges from 24.25GHz to 

24.72GHz.  All 8 bands appear to have shifted to the low-end of the frequency range, and the 

varactor tuning range also seems to be about half the expected value. 

Since the VCO capacitor bank is made up of reverse-biased PN junctions, the lack of 

range between bands indicates that the change in capacitance across the base-emitter junction is 

much less than what is shown in simulation.  Likewise, the lack of tuning range within a single 

band indicates the MOS varactor impedance around 25GHz is not well modeled either.  Despite 

these issues, the CDR is still able to lock between 48.6Gbps and 49.4Gbps, with the maximum 

shared rate between parts at 49.38Gbps, which will be the basis for all transient data presented 

later in this chapter. 

At the initial stage of testing, the recovered clock was characterized using a Keysight 

E5052B Signal Source Analyzer (SSA).  The following spectra shown in Figure 68 and 69 are  
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Figure 68. Input 49.12Gbps '1111000011110000' data retimed by half-rate recovered clock 
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Figure 69.  Divide-by-8 of recovered clock with input 49.12Gbps '1111000011110000' data 

for a repeating ‘1111000011110000’ input data stream.  Figure 68 shows the data retimed by the 

recovered clock with rms jitter of about 205fs whereas the divide-by-8 clock (Figure 69) shows 

about 250fs rms jitter.  Figure 70 shows the same divided down clock for a 49.12Gbps PRBS7 

input data stream.  While some additional spurs seem to appear at the high frequency range of 

the phase noise spectrum, the overall jitter is not degraded much.  However, it seems as the 

pseudo-random index increased, the spurs became worse and worse, with a worst-case phase 

noise shown in Figure 71.  In the interest of keeping the total noise on the chip low for the 
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crosstalk cancellation adaptation, only periodic, PRBS7, and PRBS9 signals are used for 

transient analysis. 

 

Figure 70.  Divide-by-8 of recovered clock with input 49.12Gbps PRBS7 data 
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Figure 71.  Divide-by-8 of recovered clock with input 49.12Gbps PRBS31 data 

As a comparison to the SSA measurements, Figure 72 shows the demuxed and retimed 

differential waveform for a repeating ‘11001100’ input data pattern to show both locking and the 

clock-related jitter of the CDR.  Unfortunately, the duty-cycle distortion is very large in this 

retimed output waveform due most likely to mismatch in the bondwire lengths between the P and 

N side of the output driver.  This was something expected during the board design phase and 

thought to be acceptable since the retimed output is just a functional check, and not indicative of 

the full-rate eye before the CDR.  Due to area limitations, the matching for this test port was 
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sacrificed to make sure the test port for the full-rate data would not have such a large amount of 

DCD. 

 

Figure 72. Jitter measurement of demuxed output of 49.38Gbps '11001100' pattern 

 For time-domain measurements, the chip is tested on multiple boards and measured using 

a Keysight 86100D Infiniium DCA-X mainframe with 86118A 70-GHz sampling module and 

86107A Precision Timebase.  The full testbench is shown in Figure 73.  In order to achieve a 

clean eye at the output, both the equalizer and crosstalk cancellation circuit need to function 

correctly.  As the varactor model is shown to be inaccurate in the VCO tuning frequency already, 

the same modeling inaccuracy causes a significant degradation in the CTLE performance.  
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Adjusting the CTLE control voltage from minimum to maximum does not change the residual 

ISI at the output of the test-port at all, indicating that either the capacitance tuning range is too 

small or that the nominal value of the degeneration cap is completely off from the expected value. 

 

 

Figure 73.  Testbench 

As the amount of residual ISI also does not change much between the three boards, it should be 

concluded that the CTLE peaking frequency is lower than the target of 25-30GHz as originally 

designed.  Unfortunately, because the CTLE output is succeeded by many slicers, it is difficult to 

figure out just how far the transfer function is from the design target.  This unintended peaking in 

the receiver response amplifies the amount of crosstalk as well, resulting in the mid-length board 
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to actually have similar eye closure compared to the worse-case in simulation.  This combined 

with a larger bondwire inductance in lab eats into the horizontal eye margin considerably and 

prevents the worst-case board from functioning properly. 

 For the mid-length board, the results shown below will be using a PRBS7 signal as the 

victim and tested with both a repeating ‘10101010’ and PRBS9 aggressor.  Figure 74 shows the 

jitter measurement for a PRBS7 signal with ‘10101010’ crosstalk.   The periodic jitter shown 

here is relatively large—close to 6ps out of the 20ps UI.  Observing the jitter histogram 

decomposition, the RJ/PJ is also a distorted shape compared to a regular Gaussian distribution.  

Manually tuning the crosstalk cancellation control voltage, the PJ can be decreased considerably 

as shown in Figure 75.  The eye shape is more open, and the RJ/PJ histogram resembles a 

Gaussian distribution.  When using the adaptation loop, the eye also improves considerably, 

although to a suboptimal value as shown in Figure 76.  Across different parts, there is about a 

150-300fs residual offset from the optimal setting when using the adaptation. 
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Figure 74. 49.38Gbps PRBS7 signal with '10101010' crosstalk 
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Figure 75.  49.38Gbps PRBS7 signal with '10101010' crosstalk after XTC (optimal setting) 
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Figure 76.  49.38Gbps PRBS7 signal with '10101010' crosstalk after XTC (adaptive setting) 

 For a more practical scenario, PRBS9 traffic is also used in place of the periodic signal as 

the aggressor signal.  Figure 77 shows a PRBS7 eye with PRBS9 crosstalk.  In this case, because 

the coupled PRBS aggressor signal manifests itself as broadband jitter and noise, the scope is 

unable to distinguish the crosstalk from the random jitter spectrum.  Therefore, the eye is first 

measured in the absence of crosstalk, and then RJ is fixed in place.  The previous dual-dirac 

modeling for PJ is also thrown out and replaced with a Bounded-Uncorrelated Jitter (BUJ) 

specification to more accurately characterize eyes with large amounts of broadband smearing.  

As shown in Figure 77, the BUJ is also around 6ps, although this value is not necessarily entirely 

accurate depending on the accuracy of the fixed RJ value.  Still the eye is noticeably improved in  
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Figure 77.  49.38Gbps PRBS7 signal with PRBS9 crosstalk 

Figure 78 with a manual control.  The BUJ is decreased from 6ps down to 720fs, and the eye 

opening is also improved.  Using the adaptive loop, the residual BUJ is very close to the optimal 

setting as shown in Figure 79. 

 In this section, the test results have been presented showing the adaptive crosstalk 

cancellation loop functions to some extent.  Improvements primarily in more conservative design 

choices in the CTLE as well as better planning of the board and chip top layout could likely 

alleviate the large 5-6ps ISI seen on all parts regardless of channel or crosstalk.  However, even 

with these challenges, the adaptive loop still converges for the test signals used. 
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Figure 78. 49.38Gbps PRBS7 signal with PRBS9 crosstalk (optimal setting) 
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Figure 79.  49.38Gbps PRBS7 signal with PRBS9 crosstalk (adaptive setting) 
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Chapter 7 Conclusion 

 A blind adaptative far-end crosstalk cancellation method is proposed in this dissertation.  

Along with an analysis on the effect of far-end crosstalk on broadband data, the different 

approaches present in industry are also compared.  The adaptation scheme is presented starting 

with the method proposed in [16], where the motivation was to find a blind adaptive solution.  

By simplifying the logic in [15] to a single XOR gate, the hardware overhead was shown to be 

minimal.  Additional analysis of sub-rate clocking schemes then improved upon the original 

architecture to relax both bandwidth and timing requirements on the data path.  The adaptation 

concepts presented in this dissertation can be scaled to any sub-rate CDR architecture with some 

modification of the loop parameters. 

 Despite the challenges associated with modeling inaccuracies, the adaptive crosstalk 

cancellation scheme is still shown to be functional.  The residual crosstalk from a PRBS9 signal 

could be reduced from 6ps down to 720fs for a 49.38 Gbps data eye.  Regardless of the spectral 

content of the aggressor signal, the adaptation is shown to be close to the optimal settings as long 

as the CDR is attempting to phase-lock.  The die draws 187mA from a 1.8V supply when 

running at a rate of 2 x 49.38Gbps, translating to a FoM of 3.4pJ/bit. 
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