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ABSTRACT OF THE DISSERTATION 

 

Chemical Effect on Diffusion in Intermetallic Compounds 

 

by 

 

Yi-Ting Chen 

 

Doctor of Philosophy in Materials Science and Engineering 

University of California, Los Angeles, 2016 

Professor King-Ning Tu, Chair 

 

 

 With the trend of big data and the Internet of things, we live in a world full of 

personal electronic devices and small electronic devices.  In order to make the devices 

more powerful, advanced electronic packaging such as wafer level packaging or 3D 

IC packaging play an important role.  Furthermore, µ-bumps, which connect silicon 

dies together with dimension less than 10 µm, are crucial parts in advanced packaging.  

Owing to the dimension of µ-bumps, they transform into intermetallic compound 

from tin based solder after the liquid state bonding process.  Moreover, many new 

reliability issues will occur in electronic packaging when the bonding materials 

change; in this case, we no longer have tin based solder joint, instead, we have 

intermetallic compound µ-bumps.  Most of the potential reliability issues in 

intermetallic compounds are caused by the chemical reactions driven by atomic 

diffusion in the material; thus, to know the diffusivities of atoms inside a material is 
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significant and can help us to further analyze the reliability issues.  However, we are 

lacking these kinds of data in intermetallic compound because there are some 

problems if used traditional Darken’s analysis.  Therefore, we considered Wagner 

diffusivity in our system to solve the problems and applied the concept of chemical 

effect on diffusion by taking the advantage that large amount of energy will release 

when compounds formed.  Moreover, by inventing the holes markers made by Focus 

ion beam (FIB), we can conduct the diffusion experiment and obtain the tracer 

diffusivities of atoms inside the intermetallic compound.  We applied the technique on 

Ni3Sn4 and Cu3Sn, which are two of the most common materials in electronic 

packaging, and the tracer diffusivities are measured under several different 

temperatures; moreover, microstructure of the intermetallic compounds are 

investigated to ensure the diffusion environment.  Additionally, the detail diffusion 

mechanism was also discussed in aspect of diffusion activation enthalpy and diffusion 

pre-factor by using lattice structure simulation.  Last but not the least, X-ray 

photoelectron spectroscopy and First principal calculation simulation were used to 

observe the electron binding energies in the intermetallic compound and illustrate the 

partial covalent bonding behavior in the intermetallic compounds. 
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Chapter 1 Introduction 

 

 

1.1 Motivation 

 

In mobile technology and the trend of Internet of things (IOT), the electronic 

devices are developing toward lower power consumption, more compact form factors 

and high performance, driving the growth of advanced electronic packaging industry. 

Among all the techniques, the use of 3-dimensional integrated circuits (3D IC) by 

stacking homogeneous or heterogeneous chips vertically (Fig. 1.1) has gained much 

attention recently [1-2], because it is a promising way to extent Moore’s law on the 

trend of transistor circuit density increase in Si devices. The stacking approach 

requires the usage of micro solder bumps (µ-bump), having dimension approaching 

10 µm.  However, the reflow process to form the µ-bump (time and temperature in 

liquid-state bonding reaction) remains the same as that in forming larger solder joints. 

Thus, the fraction of intermetallic compound (IMC) inside a µ-bump is much larger, 

and its significance on reliability cannot be overemphasized.  

 

The three most important IMCs in electronic packaging technology are Ni3Sn4, 

Cu6Sn5, and Cu3Sn; there are many publications [3-9] on their basic physical 

properties such as conductivity, thermal expansion coefficient, hardness, Young’s 

Modulus, and interdiffusion coefficient, except the intrinsic diffusivities. Yet, they are 

the basic kinetic parameters of the IMC and describe how fast they can diffuse in the 

IMC and determine the dominant diffusion species during the IMC growth.  

Furthermore, from the point of view of reliability under electromigration or stress-
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migration, the rate of failure requires knowing the diffusivities.  Moreover, recently 

there are many reliability issues on µ-bump such as porous Cu3Sn formation [10], 

metastable phase in Ni-Sn system [11] and new failure mode in µ-bump under 

electromigration, these problems are all related to the diffusion of atoms inside the 

IMC. Thus, to know the intrinsic diffusivity of atoms inside the IMC is very 

significant in order to further analyze the reliability issue on µ-bump. 

 

In the traditional way to obtain diffusivities of atoms in a binary metallic alloys, 

Darken’s marker motion analysis and Boltzmann and Matano’s analysis of 

interdiffusion [12-13] were combined to determine the intrinsic diffusivities.  

However, we note that in Boltzmann and Matano’s analysis, it measures the 

concentration profile or gradient across the alloy.  However, the concentration 

gradient is near zero and immeasurable experimentally across an IMC because we 

assume a stoichiometric compound.  Fortunately, in a binary material, the 

thermodynamic factors for both atoms are the same [14]; therefore, tracer diffusivities 

of atoms can represent the intrinsic diffusivities.  For metallic alloys, we can use 

chemical potential of an ideal dilute solution as well as a regular solution to obtain a 

thermodynamic factor, which represents the chemical effect. Additionally, the 

thermodynamic factor enables the intrinsic diffusivities link to the tracer diffusivities. 

 

The challenge in obtaining tracer diffusivities in an IMC is how to remove the 

strong chemical bonding effect on diffusion.  Thus� in our kinetic analysis of tracer 

diffusivities in IMC, we use Wagner diffusivities to overcome this problem.  In 

Wagner’s model of IMC growth, the diffusion is driven by heat of formation of IMC, 

not by chemical concentration gradient.  A new thermodynamic factor was obtained 
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to convert the intrinsic diffusivities to tracer diffusivities in IMC. 

 

On marker experiments, we used focus ion beam (FIB) to etch micron size 

cylindrical holes into IMC to serve as diffusion markers. They enabled us to observe 

the faster diffusing species as well as marker velocity. Specifically, we used FIB to 

etch marker holes on the growing IMC in the diffusion couple.  Also we indented 

large and fixed markers on one side of the diffusion couple5 as the references for 

marker motion measurements.  Upon annealing the diffusion couples at several 

different temperatures and times to obtain the required data, we were able to calculate 

the tracer diffusivities of atoms in the IMC lattice. The activation energies of atomic 

diffusion in IMC can also be determined.  The details of diffusion mechanism will be 

further discussed by using the lattice structure simulation, First-principle simulation 

model and x-ray photoelectron spectroscopy (XPS). 

 

 

1.2 Introduction to Darken’s analysis  

 

 Darken’s analysis on marker motion is based on the experiment conducted by 

Kirkendall and the concept of vacancy diffusion [12-13]. For a substitutional 

diffusion based system, atoms are migrating through the vacancy process; the jump of 

an atom into a vacant site can be considered as the jump of a “vacancy” into the atom. 

In an A-B diffusion couple forming AB alloy in between as shown in Fig. 1.2; if the 

flux of A (JA) is larger than the flux of B (JB), then there will be a net flux of vacancy  

(JV) in the opposite direction of A: 
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                                                                  Jv = -JA – JB                                        --- (1.1) 

If we applied Fick’s first law [15-16] in equation 1.1, we get: 

 

                                                               Jv =(DA - DB)!!!!"                                    --- (1.2) 

where CA is the concentration of A and DA, DB are the intrinsic diffusivities of A and 

B in AB alloy. 

 

 The net flux of the vacancies in AB alloy will accompany with the movement of 

the lattice, and edge dislocation is a good example to understand the phenomenon.  

Edge dislocations serve as good source or sinks for vacancies as shown in Fig. 1.3; 

the extra half-plane at A side can absorb vacancies and be annihilated eventually 

while the extra half-plane at B side can emit vacancies (absorb atoms) and the new 

atomic plane will be generated and introduced. Owing to the annihilation and 

generation of the lattice plane, the lattice plane in the middle will shift to left. If we 

put a marker between the annihilated and generated planes, we can observe the 

velocity of the moving lattice plane, v. If the area of the plane is A with concentration 

of atoms C0, during a small amount of time t, there will be AvtC0 atoms removed by 

the total amount of vacancies traveling across the plane in time t, which equals to JvAt. 

Thus we can have the relation: 

 

                                                                     Jv = C0v                                        --- (1.3) 

Substituting equation 1.2 gives: 

 

                                                               v =(DA - DB)!!!!"                                  --- (1.4) 

where the mole fraction of A is XA = CA/C0. 
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 Since the lattice plane is moving, if we observe total flux of A, JA, at the 

stationary plane (e.g., the end of the diffusion couple) instead of the moving plane, we 

should notice that it is the sum of the diffusive flux relative to the moving lattice and 

flux caused by the movement of the lattice: 

 

                                                            JA = -DA
!!!
!"   + vCA                                 --- (1.5) 

By combining equation 1.4 and equation 1.5, we obtain: 

 

                                             J! = −(X!D! + !X!D!) !!!!"  = −! !!!
!"                    --- (1.6) 

where ! is interdiffusion coefficient. 

 

 

1.3 Introduction to Boltzmann and Matano’s analysis 

 

 The interdiffusion coefficient, !, is not easy to determine analytically because 

we need to solve the partial differential equation resulting from Fick’s law. 

Fortunately, Ludwig Boltzmann found a way to convert the partial differential 

equation into ordinary differential equation; which is much easier to solve; 

additionally, Chijiro Matano performed the experiment to calculate the interdiffusion 

coefficient in metal alloy. 

 

 To begin with, we should start from Fick’s second law [15-16]: 

                                     
∂CB

∂t
=
∂
∂x

!D
∂CB

∂x

"

#
$

%

&
'=

∂ !D
∂x

∂CB

∂x
+ !D

∂2CB

∂x 2
                       --- (1.7) 
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In order to solve this partial differential equation, we can assume that C x, t = C! η  

and η = x/!!/! to convert equation 1.7 into an easier-to-solve ordinary differential 

equation. By differentiation, we have: 

 

                                          

∂C
∂t

=
∂C
∂η

∂η
∂t

= −
1
2
x
t 3/2
dC
dη

= −
η
2t
dC
dη

∂C
∂x

=
∂C
∂η

∂η
∂x

=
1
t 1/2
dC
dη

∂2C
∂x 2

=
∂
∂x

∂C
∂x

#

$
%

&

'
(=

∂
∂η

∂η
∂x

∂C
∂x

#

$
%

&

'
(=
1
t
d 2C
dη2

∂ !D
∂x

=
∂ !D
∂η

∂η
∂x

=
1
t 1/2
d !D
dη

                   --- (1.8) 

 

and we can substitute these terms from equation 1.7 into: 

                                       
−
η
2t
dC
dη

=
1
t 1/2
d !D
dη

1
t 1/2
dC
dη

+
!D
t
d 2C
dη2

−
η
2
dC
dη

=
d !D
dη

dC
dη

+ !D d
2C
dη2

=
d
dη

!D dC
dη

"

#
$

%

&
'

                   --- (1.9) 

We can drop 1/!η in equation 1.9 and integrate both sides to obtain: 

                                       − 1
2

ηdC =
0

C '
∫ d !D dC

dη
#

$
%

&

'
(=

0

C '
∫ !D dC

dη
)

*
+

,

-
.
0

C '

                    --- (1.10) 

where C’ is an arbitrary concentration between 1 and C0 where C0 is the concentration 

of A at ! = ∞ (pure A). Now we consider at a given time (t is a fixed constant), and 

both ends of the diffusion couple are pure A and pure B (constant concentration); we 

can integrate equation 1.10 from C=0 to C=C0 along the C axis in Fig. 1.4 and obtain: 

                                 
−
1
2

ηdC =
0

C '
∫ !D dC

dη C =C0

− !D dC
dη C =0

= 0−0 = 0               --- (1.11) 
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 This infers that !"#!!
! = 0 because t is a constant, and x here determines the 

Matano interface at a given time t.  The Matano interface represents the amount of A 

atoms been removed from the left of the interface is equal to the amount of A atoms 

been added to the right of the interface (the shaded areas on A side and B side in Fig. 

1.4 are equal).  Moreover, the Matono interface is the same as the original interface. 

 

 If we again consider at a fixed time t and convert η to x in equation 1.10, we can 

have the interdiffusion coefficient:  

                                             !D (C ') = − 1
2
dx
dC

"

#
$

%

&
'
C '

x dC
0

C '
∫                                --- (1.12) 

At a given time t, we can measure the concentration profile of the diffusion couple as 

shown in Fig. 1.5, then we can choose a position with concentration !′ and obtain the 

slope and the shaded area. By inserting them into equation 1.12, we know the 

interdiffusion coefficient !  at the concentration !′. Therefore, we can know the 

interdiffusion coefficient by using the graphical method of Boltzmann-Matono 

analysis; in addition to Darken’s marker analysis, we can solve the intrinsic 

diffusivities of atoms in a metal alloy. 

 

 

1.4 Introduction to XPS analysis and chemical shift 

 X-ray photoemission spectroscopy (XPS) is also known as ESCA (Electron 

Spectroscopy for Chemical Analysis) [17-19], which is used to analyze atomic 

compositions and learn information about the types of bonding that occurs within 

various compounds on the sample surface (Fig. 1.6).  The technique is based on 

Einstein’s photoelectron effect theory, using X-ray source to strike and transfer the 
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entire energy to the electrons in atoms; if the energy is large enough for electrons to 

leave the atoms, then photoelectrons are generated and collected by the analyzer.  If 

there are massive amounts of photoelectrons being generated, the analyzer can have 

enough data to generate the spectrum of the binding energy of the electrons.  There 

are photoelectrons from various atomic orbitals with different binding energy, and the 

binding energy is equal to the kinetic energy measured by the analyzer plus the 

amount of energy the particle loses in transit from the sample to the analyzer, which is 

called work function; the work function is consistent for each sample on a specific 

XPS analyzer.  

Since the binding energy is dependent on the type of atom the electron came 

from as well as the environment it came from. The electrons from the same atomic 

orbital from the same element might have different binding energy if there’s a change 

in the chemical bonding of that element, in other words, the variation of the 

distribution of the charges at the atom site; and the phenomenon is called the chemical 

shift.  The binding energies are determined by the electrostatic interaction between the 

electron and the nucleus plus the electrostatic shielding of the nuclear charge from all 

other electrons in the atom.  Therefore, if there are electronic charges being 

withdrawal or  added (lose or gain of the valence electron), the binding energy will 

also vary.  For example, we can see the binding energy of Li 1s electron from pure Li 

and LiO2 from Fig. 1.7.  Originally, when Li 1s electron wanted to leave Li atom, the 

Li 2s electron outside will shield the nuclear charge and help Li 1s electron to leave 

and we will receive the binding energy of Li 1s from the analyzer.  However, when 

Li2O formed, the Li 2s will leave Li atom to O atom because the electronegativity for 

O atom is larger; now when Li 1s receive the X-ray energy and try to leave Li atom, 

there’s no more Li 2s electron to shield the nuclear charge because the Li atom in 
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Li2O has +1 valence charge compared to Li atom in pure Li. Therefore, the Li 1s 

electron in Li2O is harder to leave and results in higher binding energy. 

 Except the chemical shift, there are other effects can cause the variation of the 

binding energy of the electron in an element. The energy from the X-ray may also 

transfer to the ions instead of the electrons, and it results in the excitation of the ions 

to the excited state instead of the ground state (main peak) as shown in Fig. 1.8a.  The 

effects of excitation of the ions during photoemission process will make the 

photoelectrons have less kinetic energy, which means the analyzer will show higher 

binding energy in the spectrum.  The excitation processes shown in the spectrum have 

to categories, and they are called shake-up and shake-off satellites.  Shake-up satellite 

is because of the excitation of the electrons in the ions to bound state while Shake-off 

satellite is owing of the excitation of the electrons in the ions to unbound state as 

shown in Fig. 1.8b and Fig. 1.8c; furthermore, shake-up features especially common 

in transition metal oxides associated with paramagnetic species [20-22].   

Overall, the shake-up and shake-off satellites peaks varied from parent 

photoelectron peak and are unique to each chemical state.  This behavior can be used 

to analyze the chemical state of the elements. For instance, chemical shifts are too 

small to distinguish the chemical states of Mn in MnO from the main peaks of Mn 2p 

electrons in XPS spectrum as shown in Fig. 1.7. Nevertheless, the unique satellites 

peaks only occur in Mn2+ chemical states thus we can differentiate the Mn 2p in 

between pure Mn and MnO.  In our study, we would like to use XRD technique to 

understand more about the chemical state change between the element in the IMC and 

its pure metal element, so that we can know the different bonding behavior between 

the element in the IMC and pure metal. 
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1.5 Introduction to First principle simulation  

 

 First principles physics model is a model that try to calculate the physical 

property quantitatively from the very basic established laws of physics without 

making any assumptions of the system [23-25]. For instance, calculation of electronic 

structure using Schrödinger's equation within a set of approximations that do not 

include fitting the model to experimental data [26] is one of the most important 

techniques.  The values and the physical quantities from this approach and simulation 

provide a good estimation of the real state of the physical system; the model has high 

accuracy of its approximation and can be used in many physical inferences and 

applications.  However, there are some limitations for first principles calculations; and 

it is not the complexity of the physics, but rather the size of the problem in terms of a 

numerical formulation. The development of accurate and efficient theoretical and 

computational techniques for dealing with so many particles is therefore central to the 

ongoing research in this field. 

 

 In this study, we would like to use the first principle approach to simulate the 

lattice on our intermetallic compounds. We start from a given lattice structure of the 

IMC, knowing what kinds of atoms they are made of and then further detail down to 

the amount of positively charged nucleus, and negatively charged electrons in the 

system. From the calculation and the simulation, we can understand the interactions 

between atoms such as chemical and molecular bonding by interpreting the energy of 

atomic orbitals for electrons for each element in the IMC, this can make us understand 

more about the chemical interaction in the IMC.  Moreover, we can also know the 
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lattice vibrational pattern for the atoms in the IMC in the perfect lattice state, which 

can help us to illustrate the diffusion pre-factor in our diffusion analysis. 
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Figure 1.1 Trend of advanced packaging and 3D IC packaging 
 
(Image from online resources) 
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Figure 1.2 Diffusion couple of A metal/AB alloy/B metal and markers 
in the alloy region 
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A B 

Figure 1.3 The edge dislocations in A lattice serve as good sinks of 
vacancies while the edge dislocations in the B lattice serve as good 
sources of vacancies 
 
© King-Ning Tu, Electronic Thin-Film Reliability 2011 
Cambridge University Press 
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Figure 1.4 The location x where the left of the shaded area is equal to the right of 
shaded area along C axis defines Matano interface. A atoms removed from the 
left of the interface is equal to A atoms added to the right of the interface 
 
© King-Ning Tu, Electronic Thin-Film Reliability 2011 
Cambridge University Press 



 16 

 
 
 

 
 
 
 
 
 
 

Figure 1.5 The interdiffusion coefficient at concentration C’ can be obtained at 
a given t by knowing the slope and the shaded area at that concentration 
 
© King-Ning Tu, Electronic Thin-Film Reliability 2011 
Cambridge University Press 
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Figure 1.6 Schematic diagram about the functionality of XPS   
 
(Image from UCLA XPS training materials) 
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Figure 1.7 Chemical shift between Li 1s electron in pure Li metal and 
Li2O compound   
 
(Image from UCLA XPS training materials) 
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Figure 1.8 The shake-up and shake-off satellite peak caused by the 
excitation of other electrons in the ion   
 
(Image from www.physics.nus.edu.sg) 
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Figure 1.9 The unique XPS satellite peak for Mn2+ ion, which make it 
distinct from Mn 
 
(Image from www.physics.nus.edu.sg) 
 



 21 

Chapter 2 Chemical Effect on Diffusion 

 

 

2.1 Diffusion analysis in the intermetallic compounds 

 

 To analyze the diffusion in the IMC that follow diffusion-control growth, we 

need to know the intrinsic diffusivities of atoms in the IMC. Recall that in the analysis 

in metal alloy, we can use Darken’s marker analysis and Bolzmann-Matano analysis 

of interdiffusion to obtain the information.  In interdiffusion forming an alloy, the 

composition changes continuously, so that we can apply the Matano’s analysis to 

draw the slope at the alloy composition to obtain the interdiffusivity.  However, a big 

issue in the IMC is that the composition (atomic concentration) changes abruptly 

across the phase interfaces (the interface of the IMC and the pure metal). Furthermore, 

the composition gradient inside an IMC is nearly flat since we assume stoichiometry 

compound [27].  Therefore, we should obtain a similar pair of equations for 

intermetallic compound. 

 

 We begin our analysis from considering the growth of a single layer of an 

intermetallic compound of i between pure A metal and pure B metal as shown in Fig. 

2.1.  That is the concentration profile of the diffusion couple, where we assume pure 

A with concentration CA at A side and the one in B side is 0 due to the fact that they 

are nearly immiscible metals with negligible solubility of A in B or B in A. We can 

have equation 2.1 from considering mass balance at x1 and x2, where flux-in minus 

flux-out is equal to atoms accumulated minus depleted at the interface.  
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                                                                                  --- (2.1a) 

                                                                                     --- (2.1b) 

 

where   

is a flux in respect to laboratory reference frame (with respect to Matano plane) and t 

is time. 

By subtracting (2) by (1) and assuming , we can obtain: 

                                          xi
2 − x0

2 = 2
(CA )ΔC

(i )

(CA −C
(i ) )C (i )

!D (i )t                                 --- (2.2) 

Note that ΔC(i) represents the concentration difference across the two interfaces of the 

IMC, since we assume intermetallic compound is stoichiometry, which means only a 

very narrow concentration range across the interfaces.  The value is too small to be 

measured accurately and this is the fundamental obstacle mentioned before. 

 

 

2.2 Chemical effect between atoms in solution 

 

 In IMC, the chemical interaction between A and B atoms must be very strong 

otherwise they will not bond together [28].  That is to say, AB bond (εAB) is much 

stronger than half of AA bond (εAA) plus BB bond (εBB) as shown in equation 2.3. To 

envision a clear picture of the chemical effect between atoms, we consider the partial 

pressure on a liquid solution surface (Fig. 2.2a) with extremely low concentration of 

B. The partial pressure of A and B above the surface are pA and pB , respectively.  For 

(C1
(i ) −CA )

dx1
dt

= J IMC −0

(0−C 2
(i ) )
dx2
dt

= 0− J IMC

J IMC = − !D
(i )C 2

(i ) −C1
(i )

x2 − x1
= !D (i ) ΔC (i )

Δx (i )

C1
(i ) ≈C 2

(i ) ≈C (i )
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an ideal solution, AB bond is the same as BB bond and AA bond (as shown in 

equation 2.4) because there is no chemical effect between the atoms; and pB will 

follow Raoult’s law, be proportional to the concentration of B in the solution as 

depicted by the broken straight line in Fig. 2.2c. 

 

                                                     εAB ≥
1
2
εAA +εBB( )                                             --- (2.3) 

                                                     εAB =
1
2
εAA +εBB( )                                             --- (2.4) 

 

 For a regular solution, B atom is more eager to form AB bond than BB bond 

due to a stronger chemical interaction between A atom and B atom. This will cause pB 

to have a negative deviation in dilute solid solution since the small number of B atoms 

are all surrounded by A atoms and locked by AB bonds which are harder to break and 

more stable compared to BB or AA bonds.  When the B concentration goes up in the 

solution, there will be less AB bonds for B atom because B atom is less likely to be 

surrounded by all A atoms.  That is to say, the chemical effect for B atom decreases, 

and the partial pressure of B will gradually become proportional to its concentration, 

this behavior is called Henry’s law as the solid curve shown in Fig. 2.2c.  

 

 The chemical effect on diffusion is similar to the previous discussion. Let’s take 

the substitutional diffusion in an AB alloy with low concentration of B for example. 

Since, B atom has more AB bond than A atom (stronger bonding), the vacancy 

exchange process with B atom is harder than with A atom. To understand more about 

the process, we use chemical potential (µ) as the factor of driving force of the 

diffusion as below: 
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                                                µ = kT lna = kT lnγX                                          --- (2.5) 

where a is defined as the activity and ! is the activity coefficient. Since diffusion is 

driven by chemical potential gradient, we can first derive the atomic flux equation of 

B atom in an ideal solid solution (a=X) similar to Fick’s first law: 

 

                                     J B =CB <v >=CBMF =CB

DB
*

kT
−
∂µB
∂x

#

$
%

&

'
(                         --- (2.6) 

                                 J B =CB

DB
*

kT
−
∂
∂x

kT ln X B( )
#

$
%

&

'
(=
DB
*

kT
−
∂CB

∂x

#

$
%

&

'
(                     --- (2.7) 

 

where <v> is the drift velocity, M is the atomic mobility and F is the driving force. 

The system is in chemical homogeneous state for an ideal solution, thus !!∗  represents 

the tracer diffusivity and the diffusivity in Fick’s first law is referring to tracer 

diffusivity.  We can apply the same procedure to analyze the regular solution where 

the system is not in chemical homogeneous state and obtain equation 2.6. The 

chemical effect that causes non-homogenous of the system is included in !B. By 

substituting !! = !"#$!!!!, we have: 
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                                      J B = −DB
* 1+

∂lnγB
∂ln X B

#

$
%%

&

'
((
∂CB

∂x
= −DB

∂CB

∂x
                       --- (2.8) 
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where Ω is the atomic volume.  From equation 2.8, we can see the relationship 

between tracer diffusivity and intrinsic diffusivity as: 

 

                                                   DB = DB
* 1+

∂lnγB
∂ln X B

"

#
$$

%

&
''= DB

*φ                             --- (2.9) 

 

where ! is defined as thermodynamic factor for diffusion; if we follow the same 

derivation for diffusion of A atom, we can obtain: 

 

                                                  DA = DA
* 1+

∂lnγ A
∂ln X A

"

#
$$

%

&
''= DA

*φ                             --- (2.10) 

 

 In a binary system, the thermodynamic factors for both atoms are the same (will 

show in next session); therefore, we can express the interdiffusion coefficient in 

another form: 

                                          !D = X BDA + X ADB = X BDA
* + X ADB

*( )φ                --- (2.11) 

 

 In equation 2.11, we can see that ! consists of two parts, the thermodynamic 

part and the kinetic part.  The thermodynamic part, !, is the driving force of diffusion 

and includes chemical effect.  On the other hand, the term inside parentheses can be 

determined by measuring the tracer diffusivities of A atoms and B atoms inside the 

AB alloy.  This is because the chemical effect has been singled out in thermodynamic 

factor; the behavior inside the parenthesis is just like ideal solution.  Nevertheless, it 

is worth to note that the tracer diffusivities vary with the alloy composition, and they 

are related to the activation barrier of diffusion.  
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2.3 Chemical effect on diffusion in the intermetallic compounds 

 

For an intermetallic compound formation, it is intuitively to think that there’s 

strong chemical effect between A atom and B atom is strong.  We can take advantage 

of this fact to conquer the obstacle we encountered in the diffusion analysis [29].  

First we can depict the chemical interaction between A atom and B atom in free 

energy diagram of A (α-phase), B (β-phase) and an intermetallic compound (i-phase) 

as shown in Fig. 2.3.  The upper line across gA and gB represents the mechanical 

mixing without any chemical effect between the atoms, and we can have Gibbs free 

energy in mechanical mixing as: 

                                       G = µA N A +µB N B                                           --- (2.12) 

where NA and NB are number of A and B atoms respectively.  In mechanical mixing, 

µA and µB represent the chemical potentials of A and B atoms in pure metals so 

that they are constants due to the lack of chemical effect.  If we assume total numbers 

of atoms, N= NA + NB, we can take g = G/N as Gibbs free energy per atom as: 

                                                      g = µA X A +µB X B                                        --- (2.13) 

where XA=NA/N and XB=NB/N are the molar fraction of A and B in the binary system 

and XA + XB = 1.  In the analysis of intermetallic compound, µA and µB vary with the 

concentration; that is to say, µA and µB are function of XA and XB.  Given these facts, 

we can have: 

                                                    dg
T , p

= (µA −µB )X A                                      --- (2.14) 

and 
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µA = g + X B

∂g
∂X A

µB = g − X A
∂g
∂X A

                                         --- (2.15) 

By further partial differentiation, we get: 

                          

∂µA
∂X A

=
∂g
∂X A

+
∂X B

∂X A

∂g
∂X A

+ X B
∂2g
∂X

A

2
= X B

∂2g
∂X

A

2
= X B g

"

∂µB
∂X A

=
∂g
∂X A

−
∂X A

∂X A

∂g
∂X A

− X A
∂2g
∂X

A

2
= X A

∂2g
∂X

A

2
= −X A g

"

        --- (2.16) 

From our previous discussion, thermodynamic factor stands for the chemical effect in 

a system, thus we should express it as: 

                                          
φA =

X A

kT
∂µA
∂X A

=
X A X B

kT
g "

φB =
X B

kT
∂µB
∂X B

=
X B

kT
−∂µB
∂X A

X A X B

kT
g "

                      --- (2.17) 

Noted that in a binary system, the thermodynamic factor for both atoms are the same 

because the chemical effect is the chemical interaction between two atoms.  To obtain 

the thermodynamic factor, we can use graphical method in Fig. 2.3; we first draw two 

common tangent line from A (α-phase) and B (β-phase) to the i-phase.  The tangential 

point at i-phase for the common tangent line of the α-phase and the i-phase is XL 

while the one for the common tangent line of the β-phase and the i-phase is XR.  The 

meaning of the tangent line is that the system is at the thermodynamic equilibrium 

along (same Gibbs free energy per atom) the line.  From the figure, we can define: 
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∂g
∂X

X R

−
∂g
∂X

X L

X R − X L

≈
∂2g
∂X 2

= g "                            --- (2.18) 

where ΔX = XR – XL. We can further express: 

                         

g "ΔX =
∂g
∂X

X R

−
∂g
∂X

X L

=
gB − gi
1− X i

−
gi − gA
X i −0

=
gB X i − gA 1− X i( )$
%

&
'− gi

1− X i( ) X i

=
g − gi
1− X i( ) X i

=
Δgi
X A X B

                 --- (2.19) 

where Xi ≈ XL ≈ XR and the square bracket term is equal to g by the lever rule. Thus, 

                                                    Δgi = X A X B g
"ΔX                                         --- (2.20) 

We can take (g–gi)= Δgi to be the intermetallic compound formation energy per atom.  

Now we can replace the thermodynamic term in equation 2.11 and get: 

                         
!D = (X ADB

* + X BDA
* )φ = (X ADB

* + X BDA
* )
X A X B

kT
g "

= (X ADB
* + X BDA

* )
Δgi
kT ΔX

             --- (2.21) 

By rearranging, we obtain: 

                                                    !DΔX = (X ADB
* + X BDA

* )
Δgi
kT

                      --- (2.22) 

Although ΔX is immeasurable according to the previous discussion; however, the 

product !∆! is measurable since we can easily know the formation energy of the 

intermetallic compound per atom.  Moreover, knowing that ∆! = Ω∆! where Ω is the 

atomic volume, we get: 
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                                                 !DΔC = (X ADB
* + X BDA

* )
Δgi
ΩkT

                        --- (2.23) 

Then we can substituting equation 2.23 into equation 2.2, we have: 

                           xi
2 − x0

2 = 2
(CA )

Ω(CA −C
(i ) )C (i )

(X ADB
* + X BDA

* )
Δgi
kT

t              --- (2.24) 

Now we have equation 2.24 as our first equation to obtain tracer diffusivities 

in the intermetallic compound.  It is worth mentioning that after we have corrected the 

chemical effect, we can regard the intrinsic diffusivities as the tracer diffusivities. 

 

 

2.4 Wagner diffusivity 

 

Wagner diffusivity describes the abilities of atomic diffusion inside the 

intermetallic compound [30], including the chemical potential gradient and tracer 

diffusivity; that is to say, the diffusion driving force plus the diffusion ability of an 

atom inside a material.  To understand more about Wagner diffusivity, we should start 

from analyzing the interdiffusivity on the steady-state intermetallic compound growth.  

Intermetallic compound has narrow concentration range as we discussed earlier, we 

can describe the flux inside the intermetallic compound as: 

                                   J IMC = −C !D (X B (x ))
∂X B

∂x
                                   --- (2.25) 

Although interdiffusivity is a function of concentration (XB), we can introduce the 

average interdiffusivity (equation 2.26) or treat it as a constant due to the fact that 

concentration difference across the IMC is small. 
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                                                    < !D >=

!D (X B )
xL

xR

∫ dX B

xR − xL
≈ !D                          --- (2.26) 

Then we can express the flux in the IMC as: 

                         J IMC = −C

!D (X B )
xL

xR

∫ dX B

xR − xL
= −C

< !D > ΔX B

xR − xL
≈ constant           --- (2.27) 

 

 However, in case of compound growth this expression for flux is not convenient, 

because the flux is finite for sure, and the concentration range for compound is often 

immeasurable, formally tending to zero. Then it means that average interdiffusivity 

should tend to infinity – also immeasurable. It seems useless to use the infinitely 

small and infinitely large quantities for analysis of experimental facts. Nevertheless, it 

is useful to use the product of immeasurably large parameter and immeasurably small 

parameter which is quite measurable and called Wagner diffusivity: 

                                             < !D > ΔX B =
!D (X B )

xL

xR

∫ dX B                                   --- (2.28) 

We can interpret Wagner diffusivity using Darken’s expression: 

         < !D > ΔX B =
!D (X B )

xL

xR

∫ dX B = (X ADB
* + X BDA

* )
X A X B

kTxL

xR

∫ ∂2g
∂X 2

B

dX B       --- (2.29) 

Since the concentration difference is tiny, we can consider the concentration across 

the intermetallic as a constant and transform equation 2.29 further into: 

                

< !D > ΔX B = X A < DB
* > +X B < DA

* >( ) X A X B

kT
∂2g
∂X 2
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+

             --- (2.30) 
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Then we can get equation 2.23 by using graphical method discussed before. 

 

 

2.5 Hybrid bonding in the intermetallic compounds 

 

 The bonding of alloys composed of metallic elements is naturally expected to be 

metallic and the mechanical property is expected to be ductile since there are 

delocalized electrons in metallic bonds to contribute the movement of the lattice.  On 

the other hand, ceramic material such as SiO2 is not electrical conductive and brittle 

because the bonding between Si atom and O atom is ionic bonding, which confines 

the electrons in local positions. However, for intermetallic compounds, we found out 

it is electrical conductive but brittle; thus the bonding between the two elements in the 

intermetallic compound is of interest and it is intuitively think that the bonding 

behavior should lie in between metallic or ionic. 

 

 To understand more, we first take a look at intermetallic compounds formed by 

transition metals and polyvalent main-group elements such a Al or Si because they 

can form strong hybridization covalent bond and result in bandgap formation at Fermi 

level, causing the semiconducting and brittle property of the material.  Out of all 

possible intermetallic compounds formed by transition metals and polyvalent main-

group elements, Al3V is most representative and has the most interesting properties 

[31-33].  From the electronic spectrum of Al3V calculated from First principle model 

as shown in Fig. 2.4, we can observe that there is a very deep pseudogap in the DOS 

close to the Fermi level.  At the left of the bandgap represents the bonding behavior 

while at the right of the bandgap represents the anti-bonding behavior, which is the 
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typical covalent bonding behavior (e.g, σ-σ bond and σ*-σ* bond).  This important 

feature infers that the p orbital in Al and the d orbital in V have strong hybridization 

effect in Al3V.   

 

 The framework of Friedel–Anderson virtual bound states (VBSs) model [34-35] 

is the basic theory usually used to illustrate the physical property of transition metallic 

aluminides.  In the theory, the overlap between d-d orbital between the transition 

metal is very small due to the atomic distance is large compared to the radius of d-

orbital in the atom.  The virtual bond state is formed owing to the hybridization of d-

orbital with the conduction band, leads to the resonance at the Fermi level; and VBS 

creates asymmetric narrow peak around the Fermi level.  Yet in Al3V system, it is not 

totally the case, we need to use an alternative framework is followed by the Hume–

Rothery rule [36-37].  The theory correlates the compound lattice structure and the 

average number of electrons per atom, which can refer to strong directional bonding 

in the intermetallic compound and the fail of free-electron model. 

 

 The Al3V intermetallic compound has the modified face center cubic crystal 

structure, which is also known as DO22 (Al3Ti) lattice structure as shown in Fig. 2.5.  

The elementary cell is orthorhombic and consists of two primitive cells, which 

contains four atoms.  Moreover, The elementary cell consists of two fcc unit stacked 

along the z-direction all atoms in the primitive cells are located on the sites of a fcc 

lattice.  The crystal symmetry plays a significant role for the deep pseudogap 

formation in density of state shown in Fig. 2.4.  Normally, the bonding in an 

intermetallic compound is very complicated, but the high symmetry crystal structure 

can help us to analyze the bonding mechanism and identify the hybridized orbital 
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more easily.  To have a deeper understanding, we focus on the V-Al2 bond, their 

hybridized orbitals oriented along the bonds, and projected density of state onto 

bonding and anti bonding calculated by Hafner et al. [38]. 

 

 According to the interpretations of Hafner, the vanadium atom is bonded with 

two Al2 atoms, and the Al2 atoms have four V neighbors located at the vertices of a 

tetrahedron in Al3V intermetallic compound.  The symmetrized orbitals on the Al2 

atoms are thus sp3 hybrids formed by s, px, py and pz orbitals.  Hafner also verified 

through calculation that d4 hybrid orbitals formed by the dz
2 , dx

2
−y

2, dzx, dyz states 

(or sd3 hybridization if we consider the s orbital instead of the dz2 ) dominate the 

bonding.  Therefore, V(d4)–Al2(sp3) are orbitals which plays dominant roles in V–Al2 

bonding.  Furthermore, we can also see the strong directional bonding behavior from 

the electronic density projection picture in Fig. 2.6, which is another strong evidence 

of strong covalent Al–V bonds due to the orbital hybridization between Al(s, p) and 

V(d). 

 

 In order to see the symmetry effect on bonding and the electronic distribution in 

the lattice, Hafner also do the First principle simulation by assuming L12 crystal 

structure of Al3V as shown in Fig. 2.7; where is a similar modified face center cubic 

structure with different symmetric system. The orbital energy diagram in Fig. 2.8 

shows that the gap at the Fermi level is shallower, which suggests less covalent 

bonding behavior and higher electrical conductivity property.  This fact gives us a 

clear picture about the partial covalent bonding behavior in intermetallic compound. 
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Figure 2.1 Concentration profile of A versus the x direction of the 
A/IMC/B diffusion couple 
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Figure 2.2 Atomic schematic diagrams with low B concentration (a) at the 
surface (b) inside the lattice (c) partial pressure of B versus concentration of B 
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Figure 2.3 Gibbs free energy diagram of A (a-phase) and B (b-
phase) and an intermetallic compound (i-phase) 
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Figure 2.4 Lattice structure of Al3V elementary cell with DO22 structure 
 
© 2002 IOP Publishing Ltd  
J. Phys.: Condens. Matter 14 (2002)  
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Figure 2.5 Density of states (DOS) of Al3V with DO22 structure 
versus the energy of the orbital, and E=0 is set to Fermi level (a) 
Total DOS in the lattice, (b) DOS of Al, (c) DOS of V 
 
© 2002 IOP Publishing Ltd  
J. Phys.: Condens. Matter 14 (2002)  
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Figure 2.6 The atomic orbitals projection on x-z plane, the large black atom 
at the center is V atom and the small grey atoms at the corner are Al atoms 
 
© 2002 IOP Publishing Ltd 
J. Phys.: Condens. Matter 14 (2002)  
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Figure 2.7 Lattice structures of two Al3V elementary cells with L12 structure 
 
© 2002 IOP Publishing Ltd  
J. Phys.: Condens. Matter 14 (2002)  
 



 41 

 

 

 

 

Fig. 2.8 Density of states (DOS) of Al3V with L12 structure versus 
the energy of the orbital, and E=0 is set to Fermi level (a) Total 
DOS in the lattice, (b) DOS of Al, (c) DOS of V 
 
© 2002 IOP Publishing Ltd  
J. Phys.: Condens. Matter 14 (2002)  
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Chapter 3 Marker Design and Analysis for the IMC 

 

 

3.1 Maker analysis in the intermetallic compounds 

 

Figure 3.1(a) depicts the cross-section of an A-B diffusion couple with A2B 

IMC in between and an array of markers placed on the IMC. Figure 3.1(b) depicts the 

growth of the IMC after annealing for a certain amount of time, and the markers have 

moved owing to the vacancy flux caused by the unbalancing flux between the 

diffusion of A atoms and B atoms.  Every two A atoms travel across the IMC to B 

side can form one molecule of A2B, contributing the growth of the IMC at the right 

side of the markers, which equals to Δ(!! − !!).  Similarly, every B atoms diffuse to 

A side can form one molecule of A2B, contributing the growth of the IMC at the left 

side of the markers, which equals to Δ(!! − !!).  If we ignore the molar volume 

change, we can have an equation related to the flux ratio as shown in equation 3.1. 

Noted that the factor of 2 and 1 in the equation may change if the composition of the 

IMC is different. 

                                                    
!!
!!
= ∆ !!!!! ×!

∆ !!!!!
                                        --- (3.1) 

Along with the basic diffusion equations from Fick’s 1st Law where D is intrinsic 

diffusivity, 

                                          !! = −!! !!!!"       and     !! = −!! !!!
!"                        --- (3.2) 

we can obtain the ratio of the diffusivity of A to the diffusivity of B in A2B in 

equation 3.3. And now we know whether A atom or B atom is the faster diffusing 

species in the IMC on the basis of the ratio. 
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!!
!!
= ∆ !!!!! ×!

∆ !!!!!
                                     --- (3.3) 

 

 

3.2 Conventional marker designs 

 

Marker experiments enable us to observe the faster diffusing species since 

marker will move in the opposite direction of the dominant diffusing atoms. The 

traditional way of marker study is to place inert metal wire at the interface of the 

diffusion couple.  The most representative one is Kirkendall experiment [39], the Mo 

wires are put at the interfaces between pure Cu and Brass (Cu and Zn alloy) as shown 

in Fig. 3.2. When the interdiffusion occurs, Mo markers will move forward to the 

direction with the vacancy flux.  However, the smallest diameter of the commercial 

wire is around 10 µm, but the intermetallic compound grows very slowly in solder 

joints and it might have crack formation [40] over 10 µm in thickness.  Furthermore, 

there might be the dragging effect [41] that influences the diffusion of the atom (e.g, 

the growth of the IMC around the marker grows slower) if the marker dimension is 

too close to the IMC.  

 

On the other hand, down to submicron level in thin film samples, people used 

inert gas particles as markers together with Rutherford backscattering technique to 

track them [42-43].  The inert gas marker is first used in observe the diffusion in 

metal silicide compound.  Foe example, Ni thin film is first deposited onto Si 

substrate as shown in Fig. 3.3, and then Xe gas is implanted into the Si/Ni interface by 

calculating the appropriate implantation energy.  The backscattering technique with 
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high-energy He+ ions is used to observe the location in-depth of the Xe gas and the 

relative movement of the diffusion species can be determined as shown in Fig. 3.4.  

Nevertheless, the backscattering technique can only detect the atoms within 1 µm 

thickness and it is not easy to prepare thin film samples down to that dimension in 

solder joint cases. Thus, we need to develop a marker technique and experiment that 

fits the dimension for our diffusion couples. 

 

 

3.3 Novel marker design by FIB milling 

 

We developed the FIB marker technique that can be applied to 1-10 µm 

intermetallic compounds to achieve the marker analysis based on the marker analysis 

of IMC.  The markers on the cross-sectional surface of the diffusion couples were 

made with the assistance of Focus Ion Beam (FIB).  FIB uses finely focus Gallium 

ions beam at high current to sputter the materials away from the target as shown in 

Fig. 3.5.  

 

The Focus Ion Beam was applied onto IMC layer and circular holes were 

created with diameter of 0.5 µm and depth around 5 µm as moving markers as shown 

in Fig. 3.6. There were also larger rectangular markers with 5 µm side length and 5 

µm depth made away from the IMC side to serve as fixed markers in order to measure 

the movement of FIB markers on the IMC.  To measure the growth contribution of 

the atoms, Δ(!! − !!) and Δ(!! − !!), we treat the position of the center of the 

marker as xm, the A/IMC and B/IMC interfaces are x1 and x2 respectively.  Noted that 
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some IMC might not grow entirely smooth, we then use computer software to 

calculate the average length away from the xm position through out the interface. 
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Figure 3.1 Schematic diagrams of A-B diffusion couple 
with the intermetallic compound and the markers in between 
(a) before annealing (b) after annealing 
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Figure 3.2 Schematic diagram of brass-pure Cu diffusion couple with 
the Mo markers in between, the markers move to the same direction as 
the vacancy flux  
 
(Image from https://en.wikipedia.org/wiki/Kirkendall_effect) 
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Figure 3.3 Schematic diagram of Ni thin film sputtered on 
Si substrate as diffusion couple, and the Xe gas bubbles are 
implanted in between as markers 
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Figure 3.4 High-energy ion backscattering spectrum to detect the 
position of the Xe gas markers 
 
© Science China Press and Springer-Verlag Berlin Heidelberg 2014 
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Figure 3.5 Focus ion beam sputtering using Gallium ion beam 
 
(Image from http://www.wikiwand.com/en/Focused_ion_beam) 
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Figure 3.6 Ni/Ni3Sn4/Sn diffusion couple with a moving circular 
marker and a fixed rectangular marker 
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Chapter 4 Chemical Effect on Ni3Sn4 Intermetallic Compound 

 

 

4.1 Sn-Ni intermetallic compounds 

 

 Tin and Nickel are common materials used in electronic packaging industry; 

Sn is used as solder joint and Ni is used as under bump metallization.  During the 

liquid state reaction process in packaging, Sn will react with Ni and form intermetallic 

compound (IMC) to bond the chips onto the substrate.  The IMC between them play a 

significant role in the reliability and electrical properties of the device, thus to know 

what types of the IMC formed is very important.  According to Sn-Ni phase diagram 

shown in Fig. 4.1, we can see that there are three different kinds of intermetallic 

compounds may formed which are Ni3Sn, Ni3Sn2 and Ni3Sn4.  These three phases are 

all thermodynamically stable; however, at temperature below 260 °C with IMC layer 

less than 15 µm, only Ni3Sn4 is observed at the interface between Sn based solder and 

Ni under bump metallization [44-46].  It can be explained by the competitive growth 

of the intermetallic compounds in growth kinetics point of view.  

 

 The kinetics of the competitive growth is first proposed by Gosele and Tu [47] 

in 1981; but Gusak and Guror proposed the similar theory with different approach at 

almost the same time [48].  The competitive growth is owing to the interfacial 

reaction barrier under thin compound layer formation (usually below 10 µm); noted 

that there are two types of growth process to determine the kinetics of the growth of 

the compound layer, diffusion control and interfacial control.  Diffusion control 

means that the diffusion of the atoms across the compound is the rate limiting process 
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for the compound growth, and the atomic diffusion flux decreases as the layer 

thickness increases; additionally, the layer thickness, x, increases proportional to the 

square root of time, t, (! ∝ !).  On the other hand, interfacial control infers that the 

reaction or the rearrangement of the atoms at the interfaces involves reaction barrier 

that limit the rate of the compound growth, and the compound layer thickness 

increases linearly with time (! ∝ !).  

 

 To correlate diffusion control and interfacial control to suppression of 

thermodynamically stable compound formation, we first consider the simplest 

situation in Fig. 4.2.  We have three compounds, AαB (α phase), AβB (β phase) and 

AγB (γ phase), where α > β > γ; if we take α = 1 and γ = 0, then the left side will be 

pure A and the right side will be pure B.  The dash line in Fig. 4.2 represents the 

concentration of A at the interfaces in AβB without the interfacial reaction barrier 

while the solid line means the concentration of A at the interfaces with the 

concentration barrier.  From Kidson’s derivation [49], we can get:  

                                             Cαβ
eq −C βα( )

dxαβ
dt

= !Dβ

dC β

dx

"

#
$$

%

&
''
αβ

                               --- (4.1) 

                                             C βγ −C βα
eq( )
dxβγ
dt

= − !Dβ

dC β

dx

"

#
$$

%

&
''
βγ

                              --- (4.2) 

where Cβ is the concentration of A in β phase and !β is the interdiffusion coefficient 

in β phase.  By assuming steady state diffusion and the interface-only compound 

formation, we can obtain the atomic diffusion flux of A in AβB: 

                                                    J β = − !Dβ

C βα −C βγ

xβ
                                          --- (4.3) 
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The flux Jβ can also impressed with respect to reaction constant καβ and κβγ at the to 

interfaces as: 

                                      J β =κβα C βα
eq −C βα( ) =κβγ C βγ −C βγ

eq( )                             --- (4.4) 

Combining equation 4.3 and equation 4.4 with the expression of time-independent 

value ∆!!!" = !!"!" − !!"!" we can have: 

                                               J β = ΔC β
eqκ effβ / 1+ xβκβ

eff / !Dβ( )                               --- (4.5) 

where !!!"" is the effective interfacial reaction barrier in AβB and can be expressed as 

1/!!!"" = 1/!!!"" + 1/!!!"".  Finally, we can combine equation 4.1, 4.2 and 4.5 to 

obtain the growth rate of AβB layer, xβ as: 

                                  

dxβ
dt

=
1

Cαβ
eq −C βα

+
1

C βγ −Cγβ
eq

"

#
$
$

%

&
'
'ΔC β

eqκ effβ / 1+
xβκβ

eff

!Dβ

"

#
$
$

%

&
'
'

dxβ
dt

=GBΔC β
eqκ effβ / 1+ xβ

κβ
eff

!Dβ

"

#
$
$

%

&
'
'

         --- (4.6) 

where GB is a constant.  We now assume a critical thickness !!∗ = !!/!!!"", and from 

equation 4.6, we can obtain the relations: 

                                       
dxβ
dt

≈GBΔC β
eqκ eff ,  for xβ << x

*
β                                  --- (4.7a) 

                                        
dxβ
dt

≈
GBΔC β

eq !Dβ

xβ
,  for xβ >> x

*
β                                 --- (4.7b) 

If we integrate both sides, we can observe: 

                                                    
xβ ∝ t ,  for xβ << x

*
β

xβ ∝ t
2 ,  for xβ << x

*
β

                                        --- (4.8) 

This infers that when the compound thickness is much less than the critical thickness 

(just begin to grow), the growth of the compound is governed by interfacial reaction 
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control. However, when the thickness of the compound layer is large enough, the 

growth mechanism will be changed to diffusion control. 

 

 We should now consider a model with two intermediate compound layer 

growths in between two saturated layers as shown in Fig. 4.3.  We have AαB (α 

phase), AβB (β phase), AγB (γ phase) and AδB (δ phase), and we would like to 

observe the growth behavior of AβB and AγB, assuming that the thickness of AαB and 

AδB are infinite large.  Following the similar derivation in previous discussion, we 

can obtain the variation of the thickness of AβB layer and AγB layer with time t: 

                                                 
dxβ
dt

=GβJ β −GβγJ γ                                           --- (4.9a) 

                                                  
dxγ
dt

=GγJ γ −GγβJ β                                           --- (4.9b) 

where Gβ, Gβγ, Gγβ, and Gγ are some constants determined by the value of α, β, γ and 

δ. Additionally, Jβ and Jγ are the flux of A atoms in AβB layer and AγB layer.  In order 

to have AβB layer grow, we need to have 
!!!
!" > 0;  and we can express the consition 

in the ratio r to see a clearer picture.  

                                                            r =
J β
J γ

                                                    --- (4.10) 

From equation 4.9a, AβB grow when 
!!!
!" > 0; and this is equals to: 

                                                          r >
Gβγ

Gβ

= r1                                              --- (4.11a) 

Similarly, for the growth of AγB layer, we have: 

                                                           r <
Gγ

Gγβ

= r2                                             --- (4.11b) 
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We can see that AβB layer and AγB layer can both grow only when r1 < r < r2; if r > r2, 

then AβB layer can grow but AγB layer will shrink; similarly, if r > r2, then AγB layer 

can grow but AβB layer will shrink.  We can summarize the effect that AβB layer and 

AγB layer may shrink or grow with various r values in Fig. 4.4. 

 

 In the case of Ni-Sn system, we start from pure Ni and pure Sn; which means 

the thickness of the compounds are zero, much less than the critical thickness.  When 

the interdiffusion begins, certain intermetallic compounds may grow depending on the 

flux ratios.  The flux ratios will keep constant until the compound reaches the critical 

thickness because it is interfacial reaction control when x << x*.  After the certain 

compound reaches the critical thickness, the flux ratio will change and it will result in 

other compounds formation as shown in Fig. 4.5.  Back to Ni-Sn system, owing to the 

fact that r value lies at the Ni3Sn4 growth-only region and it does not reach its critical 

thickness, we only observe this phase in electronic packaging and the research of our 

solder alloy system. 

 

 

4.2 Experimental procedure 

 

 The diffusion couples of Ni and Sn were made through liquid state reaction 

process. The commercial Ni (99.9%) sheets with 1mm thickness were served as 

substrate and cut by diamond-saw machine to 1 cm2 pieces and then well polished 

through alumina colloid with particle size less than 0.05 µm. The Ni substrates were 

then put into ultrasonic bath with DI water and acetone to clean the surface. During 

the liquid state reaction process, the Ni substrates were heated up to 260 °C on a hot 
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plate and then 2 ml flux was dropped onto the substrate to remove the native oxide 

layers; then a pure tiny Sn solder ball was placed onto the Ni substrate to react for 60 

seconds. The solder ball wetted and reacted with the substrate immediately and 

formed a hemisphere cap. After the wetting process, the solder cap sample was put 

into ultrasonic bath with DI water and acetone to clean up the flux residues, then 

annealed at 190 °C for 1 day to enable the ensuing steady state of solid-state reaction 

to form a planar Ni3Sn4 IMC. Finally, the solder cap sample was polished vertically to 

expose the cross-section of Sn-Ni3Sn4-Ni interface. 

 

     The markers on the cross-section surface were made with FIB, using a finely 

focus Gallium ions beam at a high current for sputtering. The FIB was applied to the 

IMC layer and circular holes were created to serve as moving markers with depth 

around 3 µm.  Also there were larger rectangular markers made on the Ni side to 

serve as fixed markers in order to measure the movement of markers on the IMC. 

After the markers have been placed on the diffusion couples, the diffusion couples 

were annealed at 150, 170, 190 and 210 oC for different periods to observe the IMC 

growth and the marker motion. 

 

     To characterize the IMC, back-scattered electron (BSE) microscope and 

dispersive X-ray spectroscopy (EDX) are used. The cross sections of each diffusion 

couple after placing markers and after annealing at different times and temperatures 

were lightly polished for measuring the thickness of IMC by BSE and for confirming 

the composition by EDX.  For measuring the IMC thickness, the average height of 

Ni3Sn4 perpendicular to Ni sheet is calculated by the software called ImageJ from 

BSE image.  Moreover, to analyze the microstructure of the IMC, the cross-section 
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samples after the pre-annealing and after the final annealing were polished by 

colloidal polishing solution for additional 30 minutes to reveal the clear grain 

microstructure. Additionally, plan-view samples were also prepared to see the 

morphology of Ni3Sn4; the samples were first polished to remove most of the 

unreacted tin, and then dipped into 10 vol. % hydrochloric acid and 90 vol. % 

methanol for 20 hours to remove the unreacted tin.  

 

    To examine the chemical interaction between Ni and Sn atoms in Ni3Sn4 

lattice, X-ray photoelectron spectroscopy (AXIS Ultra DLD) was used to measure the 

chemical shift of core electrons’ bonding energy for Ni atoms and Sn atoms. Besides, 

the Ni3Sn4 lattice model was constructed by VESTA software with the FIZ Karlsruhe 

ICSD database. Furthermore, the atomic vibrational pattern and the atomic outer shell 

electron energy were simulated by First principle model.  

 

 

4.3 Microstructure of Ni3Sn4 intermetallic compound 

 

Microstructure plays an important role in atomic diffusion.  The grain size and 

morphology may determine the path of atomic diffusion. For example, the growth of 

scallop-type Cu6Sn5 IMC in liquid state solder reaction has time exponent n = 0.33 

because the presence of fast diffusion channel between scallops, while a layer- type 

Cu6Sn5 has time exponent n = 0.5 in solid state reaction. Furthermore, using different 

substrates, different solder materials and different reaction times might also cause the 

formation of various microstructures of IMC. Thus we have examined the 

microstructure of Ni3Sn4 to confirm the diffusion path of the atoms. It has been 
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reported that Ni3Sn4 has elongated, rod-like shape with fast diffusion channels 

between them [50]. This kind of microstructure may affect the solid-state diffusion 

due to the existence of fast diffusion paths. Therefore, the diffusion couples in this 

study were undergone 1 day annealing at 190oC right after wetting in order to reach a 

steady state of solid-state diffusion. The cross section of the diffusion couples after 

one day annealing at 190oC is shown in Fig. 4.6; the top is the bulk Ni while the 

bottom is the bulk Sn. Additionally, the middle layer is Ni3Sn4, which is identified by 

EDX and XRD (Fig. 4.7). Moreover, we can see that the IMC layer is flat and 

compact, and there is no apparent channels appeared in the plan-view of the Ni3Sn4 as 

shown in Fig. 4.8. In the samples, the shapes of the densely compacted polygons are 

displayed.  The BSE picture in Fig. 4.9 demonstrates the grains of Ni3Sn4; there is an 

obvious grain size distribution with a gradient of larger grains at Sn side and small 

grains at Ni side. At the Ni/IMC interface, the grains tend to nucleate, and the grains 

at Sn/IMC interface tend to grow. During the solid-state reaction, Sn atoms diffuse to 

Ni side and nucleate IMC grains at Ni side, while the grains that formed earlier are 

pushed towards to Sn side and have grown slowly accompanied by ripening [51]. On 

the other hand, Ni atoms diffuse to Sn side and let the grains at the interface grow 

larger. This behavior causes the special microstructure having a grain size gradient of 

Ni3Sn4. 

 

 

4.4 Solid-state growth of Ni3Sn4 intermetallic compound 

 

     In order to measure the layer-type growth of Ni3Sn4 with high accuracy, the 

moving markers were always centered when taking their SEM images. The purpose is 
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to measure the thickness of the same sets of Ni3Sn4 grains at different times, thus we 

can eliminate the original thickness variation of Ni3Sn4 and obtain the precise growth 

profile of Ni3Sn4. The growth profile of Ni3Sn4 IMC is shown in Fig. 4.10 at several 

temperatures. The growth of Ni3Sn4 meets solid-state diffusion model [52] very well 

with the coefficient of determination (R2) of linear regression around 0.99 and the 

time exponent is 0.5.  

 

Additionally, the linear regression slope of the data at 210 oC, 190 oC, 170 oC 

and 150 oC are 1, 0.2, 0.03, 0.007 µm2/hour respectively. Noted that the growth rate 

drops very fast (~ 102) from 210 oC to 150 oC; it took only few hours to observe the 

growth of Ni3Sn4 at 210 oC, but it took a few days for annealing at 150 oC to do so. 

Furthermore, Fig. 4.11 shows the logarithm of the growth rate versus the reverse 

temperature and we can measure the activation energy of Ni3Sn4 growth from the 

slope.  The activation energy of Ni3Sn4 growth in this study is 140 kJ/mole, which 

matches the results from previous reports [53-54]. Noted that there are other groups 

reported a different value of diffusion activation energy for Ni3Sn4, yet the time 

exponents of them were between 0.3 - 0.5 [55-56]; which suggests they might not be 

in steady state of solid-state diffusion. 

 

 

4.5 Marker analysis 

 

     There are two kinds of markers presents in the diffusion couples as shown in 

Fig. 4.12; one is square marker on Ni and the other is circular marker on Ni3Sn4. The 

square markers are fixed because they are not involved in the interdiffusion of the two 
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species and the circular markers tend to move with the IMC growth.  We can locate 

the center of both markers and observe the relative motion between them, so that we 

can determine the moving direction of circular markers as well as the velocity of 

motion. Once we know them, the fast diffusion species in IMC under certain 

temperature can be determined. Moreover, the circular marker can also be considered 

as the reference point of Sn and Ni diffusion as we discussed before. 

 

The results of the marker experiment annealing at 210oC is shown in Fig. 4.12, 

we can see that the circular marker moved towards Sn side clearly, which suggests 

that there are net vacancies moved toward the Sn side. That is to say, there are more 

Sn atoms traveling through the IMC to the other side than the opposite Ni atoms. 

Noted that the moving marker shrinks a little bit from time to time, this is because the 

aspect ratio of the circular hole is large so that focus ion beam cannot sputter away 

IMC efficiently; the bottom material cannot fly away and accumulate at the wall, 

causing the shape tapered toward the bottom like a circular cone instead of a circular 

pillar. Furthermore, since the sample was polished after different annealing time to 

avoid the effect of surface diffusion, the circular marker seems getting smaller. 

Nevertheless, the center of the circle is always the same, thus we can use the center as 

the marker’s position.  Fig. 4.13 and Fig. 4.14 also show that the circular marker 

moved toward Sn side, thus Sn is also the dominant diffusion species when annealing 

at 190oC and 170oC.  However, the marker motion is not obvious at 150oC as shown 

in Fig. 4.15 because the diffusion rate is too slow to allow enough marker motion to 

occur.   
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A horizontal line is drawn across the center of the moving marker and the ratio 

of diffusion of Sn atoms and Ni atoms can be determined by measuring the IMC 

growth above and below the horizontal line; that is to say, the growth of Ni3Sn4 above 

the line is contributed to the Sn diffusion while the IMC below is contributed to the 

Ni diffusion. Moreover, the ratio needs to be adjusted by multiplying some constants 

owing to the fact that three Ni atoms traveling across the marker to Sn/Ni3Sn4 

interface can form one molecule of Ni3Sn4 and four Sn atoms traveling across the 

marker to Ni/Ni3Sn4 interface can form one molecule of Ni3Sn4. The results are 

presented in Table 1, and it shows that Sn atoms diffused faster than Ni atoms from 

210 oC to 150 oC; the ratios at 210 oC, 190 oC, 170 oC and 150 oC are 6±1, 3.9±0.7, 

1.9±0.3 and 1.5±0.2 respectively. 

 

 

4.6 Tracer diffusivities of Sn and Ni in Ni3Sn4  

 

To remove the chemical effect so that we can calculate the tracer diffusivities, 

we recall the two equations in chapter 2 and modify them to fit our system as: 

           slope =
xi
2 − x0

2

t
= 2 1
(1− X Ni )X Ni

(X Ni DSn
* + X SnDNi

* )
Δg i
kT

         --- (4.12) 

                                           
D

Ni

*

D
Sn

*
=
3Δ(x2 − xm )
4Δ(xm − x1)

                                       --- (4.13) 

we take XNi=3/7, XSn=4/7 in and put all the values into equation 4.12 and equation 

4.13 such as slopes, ratio at different temperatures from our analysis earlier.  The 

formation energy of IMC per atom can be acquired from published paper [57], which 

is equal to 25 kJ/mol. The tracer diffusivities of Sn and Ni in Ni3Sn4 at several 
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temperatures are shown in Table 1. We can plot the tracer diffusivities of Sn and Ni 

versus the reverse temperature in Fig. 4.16 and obtain the activation enthalpy of 

diffusion for Ni and Sn in Ni3Sn4, which are 120 and 150 kJ/mole, respectively. The 

activation enthalpy of diffusion for Ni is smaller than Sn, and it suggests that the 

diffusion pre-factor for Sn is much larger than that of Ni in Ni3Sn4 because Sn is the 

dominant diffusion species in this temperature region.  Additionally, we can also 

obtain the diffusion pre-factor from extrapolate of the curve, and we know that the 

diffusion pre-factor of Sn is at the order of 104 larger than the diffusion pre-factor of 

Ni.   For discussion, we shall examine below the crystal structure of Ni3Sn4. 

 

 

4.7 Crystal structure of monoclinic Ni3Sn4 

 

In Fig 4.17, we present the complex C-centered monoclinic crystal structure of 

Ni3Sn4, which is reported in the literature [58-59].  In the lattice, it contains two 

crystallographically independent Sn sites and two crystallographically independent Ni 

sites. Additionally, Sn atoms tend to have more abnormal and open structure in the 

lattice, as shown in Fig. 4.18(a) to 4.18(e), where Sn1 is bonded to 5 Ni atoms at one 

side with one Sn1 atom and 2 Sn2 atoms at the other side while Sn2 is bonded to 5 Ni 

atoms, 2 Sn1 atoms and 2 Sn2 atoms. On the other hand, Ni atoms are packed more 

condensed in the lattice; Ni1 is bonded to six Sn atoms with the traditional octahedral 

coordination while Ni2 is bonded to 7 Sn atoms and 2 Ni2 atoms with complicated 

polyhedral coordination. In other words, Ni atoms on the average have 6.5 Ni-Sn 

bonds and 1 Ni-Ni bond, and Sn atoms have on the average 5 Ni-Sn bonds and 3.5 

Sn-Sn bonds.  This suggests that the bonding strength of Ni atoms in Ni3Sn4 lattice is 
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higher than Sn atoms because Sn-Ni bond is stronger than Sn-Sn bond and Ni-Ni 

bond.  In turn, it indicates the diffusion of Ni is harder than that of Sn.  

 

To illustrate the higher activation enthalpy of diffusion for Sn atoms, we can 

decompose the calculated activation enthalpy into two terms, the activation enthalpy 

of formation of vacancies and activation enthalpy of atomic motion, due to the fact 

that the diffusion inside Ni3Sn4 is substitutional diffusion. Although Sn atoms are less 

closed-packed than Ni atoms, the volume of Sn atom is twice larger than that of Ni 

atom; which leads to a larger lattice distortion while moving inside the lattice. Thus, 

the activation enthalpy of motion for Sn atoms is higher than Ni atoms. On the other 

hand, formation enthalpy of vacancies is related to the binding energy of the atoms 

and how the surrounding atoms reposition themselves. It seems that it is harder to 

remove a Ni atom to form a vacancy because it has higher binding energy; however, it 

is smaller and locked in an octahedral position so that there is less energy increase to 

the system for the lattice reposition. On the other hand, the energy may increase a lot 

more when an Sn atom is removed to form a vacancy. For example, Sn1 has highly 

unsymmetrical bonding with three Sn atoms on one side and 5 Ni atoms on the other 

side.  If a vacancy formed at Sn1 position, all the surrounding atoms will lose the 

brace and the total energy of the lattice will be increased.  With the result of the 

experiment in this study, it is concluded that the enthalpy of atomic motion outweighs 

the enthalpy of vacancy formation, and results in higher activation enthalpy of 

diffusion for Sn atoms.  

 

Even though Sn has higher activation enthalpy in diffusion, it is the dominant 

diffusion species in temperature region from 150 oC to 210 oC.  This implies that the 
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prefactor in diffusivity of Sn is much higher than that of Ni.  If we extrapolate the 

lines in Fig. 4.16, we can obtain the pre-factor of diffusion for Sn and Ni atoms in 

Ni3Sn4, D0Sn and D0Ni, and D0Sn is about the order of 104 larger than D0Ni. To 

understand more about this large difference between the diffusion pre-factors of Ni 

and Sn in Ni3Sn4, we need to take a deeper look into diffusion pre-factor. Diffusion 

pre-factor consists of three parts as shown in equation 4.14: 

                                  !!!!!!!!!!!!!!!!!!!!!!!! = δ!fνnexp(!!! )                                       --- (4.14) 

They are jump distance (δ), jump correlation factor (ƒ), jump frequency (ν), number 

of nearest neighbors (n), and entropy change (ΔS) [60]. The lattice distance is almost 

the same, the nearest Ni for Ni1 is 283pm and Ni2 is 255pm; while the nearest Sn for 

Sn1 and Sn2 are 285pm and 309pm respectively. Jump correlation factor is 

considered approaching 1 for Ni and Sn atoms if they jump to their own sublattices 

sites [60]. However, there might be chances that they jump to the sublattice of other 

atoms. It is relatively hard for Sn jumping to a Ni position because Sn is 50 % larger 

and the Ni position is very compact.  On the other hand, the possibility for Ni jumping 

to Sn position is high and it seems that there are more moving paths for Ni.  However, 

Ni is not stable at the location of Sn because the strong Sn-Ni bonds will be replaced 

by the weaker Ni-Ni bonds; this is also called antistructural disorder [61-62] and the 

atoms jump reverse to the original position immediately when it happened, resulting 

in extremely small (~0) correlation factor for this type of jumping. Therefore, we 

don’t need to consider the situation where atoms jump from “right” sublattice to 

“wrong” sublattice. 

 

 The jumping frequency for pure metals is usually at the order of 1013 Hz; for 

example, the Debye frequency [63] is 4.31×1013 Hz for pure Sn and 9.88×1013 Hz for 
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pure Ni. In intermetallic compound, Sn atoms and Ni atoms are mostly bonded to 

foreign atoms (Ni and Sn respectively); moreover, atomic vibration pattern has lots to 

do with surrounding atoms. Therefore, we expect that the vibrational (jump) 

frequency for Sn and Ni in Ni3Sn4 will not vary a lot because their vibration should be 

correlated. We can see the possible vibrational frequencies in Ni3Sn4 from first 

principle simulation in Fig. 4.19, all the vibrational frequencies (modes) have their 

correspondent Sn and Ni atoms, thus we can suggest that vibrational frequency for Sn 

and Ni in Ni3Sn4 are very close. 

 

 On the number of nearest neighbors, the difference between an atom of Sn 

and Ni is not big.  Finally, on entropy change, we believe the disorder induced by the 

diffusion of an atom of Sn is much larger than that of the diffusion of a Ni atom due 

to the fact that Sn atom is much larger than Ni atom. The entropy change for solid-

state diffusion is normally less than 10kB, and the entropy term is inside and the 

exponential term; if ΔS is 7kB, the influence on diffusion pre-factor will be 103. 

Therefore, the entropy change in diffusion is believed to be the most phenomenal 

factor causing the large diffusion pre-factor difference between Ni and Sn in Ni3Sn4.  

The chemical effects on diffusion in Ni3Sn4 are summarized in Table 2. 

 

 

4.8 XPS analysis and Simulation of the Energy of Outer Electrons of Atoms     

 

The interactions between outer electrons of Sn and Ni atoms cause the 

chemical effect between atoms. The bonding stronger than metallic bond such as 

covalent bond is expected between two foreign atoms in intermetallic to release large 
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amount of energy during intermetallic compound formation. The outer electrons of 

both Sn and Ni atoms are expected to share the same orbitals; moreover, the outer 

orbital for Ni atom is 4s and for Sn atom is 5p, since they have different energy level, 

they are expected to form hybrid orbital like sp3 or sp2 hybrid orbitals to have the 

same orbital energy for the electrons.  

 

We did XPS characterization on pure Ni, pure Sn and Ni3Sn4 IMC in order to 

understand the chemical interactions between Ni and Sn atoms. For instance, when Ni 

forms NiO2, the O atom will attract the outer electrons from Ni atom due to the larger 

electronegativity; this makes bonding change for Ni atom in transforming from 

metallic bonding to ionic bonding. If there is a chemical shift for an element between 

pure material and compound, we expect that there is electrons redistribution; hence it 

will influence the bonding behavior. The influence of electron redistribution on 

chemical shift varies from element to element; for example, there is only less than 0.2 

eV shift for Sn in SnO and SnO2 [64]. Yet, on the other hand, the chemical shift for 

NiO and NiO2 is 2 eV [65]. Since the effect of chemical shift on Ni atom is much 

larger than Sn atoms, plus the fact that the electronegativity difference between Ni 

and Sn is very small (only 0.1), thus we should focus on the XPS result on Ni element. 

 

From Fig. 4.20, we can see the binding energy of Ni 2p electrons for Ni in 

pure Ni and in Ni3Sn4. The result of two peaks is due to spin orbital splitting effect; 

the right peak stands for 2p1/2 and the left peak stands for 2p3/2. By comparing the two 

peaks for pure Ni and Ni3Sn4, we observe that there is no obvious chemical shift 

between pure Ni and Ni3Sn4; however, we can observe the difference and the shift of 
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satellite peaks for both 2p1/2 and 2p3/2. This suggests that the states of Ni ion in pure 

Ni and Ni3Sn4 are different due to the change of surrounding atoms and bonds. 

 

To know more about the energy of outer shells of atoms, First-principles 

calculation was used to simulate the atomic orbital energies around Fermi-level in 

Ni3Sn4 intermetallic compound.  The outer atomic orbitals of Ni and Sn are expressed 

by the diagrams of density of state (DOS) versus energy (set E=0 at Fermi level) as 

shown in Fig. 4.21 and Fig. 4.22.   

 

After comparing different atomic orbitals in Ni atom and Sn atom, we found 

that Sn 5d orbital and Ni 4s orbital are correlated as shown in Fig. 4.23.  The upper 

curve represents the Sn 5d electrons and the lower curve represents the Ni 4s 

electrons.  We can see that they have the similar pattern; the orbitals are across Fermi 

level (E=0) and there are two peaks on each side (E>0, E<0) which represents the 

bonding and anti-bonding behavior with a shallow gap at the Fermi level.   

 

This implies the similar behavior of hybrid bond with the bonding (E<0) and 

anti-bonding (E>0) as we discussed in chapter 2; that is to say, the outer electrons of 

Ni and Sn atoms are in the same hybrid orbital and this is the chemical effect of Ni 

and Sn atoms in Ni3Sn4 intermetallic compound.  Since the orbitals are only half filled 

and crossed Fermi-level, the electron can contribute to the electrical conduction; 

moreover, the hybrid bonding property caused the bonding directional and may 

contribute to the brittle behavior of the Ni3Sn4 IMC.  Furthermore, owing to the fact 

that hybrid bond has covalent bond property, which makes Ni-Sn bond stronger than 
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pure metallic Sn-Sn and Ni-Ni bond, results in a large decrease in Gibbs free energy 

when forming Ni3Sn4.  
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Figure 4.1 Phase diagram of Sn-Ni binary system 
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Figure 4.2 Concentration of A atoms along the AαB/AβB/AγB diffusion couple 
 
© 1982 American Institute of Physics  
J, AppL Phys. 53(4), April 1982  
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Figure 4.3 Concentration of A atoms along the AαB/AβB/AγB/AδB 
diffusion couple 
 
© 1982 American Institute of Physics  
J, AppL Phys. 53(4), April 1982  
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Figure 4.4 Compound growth behaviors with different r value 
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Figure 4.5 Schematic diagram of competitive compounds growth with time 
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Figure 4.6 BSE image of the cross section of Ni/Ni3Sn4/Ni diffusion couple 
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Figure 4.7 XRD characterization of Ni3Sn4 layer 
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Figure 4.8 BSE image of the top-down view of the Ni3Sn4 in the diffusion 
couple (Sn has been etched away) 
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Figure 4.9 BSE image of the Ni3Sn4 grains in the diffusion couple, which 
shows grain size gradient 
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Figure 4.10 Growth profiles of the diffusion couples, the x-axis is time (hour) 
and the y-axis is the square difference of IMC thickness 
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Figure 4.11 Logarithm of growth slope of the diffusion couples versus the 
reverse temperature 
 



 81 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4.12 Marker analysis on Ni/Ni3Sn4/Sn diffusion couple annealed at 210 °C 
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Figure 4.13 Marker analysis on Ni/Ni3Sn4/Sn diffusion couple annealed at 190 °C 
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Figure 4.14 Marker analysis on Ni/Ni3Sn4/Sn diffusion couple annealed at 170 °C 
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Figure 4.15 Marker analysis on Ni/Ni3Sn4/Sn diffusion couple annealed at 150 °C 
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Figure 4.16 Logarithm of the tracer diffusivities of Ni and Sn in Ni3Sn4 versus 
the reverse temperature 
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Figure 4.17 The lattice structure of monoclinic Ni3Sn4  
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Figure 4.18 Atomic bonding of (a) Sn1 atom (b) Sn2 atom (c) Ni1 atom 
(d) Ni2 atom in Ni3Sn4 
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Figure 4.19 The First-principle simulation of atomic vibration frequency of the 
Ni and Sn atoms in Ni3Sn4  
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Figure 4.20 XPS spectrum of the binding energy of Ni 2p electrons in pure Ni and Ni3Sn4  
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Figure 4.21 The simulation of outer electrons’ energy for Ni atoms in Ni3Sn4  
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Figure 4.22 The simulation of outer electrons’ energy for Sn atoms in Ni3Sn4  



 92 

 
 
 
 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

-10 -5 0 5 10 15 200.0

0.1

0.2

0.3

0.4

0.5

Energy HeVL

D
O
S
Hstat

es
êeVê

f.u
.L

Sn-5p

Ni-4s

Figure 4.22 The simulation of the energy for Ni 4s orbital and Sn 5p orbital in 
Ni3Sn4  
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T (oC) 150 170 190 210 

DNi (cm2/s) 2.9×10-16 1.1×10-15 4.8×10-15 1.8×10-14 

DSn (cm2/s) 4.3×10-16 2.1×10-15 1.9×10-14 1.1×10-13 

 
 

 
 

 
Bonding 
strength 

Jumping attempt 
frequency, ν 

Diffusion 
prefactor, Do 

Atomic 
volume ΔS ΔHf 

Sn  - ✔ ✔ ✔ ✔ 

Ni ✔ -     
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Table 4.1 Tracer diffusivities of Ni and Sn in Ni3Sn4 at different temperatures  

Table 4.2 Factors influence diffusivities of atoms 
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Chapter 5 Chemical Effect on Cu3Sn Intermetallic Compound 

 

 

5.1 Cu-Sn intermetallic compounds 

 

 There are various intermetallic compounds may form in Cu-Sn system; 

however, under the temperature of interests in electronic packaging (below 300°C), 

only Cu6Sn5 and Cu3Sn will form as shown in Cu-Sn phase diagram (Fig. 5.1).  

 

The systematic model to obtain the tracer diffusivities in the intermetallic 

compound is for one compound formation only; if there’s multiple compounds 

formed in the diffusion couple, the unknown will increase and more equations are 

needed to solve the unknowns.  For example, in the Cu-Sn case, there is two 

compounds formed (Fig. 5.2) [66-68] so that there will be four unknowns, which are 

the tracer diffusivities of Sn atoms and Cu atoms in Cu6Sn5 and Cu3Sn.  This infers 

that we need two more equations to solve the problem, yet to drive further equations 

in the diffusion couples is hard and complicated.  Therefore, it is not a best option to 

do the experiment on pure Sn and pure Cu because several compounds will form.  We 

then conduct the experiment on IMC/pure metal diffusion; for instance, we can 

prepare Cu/Cu6Sn5 and Sn/Cu3Sn diffusion couples to examine the diffusivities of 

atoms in Cu3Sn and Cu6Sn5 respectively as shown in Fig. 5.3.  In this chapter, we will 

focus on the Cu/Cu6Sn5 diffusion couple and the diffusivities of Cu atoms and Sn 

atoms in Cu3Sn intermetallic compound. 
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5.2 Experimental Procedure 

 

To prepare the diffusion couple of Cu6Sn5/ Cu3Sn /Cu, we need to have bulk 

sample of pure Cu6Sn5.  Owing to the fact that the sample is not east to prepare, we 

collaborated with Professor Liu’s group in National Central University, Taiwan, to 

obtain the bulk Cu6Sn5 sample.  The samples were made by a novel way called liquid-

phase electroepitaxy (LPEE) developed by the group [69].  High temperature (400 °C) 

and high current (1A) are used in the process; there are two Cu bar squeezing the 

liquid Sn, and the electrical current stressed the Cu atoms, making them move from 

the cathode to the anode and form Cu6Sn5 intermetallic compound at the anode side.  

If the time is long enough, the whole liquid Sn in the middle can all transform into 

Cu6Sn5 intermetallic compound as shown in Fig. 5.4. 

 

We first used diamond-saw machine to cut a bulk-type pure Cu6Sn5 sample 

into 1 cm2 pieces with thickness around 1 mm.  Then the Cu6Sn5 pieces were carefully 

polished by alumina powder with final polishing particle size less than 0.05 µm. After 

polishing, the Cu6Sn5 pieces were dipped into 20% HCl solution to remove the oxide 

on the surface, and followed by putting into CuSO4 water solution for electroplating 

of copper. The electroplating process was undergone in 500 mL 0.8 CuSO4 solution 

with 25 mL H2SO4; and the current density was 0.05 A/cm2. The samples were 

electroplated for one hour to grow a 100 µm thick copper layer. After that, the 

electroplated samples were placed in oven and annealed for 1 day at 170°C in order to 

grow a layer of Cu3Sn between the Cu6Sn5 and Cu.  Finally, the samples were 

polished to expose the interfaces in the cross-section of Cu6Sn5/ Cu3Sn /Cu. 
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 The markers on the cross-sectional surface were made with FIB, using a finely 

focus gallium ions beam at a high current for sputtering. The FIB was applied to the 

Cu3Sn layer, and circular holes, with diameter around 1µm and depth around 3 µm, 

were created to serve as moving markers.  Also there were larger rectangular markers 

made on the Cu6Sn5 side to serve as fixed markers for the measurement of the motion 

of markers on the IMC. After the placement of markers, the diffusion couples were 

annealed at 110 °C, 130 °C, 150 °C and 170 °C for different periods to allow the IMC 

growth and the marker motion. 

 

To characterize the IMC, back-scattered electron (BSE) microscope and 

dispersive X-ray spectroscopy (EDX) were used. The cross-section of each diffusion 

couple after placing markers and after annealing at different times and temperatures 

were lightly polished for measuring the thickness of IMC by BSE and for confirming 

the composition by EDX.  For measuring the IMC thickness, the average height of 

Cu3Sn perpendicular to the Cu layer is calculated by the software called ImageJ from 

BSE image.  To examine the chemical interaction between Cu and Sn atoms in Cu3Sn 

lattice, X-ray photoelectron spectroscopy (AXIS Ultra DLD) was used to measure the 

chemical shift of core electrons’ bonding energy for Cu atoms and Sn atoms. 

 

 

5.3 Solid state growth of Cu3Sn intermetallic compound 

 

The growth profile of Cu3Sn intermetallic compound annealed at 110 °C, 130 

°C, 150 °C and 170 °C is shown in Fig. 5.5.  The growth of Cu3Sn meets solid-state 

diffusion model very well with the coefficient of determination (R2) of linear 
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regression around 0.99 and the time exponent is 0.5. Additionally, the linear 

regression slope of the data at 110 °C, 130 °C, 150 °C and 170 °C are 0.012, 0.04, 

0.07 and 0.15 µm2/hour, respectively. Furthermore, Fig. 5.6 shows the logarithm of 

the growth rate versus the reverse temperature and the activation energy of Cu3Sn 

growth can be measured from the slope.  The activation energy of Cu3Sn growth in 

this study is 57 kJ/mole, which matches the results from previous reports [70-72]. 

 

 There are two kinds of markers presents in the diffusion couples as shown in 

Fig. 5.7; one is square marker on Cu6Sn5 and the other is circular marker on Cu3Sn. 

The square markers are fixed because they are not involved in the interdiffusion of the 

two species, and the circular markers tend to move with the growth of Cu3Sn.  We can 

locate the center of both markers and observe the relative motion between them, so 

that we can determine the moving direction of circular markers as well as the velocity 

of motion.  In turn, the fast diffusion species in IMC under annealing can be 

determined. Moreover, the circular marker can also be considered as the reference 

point of Sn and Cu diffusion. 

 

The results of the marker motion experiment at the 170 °C annealing are 

shown in Fig. 5.7(a), we can see clearly that the circular marker moved towards the 

Cu side, which suggests that there are net vacancies moved toward the Cu side. That 

is to say, there are more Cu atoms traveling through the IMC to the other side than the 

opposite Sn atoms. Noted that the moving marker shrinks a little bit from time to time, 

this is because the aspect ratio of the circular hole is large so that focus ion beam 

cannot sputter away IMC efficiently; the bottom material cannot fly away and 

accumulate at the wall, causing the shape tapered toward the bottom like a circular 
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cone instead of a circular pillar. Furthermore, since the sample was polished after 

different annealing time to avoid the effect of surface diffusion, the circular marker 

seems getting smaller. Nevertheless, the center of the circle is always the same, thus 

we can use the center as the marker’s position.  The marker motion at 150 °C and 130 

°C annealing temperatures also show that the circular marker moved toward Cu side, 

thus Cu is the dominant diffusion species. However, the marker motion is not obvious 

at 110 °C because the diffusion rate is too slow to allow enough marker motion to 

occur.   

 

A horizontal line is drawn across the center of the moving marker and the ratio 

of diffusion of Sn atoms and Cu atoms can be determined by measuring the IMC 

growth above and below the horizontal line; that is to say, the growth of Cu3Sn above 

the line is due to the Cu diffusion while the growth of Cu3Sn below the line is due to 

the Sn diffusion. Moreover, the ratio needs to be adjusted by multiplying some 

constants owing to different reaction mechanisms that will be discussed later. The 

results are presented in Table 1, and it shows that Cu atoms diffused much faster than 

Sn atoms from 170 °C to 110 °C; moreover, the ratios at 170 °C, 150 °C, 130 °C and 

110°C are 100, 40, 30 and 20, respectively. 

 

 

5.4 Tracer diffusivities of Sn atoms and Cu atoms in Cu3Sn IMC 

 

5.4.1  Kinetic theory to determine the tracer diffusivities of atoms in an intermetallic 

compound 
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From the previous work in our group, we develop a way to determine the 

tracer diffusivities of atoms in intermetallic compound by considering the chemical 

effect in it. The large chemical effect means that the bonding between Cu atom and 

Sn atom is much larger than half of Cu-Cu bond plus Sn-Sn bond; thus breaking the 

Cu-Sn bonds will affect the diffusion of both Cu and Sn atoms.  By taking into 

account this effect, we can apply Wagner diffusivity and marker analysis in the 

previous discussion to separate the chemical effect in order to calculate the tracer 

diffusivities of atoms in IMC. 

 

We recall that the graphical method is used to transform the immeasurable 

parameter to a measurable one; since we have two intermetallic compounds in Gibbs 

free energy diagram now as shown in Fig. 5.8, the revision of the equation is needed.  

We should start from equation 2.19 to determine the second derivative of Gibbs free 

energy at composition equal Cu3Sn, and we can obtain: 

                         

g "(X R − X L ) = g "ΔX =
∂g
∂X X R

−
∂g
∂X X L

=
g65 − g31

X 65 − X 31

−
g31 − gCu
X 31 −0

    (X 31 ≈ X R ≈ X L )

=
X 31g65 + (X 65 − X 31)gCu − X 65g31

(X 65 − X 31)X 31

                  --- (5.1) 

where g65, g31 and gCu are the Gibbs free energy of Cu6Sn5, Cu3Sn, and Cu; moreover, 

X65, X31 and XCu are the molar ratio of Sn in Cu6Sn5, Cu3Sn, and pure Cu respectively.  

We can put it back to the diffusion equation and obtain: 

                             
x 2i − x

2
0

t
= 2(X 31DCu

* + 1− X 31( )DSn* )
X 31 1− X 31( )Δgr
(X 65 − X 31)X 31

             --- (5.2)   

where x0 is the initial thickness of the IMC, xi is the thickness of the IMC after 

annealing, X is the molar ratio in the IMC, D* is the tracer diffusivities of atoms in 
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IMC, k is Boltzmann constant, T is annealing temperature, t is annealing time and Δgr 

is the reaction energy of 0.25Cu0.55Sn0.45 + (0.45 - 0.25)Cu⟶0.45Cu0.75Sn0.25; which 

is equal to Cu6Sn5 + 9Cu⟶5Cu3Sn with Cu6Sn5 and Cu3Sn in the form of Cu0.55Sn0.45 

and Cu0.75Sn0.25 respectively. 

 

 The second equation we can recall the flux ratio and the tracer diffusivity ratio 

of A atoms and B atoms in equation 2.20 and have: 

                                                 

J
Sn

J Cu
=
D

Sn

*

D
Cu

*
=
αΔ(x2 − xm )
βΔ(xm − x1)

                                    --- (5.3) 

where J is the flux of the atoms in the IMC, x2 is the location of Cu and Cu3Sn 

interface, x1 is the location of Cu6Sn5 and Cu3Sn interface, and xm is the location of 

the marker. Thus, Δ(x2-xm) represents the growth of the IMC contributed by Sn atom 

diffusion and Δ(xm-x1) represents the growth of the IMC contributed by Sn atom 

diffusion; α and β are the correction factor owing to the fact that one layer of Cu 

atoms diffuse to Cu6Sn5 does not form exactly one Cu3Sn layer, vice versa. We shall 

discuss the value of them in the case of Cu6Sn5/ Cu3Sn /Cu diffusion couple below. 

  

 From the reaction Cu6Sn5 + 9Cu !" 5Cu3Sn, we know that 9 Cu atoms 

traveling to Cu6Sn5 side can form 5 Cu3Sn molecules; therefore, β here is equal to 9/5. 

On the other hand, the correction term of Sn is more complicated because the 

diffusion of Sn atoms involves the decomposition of Cu6Sn5. If we assume that 3 Sn 

atoms from one Cu6Sn5 diffuse away to the Cu side, there will be 3 Cu3Sn formed at 

the Cu3Sn /Cu interface, and the remaining Cu6Sn5 will form 2 Cu3Sn at the Cu6Sn5/ 

Cu3Sn interface. Thus, we should take α equals to 1 because 1 Sn atom diffuses to Cu 

side can form one Cu3Sn. Furthermore, since the diffusion of Sn somehow assist the 
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growth at Cu6Sn5/ Cu3Sn interface, the real Cu3Sn growth contributed by Cu diffusion 

should be Δ(xm-x1) – 2/3Δ(x2-xm).  And we have Equation (5.4) to replace equation 

(5.3). 

                                   

J
Sn

J Cu
=
D

Sn

*

D
Cu

*
=

Δ(x2 − xm )
9
5
[Δ(xm − x1)−

2
3
Δ(x2 − xm )]

                        --- (5.4) 

 

5.4.2 Tracer diffusivities of Cu and Sn in Cu3Sn 

 

To remove the chemical effect so that we can calculate the tracer diffusivities, 

we take XCu=3/4, XSn=1/4 in equation (5.3) and put all the values into equation (5.3) 

and (5.4) such as slopes, ratio at different temperatures from our analysis earlier. The 

reaction energy of IMC per atom can be calculated from published paper [77], which 

is equal to 2.1 kJ/g-atom. The tracer diffusivities of Sn and Cu in Cu3Sn at several 

temperatures are shown in Table 2. We can plot the tracer diffusivities of Sn and Cu 

versus the reverse temperature in Fig. 5.9 and obtain the activation enthalpy of 

diffusion for Cu and Sn in Cu3Sn, which are 59 and 96 kJ/mole, respectively. The 

activation enthalpy of diffusion for Sn is much higher than Cu, which leads to the 

higher diffusivities of Cu atoms than Sn atoms in Cu3Sn.  For more discussion on the 

diffusion behavior, we shall examine below XPS and the crystal structure of Cu3Sn. 

 

 

5.5 Chemical effect in Cu3Sn 

 

We performed XPS characterization on pure Cu, Cu6Sn5 and Cu3Sn IMC in 

order to understand the chemical interactions between Cu and Sn atoms.  For instance, 
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when Cu forms CuO, the O atom will attract the outer electrons from Cu atom due to 

the larger electronegativity; this makes bonding change for Cu atom in transforming 

from metallic bonding to ionic bonding. If there is a chemical shift for an element 

between its states in pure element and in compound formation, we expect that there is 

electrons redistribution; hence it will influence the bonding behavior. The influence of 

electron redistribution on chemical shift varies from element to element; for example, 

there is only less than 0.2 eV shift for Sn in SnO and SnO2. Yet, on the other hand, the 

chemical shift for Cu in CuO and CuO2 is 2 eV [73]. Since the effect of chemical shift 

on Cu atom is much larger than Sn atoms, plus the fact that the electronegativity 

difference between Cu and Sn is very small (only 0.1), thus we should focus on the 

XPS result on Cu element. 

 

From Fig. 5.10, we can see the binding energy of Cu 2p electrons for Cu in 

pure Cu, Cu6Sn5 and Cu3Sn. The result of two peaks is due to spin orbital splitting 

effect; the right peak stands for 2p1/2 and the left peak stands for 2p3/2. By comparing 

the two peaks for pure Cu, Cu6Sn5 and Cu3Sn, we can see that the chemical shift for 

Cu6Sn5 and Cu3Sn relative to pure Cu is 0.3 eV and 0.1eV, respectively. The existence 

of the chemical shift implies the outer electrons of Cu in Cu6Sn5 and Cu3Sn are in some 

degree have moved to Sn. This behavior increases slightly the valence charge of Cu 

and decreases the valance charge of Sn, resulting in partial covalent bonding between 

Cu and Sn atoms in Cu3Sn. The partial covalent property makes Cu-Sn bond stronger 

than pure metallic Sn-Sn and Cu-Cu bond, which means there are chemical 

interactions between Cu and Sn atoms. 
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5.6 Lattice structure model of Cu3Sn 

 

Fig. 5.11 shows the lattice structure of Cu3Sn with one Sn position and two Cu 

positions. Due to the fact that Cu3Sn consists of 75 atomic percent Cu, Cu has long 

range sub-lattice to diffuse in all the directions. Moreover, from Fig. 5.12, we can see 

that Cu has average 7.5 Cu-Cu bonds and 4 Cu-Sn bonds; the large amount of Cu-Cu 

bonds provides a perfect path for atomic diffusion of Cu. On the other hand, we can 

observe that Sn atoms do not form bond with themselves (no Sn-Sn bonds), this 

makes it extremely hard to diffuse in the lattice. 
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Figure 5.1 Phase diagram of Cu and Sn binary system  
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Figure 5.2 Intermetallic compounds formation at 200 °C annealing 
between pure Sn and pure Cu 
 
©P.T. Vianco et al. / Journal of Electronic Materials Vol. 23 No. 8 
1994  
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Figure 5.3 Schematic diagrams of IMC/pure metal diffusion couple 
to observe the growth behavior of the other IMC 
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Figure 5.4 The Schematic diagrams of the setup and the process for 
LPEE bulk IMC fabrication  



 108 

 
 
 

 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.5 Growth profile of Cu3Sn between Cu and Cu6Sn5 at 
several different temperatures  
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Figure 5.6 Logarithm of the growth slope versus the inverse 
temperature to get diffusion activation energy 
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Figure 5.7 Marker analysis on Cu6Sn5/Cu3Sn/Cu diffusion couple at 
(a) 170 °C, (b) 150 °C, (c) 130 °C and (d) 110 °C 
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Figure 5.8 Schematic diagram of Gibbs free energy versus Sn 
concentration in Cu-Sn binary system 
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Figure 5.9 Logarithm of tracer diffusivities of atoms versus the 
inverse diffusion temperature 
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Figure 5.10 XPS spectrum for Cu 2p electrons in pure Cu, Cu3Sn and Cu6Sn5 
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Figure 5.11 Lattice structure of Cu3Sn intermetallic compound 
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Figure 5.12 Atomic bonding diagram in Cu3Sn for (a) Sn atom (b) 
Cu1 atom and (c) Cu2 atom 



 116 

 
 

T (oC) 110 130 150 170 

  DCu (cm2/s) 3×10-15 1.05×10-14 1.93×10-14 4.33×10-14 

  DSn (cm2/s) <3×10-17 2×10-16 6×10-16 1×10-15 

ratio >100 40 30 25 

 
Table 5.1 Tracer diffusivities of Cu and Sn atoms in Cu3Sn with various temperatures 
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Chapter 6 Summary 

 

 

In this work, chemical effect on diffusion in IMC was studied; with the novel 

FIB marker design and the introduction of Wagner diffusivity, the tracer diffusivities 

of atoms inside an IMC can be obtained.  This systematic way was applied on Ni3Sn4 

and Cu3Sn, which are two of the most important intermetallic compounds in 

electronic packaging industry. 

 

Tracer diffusivities of Ni and Sn in Ni3Sn4 were calculated at 210 °C, 190 °C, 

170 °C and 150 °C by applying correction of chemical effects on intrinsic diffusivities 

in the IMC and by combining marker analysis designed for sub-micron dimension 

reactions.  In the diffusion model, the immeasurable parameter of the concentration 

gradient across the IMC interfaces was replaced by the formation energy of the IMC 

owing to the fact that the chemical potential driving force of diffusion is much larger 

than concentration gradient driving force in IMC.  The XPS and the First principle 

simulation results implied the hybrid covalent bonding nature for Ni-Sn bond in 

Ni3Sn4, which explained the large Gibbs free energy decrease when forming the IMC.    

    

Furthermore, Sn is observed to be the dominant diffusing species in Ni3Sn4 

under the temperature range studied; however, the activation energy of diffusion for 

Sn is higher than that for Ni, which suggests a larger prefactor of diffusion for Sn. 

Since the atomic volume of Sn is about twice larger than that of Ni, it is assumed that 

the large atomic volume will squeeze the lattice more hence the activation energy is 



 118 

higher. On the other hand, it is assumed that the diffusion prefactor of Sn is much 

larger than that of Ni owing to the large distortion and entropy gain during diffusion.  

 

Additionally, we investigated the chemical effect on intrinsic diffusion in IMC 

of Cu3Sn.  In order to remove the chemical effect so that we can obtain tracer 

diffusivity of Cu and Sn in Cu3Sn, we use Wagner’s model to overcome the difficulty 

of a near zero concentration gradient across a stoichiometric compound layer during 

its growth.  Then, marker analysis was performed to show that Cu is the dominant 

diffusing species in Cu3Sn in the temperature range from 110 °C to 170 °C.   The 

diffusion activation energy of Sn atoms is measured to be 50% higher than that of Cu 

atoms. Furthermore, we did XPS analysis to observe the chemical shift in Cu-Sn IMC 

and deduced that Cu-Sn bonding has a partial covalent bonding nature.  Moreover, the 

simulation model of the lattice structure of Cu3Sn implied that the Cu atoms have a 

long range sub-lattice in all directions for fast diffusion in Cu3Sn. 
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