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Transcriptional Control of Inflammatory
Responses
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The inflammatory response requires the activation of a complex transcriptional program that
is both cell-type- and stimulus-specific and involves the dynamic regulation of hundreds of
genes. In the context of an inflamed tissue, extensive changes in gene expression occur in
both parenchymal cells and infiltrating cells of the immune system. Recently, basic transcrip-
tional mechanisms that control inflammation have been clarified at a genome scale, partic-
ularly in macrophages and conventional dendritic cells. The regulatory logic of distinct
groups of inflammatory genes can be explained to some extent by identifiable sequence-
encoded features of their chromatin organization, which impact on transcription factor (TF)
accessibility and impose different requirements for gene activation. Moreover, it has become
apparent that the interplay between TFs activated by inflammatory stimuli and master regu-
lators exerts a crucial role in controlling cell-type-specific transcriptional outputs.

Survival of any living organism, from simple
prokaryotes to complex multicellular eu-

karyotes, critically relies on its ability to sense
virtually every environmental change and to
mount highly specialized responses that are
tailored on both the precise nature of the stim-
ulus and its intensity. Among environmental
responses, inflammation is especially complex
as a consequence of several factors: (1) its essen-
tial role as a first line of defense against mi-
crobes, as a source of instructions to the adap-
tive immune system, and as the starting point for
resolution and repair; (2) the enormous variety
of potentially dangerous microbes and their ex-
treme ability to evolve under the pressure of the
host immune system; and (3) finally, the exten-

sive exploitation of molecules and mechanisms
invented in evolution for antimicrobial defense
and to solve nonmicrobial tissue damage.

At the cellular level, the very basis of inflam-
mation is the deployment of complex gene ex-
pression programs that include hundreds of
genes and are activated within minutes after
the primary stimulus (Medzhitov and Horng
2009). Although these programs include a core
set of genes that are almost invariably activated
in most cell types and in response to most in-
flammatory stimuli, they extensively differ from
each other depending on the cell type and tissue
in which they are elicited, the nature and the
intensity of the trigger, as well as the preexisting
cellular or organismal conditions (Smale 2010).
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For instance, in distinct cell types, a specific
inflammatory stimulus can activate the same
set of transcription factors (TFs) and yet pro-
duce different transcriptional responses. As
explained below, this occurs because each cell
type has a unique repertoire of available geno-
mic transcriptional regulatory elements that
have been specified during its differentiation,
and, thus, differ from those of any other differ-
entiated cell type (Natoli 2010). Moreover, the
same cell type (e.g., a macrophage) can be dif-
ferentially conditioned by the tissue milieu to
the point that its response to the same stimulus
(e.g., a microbial component) will be even dra-
matically different depending on its anatomical
location.

An additional aspect of the inflammatory
gene expression program that has been exten-
sively analyzed in the last years is its kinetic
complexity (Saccani et al. 2001). In fact, prod-
ucts of different inflammatory genes may have
completely different cellular targets and may
have to be released by migratory innate immune
cells (such as dendritic cells [DCs]) in different
tissues and at different times. Consider for in-
stance a DC recruited at a peripheral site on
microbial invasion and activated by microbial
products. Among the first genes to be tran-
scribed are those encoding chemokines (e.g.,
IL-8) that attract neutrophils to the inflamma-
tory site to amplify the response and contain the
invaders; then, genes encoding chemokine re-
ceptors enabling DC migration to lymph nodes
(CCR7); and, eventually, genes relevant for T-
and B-lymphocyte stimulation in the lymph
node, such as CD80, CD86, and IL-6. In this
regard, it is remarkable that in nonmigratory
cells, such as fibroblasts, IL-6 is a rapidly in-
duced gene, which indirectly implies the evolu-
tion of active mechanisms to delay its activation
in DCs and macrophages.

At the level of individual genes, specific
rules determining selectivity of induction in
response to different inflammatory agonists
as well as distinct kinetics of activation are in-
creasingly being clarified. The recent availabil-
ity of genomic approaches to analyze transcrip-
tion and chromatin properties (Metzker 2010)
has represented an enabling condition to move

from single-gene analyses to global models de-
scribing the complexity of the response in an
integrated manner. Moreover, with the refine-
ment of technologies for screening based on
RNA interference, it is now possible to evaluate
the requirement for a large panel of transcrip-
tional regulators in the inflammatory response.
It is useful to classify inflammatory genes into
primary and secondary response genes (PRGs
and SRGs, respectively) based on their differ-
ent requirements for new protein synthesis.
PRG induction depends on preexisting sig-
naling molecules and/or TFs, whereas SRG in-
duction requires the de novo synthesis of sig-
naling molecules and/or transcriptional regula-
tors (such as interferon [IFN]-b, C/EBPd, and
IkBz) during the early phases of the response
(Doyle et al. 2002; Yamamoto et al. 2004;
Thomas et al. 2006; Litvak et al. 2009). There-
fore, the expression of SRGs will be selectively
impaired by protein synthesis inhibitors. For
obvious reasons, PRGs tend to be induced faster
than SRGs as a class, but individual exceptions
have been described.

THE INFLAMMATORY GENE EXPRESSION
PROGRAM

The gene expression cascade induced by inflam-
matory stimuli in mouse macrophages and DCs
has been described with increasing resolution.
The highest resolution studies have involved
RNA-sequencing (RNA-seq) to examine either
mature, polyadenylated mRNA or nascent tran-
scripts (Rabani et al. 2011; Bhatt et al. 2012).
RNA-seq of mRNA allows an examination of
transcripts that may be available for transla-
tion into protein and considers the influences
of regulation at the levels of transcription, RNA
stability, and pre-mRNA processing. In con-
trast, nascent transcripts, which can be moni-
tored by metabolic labeling, genome-wide
nuclear runon (GRO-seq), or an examination
of chromatin-associated transcripts, provides
greater insight into transcriptional control in-
dependent of the influences of pre-mRNA pro-
cessing and stability. An examination of nascent
transcripts is especially valuable for defining the
precise kinetics of transcriptional activation and
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inactivation of inducible genes. Comparisons of
nascent transcript kinetics and mRNA kinetics
in macrophages or DCs following lipopolysac-
charide (LPS) stimulation have revealed that
transcription is the primary mode of regulating
inducible gene expression (Rabani et al. 2011;
Bhatt et al. 2012). However, stability and pre-
mRNA processing play important roles in re-
fining the expression pattern of many genes
through the activities of miRNAs and other
regulators of stability and processing (Hao and
Baltimore 2009). Although transcription is the
dominant regulator of inflammatory gene ex-
pression, transcription itself can be regulated
at multiple levels, including the levels of tran-
scription initiation, promoter escape, elonga-
tion, and termination. This topic is complicated
and beyond the scope of this article. However, it
is noteworthy that transcriptional regulation
of a specific gene at any of these levels is ulti-
mately dependent on the recognition of specific
DNA sequences by sequence-specific TFs. Fur-
thermore, even when gene induction is associ-
ated with release of a transcriptional pause or
an increase in elongation efficiency, the fre-
quency of transcription initiation also usually
increases.

Despite the high-resolution, quantitative
nature of recent RNA-seq studies of inflamma-
tory gene induction, it is difficult to provide
precise numbers of inducible genes, because
such numbers are influenced by arbitrary deci-
sions about transcript abundances and induc-
tion magnitudes required for the inclusion of
genes in the set. One recent study reported 560
genes induced by more than fivefold at the na-
scent transcript level within 2 h of stimulation
with lipid A (the active component of LPS)
(Bhatt et al. 2012). However, more than 1000
genes were induced to a statistically significant
extent during this same time period, with some
genes induced by less than twofold and others
induced by more than 1000-fold from their
basal levels. These quantitative analyses further
revealed that both the basal and maximal tran-
script levels for the set of induced genes spanned
three orders of magnitude, with readily detected
basal transcription of a large percentage of in-
ducible genes. This extensive heterogeneity in

basal and maximum transcription levels, as
well as in fold-induction values, will ultimately
need to be incorporated into both biological
and mechanistic models of inflammatory gene
expression. In addition, future studies will need
to address the extensive heterogeneity in the
gene expression cascade that has been docu-
mented in recent single-cell RNA-seq studies
(RNA-seq) (Shalek et al. 2013). Despite the
clear documentation of differential responses
at a single-cell level within a population of phe-
notypically homogeneous cells, the biological
and mechanistic significance of this heteroge-
neity remains unknown.

Notably, the hundreds of genes induced by
LPS in macrophages and DCs can be divided
into several defined clusters in which all genes
within each cluster show similar temporal kinet-
ics of transcription (Rabani et al. 2011; Bhatt
et al. 2012). Given their similar kinetics, the
genes within each cluster may be regulated by
common sets of TFs. Consistent with this pos-
sibility, different transcription-factor-binding
motifs were found to be overrepresented in the
promoters of genes within different temporal
clusters. Although these observations provide
a path toward further dissection of the tran-
scriptional program, each temporal cluster is
undoubtedly heterogeneous, with different sub-
sets of genes within each cluster regulated by
different mechanisms.

INTEGRATION OF SIGNALS AT THE
CHROMATIN LEVEL

Transcription Factors Controlling the
Inflammatory Response

TFs activated in response to inflammatory stim-
uli belong to a few main families with distinct
binding specificities (Fig. 1), including the nu-
clear factor of the k light chain enhancer of B
cells (NF-kBs) (Hayden and Ghosh 2012), inter-
feron regulatory factors (IRFs) (Tamura et al.
2008), signal transducers and activators of tran-
scription (STAT) (Stark and Darnell 2012), and
activator protein 1 (AP-1) (Wagner and Eferl
2005) families. Wiring of different receptors
for microbial and endogenous danger signals

Transcriptional Control of Inflammatory Responses
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to distinct signal transducers lays the ground-
work for selective or preferential activation of
subsets of these TFs. For instance, activation of
IRF3 is selectively coupled to Toll-like receptor
(TLR)3 and TLR4 (Doyle et al. 2002; Toshcha-
kov et al. 2002) and explains their ability to in-
duce the IFN-b gene and the downstream auto-
crine/paracrine IFN response, a property that is
unique among TLRs. Conversely, cytokines act-
ing primarily through the activation of STAT TFs
such as IFN-g, are in general unable to activate
NF-kB and AP-1, which are broadly responsive
to a large panel of inflammatory agonists (rang-
ing from LPS and most other microbial products
to tumor necrosis factor [TNF]-a) (O’Shea and
Plenge 2012).

The activity of these inflammatory TFs,
however, is restrained and controlled by two
main groups of factors: (1) nucleosomes, and
(2) constitutively expressed TFs collectively de-

fined here as master regulators that control the
usage of both regulatory and coding genomic
information in differentiated cells.

The Interplay between Nucleosomes
and TFs in the Inflammatory Response

The great structural differences among the var-
ious classes of DNA-binding domains (Garvie
and Wolberger 2001) explain why TFs have in-
herent differences in their ability to bind nu-
cleosomal DNA. A broad class of TFs defined
as pioneer factors (Zaret and Carroll 2011) and
exemplified by the FoxA TFs, are operation-
ally characterized by their ability to bind sites
in a nucleosomal context and make them acces-
sible. At the opposite side of the spectrum is
TATA-binding protein, which is unable to bind
the TATA sequence in a nucleosomal context
(Imbalzano et al. 1994). TFs activated by in-
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Figure 1. DNA recognition specificities of TFs that control inflammatory gene expression. Representative
examples are shown.
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flammatory agonists also appear to show a dif-
ferent ability to bind nucleosomal sites. STAT
and IRF family TFs bind chromatin remodelers
and, in this way, they may be able to promote
access to otherwise occluded sequences (Huang
et al. 2002; Liu et al. 2002; Cui et al. 2004). The
scenario with NF-kB is more controversial.
From a structural point of view (Huxford et al.
1999), NF-kB is predicted to be unable to bind
nucleosomal recognition sites (Natoli et al.
2005). However, an initial report suggested the
surprising notion that the nucleosome does not
even minimally impair NF-kB binding (Angelov
et al. 2004). This apparent inconsistency was
probably because of the experimental con-
ditions used in these early experiments, which
in fact relaxed octamer-DNA association and
made underlying binding sites accessible to
NF-kB (Lone et al. 2013). Taken together, data
are consistent with the notion that the DNA-
binding mode of NF-kB makes it unable to con-
tact sites associated with, and occluded by, nu-
cleosomes.

Determinants of Nucleosome Positions
and the Role of CpG Islands

Nucleosome positions are dictated by a combi-
nation of factors, including the underlying
DNA sequence and the presence of trans-acting
factors (mainly TFs) that compete with histones
for binding the DNA and/or recruit chromatin
remodeling activities that keep surrounding
DNA accessible (Struhl and Segal 2013). In gen-
eral, a moderate G/C content favors nucleo-
some assembly (Segal et al. 2006; Tillo and
Hughes 2009) but the extreme guanine-cytosine
content of some CpG islands is not compatible
with efficient bending around the histone oc-
tamer and thus favors the formation of nucleo-
some-depleted areas (Ramirez-Carrozzi et al.
2009; Fenouil et al. 2012) that are rapidly acces-
sible to stimulus-activated TFs as well as to the
basal transcriptional machinery. The binding of
ubiquitous TFs, such as Sp1, to many CpG is-
lands is also likely to play a major role in the
depletion of nucleosomes in these regions. In-
deed, inflammatory genes containing a CpG is-
land promoter are constitutively associated with

RNA polymerase (Pol II) (Hargreaves et al.
2009) have other features of active chroma-
tin before stimulation, and often have higher
basal transcriptional activity and are poised
for further activation on stimulation (Ram-
irez-Carrozzi et al. 2009). Importantly, relaxed
nucleosomal constraints to TF access to CpG
island–containing genes favor promiscuous ac-
tivation in response to multiple stimuli (Smale
2010).

Initial experiments on a limited set of in-
flammatory genes in macrophages indicated
the possibility of a higher frequency of CpG is-
lands at PRGs than at SRGs (Hargreaves et al.
2009; Ramirez-Carrozzi et al. 2009), suggesting
that the presence of positioned nucleosomes at
SRGs would impose the requirement for chro-
matin remodelers for gene activation. More re-
cently, a genome-wide analysis of LPS-induced
gene expression in macrophages revealed that,
among PRGs, CpG-island promoters are most
closely associated with transient induction, with
more variable promoter architectures among
PRGs that show sustained induction. A mecha-
nistic explanation for the link between CpG
islands and transient induction has not been
obtained. Many SRG promoters have also been
found to contain CpG islands (Bhatt et al. 2012).
The CpG island–containing SRGs were not ap-
parent in the earlier study because that study
focused only on the most potently induced
genes, which lack CpG-island promoters. Relat-
ed to this observation, the most obvious distinc-
tion between genes containing and lacking
CpG-island promoters is that genes lacking
CpG islands, especially among SRGs, are gen-
erally induced by a larger magnitude (Bhatt et
al. 2012). Therefore, although the presence or
absence of a CpG island affects nucleosome
occupancy and accessibility of promoters, it
is not sufficient to distinguish between PRGs
and SRGs. However, CpG island genes differ
from non-CpG island genes because of the lower
fold induction after stimulation. Mechanistical-
ly stable and strategically positioned nucleo-
somes that reduce basal transcriptional activity
impose a tight regulation onto SRGs, and, thus,
enable a high dynamic range compared with
genes that are basally associated with the tran-
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scriptional machinery because of the presence
of a CpG island in their promoters.

GENOMIC REGULATORY ELEMENTS THAT
CONTROL INFLAMMATORY GENE
EXPRESSION

Identification of Genomic cis-Regulatory
Elements

The recent development of genomic approaches
for the study of transcriptional regulation and,
specifically, the combination of chromatin im-
munoprecipitation with multiparallel (or high-
throughput) sequencing (ChIP-Seq) has en-
abled the identification of general principles of
transcriptional control that were beyond the
reach of single-gene studies (Barski et al. 2007).

The production of antibodies specific for
different posttranslationally modified histones
allowed the discovery that genomic regions
with different functions are also marked with
different sets of histone modifications (Bern-
stein et al. 2007). For instance, TSSs and adja-
cent regions of active genes or genes poised for
activation are associated with trimethylation
of histone H3 at lysine 4 (H3K4me3), whereas
transcribed genic regions are associated with
H3K36me2/3 and H3K79me2. A great advance
in the field has been the characterization of a
loose yet specific signature associated with dis-
tal transcriptional enhancers, whose identifi-
cation has represented a major challenge for
many years because of their variable distance
from the target genes they regulate. The enhanc-
er chromatin signature consists of high levels
of monomethylated H3K4 (H3K4me1) (Heintz-
man et al. 2007) associated or not with histone
acetylation (Creyghton et al. 2011; Rada-Iglesias
et al. 2011). H3K4me1 is also detected at active
or poised TSSs, but in those cases it is found
on both sides of a central region marked by
H3K4me3, thus leading to an overall high
H3K4me3/me1 ratio. Conversely, this ratio is
completely inverted at enhancers because of
the higher H3K4me1 level. Enhancers are also
associated with transcriptional coregulators,
such as the histone acetyltransferases (HAT)
p300, CBP, and Tip60 (Heintzman et al. 2007;

Visel et al. 2009a), and, particularly when very
active, they are subjected to RNA Pol II–medi-
ated transcription (De Santa et al. 2010; Kim
et al. 2010; Natoli and Andrau 2012).

Enhancers Controlling Inflammatory
Gene Expression

Enhancer mapping in multiple cell types al-
lowed determination of some basic principles
of their usage in mammalian cells (Visel et al.
2009b). In general, an average of 40,000–50,000
regions bearing the chromatin signature of en-
hancers can be detected in any cell type, al-
though such numbers vary depending on the
statistical thresholds used in ChIP-Seq experi-
ments. Although it is clear that the mere pres-
ence of a chromatin signature need not imply
functionality, it is also clear that most or all
enhancers that were previously characterized
using genetic and functional approaches can
be retrieved in ChIP-Seq experiments.

The initial characterization of enhancers
involved in LPS-inducible gene expression in
macrophages was based on the ability of stim-
ulus-activated TFs, such as NF-kB and IRFs, to
promote the recruitment of the p300 HAT (Ghis-
letti et al. 2010). LPS-inducible p300 recruit-
ment unveiled thousands of enhancers and re-
vealed their underlying sequence features. In
addition to binding sites for LPS-activated TFs
such as NF-kB, AP-1, and IRF, these enhancers
were almost invariably associated with binding
sites for Pu.1, an Ets family protein that controls
myeloid development and is expressed at very
high levels in terminally differentiated macro-
phages (Scott et al. 1994; Nerlov and Graf 1998).
Pu.1 is constitutively bound to macrophage en-
hancers and is directly involved, together with
partner TFs acting in different phases of macro-
phage development (Lichtinger et al. 2012), in
determining both the deposition of H3K4me1
and the displacement of nucleosomes to gener-
ate accessible DNA sequences (via TF-mediated
recruitment of histone methyltransferases and
ATP-dependent nucleosome remodeling com-
plexes, respectively) (Fig. 2) (Ghisletti et al.
2010; Heinz et al. 2010). More generally, it is
now clear that the specificity of the enhancer
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landscape in different cell types is because of the
direct activity of TFs involved in lineage speci-
fication and in maintenance of terminal dif-
ferentiation (Natoli 2010). Indeed, at the basic
molecular level, an essential function of these
master regulators is to select the fraction of the
enormous cis-regulatory repertoire available in
mammalian genomes that will be used to regu-
late gene expression in that particular cell type.
The functional role of H3K4me1 at enhancers
is still unclear, although it may be involved in
stabilizing the association of some HATs with
enhancer nucleosomes (Jeong et al. 2011). Con-
versely, as discussed above, nucleosome dis-
placement has the obvious consequence of mak-
ing the underlying binding sites accessible to
TFs (such as NF-kB) that are unable to invade
nucleosomal DNA. Therefore, the role of Pu.1
in macrophages as well as in other myeloid cells
(Garber et al. 2012) is to make a broad and
highly cell-type-specific repertoire of regulato-
ry sequences available to other TFs, including
those activated in response to inflammatory
stimuli (Fig. 2, left).

Clearly, TFs activated by inflammatory stim-
uli have little, if any, cell-type specificity, being
similarly expressed and inducible in most cell
types. Nevertheless, inflammatory gene expres-
sion is strictly cell-type specific both from a
qualitative and a quantitative point of view.

For instance, IL12b is expressed only by macro-
phages and DCs, and TNF-a is produced at
much higher levels by macrophages than by
any other cell type in the body. The lack of spe-
cificity of inflammatory TFs is easily reconciled
with the cell-type specificity of inflammatory
gene expression when taking into consideration
the uniqueness of the preexisting regulatory
landscape generated by master regulators (such
as Pu.1) that show restricted expression and di-
vergent DNA-binding specificity.

The Impact of Inflammatory Stimuli
on the Enhancer Repertoire

In general, active enhancers are associated with
acetylated histones, whereas enhancers showing
H3K4me1 in the absence of histone acetylation
are assumed to be in a poised or in an actively
repressed state. In macrophages, the vast ma-
jority of enhancers with constitutive H3K4me1
are in a poised state and only a small fraction
(,10%) of them can be inducibly acetylated
in response to LPS (Ostuni et al. 2013). Different
stimuli are able to activate distinct and only par-
tially overlapping fractions of the large reper-
toire of poised enhancers. As discussed above,
this inducible acetylation reflects recruitment to
enhancers of TFs activated by stimulation and
usually is reverted to almost baseline levels a
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few hours after activation. A different situation
occurs at a smaller subset of enhancers, repre-
senting �15% of the enhancers activated
by individual stimuli; at these enhancers, his-
tone H3K4me1 and other enhancer marks are
not identifiable in unstimulated cells by ChIP-
Seq or related approaches. These latent enhanc-
ers (Fig. 2, right) (Ostuni et al. 2013) acquire
H3K4me1 and H3K27Ac and undergo an in-
crease in accessibility over several hours after
stimulation, thus reflecting a slow process of
chromatin reorganization that depends on the
functional cooperation between stimulus-acti-
vated TFs (such as Stat1 and Stat6 induced in
response to IFN-g and IL-4, respectively) and
Pu.1. The repertoire of latent enhancers is very
specific to the stimulus used, with very little
overlap between unrelated stimuli. Importantly,
after stimulation has ceased, while acetylation
and binding of Pu.1 and stimulus-activated
TFs are rapidly reversed, H3K4me1 persists for
days and this correlates with a faster and higher
acetylation if macrophages are restimulated. The
priming effect on reacetylation may relate to
the ability of H3K4me1 to promote and stabilize
the recruitment of specific HATs (such as Tip60)
to enhancers (Jeong et al. 2011). Irrespective of
the underlying mechanism, the persistence of
histone marks at latent enhancers after stimulus
withdrawal suggests the existence of a sort of
short-term memory of the initial stimulation
and may help explain the conditioning effect
of primary stimulation on the response of mac-
rophages to a subsequent stimulus.

CONCLUDING REMARKS

Recent technological advances have enabled a
great and rapid expansion of the knowledge
of mechanisms controlling transcriptional re-
sponses to inflammatory stimuli. Availability
of genome-scale expression data will allow a
more and more refined classification of inflam-
matory genes based on their properties, such as
selective induction in response to specific ago-
nists, cell-type-restricted expression and kinet-
ics of activation. At the same time, unraveling
transcriptional and chromatin-regulated mech-
anisms involved in the activation and fine-tuning

of inflammatory gene transcription will allow
linking regulatory elements and combinations
of TFs acting on them to distinct groups of
genes, thus providing a systems-level and mech-
anism-based understanding of the molecular
basis of transcriptional control of inflammation.
It would be tempting to hypothesize that in the
future such knowledge may allow precisely pre-
dicting the impact of chemicals and drugs that
selectively act on specific signal-transduction
pathways (e.g., c-Jun amino-terminal kinase
[JNK] inhibitors), TFs (e.g., glucocorticoids),
and chromatin regulators (e.g., bromodomain
and extraterminal [BET] inhibitors) (Nicodeme
et al. 2010).
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