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Abstract 

Causal Evidence for Neural Oscillations in Cognition 

by 

Justin Riddle 

Doctor of Philosophy in Psychology 

University of California, Berkeley 

Professor Mark D’Esposito, Chair 

Since early recordings of the human brain, rhythmic electric fields have been observed emanating 
from regions involved in the specific information processing demands of which the human 
subject is engaged. Different oscillatory frequencies have been associated with different types of 
information processing. Neuroscience in the 21st century has seen a revival in research studying 
the neural basis of oscillatory activity that has deepened our understanding of the complex 
network level coordination of brain regions. However, causal evidence for the mechanistic role 
of neural oscillations is sparse, yet provides vital implications for the neural basis of cognition. 
 
The first experiment examines the specific role of beta (15-30 hertz) and gamma (30-50 hertz) 
frequency oscillations in top-down and bottom-up attention. By applying rhythmic transcranial 
magnetic stimulation (TMS), the purported cognitive contributions of beta and gamma 
oscillations are analyzed with respect to a visual search task that varies the level of top-down 
attention required for optimal performance.  
 
The second experiment examines the specific role of theta (3-8 hertz) and alpha (8-12 hertz) 
frequency neural oscillations in the reactivation and suppression of working memory 
representations. Rhythmic TMS in a retro-cued delayed match-to-sample task causally tested 
previously reported oscillatory neural signatures for their mechanistic contributions to working 
memory. The degree to which subjects engaged the regions targeted by TMS in functional 
magnetic resonance imaging (fMRI) predicted the frequency specific effect of rhythmic TMS. 
 
Simultaneous TMS and fMRI offers a unique opportunity to causally test the communication 
through coherence proposed with neural oscillations. By stimulating a single brain region in 
multiple frequency bands, the frequency-by-network specific spread of activation can be 
quantified. Towards this end, the third experiment develops the methodology of concurrent 
TMS-fMRI with a proof of principle experiment demonstrating the spread of TMS effects through 
a functional network. In sum, these projects test for the causal role of neural oscillations in 
cognition and pave the way for future research to study the network level organization of the 
brain via neural oscillations.
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Chapter 1 
 

INTRODUCTION 
 
Brain cells process information by generating electric signals that trigger chemical release into 
their synapses with connecting neurons. The traditional view suggests that signals propagates 
through a neural circuit via these chemical impulses (Yuste, 2015). However, the electric field 
generated at the time of an action potential produces a not insignificant impact on its 
surroundings (Buzsáki et al., 2012). The sensitivity of a neuron to incoming chemical signals is 
crucially dependent on the transmembrane electrical potential that is determined by the 
extracellular electric field (Buzsáki, 2006). When many neurons activate coherently, the 
extracellular field constructively interacts and results in an even stronger and far-reaching field. 
The neocortex is arranged into cortical columns of parallel fibers of excitatory pyramidal cells. 
This architectural design is particularly effective at coupling the electric activity of neurons. 
Furthermore, there are regions of the brain that act as rhythmic pattern generators, presumably 
due to architectural designs of their particular neural circuitry (Wang, 2010). 
 
The electric fields generated by populations of neurons have been demonstrated to not just be a 
mere epiphenomenon without causal impact (Fröhlich and McCormick, 2010), but these 
emergent phenomena are systematically generated by the brain in order to mechanistically serve 
a function. The network level orchestration of information processing in the brain requires 
information to flow between specific regions (Fries, 2015). Neural oscillations provide a 
mechanism by which regions can selective establish a communication channel or disengage from 
distracting regions. Brain regions synchronize their rhythmically fluctuating sensitivity window 
such that impulses from one region to the other will impinge on the other when that region is 
maximally sensitive to incoming information. The dynamic interaction of brain regions can be 
orchestrated by neural oscillations. 
 
Certain rhythms may be characteristic to a specific neural mechanistic generator and therefore 
more characteristically process a certain type of information (Wang, 2010; Siegel et al., 2012). 
For example, the role of the hippocampus in memory formation (Lisman and Jensen, 2013) and 
the role of the NMDA receptor system in establishing new synaptic connections between neurons 
both have a theta-gamma time signature (Jensen and Lisman, 1996). The hippocampus has a 
different means of generating theta and gamma time signatures (Buzsáki, 2002) than the 
neocortex (Jensen and Lisman, 1996), yet the correspondence in these rhythms provides a 
mechanism by which the broadcasted signals from the hippocampus can be encoded into specific 
neural pathways in the cerebral cortex during long-term memory consolidation (Sutherland and 
McNaughton, 2000). Synchronized neural activity provides a crucial mechanism for orchestrated 
information processing, however, the mechanistic importance of neural oscillations is met with 
skepticism (Shadlen and Movshon, 1999). 
 
Correlations between neural phenomenon and cognitive processing is not sufficient for 
establishing the necessity of neural oscillations in brain function. Causal intervention that 
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specifically targets the oscillatory activity of a brain region is required to establish neural 
oscillations as playing a crucial role in the information processing of the brain (Herrmann et al., 
2016). The specific associations between various cognitive processing and particular oscillatory 
signatures requires experiments that not only apply frequency specific causal intervention but 
systematically manipulate cognitive demands as well (Romei et al., 2011; Chanes et al., 2013). 
 
One challenge associated with causal intervention is that the methods of noninvasive brain 
stimulation in humans suffer from high subject variability (López-Alonso et al., 2014) and 
sometimes produce contradictory results (Ziemann and Siebner, 2015). Traditional approaches 
to noninvasive brain stimulation have attempted to categorize the effects of various stimulation 
protocols as either inhibitory or excitatory (Huang et al., 2005). However, the particular protocols 
used inevitably differ in their oscillatory characteristics. These differences in stimulation 
protocols upon considering the frequency domain representation could systematically impact 
different brain networks (Romei et al., 2016b). As discussed previously, the theta-gamma rhythm 
is strongly associated with particular molecular mechanism and specific patterns of inter-regional 
connectivity. Continuous theta burst repetitive transcranial magnetic stimulation (cTB-TMS) was 
inspired by this theta-gamma rhythmic pattern in hippocampus. cTB-TMS is used as a means of 
creating a “virtual lesion” in the region of stimulation (Pascual-Leone et al., 2000). However, the 
effects of cTB-TMS are often not so easily interpretable when compared to other stimulation 
protocols (Mochizuki et al., 2005). Given the strong association of the theta-gamma code to 
learning, memory, and perception it is entirely possible that the effects of stimulation are specific 
to this network (Romei et al., 2016b). If the rhythmic impact of TMS is emphasized the 
interpretations of previous findings gain a new light. For example, a previous experiment of mine 
applied cTB-TMS to the human frontal eye fields and concluded that this region was not involved 
in top-down cognitive control but instead was only involved in bottom-up processes necessary 
for saccadic eye movement (Cameron et al., 2015). In this experiment, it is possible that cTB-TMS 
was specific to the bottom-up processing network but spared the top-down cognitive control 
network that operates within entirely different frequency bands (Michalareas et al., 2016) with 
which it is also known to be involved. 
 
The first project (Ch. 2) tests for the specific role that beta oscillations play in cognitive control 
and gamma oscillations play in bottom-up information processing. By applying rhythmic TMS in 
both beta and gamma frequency to the human analog of the frontal eye fields and the superior 
parietal cortex during a visual search task that varies the demands of top-down attention. I find 
causal evidence that beta oscillations are specifically involved with top-down attention in both 
frontal and parietal cortex. The effect of gamma stimulation was specific to the frontal eye fields, 
most likely due to this region’s role in responding to bottom-up visual stimulus via a direct circuit 
from visual cortex (Schall et al., 1995). Stimulation in beta versus gamma during this task 
produced different behavioral effect based on the targeted cognitive process. 
 
The second project (Ch. 3) focuses on slower oscillations more associated with distributed 
macroscopic brain networks: theta and alpha frequency. In this project, subjects performed a 
retro-cued delayed match-to-sample task in which a previous study found task-relevant theta 
and alpha oscillations (Wallis et al., 2015). Rhythmic TMS during this experiment was explicitly 
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geared to produce opposite effects from alpha versus theta TMS. As expected, the behavioral 
benefit or detriment derived from rhythmic TMS was crucially dependent on the frequency of 
stimulation. This study highlights the relevance of neural oscillations to causal brain intervention. 
Given the efficacy of brain stimulation for treating depression (Perera et al., 2016), it is crucial 
that we better understand the particular mechanisms for how our stimulation is impacting 
cortical function. In particular, this study found opposite effects dependent on the frequency of 
stimulation. The frequency of stimulation for many brain stimulation studies is not considered. 
By targeting subject specific intrinsic frequency bands, we can potentially boost the efficacy of 
noninvasive brain stimulation in clinical populations and reduce subject variability in those that 
respond positively. 
 
The third project (Ch. 4) works towards establishing a methodology for simultaneous 
neuroimaging and brain stimulation. In order to properly administer therapeutic intervention 
with noninvasive brain stimulation, it is crucial to understand the neural mechanisms underlying 
its behavioral and cognitive impact. Concurrent TMS with fMRI offers high spatial resolution for 
understanding the spread of TMS effects. Given that neural oscillations are thought to coordinate 
activity between brain regions, rhythmic TMS combined with fMRI is one of the best methods for 
testing the efficacy of this technique to truly impact the network associated with a particular 
frequency band. In order to work towards this goal, we first had to establish a coherent 
methodology for combining TMS with fMRI that avoided the induced signal corruption as best as 
possible and then addresses and residual artifacts in pre-processing. We provide a proof of 
concept experiment to demonstrate the effectiveness of this method and pave the way for other 
labs to replicate our methodology. 
 
Altogether, these projects provide causal evidence for the role of neural oscillations and 
emphasize the importance of considering the frequency specific effects of brain stimulation. The 
projects presented in this thesis represent a novel approach to studying brain function that 
moves beyond simplistic models that treat neural activity as purely excitatory or inhibitory. 
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Chapter 2 
 

CAUSAL EVIDENCE FOR THE ROLE OF NEURONAL OSCILLATIOSN IN TOP-DOWN AND BOTTOM-
UP ATTENTION 
 
 
2.1 Abstract 
 
Beta and gamma frequency neuronal oscillations have been implicated in top-down and bottom-
up attention. In the present study, we used rhythmic transcranial magnetic stimulation (TMS) to 
modulate ongoing beta and gamma frequency neuronal oscillations in frontal and parietal cortex, 
while human subjects performed a visual search task that manipulates bottom-up and top-down 
attention (pop-out and feature search). Gamma frequency TMS to superior precentral sulcus 
(sPCS) slowed saccadic reaction times during both task conditions that engaged bottom-up 
attention, and induced a response bias to the contralateral visual field. In contrary, beta 
frequency TMS to sPCS and intraparietal sulcus (IPS) decreased trial accuracy only during the 
feature search condition that engaged more top-down attention. Furthermore, beta frequency 
TMS increased trial errors when the target was in the ipsilateral visual field for the feature search 
condition. These results indicate that beta frequency TMS to sPCS and IPS disrupted top-down 
attention, whereas gamma frequency TMS to sPCS disrupted bottom-up, stimulus-driven 
attention processes. These findings provide causal evidence suggesting beta and gamma 
oscillations have distinct functional roles for cognition. 
 
 
2.2 Introduction 
 
Neuronal oscillations are proposed to be a fundamental mechanism that supports a diverse range 
of neural processes (Canolty and Knight, 2010; Fries, 2015), and oscillations at different frequency 
bands could contribute to distinct cognitive processes (Siegel et al., 2012). For example, 
neurophysiology recordings in non-human primates demonstrated that directed coherence of 
beta frequency oscillations from frontal to parietal cortex mediated top-down attention during a 
feature search task (Buschman and Miller, 2007), whereas directed coherence of gamma 
oscillations from parietal to frontal cortex mediated bottom-up, stimulus-driven attention in a 
pop-out search task. Other non-human primate and human studies have also found evidence 
suggesting that gamma frequency oscillations carry sensory feed-forward information across the 
cerebral cortex, whereas feed-back modulatory information is carried in the beta frequency 
(Bastos et al., 2015; Michalareas et al., 2016). However, neurophysiology recordings can only 
provide correlational evidence, therefore a causal manipulation is required to validate these 
correlational findings, and provide evidence that neuronal oscillations are not an 
epiphenomenon of the underlying neural computation (Buzsáki, 2006; Fröhlich and McCormick, 
2010). 
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Rhythmic transcranial magnetic stimulation (TMS) has been demonstrated to entrain neuronal 
oscillations in human electroencephalography (EEG) data (Hanslmayr et al., 2014; Albouy et al., 
2017), making it a powerful approach to causally manipulate and dissociate the specific roles of 
neuronal oscillations in different frequency bands (Romei et al., 2010; 2011; Chanes et al., 2013; 
Quentin et al., 2016). Here, we used rhythmic TMS to modulate ongoing neuronal oscillations in 
the beta (20 Hz) and gamma (50 Hz) frequency while human subjects performed a visual search 
task. The task manipulates levels of top-down attention while subjects search for a visual target 
under two conditions: a pop-out condition that engages less top-down attention, and a feature 
search condition that engages more top-down attention. Both conditions require bottom-up, 
stimulus-driven attention to process the presented stimuli. We applied beta and gamma 
frequency TMS to the right superior precentral sulcus (sPCS) and the right superior intraparietal 
sulcus (IPS). 
 
Based on previous studies that showed involvement of gamma frequency oscillations in bottom-
up, feed-forward, stimulus-driven attention processes (Börgers and Kopell, 2007; Gregoriou et 
al., 2009; Marshall et al., 2015; Kornblith et al., 2016), we hypothesized that gamma rhythmic 
TMS would impact performance during both the pop-out and feature search conditions because 
both conditions required bottom-up attention to process visual stimuli. In contrast, based on the 
involvement of beta rhythms in top-down attention selection (Buschman and Miller, 2009; 
Antzoulatos and Miller, 2016; Stanley et al., 2016; Stoll et al., 2016), we hypothesized that beta 
rhythmic TMS would modulate performance only during the feature search condition that 
engaged more top-down attention. 
 
While both IPS and sPCS have long been implicated in visual attention (Corbetta and Shulman, 
2002), there is no causal evidence specifying how frequency specific coherence or local neuronal 
oscillations contribute to attention functions in these regions. In the present study, we applied 
frequency-specific rhythmic TMS to both sPCS and IPS to causally test the functional roles of beta 
and gamma neural oscillations for bottom-up and top-down attention processes. 
 
 
2.3 Materials and Methods 
 
After obtaining informed consent according to the guidelines of the Committee for the Protection 
of Human Subjects at the University of California, Berkeley, seventeen subjects (9 females, ages 
18 to 38, mean = 21.3, SD = 4.5) participated in one session of functional magnetic resonance 
imaging (fMRI) and three sessions of online rhythmic TMS. Eight additional volunteers completed 
the MRI session but were subsequently dropped from the study due to excessive head motion 
(n=3) or inability to meet the time commitment of the study (n=5). We further excluded one male 
subject’s data because his behavioral performance was 3 standard deviations away from the 
group average, leaving 16 subjects in the reported results.  
 
 
2.3.1 Visual Search Task 
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The behavioral task used in all four sessions of our experiment was adapted from a previous non-
human primate study (Buschman and Miller, 2007) and consisted of 3 epochs (Figure 2.1a). In 
the first epoch, a sample stimulus was presented for 1 second and had two features: color (red, 
green, or blue) and orientation (60, 105, or 150 degrees). The width of the sample stimulus was 
1 visual degree during fMRI scanning, and 2.5 degrees following TMS administration. In the 
second epoch, the screen went black for a short delay period of 500 milliseconds. Subjects were 
instructed to maintain fixation for the duration of the sample and delay epochs. Finally, during 
the response window epoch, a probe of four stimuli appeared at the corners of the screen (2.5 
degrees from fixation during fMRI, 7 degrees during TMS). The sample stimulus was always one 
of the four probe stimuli. Subjects were instructed to perform a saccade and fixate on the probe 
stimulus that was identical to the sample stimulus, to be fast and accurate, and to respond within 
the two seconds response window in which the probe was present. The key manipulation in this 
task was the similarity between the sample stimulus and the three distractor stimuli in the probe. 
In the pop-out task, the three distracting stimuli were uniform and did not share a common 
feature with the sample stimulus. The salient difference between the sample stimuli and the 
distractors was sufficient to allow subjects to successfully perform the task through bottom-up, 
stimulus-driven attention (Börgers and Kopell, 2007; Fries, 2015). In the feature search task, each 
distracting stimuli was unique and matched the sample stimulus in either color or orientation. 
The subject had to withhold a response and search the array for the stimuli that matched the 
sample stimulus in both features; in this case, bottom-up attention and top-down attention were 
engaged. A fixation cross was not present during the delay period and probe since previous 
research has shown that without it the oculomotor system has a lower threshold for generating 
saccades in reaction to sensory inputs (Reuter-Lorenz et al., 1991). In this way, we were able to 
increase our sensitivity of detecting TMS effects on trial accuracy. 
 
Between trials, subjects fixated on a centrally presented cross. During the fMRI session, the inter-
trial interval (ITI) was selected from an exponential distribution between 3 and 10 seconds to 
maximize statistical power in the fMRI analysis (Dale, 1999). During the TMS sessions, the ITI was 
randomly selected to be either 2, 4, or 6 seconds. 
 
Stimuli were presented using a custom script in MATLAB (The MathWorks, Inc., Natick, 
Massachusetts, Unite States) with the Psychophysics Toolbox extensions version 3. During the 
MRI session, the screen resolution was 800 x 600 and back-projected by an AVOTEC projector 
(Stuart, Florida, Unite States) with a 60 Hz refresh rate onto an 8 by 6-inch screen that was 47 
inches from the eye. During the three TMS sessions, stimuli were presented on a 13.4 by 10.6-
inch liquid crystal display (LCD) monitor presented 29 inches from the eye with 1280 x 1024 
resolution and a 60 Hz refresh rate. 
 
Subject responses were measured using eye trackers. During the fMRI session, the subject’s eye 
position was recorded by an Eyelink 1000 Plus Long-Range Mount (SR Research, Mississauga, 
Ontario, Canada; version 5.0.4 software) that was calibrated before the first run. During TMS 
sessions, an Eyelink 1000 Plus Desktop Mount with version 5.0.4 software was used to collect 
saccade data that was calibrated at the start of each block of six runs. Subjects were instructed 
to press their head to a forehead mount for consistent eye tracking. 
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Figure 2.1. Experimental design. (a) The visual search task. (b) Subject specific regions of interest 
(ROI) localized by fMRI data and targeted by TMS. (c) Timing of rhythmic TMS. Responses were 
scored based on saccadic RT and trial accuracy. For examples of the criteria used to score an 
accurate trial see Figure 2.1-1. 
 
A custom Matlab script was used for analysis that utilized Eyelink’s automated software for 
saccade detection during acquisition. Subjects were instructed to saccade and fixate on the 
sample item within the array of probe stimuli and to be “fast and accurate.” Each trial was scored 
for saccadic reaction time (saccadic RT; the time when a saccade was initiated towards a 
peripheral target) and trial accuracy (correct was defined as a single saccade to the target). 
Subjects could have had a correct target selection in a trial as indicated by their final fixation, but 
overtly performed saccades to multiple distractor stimuli before selecting the correct target, 
therefore rendering the trial accuracy incorrect (Figure 2.1-1). Given that gaze may drift without 
a fixation cross, trials in which the gaze drifted 3-degrees from the center of the screen before 
presentation of the probe were removed from analysis. On average only 2% of trials with a 
standard deviation of 1% across subjects were removed because of gaze drift. After the 
automated eye tracker analysis script was run, experimenters manually checked each trial and 
corrected any mistakes or failures of the automated analysis.  
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Figure 2.1-1. Trial accuracy criteria. Trials such as (a), (b), and (c) have correct target selection 
but (b) and (c) have saccades towards distractor stimuli. Therefore, (b), (c) and (d) were scored 
as inaccurate trials. 
 
 
2.3.2 MRI Protocol 
 
During the first session of the experiment, MRI data were collected on a Siemens 3T MAGNETOM 
Trio (Erlangen, Germany) using a 12-channel receive-only coil at the Henry H. Wheeler, Jr. Brain 
Imaging Center at the University of California, Berkeley. First, an anatomical image was collected 
using a T1-weighted magnetization-prepared rapid gradient-echo (MPRAGE) sequence with 192 
sagittal slices each 1 mm isotropic voxels, 50% distance between slices (0.5 mm), 2.3 second 
repetition time, interleaved slice acquisition, phase-encoding direction from anterior to 
posterior, 2.98 millisecond echo time, 9-degree flip angle, and parallel imaging via GeneRalized 
Autocalibrating Partial Parallel Acquisition (GRAPPA) with an acceleration factor of 2. Next, 
functional data were collected during performance of the visual search task using a T2*-weighted 
single-shot echo-planar imaging (EPI) sequence with 37 slices each 3.5 mm isotropic voxels, 20% 
distance between slices (0.7 mm), 2 second repetition time, descending slice acquisition, phase 
encoding direction anterior to posterior, 24 millisecond echo time, 60-degree flip angle, fat 
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saturation, and prescan normalization. The first 2 volumes of every functional run were discarded 
upon acquisition; and for analysis purposes, the first two recorded volumes were also discarded. 
 
Preprocessing of fMRI data was performed using the Statistical Parametric Mapping 12 toolbox 
(SPM12, www.fil.ion.ucl.ac.uk/spm) in MATLAB (version 2014a release). All preprocessing steps 
were performed in SPM12 unless otherwise noted. The anatomical image had the neck removed 
(AFNI, (Cox, 1996)), manual reorientation to the anterior commissure, segmentation with mean 
bias correction, and skull stripping (FSL 4.1.9, fsl.fmrib.ox.ac.uk/fsl/). The functional data were 
de-spiked at 3 standard deviations above the mean (AFNI, (Cox, 1996)), slice time corrected, rigid 
body motion aligned to the mean functional image, manually reoriented to the anterior 
commissure, and smoothed with a FWHM kernel of 4 millimeters. 
 
 
2.3.4 Region of Interest Localization 
 
After the first session, a univariate analysis of the fMRI data was performed in each subject’s 
native space with a general linear model analysis that included 8 nuisance regressors: 6 rigid body 
motion realignment parameters and the mean signal in white matter (WM) and cerebral spinal 
fluid (CSF). The masks for WM and CSF were calculated by SPM12’s segmentation of the 
anatomical image. Each trial was modeled as an event with onset at the start of the target epoch 
and duration until the saccadic RT. If no saccade was made, then the event duration included the 
full 2 second response window. The onset and duration of these events was convolved with the 
canonical hemodynamic response function and 5 task regressors were generated: correct and 
incorrect feature-search and pop-out, and miss trials. 
 
The activation map for all correct trials was used to identify regions of interest (ROIs) for targeting 
with TMS in sessions 2, 3, and 4. The subject specific ROIs were normalized into the Montreal 
Neurological Institute’s standardized space for display purposes (Figure 2.1b). The right sPCS ROI 
was defined as the peak contrast value at the intersection of the precentral sulcus and superior 
frontal sulcus. The coordinates of the average sPCS ROI in MNI space after normalization was x = 
27 mm, y = 0 mm, z = 57 mm with standard deviation of x = 5 mm, y = 5 mm, z = 6 mm. sPCS is 
the human analog of the frontal eye fields (FEF) typically defined as the region at which electrical 
stimulation of neurons resulted in contralateral eye movements (Robinson and Fuchs, 1969). 
sPCS has contralateral visual field maps and plays a prominent role in saccadic eye movements 
to the periphery, but may play a more extensive role in humans for its involvement in attention 
and cognitive control (Vernet et al., 2014). 
 
The right superior IPS ROI was defined as the peak activation in the dorsal region of the IPS. The 
coordinates of the average IPS ROI in MNI space after normalization was x = 29 mm, y = -56 mm, 
z = 56 mm with standard deviation of x = 7 mm, y = 9 mm, z = 6 mm. Previous fMRI studies on 
visual search have found the same superior IPS region involved in conjunctive feature search 
greater than single feature search (Donner et al., 2002; Shulman, 2003). The homologous region 
in monkeys, the lateral intraparietal area, displays a few idiosyncratic differences from the human 
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site but is considered most equivalent in anatomy and function to the medial superior IPS site in 
humans (Grefkes and Fink, 2005) that was targeted in this experiment. 
 
The right primary sensory cortex (S1) ROI was defined as the dorsal medial region of the post 
central gyrus and roughly corresponds to sensory input from the legs. No significant task-related 
modulation was found in the S1 ROI during fMRI across subjects. The coordinates of the average 
S1 ROI in MNI space was x = 8 mm, y = -39 mm, z = 79 mm with standard deviation of x = 1 mm, 
y = 3 mm, z = 2 mm. S1 was used as a control stimulation site to account for non-specific TMS 
effects. This site has been demonstrated to be an effective control site for TMS stimulation of the 
oculomotor network given its close proximity to the oculomotor network and its inactivity during 
saccadic tasks (Cameron et al., 2015). The average distances between TMS target sites were: sPCS 
and IPS, 57 mm; IPS and S1, 38 mm; and sPCS and S1, 49 mm. The spatial resolution of TMS has 
previously been demonstrated as sufficient to dissociate ROIs with this distance (Wagner et al., 
2009a). 
 
 
2.3.5 Transcranial Magnetic Stimulation 
 
During sessions 2, 3, and 4 of the experiment, TMS was delivered using a MagStim Super Rapid-
2 Plus1 stimulator with a figure-eight 70mm double air film coil (MagStim, Whitland, United 
Kingdom). Each subject’s motor threshold (MT) was calculated to calibrate the coil intensity to 
their specific sensitivity level. To calculate a subject’s MT, an electrode was attached to the first 
dorsal interosseous muscle on the left hand of the subject. Single pulses of TMS were delivered 
to the corresponding hand region of the motor cortex at a 45 degree angle until the TMS pulses 
reliably elicited a motor evoked potential (MEP), defined as a near instantaneous voltage increase 
of at least 70 microvolts above baseline (O'Shea et al., 2007). Once an MEP was generated, the 
intensity was decreased to a level that elicited an MEP on 5 out of 10 pulses. 
 
To trigger the TMS coil during online TMS, a custom built serial cable triggered trains of 4 biphasic 
pulses with an inter-pulse interval of either 20 or 50 Hz (beta or gamma frequency) at high or low 
(110% or 50% of MT) coil output. The low intensity TMS was beneath the threshold for 
modulating neuronal activity, therefore we hypothesized that high intensity TMS would result in 
stronger behavioral modulation compared to low intensity TMS. During online TMS, subjects 
were actively monitored for signs of duress and were encouraged to inform the experimenter of 
any discomfort. For one subject, TMS to sPCS elicited muscle twitching and the TMS amplitude 
was lowered by 5% to reduce head movement. 
 
To ensure the accuracy of TMS targeting, we used Rogue Research’s BrainSight v2.2.11 (Rogue 
Research, Montreal, Canada) with a Northern Digital Polaris Spectra infrared camera (Waterloo, 
Ontario, Canada) to register coordinates around the subject’s head to their anatomical MRI scans 
with stereotaxic 3-dimensional tracking. Subject specific ROIs derived from the fMRI data were 
overlaid on the subject’s anatomical image and a trajectory for TMS was calculated to be 
perpendicular to the skull. The coil angle was held constant in the posterior to anterior direction 
for all three ROIs. During the TMS sessions, experimenters actively maintained a stable position 
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of the TMS coil aided by a MagStim coil holder and continuous stereotaxic tracking. We 
maintained the TMS coil position to be under 5 millimeters and 5 degrees of error. 
 
A previous non-human primate neurophysiology study with a similar visual search task 
demonstrated that upon presentation of the probe, the identity of the target stimulus could be 
decoded from spiking activity in frontal and parietal cortex (Buschman and Miller, 2007). Decoder 
accuracy accumulated in the 200 milliseconds prior to the saccadic reaction time and also 
coincided with coherence effects in beta and gamma frequency oscillations (Buschman and 
Miller, 2007).  Based on these findings, in the current experiment, rhythmic TMS was delivered 
such that the 4-pulse train ended at 180 milliseconds after the presentation of the probe (Figure 
2.1c). Crucially, the timing of rhythmic TMS was chosen to maximally align frequency specific 
stimulation to coincide with the coherence effect previously reported. Thus, beta frequency TMS 
started 30 milliseconds after the onset of the probe and gamma frequency started 120 
milliseconds after the onset of the probe. 
 
During each session of online rhythmic TMS, subjects completed one block of beta frequency 
TMS at 20 Hz and one block of gamma frequency TMS at 50 Hz in counterbalanced order across 
subjects. Subjects were given a minimum of a ten-minute break between the two blocks. Each 
block consisted of 6 runs of 32 trials each with a short self-paced break between each run. Within 
each run, there were two task conditions (pop-out or feature search) and two TMS intensity 
conditions (110% or 50% of motor threshold), which were randomized and counterbalanced. 
Overall, subjects completed 384 trials on each TMS day with 48 trials in each experimental 
condition. After removal of trials in which the subject broke fixation or performed a saccade 
before the completion of TMS, the average number of trials per condition was 34.5 (38.9 median) 
with a standard deviation of 10.4. 
 
 
2.3.6 Statistical analysis 
 
The frequency specific effects of TMS on subject performance was assessed based on saccadic 
RT for trials in which the subject correctly identified the target in the probe, as well as trial 
accuracy. We hypothesized that TMS would have a frequency specific impact. Gamma frequency 
TMS should impact behavioral performance during both the pop-out and feature search tasks 
(both employed bottom-up attention) while beta frequency TMS should impact behavioral 
performance only during the feature search task (top-down attention was required). Based on 
this prediction, we performed two repeated-measures Analysis of Variance (ANOVA) using RT 
and trial accuracy as dependent variables, and Task condition (pop out versus feature search), 
TMS intensity (high versus low), TMS frequency (beta versus gamma), and TMS site (sPCS and 
IPS) as independent variables. Given our focus on beta and gamma frequency oscillations, we 
tested for a main effect of TMS frequency or an interaction of frequency with other experimental 
factors. After identifying significant main or interaction effects, we performed follow-up post-hoc 
t-tests while controlling for multiple comparisons using Tukey’s correction procedure.  
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To control for non-specific physiologic effects of rhythmic TMS such as auditory entrainment and 
the general effect of noninvasive brain stimulation to the brain, all analyses are reported as the 
difference in performance following TMS to sPCS or IPS compared to condition matched TMS to 
the control site. Furthermore, we expected that low intensity TMS should have no or weaker 
impact on behavioral performance compared to high intensity TMS, given that TMS was delivered 
below the motor threshold required to elicit overt motor behavior. 
 
Receptive fields in sPCS and IPS are lateralized to represent the contralateral visual field (Silver 
and Kastner, 2009), and previous research found that gamma frequency TMS to sPCS resulted in 
an increase in reporting the detection of a low contrast stimulus in the contralateral visual field 
even when the stimulus was not present, essentially creating a phantom bottom-up signal 
(Chanes et al., 2013). Therefore, gamma frequency TMS to sPCS could systematically bias subjects 
to saccade to the contralateral visual field. Given that TMS was applied to the right hemisphere, 
we calculated response bias as the number of error trials with the first saccade toward the left 
visual field divided by the total number of error trials. Note that the probability of stimuli 
presented in each visual field was 50%.  
 
Previous research on beta frequency rhythmic TMS to sPCS found an increase in d-prime, a metric 
of successful signal detection, in the contralateral visual field (Chanes et al., 2013). Thus, we 
hypothesized that beta frequency TMS would modulate top-down attention signals towards the 
contralateral visual field resulting in a search bias. We calculated search bias as the number of 
error trials with the target in the ipsilateral visual field divided by the total number of error trials. 
For example, a search bias towards the contralateral visual field means there were more saccade 
errors when the target was in the ipsilateral visual field. 
 
 
2.4 Results 
 
Our experiment was designed to test for frequency specific effects of beta versus gamma 
frequency TMS on saccadic RT and trial accuracy. We predicted an effect of high intensity gamma 
frequency TMS on both pop-out and feature search conditions given that both conditions 
employed bottom-up attention. We also predicted an interaction of high intensity beta frequency 
TMS and task condition given that the feature search condition likely engaged more top-down 
attention. Given that receptive fields in sPCS and IPS are lateralized to represent the contralateral 
visual field (Silver and Kastner, 2009), we predicted that high intensity gamma frequency TMS 
would lead to a contralateral response bias and high intensity beta frequency TMS would lead to 
a contralateral search bias. We tested these predictions with ANOVA and post-hoc statistical 
tests.  
 
 
2.4.1 Task Effects: Saccadic Reaction Time 
 
We first performed a four-way (Task condition x TMS intensity x TMS frequency x TMS site) 
repeated-measures ANOVA for saccadic RT (mean of 230 milliseconds and standard deviation of 
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30 across all conditions). We predicted a main effect of TMS frequency or an interaction of TMS 
frequency with the other experimental factors. Consistent with our predictions, we found a main 
effect of TMS frequency (F(1,15) = 4.78, p = 0.045, η2

p = .24) and an interaction between TMS 
frequency x TMS site (F(1,15) = 7.38, p = 0.0159, η2

p = .33). The interaction of TMS frequency by 
TMS site suggested that gamma and beta frequency TMS induced different effects when applied 
to IPS and sPCS. Therefore, we separately compared the effect of beta versus gamma frequency 
TMS in sPCS and IPS using post hoc tests, while controlling for multiple comparisons using the 
Tukey procedure. We found a significant difference between gamma and beta frequency TMS in 
sPCS (t(15) = 3.58, Tukey adjusted p = 0.01, d = 0.87), but no difference between gamma and beta 
frequency TMS in IPS (t(15) = 1.054, Tukey adjusted p = 0.72, d = 0.29). This effect was driven by 
a slowing of saccadic RTs following gamma frequency TMS relative to control TMS (t(15) = 3.14, 
Tukey adjusted p = 0.0063, d = 0.56; Figure 2.2a), whereas beta frequency TMS to sPCS had no 
effect on saccadic RT (t(15) = -0.65, Tukey’s adjusted p = 0.77, d = 0.24; Figure 2.2a). All conditions 
for saccadic RT are displayed in the Extended Figures (Figure 2.2-1, 2.2-2). Consistent with our 
hypothesis that gamma frequency oscillations would impact bottom-up attention, our results 
demonstrated that gamma frequency TMS to sPCS increased saccadic RT during both the pop-
out and feature search tasks. We also found that gamma frequency TMS to sPCS slowed saccadic 
RT irrespective of TMS intensity. 
 
Given the lateralized receptive field in sPCS, we predicted that gamma frequency TMS to the right 
sPCS will cause a response bias towards the contralateral left visual field. To test this hypothesis, 
we analyzed the direction of the first saccade for all error trials during the feature search task 
following high intensity TMS (there were not enough errors in the pop-out task to include task as 
a factor in the analysis). A two-way repeated-measures ANOVA (TMS frequency x TMS site) 
showed a main effect of TMS frequency (F(1,15) = 5.69, p = 0.031, η2

p = .28; Figure 2.2b). Post-
hoc tests revealed increased erroneous saccades to the contralateral side (response bias) from 
gamma frequency TMS to sPCS (t(15) = 2.51, Tukey adjusted p = 0.030, d = 0.59), but not from 
beta frequency TMS (t(15) = -0.676, Tukey adjusted p = 0.75, d = 0.0095). Neither beta, nor 
gamma, frequency TMS to the control site caused a response bias. 
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Figure 2.2. Frequency specific TMS effects on behavior. (a) 4-way ANOVA of saccadic RT revealed 
an interaction between TMS frequency and TMS site. (b) 3-way ANOVA of trial accuracy for high 
intensity TMS revealed an interaction between TMS frequency and Task. (c, d) Analysis of feature 
search error trials during high intensity TMS. (c) 2-way ANOVA of response bias revealed a main 
effect of TMS frequency. (d) 2-way ANOVA of search bias revealed a main effect of TMS 
frequency. Error bars display the standard error to the mean; * Tukey’s adjusted p < 0.05; ** 
Tukey’s adjusted p < 0.01. All behavioral data is displayed in Figure 2.2-1 and Figure 2.2-2.  
 
 
2.4.2 Task Effects: Trial Accuracy 
 
We further tested how frequency-specific TMS would impact trial accuracy. We performed a 
four-way (Task x TMS intensity x TMS frequency x TMS site) repeated-measures ANOVA on trial 
accuracy (mean of 71% and standard deviation of 8% across all conditions) to test for a main 
effect or interaction with TMS frequency. This analysis revealed a significant TMS frequency x 
TMS intensity interaction (F(1,15) = 7.72, p = 0.014, η2

p = .34), suggesting that high versus low 
intensity TMS had differential effects on trial accuracy. To determine those differential effects, 
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we performed two three-way repeated-measures ANOVA (Task x TMS frequency x TMS site) 
separately on low and high TMS intensity conditions, and found that low intensity TMS did not 
induce any significant effect on trial accuracy. However, the high intensity TMS had a significant 
main effect of TMS frequency (F(1,15) = 8.97, p = 0.0091, η2

p = .37) and a significant interaction 
between TMS frequency and Task (F(1,15) = 4.81, p = 0.044, η2

p = .24; Figure 2.2c). This 
interaction effect suggested that rhythmic TMS had different effects on trial accuracy for the 
feature search versus the pop-out search task. Specifically, we found that compared to control 
TMS, only beta frequency TMS impaired trial accuracy during the feature search task (t(15) = -
3.176, Tukey adjusted p = 0.0038, d = 0.72), but not gamma frequency TMS (t(15) = 1.64, Tukey 
adjusted p = 0.196, d = 0.38). All conditions for trial accuracy are displayed in the Extended Figures 
(Figure 2.2-1,2.2-2). These findings support our hypothesis that beta frequency TMS would 
selectively impact the feature search condition that required top-down attention, and would not 
impact the pop-out that requires less top-down attention. 
 
Given the lateralized receptive fields in sPCS and IPS, beta frequency TMS could lead to a feature 
search bias towards a specific visual field. Thus, we predicted that beta frequency TMS would 
induce a search bias towards the contralateral visual field, such that there were increased errors 
when the target was in the ipsilateral relative to the contralateral visual field. We preformed two-
way repeated-measures ANOVA (TMS frequency x TMS site) on error trials for the high intensity 
TMS feature search condition. We found a main effect of TMS frequency (F(1,15) = 12.7, p = 
0.0029, η2

p = .46; Figure 2.2d). In line with our hypothesis, we found that a search bias was 
induced towards the contralateral visual field for beta (t(15) = 2.586, Tukey adjusted p = 0.03, d 
= 0.81), but not gamma (t(15) = -1.545, Tukey adjusted p = 0.24, d = -0.34), frequency TMS. 
Neither beta, nor gamma, frequency TMS to the control site caused a search bias. 
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Figure 2.2-1. Behavioral effect of rhythmic TMS minus control TMS for (a) saccadic RT and (b) 
trial accuracy at low and high intensity TMS. Error bars display the standard error to the mean. 
* p < 0.05, uncorrected. 
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Figure 2.2-2. All behavioral conditions for (a) saccadic RT and (b) trial accuracy. Error bars display 
the standard error to the mean. 
 
 
2.5 Discussion 
 
Our results demonstrated that rhythmic TMS at specific frequencies can modulate specific 
cognitive processes. Moreover, these findings provide causal evidence supporting the proposal 
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that top-down attention is mediated by beta frequency neuronal oscillations, whereas bottom-
up attention is mediated by gamma frequency neuronal oscillations (Buschman and Miller, 2007). 
Specifically, we found that gamma frequency TMS to sPCS slowed saccadic RTs during both pop-
out and feature search conditions, both of which required bottom-up attention. Furthermore, 
we found that gamma frequency TMS to sPCS increased response bias to the contralateral visual 
field. Consistent with our findings, a previous study found that gamma, but not beta frequency 
TMS to sPCS produced a bias towards reporting a low contrast stimulus in the contralateral visual 
field even if it was not present, perhaps due to a phantom bottom-up signal induced  gamma 
frequency TMS induced (Chanes et al., 2013). Direct projections from visual areas, such as V4, to 
sPCS (Schall et al., 1995) form a bottom-up pathway for stimulus driven visual information, and 
this pathway exhibits increased inter-areal coherence in the gamma frequency during attention 
(Gregoriou et al., 2009). sPCS also has direct projections to the superior colliculus, and direct 
stimulation in animals elicit saccadic eye movements (Robinson and Fuchs, 1969). Given this 
network organization, gamma frequency TMS to sPCS may have disrupted gamma coherence 
between early visual regions and sPCS, which disrupted processing of salient visual stimuli, 
resulting in slower saccadic RTs. Slower saccadic RTs could reflect diminished transmission of 
bottom-up excitatory visual input from visual cortex to sPCS that is necessary to guide saccade 
generation in both tasks. 
 
Alternatively, gamma frequency TMS to sPCS may have impacted local gamma frequency 
neuronal oscillations, and induced a signal that mimicked bottom-up signals from visual cortex. 
The induced local gamma frequency neuronal oscillations could have driven bottom-up attention 
towards the contralateral visual field, resulting in a response bias towards the contralateral visual 
field. The communication through coherence hypothesis suggests that gamma frequency 
oscillations modulate excitation-inhibition balance for bottom-up attention selection (Fries, 
2015). In this model, excitatory activity within a neural circuit triggered by sensory input can be 
dampened by local inhibitory interneurons, resulting in an inactivation period that lasts roughly 
the duration of a gamma cycle (Börgers and Kopell, 2007). As the inactivation period expires, the 
neural circuit becomes ready for a new volley of excitatory input. Therefore, a neural circuit can 
be more sensitive to excitatory input timed to the gamma frequency range (Börgers and Kopell, 
2007). In our study, the first gamma frequency TMS pulse could have triggered neural firing and 
a subsequent local inhibition. As the inhibition relaxed, the next TMS pulse could have been timed 
to maximally reactivate the circuit. Thus, our repeated pulses of gamma frequency TMS to the 
sPCS could have driven the excitatory bottom-up signaling pathway that is usually triggered in 
response to contralateral visual stimuli transmitted from the visual cortex. In this way, gamma 
frequency TMS could mimic the activity of a salient stimuli in the contralateral visual field, leading 
to a saccade. 
 
Consistent with previous neurophysiology studies that showed beta coherence between sPCS 
and IPS during top-down attention (Buschman and Miller, 2007), we found that beta, but not 
gamma frequency TMS, disrupted trial accuracy when applied to both sPCS and IPS during the 
feature search condition. Since the effect of beta frequency TMS on trial accuracy was similar 
when applied to both sPCS and IPS, this finding suggests that beta coherence between sPCS and 
IPS was necessary for top-down attention. Beta-band oscillations are common  during a variety 
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of tasks that require superposing a task-goal over stimulus driven activity (Engel and Fries, 2010). 
For example, during the delay period of a delayed matched-to-sample task, FEF and prefrontal 
cortex ventral to the principal sulcus in non-human primates exhibited an increase in beta 
oscillatory bursts that track the top-down maintenance of a stimulus representation (Lundqvist 
et al., 2016). Also, when making categorical judgments about presented stimuli, coherent beta 
frequency oscillations between regions of parietal and frontal cortex increased stimulus-driven 
gamma frequency oscillations in regions that represent task-relevant information over regions 
processing irrelevant information (Antzoulatos and Miller, 2016). Consistent with these findings, 
we found that beta frequency TMS modulated top-down attention processes when delivered to 
both sPCS and IPS. 
 
We further found that when beta frequency TMS was applied to sPCS and IPS during the feature 
search condition, subjects made more errors when the target was in the ipsilateral visual field. A 
previous study demonstrated that beta frequency oscillations during a similar feature search task 
tracked the shift of a single spotlight of attention through each item within a probe array of four 
different stimuli (Buschman and Miller, 2009). Thus, our findings could indicate that beta 
frequency TMS caused a search bias towards the contralateral visual field through exogenously 
entrained beta oscillations, at the expense of searching the receptive fields of the ipsilateral side. 
Our results are further consistent with a previous study that found that only beta, not gamma, 
frequency TMS to sPCS increased perceptual sensitivity, potentially through enhanced top-down 
signaling to the contralateral visual field (Chanes et al., 2013). 
 
Previous studies found that coherent beta oscillations between frontal and parietal regions 
modulate gamma oscillations to sharpen gain (Stanley et al., 2016), bias gamma activity towards 
processing relevant categories (Antzoulatos and Miller, 2014), and boost gamma activity 
corresponding to active stimulus processing (Richter et al., 2017). Layer-specific recordings 
demonstrated that beta oscillations expressed more strongly in the deep layers while gamma 
activity was stronger in the superficial layers (Bastos et al., 2018), and that beta oscillations in 
deep layers act to modulate the superficial layers (Bastos et al., 2018).  Given that our results 
showed that rhythmic TMS to a single cortical region in beta versus gamma frequency have 
different effects on behavior, rhythmic TMS could have causally modulated specific layers of 
cortex and their associated top-down and bottom-up signaling pathways. 
 
In summary, we found that rhythmic TMS delivered in different frequencies to a brain region can 
result in different behavioral effects. This suggests that the behavioral and cognitive processes 
can be dissociated not only by the location of brain regions, but also by frequency bands that 
carry relevant functional signals. The efficacy of TMS can therefore be improved by targeting the 
endogenous oscillatory activity of a brain region or a particular cognitive function. Our findings 
indicate that beta and gamma frequency neuronal oscillations underlie top-down and bottom-
up attention, respectively, and that rhythmic TMS can modulate their associated cognitive 
process. 
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Chapter 3 
 

SELECTIVE REACTIVATION OR SUPPRESSION OF WORKING MEMORY REPRESENTATIONS 
USING RHYTHMIC TRANSCRANIAL MAGNETIC STIMULATION 
 
 
3.1 Abstract 
 
Causal manipulation is required to validate the mechanistic role of neural oscillations in 
cognitive processing. Noninvasive brain stimulation studies often suffer from high subject 
variability and stimulation can result in benefits or detriments to performance. To resolve this 
confusion, we propose that the effect of brain stimulation depends on the ongoing task-
relevant oscillatory activity in the targeted region. Here, we use a retrospective-cue working 
memory (WM) task designed to drive task-relevant alpha and theta oscillations in parietal and 
prefrontal cortex, respectively. To causally test our hypothesis, we applied rhythmic 
transcranial magnetic stimulation (TMS) in either alpha or theta frequency to prefrontal and 
parietal sites. In support of our hypothesis, we found an interaction such that the effect of 
rhythmic TMS on WM performance was dependent on whether the TMS frequency matched 
the task-relevant oscillatory activity of the targeted region. These results causally establish 
dissociable roles for parietal alpha and prefrontal theta oscillations in WM and demonstrate 
how the effect of TMS can depend on the nature of ongoing processing and task-relevant 
oscillations in the targeted region. 
 
 
3.2 Introduction 
 
Neural oscillations are predictive of the information processing occurring within the human brain 
and may provide a mechanism of information transfer (Fries, 2015), selective communication 
(Fries et al., 2001), and the binding of representations (Lisman and Jensen, 2013). Noninvasive 
brain stimulation offers a powerful tool for establishing a causal connection between the 
oscillations occurring at the mesoscopic scale and their mechanistic role in cognitive functions 
(Thut, 2011). However, noninvasive brain stimulation has been known to exhibit high inter-
subject variability (López-Alonso et al., 2014) and often produces weak findings that can be 
contradictory between experiments (Ziemann and Siebner, 2015). We propose that the efficacy 
of transcranial magnetic stimulation (TMS) is crucially dependent on the cognitive processing and 
corresponding task-relevant endogenous oscillatory activity of the stimulated region at the time 
of stimulation. Here we use rhythmic TMS to test this prediction in the context of working 
memory (WM). 
 
To systematically drive endogenous activity, we draw on previous work demonstrating that 
working memory has key neural oscillatory signatures in alpha and theta frequency (Klimesch et 
al., 1997; Roux and Uhlhaas, 2014; Wallis et al., 2015). When visual stimuli are presented in both 
the left and right visual hemifields and a preceding cue indicates that one hemifield should be 
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prioritized for encoding into WM, there is an increase in alpha oscillatory activity in occipito-
parietal cortex ipsilateral to the prioritized hemifield (Klimesch, 2012). This signature alpha 
activity has been functionally linked to a selective attention mechanism that proactively 
suppresses cortical processing of the stimuli presented in the irrelevant visual hemifield (Sauseng 
et al., 2009; Klimesch, 2012). Selective attention can also operate on internally maintained WM 
representations (Griffin and Nobre, 2003; Gazzaley and Nobre, 2012), and alpha activity has 
recently been linked to the suppression of task-irrelevant WM representations: when a 
retrospective cue (retro-cue; (Souza and Oberauer, 2016)) is presented during the delay period 
to indicate which memoranda are task-relevant, this drives a similar pattern of alpha activity in 
occipito-parietal cortex (Poch et al., 2014; Wallis et al., 2015; Poch et al., 2017; 2018). Resilience 
to distraction and interference is a hallmark of WM performance, and selective attention is 
therefore critical to maintain target information throughout a delay period (Gazzaley and Nobre, 
2012; D'Esposito and Postle, 2015); when a subset of WM representations is no longer relevant, 
alpha oscillations could be the means by which the now irrelevant representations are inhibited 
(Jokisch and Jensen, 2007; Crespo-Garcia et al., 2013). For the proactive suppression of irrelevant 
information, alpha oscillations in parietal cortex have been causally established as a mechanism 
of suppressing irrelevant visual stimuli (Sauseng et al., 2009); however, the suppression of 
irrelevant representations within WM via alpha oscillations has not yet been causally established.  
 
Complimentary to the inhibitory role of alpha oscillations, theta oscillatory activity emerges 
particularly in the prefrontal cortex when active processing is required to encode and maintain 
information in WM representations (Moran et al., 2010; Liebe et al., 2012; Roux and Uhlhaas, 
2014; Wallis et al., 2015). Theta activity may be particularly important when multiple stimuli must 
be temporally ordered or features from different modalities (such as color and spatial location) 
must be integrated into a single WM representation (Sauseng et al., 2010). Lesions to prefrontal 
cortex disrupt the generation and propagation of theta activity and results in a degradation in 
WM performance (Johnson et al., 2017). Causal entrainment of theta activity with noninvasive 
brain stimulation can boost WM performance, although this has previously been demonstrated 
with transcranial alternating current stimulation (Jaušovec and Jaušovec, 2014; Alekseichuk et 
al., 2016; Reinhart, 2017), which lacks the spatial resolution of TMS, or with rhythmic TMS in the 
context of auditory WM during the delay period (Albouy et al., 2017). Therefore, it remains 
unclear whether theta activity in the prefrontal cortex plays a causal role in retrospectively 
prioritizing internally maintained WM representations. 
 
In order to differentiate the encoding of visual information into WM from processes that pertain 
to the manipulation of maintained representations, we utilized a retro-cue WM paradigm (Figure 
3.1) (Souza and Oberauer, 2016). In a typical retro-cue WM paradigm, a retro-cue during the 
delay signals the spatial location of the stimulus that will be tested and should therefore be 
prioritized within memory. The retro-cue elicits ipsilateral alpha oscillations in parietal cortex and 
contralateral theta frequency oscillations in prefrontal cortex (Wallis et al., 2015), similar to 
studies that demonstrate contralateral prefrontal theta activity at encoding (Moran et al., 2010) 
and ipsilateral parietal alpha activity with contralateral distractors at encoding (Sauseng et al., 
2009). Whereas a typical retro-cue study cues a single item, thus requiring suppression of 
irrelevant information in both hemifields (Wallis et al.), the current study presents separate 
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stimulus sets in each hemifield and then retro-cues an entire hemifield (Figure 3.1). This was 
designed to completely segregate the prioritized and irrelevant information to separate 
hemifields and further accentuate the laterality differences in cognitive processing and task-
relevant oscillatory activity. Recent evidence suggests that alpha and theta oscillations 
correspond to distinct cognitive processes and parallel frontoparietal systems, with alpha 
originating in parietal and theta originating in prefrontal cortex (Johnson et al., 2017), and that 
these distinct cognitive processes and oscillations are often inversely related (Roux and Uhlhaas, 
2014).  
 
Rhythmic TMS has been shown to locally entrain both alpha (Thut et al., 2011) and theta (Albouy 
et al., 2017) frequency neural oscillations and thus provides a causal method to test the distinct 
roles of these oscillations in cognitive processing. In the current study, we used a retro-cue WM 
task designed to drive the lateralized processing of WM representations (suppression or 
prioritization) and associated task-relevant oscillatory activity (alpha and theta). We applied 
alpha and theta rhythmic TMS to parietal and prefrontal cortex both ipsilateral and contralateral 
to the retro-cue. Critically, we predicted that the effect of rhythmic TMS on WM performance 
would be dependent on whether the applied TMS frequency matched the task-relevant 
oscillatory activity of the targeted region. 
 
 
 
3.3 Results & Discussion 
 
Subjects performed a retro-cue WM task with an initial encoding display with two peripherally 
presented memory arrays of colored squares in the left and right visual hemifield (Figure 3.1; see 
Methods). After a delay period, a deterministic retro-cue was presented that indicated which 
memory array would be tested by the probe, or a neutral cue was presented that indicated either 
array could be tested. Following a second delay period, a single probe array was presented that 
either matched (half of the trials) or did not match (half of the trials; either a single color was 
changed or two stimuli swapped positions within the array) the memory array previously 
presented in that hemifield. Subjects responded match or no match with a button press.  
 
Twenty subjects completed all four sessions of the experiment. An initial behavioral session 
screened participants for their ability to utilize the retro-cue. The second session collected 
baseline functional magnetic resonance imaging (fMRI) data while participants performed the 
retro-cue task. We analyzed the overall task activation in fMRI to localize subject-specific regions 
of interest (ROIs) in left anterior middle frontal gyrus (MFG) and left inferior intraparietal sulcus 
(IPS) for TMS targeting in the third and fourth sessions (Figure 3.1C). In separate TMS sessions, 
subjects received TMS to either left MFG or left IPS. Online TMS was delivered in either alpha (10 
hertz) or theta (5 hertz) frequency after presentation of the retro-cue (Figure 3.1D). To target 
retro-cue driven processes separate from processes related to the initial encoding of the stimuli 
into WM representations, TMS was time locked to the time frame for which these oscillatory 
effects were previously linked to retro-cues (Wallis et al., 2015). To control for non-specific 
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effects of rhythmic TMS, we also delivered an arrhythmic TMS pattern that matched the duration 
and number of pulses as rhythmic TMS.  
 
 

 
Figure 3.1 Experimental design and hypothesized TMS effects. (A,B) Model of task-relevant 
endogenous neural oscillatory activity following a retro-cue to the right (A) or left (B) visual field 
in which retro-cues drive theta frequency oscillatory activity in frontal cortex contralateral to the 
prioritized visual field and alpha frequency oscillatory activity ipsilateral to the prioritized visual 
field. Rhythmic transcranial magnetic stimulation (TMS) was applied to the left anterior middle 
frontal gyrus (MFG) and left inferior intraparietal sulcus (IPS) in separate sessions. Critically, this 
model predicts that the effect of rhythmic TMS on performance will be dependent on whether 
the TMS frequency matches or mismatches the task-relevant endogenous frequency at that site. 
(C) Prior to the TMS sessions, the left MFG and left IPS sites were localized for each subject using 
the retro-cue WM task during functional magnetic resonance imaging (fMRI). (D) TMS trains were 
delivered on every trial in either alpha frequency, theta frequency, or an arrhythmic pattern 
matched for duration and number of pulses. The trains were time-locked to the window after 
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retro-cue onset during which a previous magnetoencephalography study reported endogenous 
theta and alpha neural oscillations in MFG and IPS during a similar retro-cue WM paradigm 
(Wallis et al., 2015). 
 
We assessed the frequency-specific effects of TMS on two behavioral metrics that benefited from 
the retro-cue during the initial behavioral session: WM capacity and response time (RT). As 
described above, the retro-cue WM task requires the suppression or prioritization of information 
in each hemifield and was thus designed to drive lateralized cognitive processing and task-
relevant oscillatory activity: theta activity in prefrontal cortex contralateral to the prioritized 
hemifield (Figure 3.1A), and alpha activity in parietal cortex ipsilateral to the prioritized hemifield 
(Figure 3.1B). Therefore, our primary analyses focus on these conditions, specifically: TMS 
stimulation to prefrontal cortex when the contralateral hemifield is cued, and TMS stimulation 
to parietal cortex when the ipsilateral hemifield is cued. We predicted that the effect of rhythmic 
TMS would be dependent on whether the TMS frequency matched the task-relevant oscillatory 
activity of the targeted region. To test for this interaction, we ran a two-way repeated-measures 
analysis of variance (ANOVA) with factors of TMS site (prefrontal / parietal) and TMS frequency 
(alpha / theta) separately for capacity and RT. To control for non-frequency specific effects, each 
condition was run as the difference from condition-matched arrhythmic TMS. We found a 
significant interaction for WM capacity (F(1,19) = 5.66, p = 0.028, η2

p = 0.23; Figure 3.2A). We did 
not find a significant interaction for RT (F(1,19) = 1.32, p = 0.27, η2

p = 0.065; Figure 3.2B). As a 
control, we tested for this interaction in the conditions in which we do not predict task-relevant 
endogenous activity and found no significant effects (see Methods, Figure 3.2-1). Together, these 
findings provide causal evidence to support the hypothesis that the effect of rhythmic TMS 
critically depends on the task-relevant endogenous activity of the stimulated region. 
Furthermore, our results provide causal evidence in support of the hypothesis that alpha 
frequency neural oscillations can actively inhibit WM representations and theta frequency neural 
oscillations boost WM representations. 
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Figure 3.2. Rhythmic TMS effects on WM performance as a function of TMS frequency and 
targeted region. ANOVA interaction for TMS frequency by TMS site. * p < 0.05. Error bars are 
standard error of the mean. Consistent with the hypothesized effects, we find a significant 
interaction between region and TMS frequency in WM capacity (A). We do not find a significant 
interaction in response time (B). 
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We hypothesized that fMRI activity within the MFG and IPS ROIs would quantify the degree to 
which subjects were able to endogenously generate the task-relevant processing and oscillatory 
activity, and that this should be predictive of the frequency-specific effect during TMS sessions. 
Critically, we predict brain-behavior correlations of opposite direction across the two regions 
(positive for frontal cortex and negative for parietal cortex). Specifically, left MFG should exhibit 
increased brain activity when the contralateral hemifield is prioritized (relative to the neutral cue 
condition; see Methods). Increased theta frequency neural oscillations correspond to active 
processing associated with the prioritization of relevant stimuli, and therefore an increase in the 
blood oxygenation-level (BOLD) signal. Similarly, left IPS should exhibit decreased brain activity 
in response to a retro-cue that prioritizes the ipsilateral hemifield (relative to the neutral cue 
condition). Increased alpha frequency neural oscillations correspond to inhibition of brain activity 
associated with the suppression of irrelevant stimuli, and therefore a decrease in the BOLD signal. 
In left MFG, brain activity parameter estimates significantly correlated with the theta TMS effect 
(r(18) = 0.55, p = 0.014, Figure 3.3A). For left IPS, brain activity parameter estimates did not 
significantly correlate with the alpha TMS effect (r(18) = -0.35, p = 0.139, Figure 3.2B). However, 
the interaction of these correlations was significant (z(18) = 3.61, p = 0.0003). As a control 
analysis, we found that this effect is not present for trials in which endogenous activity is not 
systematically driven by cognitive demands (see Methods; Figure 3.3-1). These findings further 
emphasize the importance of endogenous activity on frequency-specific TMS effects: fMRI 
activity for the task-relevant conditions (measured prior to TMS sessions) predicted the ultimate 
behavioral effect of rhythmic TMS, suggesting that subjects with stronger task-relevant 
endogenous activity were more susceptible to frequency-specific TMS that matched or 
mismatched the internally driven state. Electrophysiology has long exhibited prominent theta 
frequency oscillations emanating from the prefrontal midline and alpha frequency oscillations 
emanating from the parietal-occipital midline (Klimesch et al., 1996). Despite the prominence of 
these oscillation at the midline, previous work has demonstrated that rhythmic TMS to the 
electrode with peak EEG power in the targeted frequency band did not produce behavioral 
effects, whereas rhythmic TMS to a region localized by fMRI did impact behavior (Sauseng et al., 
2009). This is consistent with our brain-behavior correlations and provide support for choosing 
TMS target sites motivated by fMRI results, as we have done in the present study.  
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Figure 3.3. Functional MRI blood oxygenation-dependent (BOLD) signal in frontal and parietal 
cortex predicted frequency-specific effect of TMS only when task-relevant endogenous activity 
was systematically manipulated. Critically, we predicted brain-behavior correlations of opposite 
direction across the two regions (positive for frontal cortex and negative for parietal cortex). 
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Specifically, left frontal cortex should exhibit increased brain activity when the contralateral 
hemifield is prioritized (relative to the neutral cue condition; see Methods). Increased theta 
frequency neural oscillations correspond to active processing associated with the prioritization 
of relevant stimuli, and therefore an increase in the BOLD signal. Similarly, left parietal cortex 
should exhibit decreased brain activity in response to a retro-cue that prioritizes the ipsilateral 
hemifield (relative to the neutral cue condition). Increased alpha frequency neural oscillations 
correspond to inhibition of brain activity associated with the suppression of irrelevant stimuli, 
and therefore a decrease in the BOLD signal.  We found a significant correlation for frontal theta, 
but not for parietal alpha. However, the interaction between these correlations was significant. 
* p < 0.05, *** p < 0.0005. 
 
Our frequency specific TMS effects provide causal evidence consistent with prior observations 
that alpha and theta neural oscillations are often anti-correlated within a region of cortex (Roux 
and Uhlhaas, 2014). Recent evidence on alpha and theta frequency network dynamics suggests 
that different networks entrain to alpha for distractor suppression and to theta for active 
processing during WM at high load (Dai et al., 2017). A prominent theory proposes that alpha 
frequency oscillations reflect thalamo-cortical feedback loops for inhibiting active processing 
while theta frequency oscillations reflect hippocampal-cortical feedback loops that engage long 
term potentiation processes important for encoding new information (Klimesch, 1999). Under 
this interpretation, alpha and theta network oscillatory signatures are fundamentally 
incompatible. The presence of an inhibitory signal in alpha or an excitatory signal in theta 
frequency precludes the other from occurring as the underlying neural architecture cannot 
support both. By entraining alpha frequency oscillations in a region that required active theta 
frequency processing given task demands, we impaired the activity of that region. In 
complement, by stimulating in theta frequency to a region that required alpha frequency 
suppression of activity based on task demands, we released that region from inhibitory 
suppression leading to a detriment in performance. 
 
The neural basis of retro-cues and prioritization within WM is an area of substantial active 
debate. Recently, Myers et al. 2017 put forth a model proposing four stages involved with the 
prioritization process (Myers et al., 2017). The first stage involves encoding information into WM 
representations at the primary site of processing for that information type, e.g. visual cortex for 
visual information. Next the frontal-parietal network acts to transiently orient selective attention 
to the relevant items held in WM and inhibits irrelevant regions of cortex. Third, the frontal 
parietal network in tandem with the cingulo-opercular network reformats the WM 
representation into a more abstract and accessible representations that is then held in focus in 
prefrontal cortex (Myers et al., 2017). Finally, the locus of the WM representation is shifted to 
the prefrontal cortex and signaling from lateral prefrontal cortex is sufficient to reactivate the 
relevant WM representations. Although we did not directly test this model in our experiment, 
we find causal evidence that alpha frequency neural oscillations could be the mechanism by 
which selective attention inhibits low priority representations (in the second stage) while 
disinhibiting high priority representations via desynchronization. Furthermore, we found causal 
evidence to support the theory that theta frequency oscillations in prefrontal cortex prioritize 
WM representations and improve capacity, which is compatible with the proposal that prefrontal 
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cortex contains an abstract code (in the third and fourth stages). We speculate that theta 
frequency stimulation to lateral prefrontal cortex may enhance the process by which frontal-
parietal cortex reformats the high-fidelity WM representations maintained in sensory regions 
(Lisman and Jensen, 2013; D'Esposito and Postle, 2015; Myers et al., 2017). 
 
Working memory deficits are symptomatic in a variety of mood disorders (Rose and Ebmeier, 
2006). Noninvasive brain stimulation offers an alternative method of intervention for patients 
that are non-responsive to pharmaceuticals (Perera et al., 2016). In the current experiment, we 
demonstrate a region by TMS frequency interaction such that the benefit or detriment to 
cognition is crucially dependent on the frequency and site of stimulation. If attempting to boost 
working memory, for example, then the incorrect frequency of stimulation could reverse the 
direction of the effect and benefits may be maximal when the frequency matches the 
endogenous activity. The field of clinical noninvasive brain stimulation could benefit enormously 
by adjusting stimulation parameters to more accurately target the pathological system in 
question.  
 
3.4 Materials and Methods 
 
3.4.1 Participants 
 
We obtained informed consent from thirty-seven research participants according to the 
guidelines of the Committee for the Protection of Human Subjects and University of California, 
Berkeley. Eight of the 37 subjects were excluded from the fMRI and TMS sessions because they 
did not show a beneficial effect of the retro-cues in a behavioral screening session. An additional 
nine subjects dropped out of the study due to an inability to make the time commitment required 
to complete all sessions. Twenty subjects (7 males, ages mean 21.3 years and standard deviation 
3.1 years) completed all four sessions of the experiment and were included in the final analyses. 
 
 
3.4.2 General Procedure and Behavioral Task 
 
The overall experimental design included four sessions: an initial behavior-only session to screen 
participants for their ability to perform the task, a functional magnetic resonance imaging (fMRI) 
scan to localize regions of interest to be targeted by subsequent TMS sessions, and two TMS 
sessions with online stimulation of left MFG and IPS, counterbalanced for order across 
participants. Each session was completed on a separate day. 
 
In the initial behavioral screening, participants completed a change detection WM task with 
retro-cues (Figure 3.1A). On each trial, two arrays of colored squares were presented around a 
central fixation cross for 500 ms. The two memory arrays were always on opposite sides of the 
visual field and each item was equidistant from fixation. The left and right arrays included an 
equal number of stimuli (two, three, or four items per array) on each trial.  Following a delay 
period of 1000 ms, a retro-cue (50% of trials) or a neutral cue (50% of trials) was presented at 
fixation for 100 ms. Retro-cues took the form of an arrow pointing towards either the left or right 
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visual field. Participants were instructed to “remember” the array from the cued visual field and 
to “forget” the array from the other visual field; the retrospective cue was 100% predictive of the 
array that would be tested at probe. Neutral cues took the form of a double-sided arrow that 
provided no predictive information about the upcoming memory probe; participants were 
instructed to continue remembering both arrays.  After a second delay period of 1000 ms, 
subjects were probed with a test array on either the left or right side of fixation, in the exact same 
location as the original encoding display. Participants indicated whether the entire test array 
matched the memory array or whether at least one color had changed. On non-match trials the 
test array could include a novel color not in either memory array, a color from the memory array 
not tested, or two colors in the array could have swapped. Subjects had 2000 ms to indicate their 
response by making a button press with the index finger (match) or the middle finger (non-match) 
of their right hand. The conditions for size of memory array and retro versus neutral cue were 
intermixed, randomized, and balanced. 
 
We used a fixed stimulus set of nine colors. The colored squares could appear at 12 different 
locations equally space around fixation. On each trial, the two memory arrays were randomly 
placed contiguously in each visual hemifield, six possible locations each. The memory arrays were 
never contiguous to each other within the encoding display and therefore always had at least 
one empty location between them. For the screening session, participants had on average 90.32 
+/- 30.36 trials per condition with a minimum of 36 trials per condition. 
 
As an initial assessment of performance, we compared performance between retro and neutral 
cues for response time and accuracy. At the group level, participants demonstrated a behavioral 
improvement from the retro-cue relative to the neutral cue: increased accuracy (t(36) = 6.10, p 
= 5.85 x 10-7, d = -1.92) and decreased response time (t(36) = -11.70, p = 7.95 x 10-14, d = 1.00). 
Next, individual subjects were screened for their ability to utilize the retro-cue by comparing their 
performance to the non-informative neutral cue. We performed this screening process so that 
participants included in the TMS sessions would be more likely to show a retro-cue benefit and 
be generating the endogenous neural oscillatory signatures targeted by rhythmic TMS. Out of the 
37 subjects screened, eight displayed suboptimal behavioral such that retro-cue performance 
was worse than or equal to that of the neutral cue and thus did not participate in the fMRI and 
TMS sessions of the study.  
 
For the TMS sessions, the behavioral task was restricted to a single set size that that was 
determined on a participant-specific basis based on their performance in the initial session. This 
procedure was designed to maximize the effect of TMS on behavior by avoiding floor and ceiling 
effects on performance.  Participants who did not show a retro-cue benefit for a set size of four, 
but demonstrated a retro-cue benefit for a set size of three were given encoding displays 
matched to their optimal performance at size three for all subsequent sessions. All other 
participants were assigned to a set size of four. Of the 20 subjects that completed all session and 
were included in analyses, eight were assigned to a set size of three.  
 
 
3.4.3 fMRI and Region of Interest Localization Procedure 
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After the behavioral screening session, subjects underwent an MRI session in order to acquire a 
high resolution anatomical scan for 3D stereotaxic navigation and to functionally localize the left 
middle frontal gyrus (MFG) and left inferior intraparietal sulcus (IPS) for targeting during 
subsequent TMS sessions. Participants performed the same task as the behavioral screening 
session except with a fixed set size based on their screening session, and completed three to six 
runs depending on time constraints of the fMRI procedure. Each run consisted of 40 trials. 
Overall, each subject had at least 30 trials, mean 47.89, in each of 4 conditions: probe on the left 
or right visual field and cue type (retro or neutral). 
 
MRI data was collected in the Henry H. Wheeler Brain Imaging Center at the University of 
California, Berkeley on a Siemens 3T MAGNETOM Trio (Erlangen, Germany) using a 32-channel 
receive-only coil. We collected a high resolution structural scan for targeting of TMS and multiple 
functional MRI scans for localizing the subject-specific task-activated left MFG and IPS. The 
anatomical scan was collected using a T1-weighted magnetization-prepared rapid gradient-echo 
(MPRAGE) sequence with 160 sagittal slices with 1 mm isotropic voxels, 2.3 second repetition 
time, interleaved slice acquisition, phase-encoding direction from anterior to posterior, 2.98 
millisecond echo time, 9-degree flip angle, and parallel imaging via GeneRalized Autocalibrating 
Partial Parallel Acquisition (GRAPPA) with an acceleration factor of 2. The functional echo planar 
imaging scans were collected during performance of the WM task using a T2*-weighted single-
shot echo-planar imaging (EPI) sequence with 2.5 mm isotropic voxels, 2.5 second repetition 
time, descending slice acquisition, phase encoding direction anterior to posterior, 29 millisecond 
echo time, 60-degree flip angle, fat saturation, and prescan normalization. The first two volumes 
of every functional run were discarded upon acquisition; and for analysis purposes, the first two 
recorded volumes were also discarded. 
 
Preprocessing of fMRI data was performed using the Statistical Parametric Mapping 12 toolbox 
(SPM12, www.fil.ion.ucl.ac.uk/spm) in MATLAB (version 2014a release). All preprocessing steps 
were performed in SPM12 unless otherwise noted. The anatomical image had the neck removed 
(AFNI, afni.nimh.nih.gov), manual reorientation to the anterior commissure, segmentation with 
mean bias correction, and normalization into the Montreal Neurological Institute (MNI) space. 
The functional data were de-spiked at three standard deviations above the mean (AFNI, 
afni.nimh.nih.gov), slice time corrected, rigid body motion aligned to the mean functional image, 
manually reoriented to the anterior commissure, normalized into MNI space, and smoothed with 
a FWHM kernel of 4 millimeters. 
 
A univariate analysis of the fMRI data was performed in MNI space with a general linear model 
(GLM) analysis that included a regressor for each behavioral condition (retro-cue probe left, 
neutral-cue probe left, retro-cue probe right, and neutral-cue probe right) and a regressor for 
missed trials. Each trial was modeled as a boxcar with onset at the presentation of the encoding 
display and duration until the subject made a response (mean response time relative to the onset 
of the test probe was 967.3 ms with a standard deviation of 125.9 ms). If no response was made, 
then the boxcar duration included the full two second response window. The above regressors 
were convolved with the canonical hemodynamic response function. We also included 8 nuisance 
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regressors: 6 rigid body motion realignment parameters and the mean signal in white matter and 
cerebral spinal fluid. The masks for white matter and cerebral spinal fluid were calculated by 
SPM12’s segmentation of the anatomical image. 
 
Coordinates used for TMS targeting were defined individually for each subject based on a 
combination of task activity and coordinates reported by a meta-analysis of retro-cue studies 
that identified clusters in MFG (-40, 39, 23) and IPS (-34, -76, 26) (Wallis et al., 2015). Each TMS 
targeting coordinate was defined as the peak univariate BOLD activation in the contrast map for 
a contrast comparing all four task conditions versus baseline that was nearest to the meta-
analysis coordinates and constrained anatomically to the middle frontal gyrus and inferior 
intraparietal sulcus. A starting threshold of p < 0.001 was initially selected and then lowered until 
a supra-threshold cluster was found for each subject. The mean coordinates across subjects for 
left MFG in MNI space was (-33.70, 42.70, 27.70) with a standard deviation of (6.10, 6.03, 6.63) 
and for left IPS was (-30.60, -78.80, 23.80) with a standard deviation of (3.90, 4.18, 6.19) (Figure 
3.1C). After the subject-specific coordinates were defined in MNI space, we created an eight-
millimeter sphere surrounding this point and these regions of interest were back-normalized into 
native space for online TMS targeting. 
 
 
3.4.4 Non-invasive Brain Stimulation 
 
For the third and fourth sessions of the experiment, online rhythmic TMS was delivered to either 
left MFG or IPS on separate days, counterbalanced for order, using a MagStim Super Rapid-2 
Plus1 stimulator with a MagStim figure-eight 70mm double air film coil (MagStim, Whitland, 
United Kingdom). Each participant’s motor threshold (MT) was calculated to calibrate the coil 
intensity to their specific sensitivity level. To calculate MT, an electrode was attached to the first 
dorsal interosseous muscle on the right hand of the subject. Single pulses of TMS were delivered 
to the corresponding hand region of the left motor cortex at a 45 degree angle until the TMS 
pulses reliably elicited a motor evoked potential (MEP), defined as a near instantaneous voltage 
increase of at least 70 microvolts above baseline (O'Shea et al., 2007). Once an MEP was 
generated, the intensity was decreased to a level that elicited an MEP on 5 out of 10 TMS pulses. 
 
A custom-built cable triggered trains of 4 biphasic pulses at 110% of MT in either 5 hertz (theta 
frequency), 10 hertz (alpha frequency), or arrhythmic. During online TMS, participants were 
actively monitored for signs of duress and were encouraged to inform the experimenter of any 
discomfort. To ensure the accuracy of TMS targeting, we used Rogue Research’s BrainSight 
v2.2.11 (Rogue Research, Montreal, Canada) with a Northern Digital Polaris Spectra infrared 
camera (Waterloo, Ontario, Canada) to register anatomical landmarks on the participant’s head 
to their anatomical MRI scan with stereotaxic 3-dimensional tracking. Subject-specific 
coordinates derived from that individual subject’s fMRI data were overlaid on the subject’s 
anatomical image. A trajectory for TMS was calculated perpendicular to the skull. The coil angle 
was held constant in the posterior to anterior direction for both TMS sites. During the TMS 
sessions, experimenters actively maintained a stable position of the TMS coil aided by a MagStim 
coil holder and continuous real-time stereotaxic tracking. After the delivery of each TMS train, a 
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TTL pulse was generated that recorded the position of the coil relative to the target trajectory. 
Trials were rejected from analysis in which the TMS coil position deviated greater than 5 
millimeters from the target trajectory (mean 1.66% with standard deviation 2.19% of trials were 
removed). 
 
Wallis et al 2015 found behaviorally relevant alpha frequency oscillations from 300 to 800 
milliseconds and theta frequency oscillations from 100 to 600 milliseconds after the onset of the 
retro-cue (Wallis et al., 2015). Based on the timing of these oscillations, we delivered a train of 
TMS 100 milliseconds after the onset of the retro-cue to maximally overlap with both of these 
relevant time windows (Figure 3.1D). Each biphasic TMS pulse was a brief event lasting only 
about one fourth of a millisecond. Thus, an alpha frequency train consisted of four pulses of TMS 
with an inter-pulse interval of 100 milliseconds (10 hertz) and total duration of 300 ms, and theta 
frequency TMS consisted of four pulses of TMS with an inter-pulse interval of 200 milliseconds (5 
hertz). Arrhythmic TMS was used as a control stimulation to match any non-frequency specific 
physiological effects of receiving TMS pulses in the same window of time. The total duration of 
arrhythmic TMS varied uniformly between that of alpha and theta frequency TMS (300 to 600 
milliseconds). Arrhythmic TMS trains were constrained such that each pulse was separated by at 
least 20 milliseconds. Each arrhythmic train was generated randomly and checked for its 
proximity to either alpha or theta frequency pulse patterns. A generated pulse pattern was 
discarded if all three intervals had values in the range of 80-120ms or if all three intervals had 
values in the range of 180-220 ms, and a new pattern was randomly generated. In order to 
control for non-frequency-specific effects of online TMS within each participant, we computed 
differences scores for each condition by contrasting alpha/theta TMS versus arrhythmic TMS, e.g. 
retro-cue right-side trials that received alpha TMS to MFG minus retro-cue right-side trials that 
received arrhythmic TMS to MFG. These differences scores were used for all statistical analyses. 
This procedure also controls for differences in set size across subjects. 
 
To maximize statistical power, the TMS sessions had a fixed set size and only retro-cues. Each 
task block during the TMS sessions contained 48 trials of six conditions (theta TMS probe-right, 
alpha TMS probe-right, arrhythmic TMS probe-right, theta TMS probe-left, alpha TMS probe-left, 
and arrhythmic TMS probe-left). For each TMS session, subjects completed eight blocks of 48 
trials. Overall, each participant completed 384 trials in each TMS session for a total of 64 sessions 
in every experimental condition. 
 
 
3.4.5 Primary data analysis 
 
To control for differences in set size and given that we used the full memory array for our probe, 
we calculated performance using Pashler’s metric for capacity (Rouder et al., 2011). Pashler’s 
capacity is calculated as the memory load multiplied by the hit rate (correct responses during 
match trials) multiplied by the false alarm rate (correct rejection during a non-match trial) divided 
by one minus the false alarm rate. 
 



 36 

Our primary analysis was to test for frequency specific effects of TMS for conditions in which we 
expected task-relevant endogenous activity driven by our cognitive manipulation. For TMS to 
MFG, we used conditions with a right-side (contralateral) retro-cue. For TMS to IPS, we used 
conditions with a left-side (ipsilateral) retro-cue. We performed a two by two (TMS site by TMS 
frequency) repeated-measures analysis of variance (ANOVA) for capacity and response time. 
 
As a control analysis, we tested for frequency specific effects of TMS for conditions in which the 
endogenous activity was unknown and not driven by our cognitive manipulations. For TMS to 
MFG, we used conditions with a left-side retro-cue (Figure 3.1-1A). For TMS to IPS, we used 
conditions with a right-side retro-cue (Figure 3.1-1B). We performed a two by two (TMS site by 
TMS frequency) repeated-measures ANOVA for capacity and response time. As expected, there 
was no interaction for either capacity (F(1,19) = 1.91, p = 0.18, η2

p = 0.091; Figure 3.2-1A) or 
response time (F(1,19) = 1.09, p = 0.31, η2

p = 0.054; Figure 2-1B). These findings further emphasize 
the importance of driving endogenous activity when applying noninvasive brain stimulation. 

 
 

 
 
Figure 1-1. When task-relevant endogenous activity in a region is not driven by our cognitive 
manipulation, we do not expect to find a systematic effect of rhythmic TMS. 
 



 37 

 
 
Figure 3.2-1. When task-relevant endogenous activity in a region is not driven by our cognitive 
manipulation, we did not find an interaction of TMS site by TMS frequency for capacity (A) or 
response time (B). 
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3.4.6 Brain-behavior correlation analyses 
 
To assess ROI activity for each condition, we first defined MFG and IPS ROIs for each participant 
by creating a sphere of radius eight mm centered around the participant’s TMS target 
coordinates. We then took the mean of the parameter estimates (beta value) across the ROI for 
each condition in the GLM. These mean values were then used to create two contrasts for 
correlation analyses. For the MFG ROI, we contrasted the retro-cue right-side condition minus 
the neutral-cue right-side condition.  For the IPS ROI, we contrasted the retro-cue left-side 
condition minus the neutral-cue left-side condition. Each of these contrasts differs on the feature 
of interest (retro-cue) but controls for visual stimulation and the hemifield of the test probe. One 
participant had activity more than three standard deviations below the mean for the MFG ROI 
contrast and was thus omitted from both brain-behavior correlations. These measures of brain 
activity were then correlated with specific TMS effects: activity in the MFG ROI was correlated 
with the behavioral effects of theta frequency TMS to MFG for retro-cues to the right visual field 
minus alpha frequency TMS to MFG for retro-cues to the right visual field. Activity in the IPS ROI 
was correlated with alpha frequency TMS to IPS for retro-cues to the left visual field minus theta 
frequency TMS to IPS for retro-cues to the left visual field. One subject was removed from this 
analysis because their difference in MFG activation for retro versus neutral cue was greater than 
three standard deviations from the mean. 
 
As a control for the brain behavior analysis, we correlated brain activity in the MFG ROI for retro-
cues with a probe in the left visual field minus neutral-cues with a probe in the left visual field to 
the behavioral effects of theta frequency TMS to MFG with retro-cues to the left visual field minus 
alpha frequency TMS to MFG with retro-cues to the left visual field (r(18) = 0.06, p = 0.794; Figure 
3.3-1A). For IPS, we correlated brain in the IPS ROI for retro-cues with a probe in the right visual 
field minus neutral-cues with a probe in right visual field to the behavioral effects of alpha 
frequency TMS to IPS with retro-cues to the right visual field minus alpha frequency TMS to IPS 
with retro-cues to the right visual field (r(18) = -0.26, p = 0.263; Figure 3.3-1B). The interaction 
between these control correlations was also not significant (z(18) = 1.05, p = 0.29).  
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Figure 3-1. When task-relevant endogenous activity in a region is not systematically driven by our 
cognitive manipulation, there was neither a predicted BOLD signal effect, nor rhythmic TMS 
effect. As expected, we found no correlation between BOLD signal and TMS effect, and no 
interaction between the TMS sites and rhythmic TMS frequencies. 
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Chapter 4 
 

DEVELOPING A METHODOLOGY FOR CONCURRENT TMS-FMRI: CAUSAL EVIDENCE FOR 
FRONTAL-STRIATAL LOOPS 
 
 
4.1 Abstract 
 
Transcranial Magnetic Stimulation (TMS) allows for direct activation of neurons in the human 
neocortex and has proven to be fundamental for causal hypothesis testing in cognitive 
neuroscience. It has yet to be shown that spreading activation from TMS is confined to 
anatomically specific circuits and whether cortical TMS can reliably activate connected 
subcortical structures. By administering TMS simultaneously with functional Magnetic 
Resonance Imaging (fMRI), the effect of cortical TMS on activity in subcortical structures can be 
quantified by varying the levels of TMS output intensity. Concurrent TMS generates significant 
noise within the fMRI environment and their complex interaction warrants caution before 
interpreting findings. We present the methodological challenges involved with concurrent TMS-
fMRI and provide a solution that minimize induced artifacts. We further suggest measures to 
quantify and correct for systematic noise. As a proof of this method and to establish the spread 
of TMS effects, the basal ganglia are targeted because of their distinct anatomically defined 
circuits with neocortex, or “loops”. For sensorimotor processing, primary motor cortex (M1) 
forms a loop with the putamen, while lateral prefrontal cortex (PFC) forms a loop with the 
caudate. Strafella et al. (2001, 2003) demonstrated that following TMS to M1 or DLPFC, there is 
increased dopamine release in posterior putamen or dorsal caudate respectively, as measured 
by positron emission tomography. In our experiment, two separate groups of healthy human 
subjects participated in concurrent TMS and resting state fMRI while receiving TMS to either 
PFC or M1. We found that increasing TMS intensity to the DLPFC resulted in increased MR 
signal in the dorsal caudate with no change in the posterior putamen. In contrast, TMS to M1 
increased BOLD signal in the posterior putamen with no change in the dorsal caudate. These 
results demonstrate that our methodology effectively addresses the noise induced by 
simultaneous TMS-fMRI and demonstrates the efficacy of TMS to target deep brain structures 
with known anatomical connectivity with cortical regions. 
 
 
4.2 Introduction 
 
Transcranial magnetic stimulation (TMS) allows for causal manipulation of the brain by induced 
electrical current in a focal region of the brain (Wagner et al., 2009b). Due to its high spatial (<1 
centimeter) and temporal resolution (<1 millisecond), this methodology has proved essential for 
testing the purported cognitive role of a region of the brain (Walsh and Cowey, 2000). However, 
the question of whether the effect of TMS are local to the targeted region or if they spread 
throughout a functional or structural brain network is still not fully understood (Romei et al., 
2016b). Within a highly interconnected and dynamic brain, perturbation of activity within a single 
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brain region could have far reaching neural effects and there is limited evidence to this effect. By 
combining TMS with simultaneous functional magnetic resonance imaging (fMRI), the specific 
effect of TMS on local and distant brain activity can be empirically tested. 
 
Since the first studies at the end of the 20th century (Bohning, 1999; Bohning et al., 2003), the 
extent of signal corruption to MRI images that rely on homogenous magnetic fields from applying 
a strong magnetic field with TMS has been appreciated. Efforts have been made to address the 
complex interaction interaction of TMS and fMRI (Bungert, 2010; Bestmann et al., 2012). 
Altogether there are less than 100 experimental studies to date that utilize simultaneous TMS-
fMRI, despite almost 20 years since its advent. The slow growth of this promising methodology 
is most likely due to an absent consensus of which setup is the most effective and a rigorously 
tested methodology has yet to emerge. Furthermore, labs hoping to purchase the required 
equipment and start collecting data are met with the sometimes unexpected challenge of re-
inventing their own setup with many non-trivial design decisions. In this paper, we provide a 
thorough discussion of the artifacts that arise from concurrent TMS-fMRI 
(https://github.com/Brain-Imaging-Center/TMS-fMRI), a method for parameter selection, and a 
method for minimizing and removing scanner artifacts that arise (with codebase: 
https://github.com/JustinRiddle). We also provide suggestions for future research to ensure that 
TMS effects on blood oxygenation-level dependent (BOLD) signal are not false positives induced 
by signal dropout timed to the event of interest. We suggest quality assurance protocols to 
monitor for the emergence of artifacts with prolonged use of the MR-compatible TMS coil. Using 
this methodology, we provide a proof of concept experiment which demonstrates the 
effectiveness of this method for inducing local activity and the activation of single synapse 
connections within anatomically known circuits. 
 
Previous evidence from positron emission tomography (PET) demonstrated that TMS to the 
motor cortex and prefrontal cortex resulted in the extracellular release of dopamine in the 
posterior putamen and dorsal, anterior caudate respectively (Strafella et al., 2001; 2003). These 
findings are consistent with structural connectivity studies that find an anterior to posterior 
gradient mirrored in the frontal cortex and striatum such that PFC projects to anterior caudate 
and M1 projects to posterior putamen (Draganski et al., 2008; Jarbo and Verstynen, 2015). After 
developing a method for continuous fMRI acquisition with concurrent trains of 10 hertz repetitive 
TMS, we targeted the primary motor cortex functionally connected to the left hand and the 
anterior middle frontal gyrus of the prefrontal cortex. We hypothesized that TMS during open-
eyed resting state would activate the region targeted by TMS and that the single synapse 
anatomical projections in the basal ganglia would also be activated. 
 
4.3 Technical Considerations 

TMS delivered during MRI sequence acquisition can lead to a variety of artifacts that are 
summarized in Table 4.1. As we shall explain, some of these artifact sources can be mitigated 
through timing. Some, however, require reengineering of the TMS coil or its power source. We 
describe here the principal artifact sources we encountered, and describe how we avoided or 
dealt with them. 
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Origin Artifact description Temporal 
characteristics 

TMS coil Vibration Milliseconds 

TMS coil Thermal drift Minutes 

TMS coil RF shading Persistent 

TMS coil Magnetic susceptibility Persistent 

TMS power source Leakage current Milliseconds 

TMS power source Asymmetric biphasic pulse* < 1 ms 

TMS to MR hardware 
coupling 

Receive coil to TMS coil coupling Microsec - millisec 

TMS to MR hardware 
coupling 

Eddy currents in MRI hardware Microsec - seconds 

TMS to MR hardware 
coupling 

Transmitter coil to TMS coil coupling 
 

TMS to subject coupling Perturbation of M0 via an effective 
precessional field 

Millisec - seconds 

TMS to subject coupling Flow/diffusion weighting* < 1 sec 

TMS to subject coupling Perturbation of T1 steady state Seconds 

Statistical artifacts TMS coil artifacts 2-4 seconds 

Statistical artifacts Slice artifacts Single volume 

 
Table 4.1. Categorization and description of principal artifacts arising in a simultaneous TMS-
fMRI experiment. Methodological artifacts may arise by virtue of interactions between the 
intense magnetic fields of each separate method. Artifacts originating in the TMS coil or power 
supply may be reduced or eliminated in the future through improved hardware designs. Artifact 
sources indicated with an asterisk apply only when TMS pulses are applied during the EPI 
readout. 
 
A major issue with in situ TMS is a leakage current during the inter-pulse delay. Commercial TMS 
power supplies use large capacitors to produce the high current and rapid pulse rates required 
for TMS protocols. The capacitor must recharge after each TMS pulse while the switching 
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thyristor is in its open state. Unfortunately, thyristors are not perfect switches and significant 
current can leak through the switch while in the open state and consequently through to the TMS 
coil as the capacitor charges, causing the TMS coil to produce a magnetic field. For our TMS 
machine (see Methods), a MagVenture system upgrade was installed which reduces the leakage 
current by using a relay-diode combination inserted in the TMS circuit that shorts the leakage 
current, reducing the leakage current by an order of magnitude. While the intensity of leakage 
current magnetic fields is several orders of magnitude smaller than the TMS pulses and is of minor 
consequence from the perspective of brain stimulation, the spurious leakage current magnetic 
field is sufficiently large to perturb magnetization during EPI. Given the subtle changes in the 
BOLD signal often measured by fMRI experiments, these leakage currents can produce significant 
local image disturbances near the TMS coil, particularly in the 10 to 20 milliseconds after a TMS 
pulse as the capacitor recharges. We take this delay into account in the specific timing used in 
our experiments. 
 
A methodological concern for TMS-fMRI is the potential for eddy currents in MRI hardware, 
especially in the steel cryostat containing the main magnet. The TMS coil is designed such that 
high voltage current passing through its figure-8 coils generates a powerful magnetic field 
(around 1.5 Tesla near the surface of the coil). This magnetic field induces an electric field that 
couples to neurons and perturbs their behavior. However, the induced electric field also interacts 
with the TMS coil itself and conductive elements of the MRI hardware in the same manner. Eddy 
currents are localized magnetically-induced electric currents in the TMS coil, MR receive coil, and 
the MRI magnet cryostat. The magnitude of any eddy currents will depend on the distance of the 
TMS coil to the conductive component, while the time constants of any eddy currents thus 
produced will depend on the geometry and electrical conductivity of the structure. So far, we 
have not observed pronounced eddy current effects in our experiments - leakage currents 
dominate - but it is important to keep this artifact source in mind for certain experimental setups. 
 
Vibration of the TMS coil is a further concern for simultaneous TMS-fMRI. The slight change in 
the acoustic report of a TMS pulse applied inside an MRI scanner compared to its sound outside 
the scanner, in the earth’s magnetic field, is a related phenomenon. The TMS coil comprises a 
large figure-8 copper coil.  The vibrations arise from the coupling of current within the TMS coil 
to the main static field of the MRI scanner. As the TMS pulse is applied the current through the 
TMS coil windings experiences a Lorentz force. This force can set into motion any of the possible 
vibrational and ballistic modes of the coil’s mechanical structure. The TMS coil figure-8 geometry 
is designed to achieve zero net force on its center of mass as well as zero net torque about its 
center of mass. In addition, the windings of the coil are potted in a rigid medium to reduce 
vibrations of the coil windings. The degree to which the TMS pulse is effective in driving these 
vibrations depends upon the natural frequencies of the vibrational modes, the frequencies of the 
TMS pulse which drives the vibrations and the damping constants associated with the vibrations. 
The closer the driving frequencies are to the mechanical vibrational mode frequencies the 
greater the vibration amplitude of the corresponding mode. Imperfections in the coil geometry 
and the potting of the windings therefore gives rise to small ballistic and vibrational 
motions.  Motion of the TMS coil, which has a different magnetic susceptibility than both the 
surrounding air and the subject’s head, distorts the static magnetic field across the brain, thereby 
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deteriorating image quality. Once again, the time course of mechanical vibrations, which depend 
upon the damping constants of the vibrational modes, will evolve in the period immediately 
following the TMS pulse. 
 
Given the temporal resolution of MRI, the artifacts produced by leakage currents from the TMS 
power supply, eddy currents in MRI scanner components, and vibrations of the TMS coil in 
response to a pulse, are more or less indistinguishable from each other in their effects upon the 
MRI images. Each will generate signal dropout surrounding the 3D location of the TMS coil. The 
spatially localized dropout returns to baseline further from the source of the artifact. The time 
constants can also be expected to overlap. We have attempted to rank the severity of the 
artifacts by testing on phantoms, leading us to conclude that the leakage current and/or vibration 
issues is the biggest impediment at present. Changing the proximity of the TMS coil to the magnet 
had minimal effect on the delay required to obtain clean EPI data. We do not presently have a 
way to isolate the effects of TMS coil vibration on MRI data, but have found that a delay of 5-10 
ms to allow leakage currents and vibrations to abate, is sufficient to permit clean data acquisition. 
 
One final artifact source was considered before we set up our experiment. The application of a 
TMS pulse of around 1.5 T at the TMS coil surface, combined with a polarizing magnetic field of 
3 T, produces an effective field experienced by protons in the vicinity of the TMS coil. Each TMS 
pulse lasts 250 us, compared to a Larmor frequency at 3 T of over 120 MHz. The TMS pulse 
duration is more than 30,000 times greater than the precessional period of the spins, suggesting 
that the magnetization will behave adiabatically and simply follow the applied magnetic field of 
the TMS pulse. If entirely adiabatic, the magnetization, once exposed to the TMS pulse, should 
return to its initial state magnetic field associated with the TMS pulse returns smoothly to zero. 
This return to the prior state depends, however, upon the assumption that any irreversible 
effects (T1 and T2 decay) upon the magnetization will be negligible during the application of the 
TMS. Although the time scales associated with the irreversible effects are large compared with 
the length of the typical TMS pulse, there may be small residual irreversible effects that are large 
enough to compete with the BOLD signal. We also note that there is a slight asymmetry in the 
TMS pulse, so that a perfect identity transformation cannot occur. Even so, we predict a minor 
effect on the TMS experiment, with leakage currents and vibrations likely to dominate in our 
current hardware. 
 
 
4.4 Materials and Methods 
 
Concurrent TMS-fMRI was collected at the Henry H. Wheeler Jr. Brain Imaging Center at the 
University of California, Berkeley and the experiment was approved by the Committee for the 
Protection of Human Subjects. Subjects participated in two fMRI sessions. The first was a baseline 
MRI day in which a high resolution T1 scan was acquired using a 12 channel MRI coil. Ten minutes 
of open-eyes resting state were acquired with the 1 channel MR coil. Subjects were instructed to 
fixate on a centrally presented fixation cross. 
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The second session differed between subjects in the location of TMS: either primary motor cortex 
(M1) or lateral prefrontal cortex (PFC). A different cohort of subjects was acquired for each region 
of interest. Eight subjects received TMS to M1, and seven subjects received TMS to DLPFC for a 
total of 15 subject (ages 18 - 29, mean 21.6, standard deviation 2.5). TMS was delivered at 4 
different intensities: 40%, 60%, 80% or 100% of motor threshold. The order of TMS intensity was 
randomized within each block. In each run, subjects received 48 bursts of 4 pulses of TMS at 10Hz 
separated by 6, 8,10, or 12 seconds. The M1 subjects received 4 runs of TMS-fMRI. The DLPFC 
subjects received one run of TMS-fMRI. 
 
 
Magnetic Resonance Imaging 
 
MR data was collected on a Siemens 3T MAGNETOM Trio (Erlangen, Germany). Anatomical data 
was collected using a 12-channel receive-only head coil using a T1-weighted magnetization-
prepared rapid gradient-echo (MPRAGE) sequence with 192 sagittal slices each 1 mm isotropic 
voxels, 2.3 second repetition time, interleaved slice acquisition, phase-encoding direction from 
anterior to posterior, 2.98 millisecond echo time, 9-degree flip angle, and parallel imaging via 
GeneRalized Autocalibrating Partial Parallel Acquisition (GRAPPA) with an acceleration factor of 
2. Alternatively, a subset of subjects were collected on a 12-channel receive-only head coil using 
a T1-weighted MPRAGE sequence with 160 sagittal slices each 1 mm isotropic voxels, 50% 
distance between slices (0.5 mm), 2.3 second repetition time, interleaved slice acquisition, 
phase-encoding direction from anterior to posterior, 2.98 millisecond echo time, 9-degree flip 
angle, and parallel imaging via GRAPPA with an acceleration factor of 2. This anatomical scan had 
a rotated field of view (93.8%) to allow for the neck to be cut in preprocessing without removal 
of the nose, which is used for registering in neuronavigation. 
 
For functional MRI experiments, we used a custom circularly polarized, receive-only birdcage RF 
coil (RAPID BioMedical, Rimpar, Germany) because it has a larger inner diameter (256 mm) than 
standard MR receive coils, and it is open at the back (Figure 4.1A). This receive coil is better suited 
for simultaneous TMS-fMRI as it allows for the TMS coil to be flexibly maneuvered around the 
scalp, while a TMS coil support can be positioned from the rear (Figure 4.1A). We acquired 
functional data using a T2*-weighted single-shot echo-planar imaging (EPI) sequence with 40 
slices of 3.5 x 3.5 x 3.0 mm isotropic voxels, 10% distance between slices, 2 second repetition 
time (TR), descending slice acquisition order, phase encoding direction anterior-to-posterior, 20 
millisecond echo time (TE) , 60-degree flip angle (FA), and fat presaturation. To establish a steady 
state with respect to spin-lattice relaxation, two dummy volumes of data were obtained at the 
start of each time series. A further two volumes - the first two recorded volumes - were also 
excluded from analysis. 
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Figure 4.1. Concurrent TMS-fMRI setup. (A) Custom built TMS coil holder and neuronavigation 
head/coil tracker. (B) TMS coil output increases inside the bore of the MR scanner. (C) Concurrent 
TMS-fMRI generates considerable noise artifacts. Concurrent TMS can be delivered in imposed 
gaps between slices (D), imposed gaps between slices (E), or continuous with fMRI acquisition 
(F). 
 
 
Transcranial Magnetic Stimulation 
 
Brain stimulation was delivered with the MR-compatible figure-8 MRi-B91 TMS coil produced by 
MagVenture (Farum, Denmark) with the MagPro X100 booster running software version 7.1.1. 
The TMS coil is restrained using a custom arm (Figure 4.1A). TMS concurrent with fMRI results in 
significant artifacts to the MRI signal; an example is shown in Figure 4.1C. Although the 
MagVenture system reduces artifacts to some extent, careful experimental design and 
preprocessing steps are required to clean the fMRI data for statistical analysis. We explain our 
artifact reduction strategy in more detail below.  
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During early piloting, we noticed that the intensity of TMS increased when the TMS coil was 
placed in the bore of the MRI. To test for a systematic difference in the TMS-induced electric field 
we recorded the electromotive force due to a TMS pulse by using a probe (MagVenture 
MagProbe) connected to an oscilloscope. The probe was attached to the center of the TMS coil 
and the electromotive force was recorded within and outside the scanner (Figure 4.1B). We 
found a systematic difference such that TMS within the isocenter of the 3 T magnet produced 
about a two microvolt increase in intensity relative to the fringe of the magnetic field. This 
difference corresponds to roughly 5% of MagVenture’s coil output. In practice, we treat the 
intended stimulation intensity as 5% lower within the scanner. We recommend that future 
researchers be mindful to lower the TMS intensity by a similar proportion to account for this 
difference in output voltage within the scanner. 
  
 
MR-compatible Neuronavigation 
  
Rogue Research’s BrainSight v2.2.11 (Montreal, Canada) with a Northern Digital Polaris Spectra 
infrared long-range camera (Waterloo, Ontario, Canada) was used for 3D stereotaxic tracking. In 
order to accurately target the site of interest, we used neuronavigation within the MRI room 
itself. The magnetic stand of the infrared long-range camera was replaced with a custom stand 
constructed of plastic, allowing the camera to be used at the patient bed. The iMac running 
BrainSight was kept at the doorway to the MRI room and secured to the wall. We custom-
designed and 3D-printed head and coil trackers using the dimensions from BrainSight’s head and 
coil trackers for use in the MRI (Figure 4.1A). Crucially, the head tracker can be removed from 
the subject’s headband and then reattached within the MR coil. Similarly, the TMS coil tracker 
can be removed from the TMS coil and reattached within the MR coil. All MR compatible items 
are marked as such and careful screening was applied to all users and participants. We used a 
custom-built TMS-coil holder (Figure 4.1A) to relieve pressure from the subject’s head as the TMS 
coil exerts scalp pressure for the duration of the TMS-fMRI session. A custom-build mirror system 
was mounted to the MR coil to provide the subject visibility to the back projected screen 
(AVOTEC, Stuart, FL, USA), and this included an optional eye-tracking mount (AVOTEC) that was 
not used in this study.  
  
 
Real-Time TMS Trigger 
  
In order to establish precision in TMS pulse delivery relative to the MRI sequence, we developed 
a custom microcontroller-based synchronization system. A Hercules RM42x LaunchPad 
microcontroller board (Texas Instruments, Dallas, TX, USA) was used to control the 
synchronization. The microcontroller board was programmed to issue a hardware interrupt upon 
receiving a synchronization signal from the scanner. For convenience, we utilized TTL pulse 
programmed to be emitted at the start of each TR period for an EPI time series acquisition. An 
interrupt service routine then scheduled a signal sent to the trigger port of the TMS unit at user-
prescribed time relative to the signal from the scanner. The trigger port of the TMS unit is also 
hardware interrupt controlled and upon receiving the signal from the microcontroller board 
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issued a pulse. Since the synchronization signal from the scanner is issued at a fixed position 
within the scanner sequence for each image volume, and since all signals were detected through 
hardware interrupts, we were able to obtain completely deterministic synchronization with a 
guaranteed timing precision of less than one microsecond. Such precision is required for timing 
the placement of TMS pulses relative to the sequence events of the MRI scanner events and 
cannot be obtained with user-space code implemented on a standard operating system of a 
traditional computer. Variability in TMS timing can lead to a number of MR signal artifacts, as 
discussed in the previous section. 
  
 
TMS during Continuous Slice Acquisition 
 
Applying TMS pulses simultaneous with any radiofrequency (RF) pulses in the EPI experiment 
causes pronounced image artifacts in the current volume (Figure 4.1C), and perturbs the T1 
steady state for at least three subsequent TR periods. Thus, it is imperative that the TMS pulses 
and the RF pulses in the EPI time series occur discontinuously. There are two simple ways to avoid 
simultaneous RF and TMS pulses. Early TMS-fMRI experiments added a gap in acquisition 
between every slice of a multi-slice EPI volume (Figure 4.1D). In this framework, single TMS pulses 
or bursts of TMS can be delivered at intervals compatible with the gap timing; i.e. one TMS pulse 
per an integer number of EPI slices. However, this approach decreases the quantity of fMRI data 
that can be collected in a given period of time. Furthermore, the approach requires millisecond 
precision of TMS delivery carefully timed to the inter-slice gap. In most recent experiments, a gap 
in scanning is added between each volume of MR acquisition (Figure 4.1E). The gap must be 
included for every volume of the EPI sequence, rather than before specific volumes only, because 
we must take care not to perturb the T1 steady state of the MRI signal. The downside of this 
framework, once again, is reduced fMRI data collection per unit time. If you wish to deliver a train 
of TMS pulses at a low frequency, say around 5 Hz, then this method is restrictive in that the 
volume gap needs to be quite large. For example, delivering 5 pulses of TMS at 5 Hz requires 800 
milliseconds, thereby decreasing the EPI sampling duty cycle by nearly 50% for a typical TR of 2.0 
seconds. In addition, the TMS is predictably placed within the silent period of the EPI sequence, 
which may have unforeseen cognitive effects as the subjects are aware of the windows in which 
TMS will occur. We use a new timing paradigm, depicted in Figure 4.1E, that applies TMS pulses 
during certain “safe” events in the continuous EPI time series. This eliminates the need for a 
gapped EPI acquisition. 
 
Our timing solution for continuous TMS-fMRI (Figure 4.1D) acknowledges all potential sources of 
artifact (Table 4.1). In order to deliver TMS with continuous MR acquisition, we consider three 
epochs during EPI during which TMS has a different effect on the MR signal ((Bestmann et al., 
2012); Figure 4.2A). The three epoch are (1) the radiofrequency (RF) stimulation for fat saturation 
and slice excitation, (2) gradient episodes sampling a k-space plane, and (3) crusher gradients 
that reset the MR signal between slices or spoil coherence produced by the fat suppression pulse 
(Figure 4.2A). (Note that the crusher and read-out gradients are depicted symbolically in Figure 
2A. The actual gradients play out on all three gradient channels and have differing timing 
depending on intended use.) 
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Figure 4.2. Timing of TMS during continuous fMRI. (A) Three epochs during fMRI acquisition of a 
single slice. (B) TMS that occurs during each of these three epochs generates different artifacts. 
(C) Stimulation throughout the acquisition of a slice localizes the three epochs. (D) TMS during 
the crusher gradients produces minor slice artifacts that are not visible to the naked eye. 
 
 
TMS during RF stimulation produces the most pronounced artifacts and should be avoided at all 
costs. The artifacts affect the current slice acquisition, but also corrupt the MRI signal for multiple 
subsequent volumes until a steady state is reestablished exponentially with time constant T1 
(Figure 4.2B, row 1).  
 
TMS pulses applied during the k-space read-out of the current slice irretrievably corrupts that 
slice (Figure 4.2B, row 2). There is no signal regression that can recover the underlying image. If 
it becomes imperative to pulse TMS during a k-space read period, we recommend a linear 
interpolation with the neighboring volumes for that slice. Before any preprocessing steps are 
applied, the identical slice in the volume before and after can be averaged and substituted to 
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replace the corrupted slice. Interpolation may induce its own artifact if the subject moves 
significantly in the volume before or after TMS. If the interpolated slice is an average of data 
collected from different parts of the brain due to motion, this will induce a spatial and temporal 
smoothing effect.  While TMS during RF stimulation must be avoided, TMS during the read-out 
gradients should be treated with caution. Given certain experimental designs, such as high 
frequency rhythmic TMS that exceeds the frequency of slice acquisition, TMS during read-out 
gradients cannot be avoided. In the case where TMS must be delivered during read-out gradients, 
we recommend timing the TMS to occur during the acquisition of slices that are of less interest 
to the particular research question of the experimenter. For example, if the experiment will not 
analyze fMRI signal in the cerebellum and the MR acquisition includes a few slices in the 
cerebellum, then temporally align TMS to be delivered during MR acquisition of the most ventral 
slices. After interpolation of the corrupted slice, there is limited disruption of future volumes. 
 
For a typical (3 mm)3 spatial resolution, the k-space read-out takes approximately 75% of the 
total time required per echo planar image; the RF and crusher gradients account for the other 
25%. In full k-space sampling (i.e. no partial Fourier), high spatial frequency information is 
collected first, then low frequency, and finally high frequency again. Given that the majority of 
signal and contrast in fMRI is acquired during the low frequency center of k-space, it is 
theoretically possible to align TMS to the end of the read-out period, omit these high frequency 
k-space lines, and reconstruct a final image using the standard partial Fourier approach. This 
would recover a usable image, albeit one that is slightly different to the image that would be 
acquired with a full k-space acquisition in the absence of TMS pulses. Alternatively, the corrupted 
portion of k-space could be linearly interpolated with k-space from neighboring slices, or from 
volumes adjacent in time, as noted above. It is also worth noting that targeting stimulation early 
in the read-out period - immediately following the slice excitation pulse - maximizes the time 
between the TMS pulse and the RF pulses of the subsequent slice. Thus, if leakage/eddy currents 
and mechanical vibrations are of concern and it is desired to sample EPI continuously, applying 
TMS as far as possible from the RF excitation will minimize artifacts. 
 
 
TMS during crusher gradients provides the least distortion of the MRI signal (Figure 4.2B row 3). 
Crusher gradients are magnetic field episodes that are intended to scramble the phase of 
unwanted magnetization. There are two principal objectives. Crusher gradients immediately 
following the fat saturation RF pulse are designed to eliminate coherent fat signal and minimize 
fat signal at the time of k-space read-out. Crusher gradients at the end of a slice acquisition, 
following the 2D k-space read-out, are designed to ensure that signal from the prior slice is fully 
destroyed before exciting and detecting the subsequent slice. (In Figure 2A, we have depicted 
the second type of crusher gradients as occurring before the fat saturation pulse, for better 
intuition. In practice, the resetting crusher gradients can be programmed to occur at the start or 
end of a slice.) The TMS coil produces a biphasic pulsed magnetic field that is asymmetrical in 
time such that the second lobe is marginally weaker than the first lobe. The biphasic TMS pulse 
acts as a crusher gradient 6 orders of magnitude greater than the ~40 millitesla crusher gradients 
imposed by the scanner. Ironically, improved spoiling of unwanted signals from TMS pulses could 
lead to a situation in which the BOLD signal acquired during TMS-fMRI has improved signal-to-
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noise relative to the BOLD signal without TMS, e.g. residual scalp fat signal, which tends to create 
pronounced N/2 ghosts, might be reduced with TMS. The technical difficulty imposed in targeting 
the crusher gradients is that these gradients are brief, around 3 milliseconds in the standard 
Siemens implementation. In order to reliably target the crusher gradient requires sub-millisecond 
precision timing of TMS. The crusher gradients each precede an RF pulse, which is the most 
disruptive time to apply TMS. Thus, targeting the crusher periods requires that we pay particular 
attention to any TMS artifacts that remain once a TMS pulse has been applied. We next consider 
these TMS “hangover” effects. 
 
If leakage current, eddy currents, or coil vibrations are significant sources of instability, then 
stimulating during a crusher gradient period may produce local artifacts around the TMS coil that 
last for several milliseconds, rendering the RF period susceptible to the artifacts. In this scenario, 
the optimal time for TMS shifts from during crusher gradients to during k-space readout. Without 
sub-millisecond timing in TMS delivery relative to the MR-sequence, it is safest to align TMS for 
the center of the read-out period, which lasts for the majority of the slice acquisition. If TMS is 
successfully delivered during the crusher gradient epoch, then the acquisition will appear to be 
artifact free upon visual inspection of the data. However, there may still be artifacts in the slices 
acquired during the delivery of the TMS pulses and related to the TMS coil itself. 
  
 
 Optimizing the TMS-fMRI Timing 
  
We designed our TMS-fMRI protocol to target the crusher gradients that spoil remaining 
magnetization at the end of each slice acquisition. This crusher gradient is depicted as the first 
event in the schematic pulse sequence of Figure 4.2A. We applied single pulses of TMS with the 
TMS coil positioned on a plastic bottle of water (Model 8624186 K2285, Siemens, Germany). 
Using offsets relative to the TTL pulse emitted by the scanner (FIGURE?), we swept through all 
events of a single EPI slice (Figure 4.2C). One hundred pulses of TMS were delivered at 0.5 
millisecond offsets relative to the TTL pulse. (The TTL pulse occurs immediately prior to the start 
of the slice excitation RF pulse.) To ensure the MR signal remained in its steady state, a TMS pulse 
was applied once every three TR period, for TR=2000 ms. A representation of TMS effects applied 
through the slice was reconstructed by plotting the mean of the phantom’s MR signal (Figure 
4.2C). The Gaussian shape of the fat saturation pulse is traced out in the artifact profile. While it 
is not possible to differentiate the slice excitation from the k-space readout immediately 
following it, it is clear that the artifact level is highest when the signal is greater, i.e. early in the 
k-space readout. 
 
We next collected a run with a train of 4 pulses of TMS at 10 Hz every 3rd TR, collecting 40 EPI 
slices in a TR of 2 seconds, in order to evaluate statistically the magnitude of any artifacts 
remaining following TMS during the crusher gradients. The TMS timing was set such that the last 
TMS pulse was coincident with the rising edge of the first crusher gradient of the 40th slice. 
Taking into account the ~10 ms housekeeping events (loop resetting) that arise at the end of each 
TR, the actual duration of each slice (40 slices in 2 seconds) is ~49.5 ms. A burst of 4 pulses at 10 
Hz (100 millisecond inter pulse interval) will drift around 3 milliseconds. To evaluate the impact 
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of our TMS train on the MR signal, we analyzed the mean of every slice in the volume for which 
TMS was applied, compared to the mean signal in slices obtained in the TR period immediately 
after TMS. We used a within factor Student’s t-test on the 100 sample points with TMS compared 
to their subsequent volume. As displayed in Figure 4.2D, we found a significant deviation for the 
slices that received TMS, and this effect culminated throughout the train but returned to baseline 
within a few slices. Note that these deviations in signal were not visible to the naked eye (Figure 
4.2B) but are apparent upon statistical testing (Figure 4.2D). Also note that the effect of TMS is 
to generate a small signal increase, not signal drop-out as occurs with TMS during the RF pulses. 
This effect may be due to increased signal to noise as the TMS pulse acts as an additional crusher 
gradient. Given this subtle signal change, we advise that experimenters perform linear 
interpolation over the slices that receive TMS and the slices collected immediately after in the 
MR sequence. 
 
Removal of TMS Coil Artifacts 
 
The eddy/leakage currents or mechanical vibrations within the TMS coil can perturb the local 
MR signal for multiple volumes beyond stimulation, sometimes up to 6 seconds (see Figure 
4.3A for a typical time course of a coil artifact). The coil artifact is not addressed in the majority 
of studies. We could assume the authors after done due diligence to ensure their BOLD effects 
are not driven by a coil artifact, but without explicit modeling this false positive cannot be ruled 
out. Due to the complication of persistent coil artifacts, it is sometimes difficult to validate the 
efficacy of TMS in the site under the coil and studies may instead focus on distal effects of TMS. 
The simple empirical question of whether TMS evokes neural activity in the site being 
stimulated as measured by the BOLD signal has been addressed in a number of studies with 
mixed success (Bohning et al., 2003). The coil artifact has a characteristic time series and can be 
explicitly modeled to verify its presence or absence. We suggest that researchers explicitly 
address the signal under the coil as a proof of principle that TMS has successfully driven neural 
activity. Our methodology, presented below, characterizes and regresses out the time series 
associated with the coil artifact when it is present and we provide a standardized means of 
verifying that the region’s BOLD is not driven by a false positive. 
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Figure 4.3. Artifacts generated by the TMS coil. (A) Time course of a canonical coil artifact, 
hemodynamic response function, and a mixed signal. (B) Inverted gamma function centered on 
the time of TMS captures the coil artifact. (C) Independent Component Analysis (ICA) was used 
to identify and remove the coil artifact. General linear model (GLM) on each IC time course with 
the predicted coil artifact. (D) Example IC selected from the coil artifact GLM. 
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In conjunction with running a standard univariate general linear modeling with convolution of 
the canonical hemodynamic response function, we suggest that experimenters also run a finite 
impulse response analysis and display the time course of the evoked BOLD signal (Figure 4.4C). 
Given the drop in signal under the coil, a hemodynamic response function modeled at the time 
of TMS will result in a false positive. As the signal drop returns to baseline, the increase in signal 
will mimic the rising edge of the hemodynamic response function (Figure 4.3A) and standard 
fMRI analysis pipelines will mistake this pattern as a BOLD response. 
 
When a general linear model was run on data with prominent TMS coil artifacts that treated 
every TMS pulse as an event convolved with the canonical hemodynamic response, the coil 
artifact was erroneously identified as a significant BOLD activation. When an inverted gamma 
function was instead centered around the time of the TMS train to capture the signal drop, the 
resulting contrast map, as displayed in Figure 4.3B, showed a pronounced artifact at the site of 
stimulation extending into the space above the skull in the location of the TMS coil. A finite 
impulse response function model reveals that this coil artifact tracks with the intensity of the 
TMS and lasts for at least 2 volumes (Figure 4.3A). In a site of interest under the TMS coil, the 
artifact is visible in the first 2 volumes dropping and returning to baseline (Figure 4.4C). 
 
Given the dramatic effect of coil artifacts, we suggest that researchers conduct quality assurance 
(QA) scans in which they deliver their TMS pulse sequence to a phantom. The location of the TMS 
coil should be held constant throughout the QA scans in order to successfully model the MR signal 
around the TMS coil itself extending into the phantom. 
 
In order to model and remove all TMS coil artifacts driven by eddy/leakage currents or 
mechanical vibrations, we ran FSL’s MELODIC algorithm which decomposes the data into 
independent components (ICs). Using the time course of each IC, we ran a general linear model 
that predicted a near-instantaneous signal drop. The explained variance in the time course of the 
IC by the canonical artifact shape was sufficient for identifying data with TMS coil artifacts (Figure 
4.3C). After identifying components with a high explained variance from the predicted artifact 
time course (greater than 10%), we manually inspected the spatial correlation of the component 
(Figure 4.3D). Using this method, we rejected ICs from the data associated with the TMS coil 
artifact. As discussed later, ICA was successfully able to remove the coil artifact (Figure 4.4C). 
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Figure 4.4. Experimental design and coil artifact removal. (A) 10 hertz trains of repetitive TMS 
during the crusher gradients of the most ventral slices. (B) TMS to primary motor cortex (M1) and 
lateral prefrontal cortex (PFC) with anatomical projections to posterior putamen and dorsal 
caudate, respectively. (C) Finite Impulse Response (FIR) model shows the coil artifact in the 
targeted regions of interest before ICA. After ICA removal, the canonical hemodynamic response 
function (HRF) is recovered. Error bars are SEM. 
 
 
Rhythmic TMS Parameters 
  
We chose to use an MR sequence of 40 slices with a 2 second TR. Each slice is collected at 50 
millisecond increments. TMS was delivered during the time of least artifact in slice acquisition, 
and chose a frequency of stimulation that was a multiple of 50 milliseconds (Figure 4.4A). We 
settled on 10 Hz stimulation given the wealth of previous studies using 10 Hz and its proximity to 
the frequency used by Strafella et al. 2001, 2003. 
 
At the start of the experiment, single pulse TMS was delivered over the right primary motor 
cortex. Stimulation intensity was increased until TMS reliably evoked a visible twitch in the first 
dorsal interosseous muscle of the left hand on 5 out of 10 pulses. We used neuronavigation 
online while calculating the motor threshold. When the motor threshold was found, we marked 
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the location on the subject’s anatomical scan. This region of interest was used for TMS targeting 
in concurrent TMS-fMRI and for region of interest analysis. 
 
In all subjects, we collected a baseline resting state scan with no TMS. This was used for running 
a connectivity analysis in order to define in each subject the lateral prefrontal cortex (PFC). 
Resting state analysis used the preprocessing steps listed above except that the analysis was 
carried out in subject space and the GLM contained only regressors for motion, mean white 
matter signal, and mean cerebral spinal fluid signal. The residual images from the GLM are used 
for the connectivity analysis. The superior precentral sulcus (sPCS) was selected for its known 
connectivity with lateral PFC and superior intraparietal sulcus (IPS). Furthermore, the right sPCS 
can be reliably identified by anatomical landmarks: the intersection of the precentral sulcus and 
the superior frontal sulcus. By running a seed-based resting state connectivity with sPCS we 
located the coordinates of peak connectivity in PFC and IPS. A seed-based connectivity analysis 
was also run in IPS and PFC to confirm that these regions form a strongly interconnected 
functional network (Figure 4.4B). This method was established to test hypotheses outside the 
scope of the current experiment. 
  
 
TMS-fMRI Session Procedure 
 
BrainSight neuronavigation was used to register the subject’s head to a previously acquired 
structural image. The region of interest was marked directly on the scalp of the subject with a 
washable marker. The head tracker was detached from the subject’s head band and the subject 
was moved onto the patient bed outside of the scanner. The TMS coil is moved into position with 
the rough alignment of the marking on the subject’s scalp. The coil tracker is attached to the coil 
in a position that can be easily seen by the infrared camera tracking system. A rough positioning 
of the coil tracker and subject tracker is acquired within the MR coil before the final stereotaxic 
registration. 
 
The head and coil trackers were detached from the headband and TMS coil. The TMS coil was 
calibrated using the newly adjusted coil tracker. The coil tracker was now detached and the coil 
was attached into the approximate position with the custom-built coil holder system. The subject 
was placed outside of the scanner on an MRI compatible patient bed. The subject was calibrated 
again with the position of the headband and flexible head tracker in their approximated 
alignment. The head tracker was detached and the subject was placed back on the MRI patient 
bed with their head inside the MR coil. The head tracker was reattached to the headband and 
coil tracker to the TMS coil. The subject wore earplugs to subdue the sound of TMS and their 
head was fixated with cushioning that further protected the subject’s hearing. The experimenter 
used BrainSight neuronavigation to make slight adjustments to the coil so that the angle and 
position of the TMS coil was within a tolerable error limit, less than 5 mm in position and 5 
degrees angle. 
 
Before beginning the first session of TMS-fMRI for each subject, we confirmed that the highest 
intensity of TMS was within a tolerable level and did not produce excessive facial or muscle 
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twitching. For some subjects, we needed to lower the TMS intensity to match the subject’s 
comfort level and to reduce head motion. The TMS intensity was specifically lower for the lateral 
PFC site, presumably due to the decreased thickness of the skull and proximity to facial muscles. 
  
  
fMRI Analysis 
  
After DICOMs are imported, we interpolated over slice artifacts and then used FSL’s MELODIC to 
reject coil artifacts as described above. Preprocessing was carried out in the Statistical Parametric 
Mapping 12 (SPM12) Toolbox for Matlab, unless otherwise noted. Data was despiked (AFNI), 
manually reoriented to the anterior commissure, slice time corrected, realigned to the mean 
functional image using rigid body rotation, coregistered to the anatomical image, and smoothed 
with a 4 millimeter kernel. 
 
Our first level general linear model had four regressors of interest and eight nuisance regressors. 
Each train of repetitive TMS was modeled as a boxcar with duration equal to the duration of the 
TMS burst and convolved with the hemodynamic response function. The four regressors of 
interest were the four intensities of TMS (40%, 60%, 80%, and 100% of motor threshold). Of the 
eight nuisance regressors, six modeled motion generated by SPM’s realignment for the three 
spatial dimensions and three angles of rotation. The other two nuisance regressors quantified 
the mean signal in physiological system of non-interest global white matter and cerebral spinal 
fluid. These regressors were generated by calculating the mean signal within a mask generated 
by tissue estimations from SPM12’s segmentation. 
 
We defined our region of interest (ROI) in posterior putamen and dorsal caudate based on two 
previous studies that applied repetitive TMS to M1 and PFC, respectively, and found the 
maximum amount extracellular dopamine release (as measured by a reduction in [11C]raclopide 
signal in PET scanning) (Strafella et al., 2001; 2003) ;Figure 4.4B). A 6 mm diameter ROI was 
defined with the center of mass at (34, 3, -5) for putamen, and (13, 15, 11) for caudate using the 
MarsBaR toolbox ((Brett et al., 2002), http://marsbar.sourceforge.net/). These regions were 
defined in the Montreal Neurological Institute (MNI) normalized space. 
 
After the GLM was run for each subject, the contrast images were normalized into MNI space for 
group level analysis. We extracted the mean evoked BOLD activity from the univariate analysis 
for all ROIs: M1, PFC, caudate, and putamen. The contrast images of interest were the four TMS 
intensities and a contrast image for the parametric effect of TMS intensity. We ran a two-way 
analysis of variable (ANOVA) with a between subject factor for TMS to M1 or PFC and a within 
subject factor for the BOLD signal in the regions of interest: either M1 and PFC or putamen and 
caudate. 
 
A finite impulse response (FIR) model was run to confirm that our BOLD effects were not driven 
by scanner artifacts. The FIR model was chosen to capture the 12 second period following TMS 
in six gamma functions, each lasting the duration of a single TR, 2 seconds. Therefore, the GLM 

http://marsbar.sourceforge.net/
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for the FIR model has 24 regressors of interest six for each of the four TMS intensities and the 
eight nuisance regressors used in the univariate GLM. 
 
 
4.5 Results 
  
We hypothesized that TMS to M1 would evoke a BOLD response in M1 and TMS to PFC would 
evoke a BOLD response in PFC. To test this hypothesis, we ran a two-way analysis of variance 
(ANOVA) with the between subject factor of the site of TMS by the within subject factor of BOLD 
signal in the targeted region and the non-targeted region. We found a weak interaction between 
TMS site and the BOLD signal of the targeted versus non-targeted site (F(1,13) = 2.70, p = 0.125, 
η2

 = .21). In particular, we hypothesized that TMS at 100% of motor threshold would result in the 
largest effects on BOLD signal in the stimulated region. A two-way ANOVA for only the highest 
amplitude TMS revealed the same interaction with a stronger effect (F(1,13) = 6.67, p = 0.023, η2

 

= .51). Additionally, there was a main effect of the targeted regions (F(1,13) = 3.534, p = 0.083, 
η2

 = .27), because M1 was activated by TMS to both M1 (t(7) = 2.74, p = 0.029, d = 0.97; Figure 
4.5A) and PFC ((t(7) = 1.93, p = 0.10, d= 0.73; Figure 4.5B) whereas PFC was only activated by 
TMS to PFC (t(6) = 2.55, p = 0.043, d = 0.97; Figure 4.5B) but not by TMS to M1 (t(6) = -0.0045, p 
= 0.99, d = 0.002; Figure 4.5A). These findings confirm our hypothesis that TMS to a region 
increases the BOLD signal in the targeted location. Furthermore, our findings are suggestive of a 
cortical hierarchy in which PFC occupies a higher location (Verstynen et al., 2012). The defining 
characteristic of a hierarchy is an asymmetry in projections such that higher regions project to 
lower regions but the lower regions do not project to the higher regions (Badre and D'Esposito, 
2009). Our results suggest a functional hierarchy in that TMS to PFC activated both PFC and M1, 
whereas TMS to M1 did not activate PFC. 
 
We hypothesized that TMS to M1 would evoke a BOLD signal response in the anatomically 
connected site in posterior putamen whereas TMS to PFC would primarily evoke a BOLD signal 
response in the dorsal caudate nucleus. To test this hypothesis, we ran a two-way ANOVA with 
the between subject factor of the site of TMS by the within subject factor of the parametric BOLD 
signal as TMS intensity increases in the striatal sites. We found an interaction between TMS site 
and striatal site (F(1,13) = 5.92, p = 0.032, η2

 = .49). TMS to M1 did not show a significant 
parametric BOLD signal increase in putamen (t(7) = 1.55, p = 0.17, d = 0.55; Figure 4.5C) or 
caudate (t(7) = -0.78, p = 0.46, d = 0.28); however, the parametric response was greater in 
putamen than caudate (t(7) = 2.20, p = 0.064, d = 0.78) and the highest amplitude of TMS output 
showed a significant BOLD signal response in putamen (t(7) = 3.04, p = 0.019, d = 1.08), but was 
negative in the caudate (t(7) = -2.05, p = 0.08, d = 0.72). TMS to PFC showed a significant 
parametric increase in BOLD signal in both putamen (t(6) = 2.70, p = 0.036, d = 1.02; Figure 4.5D) 
and caudate (t(6) = 3.20, p = 0.019, d = 1.21). As hypothesized, TMS to M1 preferentially activated 
the posterior putamen whereas TMS to PFC preferentially activated the dorsal caudate nucleus. 
In support of hierarchical anatomy, TMS to M1 spread only to the putamen whereas TMS to PFC 
spread to both caudate and putamen. 
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Figure 4.5. Experimental results. BOLD response upon TMS to M1 (A,B) and PFC (C,D). Contrast 
values from univariate analysis with increasing stimulus intensity at 40%, 60%, 80%, and 100% of 
motor threshold and the parametric increase with stimulus intensity in M1/PFC (A,C) and 
putamen/caudate (B,D). Error bars are SEM. * p < 0.05, ~ p < 0.1 
 
 
4.6 Discussion 
  
The methodological framework established in this experiment provides critical groundwork for 
replicating the TMS-fMRI environment in other labs. Our results demonstrate that given the 
proper considerations, TMS-fMRI can produce relatively artifact free data that reliably 
demonstrates activation in the targeted region. Experimenters should guarantee sub-millisecond 
precision in their TMS timing relative to their MR sequence and quantify the degree to which 
artifacts are present in a phantom. Furthermore, quality assurance TMS-fMRI scans should be 
run throughout the experiment to ensure that TMS coil performance does not drift from optimal. 
Experimenters should interpolate over the MR slices at which TMS is delivered and the 
subsequent slice. Before applying a preprocessing pipeline, independent component analysis 
should be run to remove independent components that correlate significantly with an 
instantaneous signal dropout at the time of TMS. Significant BOLD responses from TMS should 
be confirmed to not be driven by artefactual signal dropout by running a finite impulse response 
model of the assumed hemodynamic response function. Evoked activity should be confirmed to 
begin at baseline levels and rise according to the traditional HRF response. 
 
Our results provide causal evidence that TMS activates the region under the coil and the regions 
in basal ganglia with single synaptic anatomical connections. We further find evidence for a 
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rostro-caudal hierarchy in the frontal cortex characterized by asymmetrical projections towards 
more posterior sites (Verstynen et al., 2012). TMS to PFC spread not only to the dorsal caudate 
nucleus but also to the posterior putamen and primary motor cortex. 
 
TMS concurrent with fMRI provides critical insight into the efficacy and spread of TMS. 
Noninvasive brain stimulation studies are known to exhibit inter-subject variability (López-Alonso 
et al., 2014). Quantifying the degree to which TMS is able to evoke activity in the targeted region 
provides a potential avenue for quantifying the degree to which TMS is efficacious. 
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Chapter 5 
 

Conclusions and Future Directions 
 
In this dissertation, I have provided causal evidence that beta and gamma frequency neural 
oscillations carry top-down and bottom-up attention signals (Ch. 2). Theta frequency neural 
oscillations are causally involved in the reactivation of working memory representations and 
alpha frequency neural oscillations are causally involved in actively suppressing irrelevant 
working memory representations (Ch. 3). Finally, I developed a methodology for concurrent 
TMS-fMRI that builds from previous methods and establishes a standardized approach for 
future experimenters (Ch. 4). 
 
The projects described in this thesis have spurned a multitude of experiments that are either 
underway or nearly complete. Given my interest in neural oscillations, I conducted an 
electroencephalography (EEG) experiment that studies the neural basis of cognitive control. 
Our task involved two dimensions of manipulation: the set size of rules that subjects must learn 
and the level of abstraction involved in those rules. We hypothesized that distinct neural 
oscillatory mechanisms would underlie the cognitive processes required by this task. As 
hypothesized, beta frequency oscillations were essential for the higher abstraction rules. 
Similar to the beta oscillations manipulated by TMS in Ch. 2 that guided top-down attention, 
the higher abstraction rules employ more top-down attention to implement the multi-stage 
goal-directed policies. Similar to the theta oscillations manipulated by TMS in Ch. 3 that 
reactivated working memory representations, the increased set size of rules to be maintained 
in long-term memory increased theta oscillatory activity. This double dissociation extends the 
literature surrounding beta and theta frequency neural oscillations into the domain of policy 
abstraction and hierarchical cognitive control (Badre, 2008). Future directions involve 
concurrent fMRI with rhythmic TMS (method developed in Ch. 4) in beta and theta frequency 
to probe the network level organization of theta and beta rhythms. We hypothesize that the 
theta frequency TMS will activate a hippocampal bottom-up stimulus processing network 
(Hsieh and Ranganath, 2014), whereas beta frequency TMS will activate a frontal-parietal 
attention network (Antzoulatos and Miller, 2014) and subcortical projections in the basal 
ganglia (Brittain and Brown, 2014). 
 
Using the methods established in Ch. 4, I have collected a dataset in which multiple regions of 
the brain are stimulated in different frequency bands. If neural oscillations are a mechanism of 
information transfer between regions and different types of information occupy different bands 
in the frequency domain, then stimulation of a single region in different frequency bands 
should activate separable brain network associated with those frequency bands (Rosanova et 
al., 2009). 
 
Further utilizing the methods established in Ch. 4 and a follow up to the frequency stimulation 
from Ch. 2, I have run an experiment in which subject perform a delayed match-to-sample task. 
This working memory task has been shown to engage both beta and gamma frequency neural 
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oscillations (Lundqvist et al., 2016). Preliminary results show that subjects display a disruption 
to working memory performance from both beta and gamma frequency TMS. However, the 
neural basis of this disruption differs depending on the frequency of stimulation. Beta 
frequency stimulation loads on the frontal parietal network whereas gamma frequency 
stimulation loads particularly on V4, a visual processing region. These early results support our 
findings in Ch. 2 that stimulation in beta frequency spreads throughout a top-down attention 
network while gamma frequency stimulation spreads to those regions most sensitive to 
bottom-up information. 
 
Finally, I will be beginning a post-doctoral fellowship in Flavio Fröhlich’s lab at University of 
North Carolina, Chapel Hill. In addition to further investigating the causal role of neural 
oscillations in cognition, I will be working with populations with psychiatric illness. In particular, 
the success of TMS for the treatment of depression (Perera et al., 2016) still may suffer from 
suboptimal stimulation parameter decisions. For example, stimulation at the intrinsic frequency 
of a subject’s naturally occurring brain rhythm has been shown to maximize the efficacy of 
stimulation (Romei et al., 2016a). Furthermore, the endogenous activity of a region at the time 
of TMS may alter, or even reverse, the effect of TMS (Ch. 3). I propose that clients passively 
receiving brain stimulation may not be utilizing the full impact of stimulation. Alternatively, 
clients actively engaged in cognitive behavioral therapy with the simultaneous application of 
noninvasive brain stimulation might experience a constructive interference between the 
interventions. If the noninvasive brain stimulation is intended to alter the neural circuitry 
responsible for pathological cognitive processing, engaging healthy cognitive and behavioral 
modes concurrent with the brain stimulation could interact to reinforce or build positive neural 
circuitry. 
 
In conclusion, the thesis work presented here represents a substantial extension of human 
understanding on the neural oscillatory basis of cognition. Future research will build off this 
foundational work with the potential to augment established methods for the treatment of 
psychiatric illness. 
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