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Abstract

Sensitivity Simulations and Half-wave Plate Polarization Modulators for Cosmic Microwave
Background Observatories

by

Charles Alexander Hill

Doctor of Philosophy in Physics

University of California, Berkeley

Professor Adrian Lee, Chair

Cosmic microwave background (CMB) polarization anisotropies are at the forefront of mod-
ern cosmology, and a detection of B-mode polarization due to inflationary gravitational
waves is among the most sought-after discoveries in astrophysics. Current constraints on
these primordial B-modes set their amplitude at . 10 nK, posing extraordinary technologi-
cal challenges to the design, characterization, and performance of today’s CMB observatories.
An effective CMB telescope requires both excellent sensitivity and tight control of systematic
effects, and advancements in telescope instrumentation, calibration hardware, and analysis
techniques are needed for a robust extraction of the inflationary signal.

In this dissertation, we present two primary research products that improve the scientific
prospects of today’s CMB experiments. First, we describe a Python simulation code to
optimize the mapping speed of both existing and future instruments. This calculator con-
glomerates the best aspects of several existing codes to offer a generalized, feature-filled
software both for modeling future experiments and for characterizing operating ones. We
discuss its use within Simons Array (SA) and Simons Observatory (SO), as well as its broader
utility to upcoming experiments, including CMB-S4. Second, we present new polarization
modulators for SA, including an ambient-temperature, continuously rotating half-wave plate
(HWP) for POLARBEAR-2a and a cryogenic HWP for POLARBEAR-2b. Continuously
rotating HWPs are powerful tools to mitigate atmospheric 1/f noise and telescope-induced
intensity-to-polarization leakage, and their effectiveness is increasingly important to a precise
characterization of cosmic polarization. The HWPs described in this thesis introduce several
optical, mechanical, and electrical hardware advancements, and we discuss how these HWPs
are paving the way for similar modulators on POLARBEAR-2c and SO’s small aperture
telescopes.
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Preface

Here is what I know - please know it also!
This dissertation has two primary objectives. The first is to leave a somewhat-detailed,

well-organized account of my research endeavors at Berkeley. While the Graduate Division
may disagree, this first objective is the lesser of the two, as nitty-gritty details about how
I mix epoxies, probe printed circuit boards, and tighten screws are laid out in our collab-
orations’ shared documentation. The second and more important objective is to teach the
interested reader (you!) about the cosmic microwave background (CMB), CMB telescopes,
instrument sensitivity, polarization modulation, sapphire half-wave plates, anti-reflection
coatings, and other things I’ve latched onto during my PhD.

I vividly remember what it was like to be a new CMB student. The field is huge and
busy, and a mountain of terminologies, concepts, and implicit understandings surround every
telecon discussion. In addition, the task of finding help, asking questions, and retaining
answers can feel utterly daunting. Attempting to assuage this dilemma, professors often
refer their fresh graduate and undergraduate students to theses as an (efficient) pedagogy
technique. While I believe that reading is at the center of learning and that studying papers
is an important ritual, I’ve found most dissertations to be sporadic assemblages of disparate
topics written in an esoteric tone. When I joined the Berkeley CMB group, this reality
left me scrambling between ∼ 10 theses, patching together the best parts of each to paint
clear pictures. And even after these escapades, I often finished my study sessions with more
unanswered questions than answered ones. What I’m saying is, I know how you feel, and
I’m here to try and help.

I believe in a simple yet powerful antidote to generalized confusion among CMB re-
searchers: context. Context is the most underrated aspect of technical mastery, constructive
collaboration, and impactful innovation, as knowing why is just as important as knowing
what or how. Therefore, I try to put a substantial emphasis on context in this dissertation,
dedicating pages in each chapter to in-depth prefaces (like this one), auxiliary discussions,
and illuminating examples. I’ve tried to imagine your questions and address them as if I were
there with you, and I hope my textbook-like approach maximizes this document’s usefulness
to you. Thanks for reading, and happy learning!
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Introduction

This dissertation is composed of three parts: background and motivation, instrument sensi-
tivity and simulations, and polarization modulation.

In the first part, Chapters 1 and 2 provide scientific and technical context for the original
research in the chapters that follow. Specifically, Chapter 1 overviews Big Bang cosmology,
the theoretical paradigm of inflation, and how the cosmic microwave background (CMB) can
be used to constrain the universe’s history and evolution. We focus in particular on a detec-
tion of primordial gravitational waves, which would both prove inflation and probe its phys-
ical mechanism. Chapter 2 reviews state-of-the-art CMB telescope technology and presents
the trajectory of ongoing technological development. We broadly categorize CMB instru-
mentation into the observation site, telescope optics, detectors and readout, and cryostat
thermal design, and we discuss how these subsystems enable the inflationary gravitational
wave measurements presented in Chapter 1.

In the second part, Chapters 3-5 discuss how the sensitivity of CMB telescopes are cal-
culated and how those calculations inform the design, fabrication, and evaluation of the
optical, thermal, and detector subsystems. Chapter 3 details how photon, thermal, and
amplifier noise impact detector performance, how to estimate the instantaneous sensitivity
of detector arrays, and how those estimates influence science forecasts. While segments of
this sensitivity calculation are well-established in the literature, we deliver a more compre-
hensive, top-to-bottom presentation to provide proper context for the following chapters.
Chapter 4 presents the impact of Hanbury Brown-Twiss correlations on the sensitivity of
densely packed CMB detector arrays. This calculation builds on the work of Zmuidzinas
(2003) [241] and applies the concept of photon correlations to the problem of focal plane
optimization. Chapter 5 presents a novel sensitivity calculator for CMB telescopes called
BoloCalc. While CMB collaborations have traditionally written their own calculators, the
need for a unified sensitivity simulator has arisen with the advent of large CMB conglomer-
ations such as Simons Observatory and CMB-S4. BoloCalc is designed to satisfy this need,
providing a flexible, thoroughly-featured, well-documented, open-source Python package for
use across the CMB community.

In the third part, Chapters 6-10 discuss the mitigation of polarized systematic effects
in the Simons Array (SA) telescopes using half-wave plate (HWP) polarization modulation.
Chapter 6 overviews the theory, implementation, and optical requirements of continuously
rotating sapphire HWPs, emphasizing the benefits and challenges of polarization modula-
tion on SA. Chapter 7 presents an ambient-temperature HWP for SA’s first installment,
POLARBEAR-2a (PB-2a), including its requirements, design, construction, and laboratory
evaluation. PB-2a’s HWP is the largest deployed for CMB observation to date and intro-
duces innovative techniques for sapphire characterization, multi-layer anti-reflection (AR)
coatings, and HWP laboratory evaluation. Chapter 8 presents the design of a cryogenic
HWP (CHWP) for SA’s second installment, POLARBEAR-2b (PB-2b), laying out its me-
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chanical requirements and operational philosophies, and Chapter 9 presents the CHWP’s
laboratory evaluation. The PB-2b CHWP development advances the research area of large-
diameter cryogenic rotation stages, and these advancements significantly improve the feasibil-
ity of polarization modulation for modern CMB experiments. Finally, Chapter 10 discusses
cryogenic AR coating technologies for the PB-2b CHWP. The development of broadband,
high-performance, cryogenically robust AR coatings for sapphire is among the most chal-
lenging tasks facing CMB instrumentation researchers today, and we discuss the design,
fabrication, and evaluation of a few candidate AR technologies for SA. Chapters 6-10 to-
gether represent substantial advancements in hardware-based systematic error mitigation
for CMB polarization measurements and better enable inflation science for various telescope
systems.

In conclusion, Chapter 11 discusses the implications of the presented research and its
impact throughout the broader CMB community.
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Chapter 1

Scientific motivation

Our understanding of the universe continues to evolve, and the few-hundred-year rise of
precision astronomy has propelled us towards an increasingly sophisticated theory of the
cosmos. While there are many ways to probe the universe’s evolution—including mapping
planet orbits, characterizing stars, inspecting galactic motions, and analyzing interstellar
dust—the field of cosmology, or the study of the universe on its largest scales, has emerged
as a cornerstone of modern physics.

The prevailing theory of contemporary cosmology is the so-called ΛCDM model, which
states that the universe is composed of dark energy—quantified by the cosmological constant
Λ—and cold dark matter (CDM), in addition to the familiar baryonic matter and radiation
energy. A tenet of ΛCDM is the Big Bang theory, which asserts that the universe expanded
from a hot, dense plasma into the statistically isotropic cosmic web of galaxies that we observe
today. Big Bang cosmology has revolutionized our understanding of the universe and has
been confirmed by multitudes of observations, including those of the cosmic microwave
background (CMB). The CMB is an isotropic microwave remnant of the Big Bang [155],
whose spatial anisotropies [187] have been one of the most powerful tools to constrain the
universe’s composition and history.

Despite ΛCDM’s success, it has several issues, including the so-called horizon, flatness,
and magnetic monopole problems. An elegant solution to these issues is a theoretical
paradigm called inflation [66], which predicts a period of super-luminal expansion ∼ 10−36 s
after the Big Bang. If true, inflation would have imprinted a unique polarization signa-
ture onto the CMB [174, 235], motivating mm-wave observatories to deploy increasingly
sensitive polarimeters. However, as telescope technologies and data analysis techniques im-
prove, the upper limit on this inflationary signature is becoming buried beneath galactic
foregrounds [210], necessitating not only an exquisite measurement of the CMB but also of
interstellar dust [210] and synchrotron radiation [16]. Therefore, the CMB community is
building increasingly sophisticated telescope arrays with larger detector counts and tighter
control of systematic effects. In this chapter, we review Big Bang cosmology, introduce the
cosmic microwave background, discuss inflation, and pose the experimental challenges that
motivate this dissertation’s research.



CHAPTER 1. SCIENTIFIC MOTIVATION 2

1.1 Big Bang cosmology

General relativity relates spacetime’s curvature—parameterized by the Einstein tensor Gµν—
to its energy composition—parameterized by the energy-momentum tensor Tµν—via the
Einstein field equations

Gµν + Λgµν = 8πGTµν , (1.1)

where gµν is the metric tensor, Λ is the cosmological constant, G is the gravitational
constant, and where we have set the speed of light to c = 1. Under the assumptions large-
scale of homogeneity and isotropy, or that there are no “special” locations or directions in
the universe,1 the field equations are solved by the Friedmann-Robertson-Walker (FRW)
metric, whose spacetime invariant is defined in hyperspherical coordinates as

ds2 = −dt2 + a2(t)d~x2 = −dt2 + a2(t)
[
dr2 + S2

k(r)dΩ2
]
. (1.2)

Here, t is proper time, a(t) is the scale factor, r is the hypersphere’s radial coordinate, Ω
is solid angle with Jacobian dΩ2 = dθ2 + sin2 θ dφ2, and

Sk(r) ≡
sin(
√
kr)√
k

, (1.3)

where k is the present-time spacetime curvature. The scale factor a(t) quantifies the expan-
sion of space as a function of time, and therefore it is convenient to define the comoving
distance

χ =

∫ t2

t1

dt

a(t)
, (1.4)

which for objects with zero peculiar velocity is constant in time. A depiction of the comov-
ing grid and its relationship to proper distance are shown in Figure 1.1.

The solution to Einstein’s field equations in the FRW metric are(
ȧ

a

)2

=
8πG

3
ρ− k

a2
(1.5)

ä

a
= −4πG

3
(ρ+ 3p) , (1.6)

where the overdots denote time derivatives, ρ is energy density, and p is isotropic pressure.
These Friedman Equations relate the universe’s expansion history to that of its con-
stituents and are the cornerstone of Big Bang cosmology. The expansion factor at present
time t0 is defined to be a(t0) = 1, and its evolution is parameterized by the Hubble pa-
rameter

H ≡ ȧ

a
, (1.7)

which is its logarithmic time derivative.

1The assumption of homogeneity and isotropy is often called the cosmological principle.
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Figure 1.1: A schematic of the comoving grid. In the standard cosmological paradigm, the scale factor a(t)
grows with time, enlarging the distance between otherwise stationary objects, which are represented by red
circles. However, in comoving coordinates, the distance between these objects remains constant.

The Hubble constant H0, or the present-time value of the Hubble parameter, was first
measured by Edwin Hubble in 1929 [88] using the redshift-distance relationship of extra-
galactic nebulae shown in Figure 1.2a.2 Figure 1.2b shows a more recent constraint on H0

using an assortment of modern measurements [8], revealing a value of H0 ≈ 70 km/s/MPc.
Using the equations of state w ≡ p/ρ = (1/3, 0,−1/3,−1) for (radiation, matter, cur-
vature, dark energy), we can conveniently rewrite the Friedmann equations in terms of the
Hubble constant as

H2 = H2
0

(
Ωr

a4
+

Ωm

a3
+

Ωk

a2
+ ΩΛ

)
, (1.8)

where (Ωr, Ωm, Ωk, ΩΛ) are the present-time densities of (radiation, matter, curvature, dark
energy) divided by the critical density

ρc ≡
3

8πG
H2

0 . (1.9)

The matter density Ωm includes that of dark matter, and the radiation density Ωr includes
that of relativistic particles. The best current estimates of the universe’s constituents—which
come from the Planck satellite mission—are shown in Table 1.1.

1.2 Cosmic microwave background

One of the most prominent predictions of the Big Bang model is the existence of remnant
background radiation. At early times, energy densities are high, and therefore the universe’s
2While Hubble’s measurement of the Hubble constant turned out to be inaccurate, it was the first firm
evidence for an expanding universe and birthed the modern era of precision cosmological measurements.



CHAPTER 1. SCIENTIFIC MOTIVATION 4

(a) (b)

Figure 1.2: Two representations of the redshift-velocity relationship, which is quantified by the Hubble
constant. Figure 1.2a shows Hubble’s original diagram, published in 1929 [88]. The filled circles and solid
line show individual extragalactic nebulae and the resulting distance-velocity relationship, respectively. The
open circles and the dotted line show these nebulae grouped and fit to. The positive slope demonstrates that
the universe is expanding. Figure 1.2b shows a modern version of Hubble’s plot, with collections of data
from various experiments—Low-z, the Sloan Digital Sky Survey (SDSS), the Supernova Legacy Survey, and
the Hubble Space Telescope (HST)—which use supernovae to calibrate distances [8].

constituents (photons, electrons, positrons, protons, neutrons, and neutrinos) are in thermal
equilibrium, forming what is often called the primordial plasma. As the universe expands,
its energy dilutes (except for that of the cosmological constant) as in Equation 1.8, and light
nuclei3 are frozen out of the primordial plasma according to each species’ binding energy.
This process is called Big Bang Nucleosynthesis, and it determines much of what we
know about cosmic particle abundances today.

As the universe cools to T . 4000 K, protons and electrons begin to combine and form
neutral hydrogen, which in turn reduces the coupling between photons and baryonic matter.
By the time the universe reaches T ∼ 3000 K, enough neutral hydrogen has formed for the
radiation and baryonic matter to be effectively decoupled, enabling photons to stream freely.4

This hydrogen-formation event is called recombination, and the remnant, free-streaming
photons are called the cosmic microwave background (CMB). After recombination, the
CMB’s energy density dilutes as Ωr/a

4(t), and its wavelength redshifts as

λ(z) =
λ0

(1 + z)
, (1.10)

3Light nuclei typically include deuterium, helium, and lithium.
4The universe is often said to be “transparent” following hydrogen formation.
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Parameter Value

H0 67.66± 0.42

Ωbh
2 0.02242± 0.00014

Ωch
2 0.14240± 0.00087

ΩΛ 0.6889± 0.0056

Table 1.1: The values of the cosmological parameters according to Planck [210]. The error bars represent
68% confidence limits, and Ωk is consistent with zero, indicating a flat universe.

where λ0 is the radiation’s wavelength today (z = 0), and where the redshift z is related to
the scale factor as

a =
1

1 + z
. (1.11)

Therefore, given that the CMB decoupled at T ∼ 3000 K and a redshift of z ∼ 1100, we
expect to observe a TCMB ∼ 2.7 K background radiation today.

The CMB was first discovered by Arno Penzias and Robert Wilson in 1964 [155] and was
found to be uniform across the sky with a temperature 3.5 K higher than expected. Many
years later in 1990, the CMB’s spectrum was measured by the Far Infrared Absolute Spec-
trometer (FIRAS) on the Cosmic Background Explorer (COBE) satellite [128]. The mea-
surement, shown in Figure 1.3, was performed using a carefully calibrated Fourier-transform
spectrometer (FTS) and is beautifully described by a blackbody spectrum

Bν(T ) = ε
2ν2

c2

hν

ehν/(kBT ) − 1
, (1.12)

with emissivity ε = 1 and temperature T = TCMB = 2.73 K. The current best estimate of
the CMB’s temperature is

TCMB = 2.7255± 0.0006 (1.13)

and is estimated from a combination of FIRAS and Wilkinson Microwave Anisotropy Probe
(WMAP) satellite data [55].

In addition to FIRAS, the COBE satellite contained the Differential Microwave Radiome-
ter (DMR), which made the first measurement of CMB anisotropy [186]. The CMB’s
spatial intensity fluctuations were measured to be one part in ten thousand, demonstrating
the background radiation’s extraordinary uniformity across the sky. Though small, these
intensity fluctuations offer a “snapshot” of the universe ∼ 370,000 years after the Big Bang,
as the CMB’s hot and cold spots correspond to dark-matter over- and under-densities in the
primordial plasma. As we will discuss in Section 1.5, CMB anisotropies trace the seeds of
structure formation, making them among the most powerful observational phenomena in
modern cosmology.



CHAPTER 1. SCIENTIFIC MOTIVATION 6

Figure 1.3: A preliminary spectrum of the CMB measured by the FIRAS instrument on the COBE satel-
lite [128]. The box widths denote frequency bins for each data point, and the box heights denote a pre-
liminarily stated error bar of 1%. The error bar of the final spectrum, published in 1994, was orders of
magnitude smaller [56].

1.3 Inflation

Despite its success, ΛCDM fails to explain several outstanding mysteries. Some of these
mysteries are at the interface of cosmology and particle physics, such as the particle nature
of dark matter and dark energy. However, some standard cosmological shortcomings are
“internal” inconsistencies, where the model’s assumptions contradict the observations that
support it. The most prominent of these problems are:

• Horizon problem: the universe appears to have equilibrated across super-horizon
length scales, or distances larger than could have ever been in causal contact.

• Flatness problem: The universe observed today is very flat, and because any devi-
ation from flatness grows with time (see Equation 1.8), the universe must have begun
with a flatness of one part in ∼ 1014, posing a fine-tuning issue.

• Magnetic monopole problem: magnetic monopoles are predicted by many grand
unified theories, but we do not observe any.

• Initial conditions: while ΛCDM describes how density perturbations in the early
universe evolved into the large-scale structure that we see today, it does not describe
how these perturbations were seeded.
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Figure 1.4: A qualitative depiction of the relationship between the Hubble radius—or equivalently the
causal horizon—in units of comoving distance vs. the scale factor during both the inflationary and standard
cosmological epochs. During inflation, the Hubble radius shrinks, moving length scales that were once in
causal contact outside the causal horizon, “freezing” their evolution. During the standard cosmological
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again. The horizontal lines show that large-scale fluctuations exit/reenter the horizon first/last while small-
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the transition from a radiation-dominated universe to a matter-dominated one.

There have been many proposed extensions to ΛCDM, but the most popular is inflation [66],
which states that the universe went through a brief period of exponentially rapid expansion
before the standard cosmological evolution began.

Figure 1.4 shows a schematic of how inflation impacts causal distances. During inflation-
ary expansion, all energy other than that of the inflation field—often called the inflaton—is
diluted away, enabling spacetime to expand exponentially.5 Because an exponential rate of
expansion can surpass the speed of light, the Hubble radius

RH ≡ 1/H , (1.14)

or the length scale that could have at any time been in causal contact,6 shrinks in comoving
coordinates.7

5This exponential expansion is not so different from that due to the dominance of dark energy at present
time.

6Note that 1/H0 roughly corresponds to the size of the observable universe today.
7Stated another way, when two causally connected points move away from one another faster than the speed
of light, they can no longer “see” each other.
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The dynamics of the inflationary epoch are governed by the inflaton’s evolution. If we
assume that the inflaton is a scalar field φ, as is the case in many inflationary theories, the
Einstein field equations become

ρφ =
1

2
φ̇2 + V [φ] (1.15)

H2 =
ρφ

24πG
(1.16)

φ̈+ 3Hφ̇+ V ′[φ] = 0 , (1.17)

where V [φ] is the inflationary potential and ρφ is the inflaton’s energy density. The final
equation, which governs the inflaton’s temporal evolution, is that of a harmonic oscillator
damped by the Hubble parameter.

In order to “solve” ΛCDM’s flatness and horizon problems, the inflaton must obey several
slow-roll conditions,8 which are typically parameterized by the slow-roll parameters

ε ≡
m2

pl

2

(
V ′[φ]

V [φ]

)2

� 1 ; η ≡ m2
pl

∣∣∣∣V ′′[φ]

V [φ]

∣∣∣∣� 1 , (1.18)

where mpl ≡
√
~c/G ∼ 1019 GeV is the Planck mass. These slow-roll parameters in turn de-

termine the number of e-folds—or the logarithmic duration—over which inflation occurred

Ne =
1

mpl

∣∣∣∣∣
∫ φ0

φ1

dφ√
2ε(φ)

∣∣∣∣∣ ' 60− log
1016 GeV

V 1/4
, (1.19)

where (φ0, φ1) is the inflaton value at the (beginning, end) of inflation, and V is the energy
scale of inflation. The number of e-folds needed to rectify the standard model is Ne ' 60,
which constrains possible values for V .

As an instructive example, let us consider Alexei Starobinsky’s R2 inflationary potential
V [φ] [190, 220]. This particular theory is classified as a small-field model9 and is derived
from a proposed modification to the Einstein-Hilbert action

S =
1

2κ

∫
R
√
|g|d4x → SR2 =

1

2κ

∫ (
R +

R2

6M2

)√
|g| d4x , (1.20)

where κ ≡ 8πG, R is the Ricci curvature, and M is the model parameter. Solving the R2

action gives the potential

VR2 [φ] = V 4
0

[
1− exp

(
−
√

2/3φ/mpl

)]2

, (1.21)

where V0 is a constant. The R2 potential is shown in Figure 1.5 along with a cartoon of how
the inflaton evolves according to Equation 1.17. At t = 0, the inflaton is said to be in a

8The term “slow-roll” intentionally conjures up the familiar dynamics of a particle in a potential well.
9“Small-field” and “large-field” broadly categorize the energy scale of a given inflationary potential.
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Slow roll

Reheating

Figure 1.5: The R2 inflationary potential, which is an instructive example of slow-roll inflation. The inflaton
slowly “rolls” down the potential, enabling exponential expansion, and during reheating, it decays and its
kinetic energy is converted into the particles of the standard model.

“false vacuum,”10 and as inflation begins, V [φ] slowly decreases such that the kinetic term
3Hφ̇ ≈ 0, enabling exponential expansion. However, as φ/mpl → 0, H becomes very large
and the inflaton’s energy decays into the constituents of the standard model. This phase
transition is called reheating and marks the end of inflation and the beginning of standard
cosmological evolution.

There are several compelling aspects of the inflation paradigm. First, the inflationary
expansion of spacetime allows the entire observable universe to have thermalized prior to
the ΛCDM evolution, solving the horizon problem. Second, inflationary expansion would
have vastly suppressed any initial value for Ωk, permitting the flat universe we observe to-
day. Third, inflationary growth would have dramatically reduced the density of magnetic
monopoles, presently making them very rare. And finally, Gaussian-random quantum fluc-
tuations of the inflaton field would have rippled spacetime, seeding the density fluctuations
that generate CMB anisotropies.

Despite inflation’s elegance and wide popularity, it is not the only proposed extension
to the standard model. A prominent competitor is Ekpyrosis [219], which states that the
universe is trapped in a never-ending cycle of expansion and collapsion. While Ekpyrosis
also solves the horizon, flatness, magnetic monopole, and initial conditions problems, there

10Generally speaking, an inflationary false vacuum can be a saddle point, a local minimum in V [φ], or a flat
region, such as in the R2 model.
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is one signature that, if observed, would be smoking-gun-proof of the inflationary paradigm:
primordial gravitational waves.

1.4 Primordial perturbations

Perturbations to the metric are typically classified into three categories: scalar, vector, and
tensor [87]. Scalar perturbations arise from density fluctuations, which are sourced by gravity
and therefore evolve with underlying dark matter. Vector perturbations arise from vortical
motions of matter, which are not enhanced by gravity and therefore rapidly die out as the
universe expands. Tensor perturbations are transverse-traceless perturbations to the metric
gµν that propagate by stretching and compressing spacetime [87] and are often referred to as
gravitational waves. While both inflation and Ekpyrosis produce Gaussian-random scalar
fluctuations, only inflation could have produced a background of primordial gravitational
waves.

It is both convenient and powerful to discuss perturbations δ in terms of their power
spectrum Pδ(~k) as 〈

δ(~k)δ(~k′)
〉
∼ δ3(~k − ~k′)

k3
Pδ(~k) , (1.22)

where the ∼ denotes the limit of no “mode coupling,” k = |~k|, and δ3(~x) is the three-
dimensional Dirac delta function. Here, k is a wavenumber, and therefore large k corre-
sponds to short length scales and vice versa. As φ evolves11 during inflation and its
energy V [φ] decreases, as shown in Figure 1.5, perturbations exit the horizon from low k to
high k, as shown in Figure 1.4. Therefore, the scalar spectrum of primordial pertur-
bations Pζ(k) is “tilted” and can be written as

Pζ(k) ≡ As

(
k

k∗

)ns(k)−1

∼ H2
∗

ε∗m2
pl

, (1.23)

where k∗ is a mode number often chosen as k∗ = 0.05 MPc−1, and where H∗ and ε∗ denote
the Hubble parameter and first slow-roll parameter, respectively, when the mode k∗ exited
the horizon during inflation. The spectral tilt is parameterized by the scalar index

ns(k) ≡ 1 +
d logPζ(k)

d log k
. (1.24)

In a similar manner, the tensor spectrum Pt(k) can be written as

Pt(k) ≡ At

(
k

k∗

)nt(k)

∼
(
H∗
mpl

)2

, (1.25)

11As a reminder, a given k-mode is able to evolve as long as its wavelength λ = k/2π is shorter than the
Hubble radius RH such that k . aH.



CHAPTER 1. SCIENTIFIC MOTIVATION 11

0.94 0.96 0.98 1.00

Primordial tilt (ns)

0.
00

0
.0

5
0
.1

0
0
.1

5
0
.2

0

T
en

so
r-

to
-s

ca
la

r
ra

ti
o

(r
0
.0

0
2
)

Convex

Concave

TT,TE,EE+lowE+lensing

TT,TE,EE+lowE+lensing
+BK15

TT,TE,EE+lowE+lensing
+BK15+BAO

Natural inflation

Hilltop quartic model

α attractors

Power-law inflation

R2 inflation

V ∝ φ2

V ∝ φ4/3

V ∝ φ
V ∝ φ2/3

Low scale SB SUSY
N∗=50

N∗=60

Figure 1.6: Current constraints on the tensor-to-scalar ratio rk∗=0.002 and the scalar index ns to 95% confi-
dence according to the Planck 2018 release [207], the BICEP/Keck 2015 release [202], and baryon acoustic
oscillation data from the 6dF [17] survey and the Sloan Digital Sky Survey [164]. Contours of various in-
flationary potentials are also plotted for reference. The convex/concave line delineates the large/small-scale
inflation regions.

where the tensor index is defined to be

nt(k) ≡ d logPt(k)

d log k
. (1.26)

Using these conventions, we expect ns < 1 and nt < 0, and we expect each to have a slightly
negative slope with k.

The primordial tensor amplitude is typically quantified by the tensor-to-scalar ratio

rk∗ ≡
Pt(k∗)

Pζ(k∗)
=
At

As

∼ 16
V∗

Asm4
pl

, (1.27)

where V∗ is the inflationary energy scale when mode k∗ exits the horizon. In turn, the energy
scale of inflation can be written in terms of the tensor-to-scalar ratio as

V 1/4
∗ = 1016 GeV

( rk∗
0.01

)1/4

, (1.28)

and therefore a detection of r would be a direct measurement of inflation and its energy
scale.12 Figure 1.6 shows the 95%-confidence contours on the tensor-to-scalar ratio and the

12On the contrary, if V∗ is much lower than the grand unified energy scale 1019 GeV, then r may be
undetectably small.



CHAPTER 1. SCIENTIFIC MOTIVATION 12

scalar index from the Planck satellite and the BICEP/Keck (BK) experiment. The leading
constraint on inflationary gravitational waves comes from the latest (as of December 2020)
BK data release [203] and is

r < 0.072 (95% CL) , (1.29)

which Figure 1.6 shows is compatible with Starobinsky’s R2 inflation.

1.5 CMB anisotropies

As discussed in Section 1.2, the CMB is a snapshot of the primordial plasma at the epoch of
recombination, and its fluctuations trace perturbations in the underlying metric. The latest
full-sky maps of CMB temperature and polarization anisotropies from Planck are shown in
Figure 1.7, and the statistics of these fluctuations are powerful probes of both ΛCDM and
inflation.

Because the CMB fills the sky, we can conveniently decompose its temperature fluctua-
tions13 into spherical harmonics Y`m(n̂) as

∆T (n̂) =
∞∑
`=0

∑̀
m=−`

a`mY`m(n̂) , (1.30)

where n̂ denotes a sky location, (`,m) are the angular mode numbers, and a`m are the mode
amplitudes. As predicted by inflation, CMB temperature anisotropies are isotropic14 and
largely Gaussian,15, and therefore their statistics are well-described by their power spectrum
C` as

〈∆T (n̂)∆T (n̂′)〉 =
1

4π

∞∑
`=0

(2`+ 1)C` P`(n̂ · n̂′) , (1.31)

where P`(cos θ) are Legendre polynomials and the mode variances are

〈a`ma∗`′m′〉 = δ`mδ`′m′C` . (1.32)

In this formalism, the power spectrum amplitude C` measures the variance of the m-values
within mode ` and therefore quantifies fluctuation vs. angular scale. Because ` = 1 corre-
sponds to the dipole, the relation

θsky ∼
180◦

`
, (1.33)

relates mode number to angular scale on the sky.16

13A CMB temperature fluctuation modulates the blackbody spectrum in Figure 1.3, which appears as an
intensity fluctuation when observing at a fixed frequency. Therefore, CMB scientists often use the terms
“intensity” and “temperature” interchangeably.

14Except for the dipole, which arises due to our local motion with respect to the cosmic rest frame.
15As we discuss in Section 1.7, secondary anisotropies give rise to small levels of non-Gaussianity.
16For reference, the moon has an angular extent of ≈ 1◦, corresponding to ` ∼ 180.
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Figure 1.7: Full-sky maps of the CMB as presented in the Planck satellite’s 2018 data release [207]. Fig-
ure 1.7a shows temperature anisotropies, with foreground emission near the galactic plane removed. Fig-
ure 1.7b shows polarization anisotropies smoothed to an angular resolution of 5◦ for visual clarity [207].
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Figure 1.8: A schematic of how temperature anisotropies give rise to linear CMB polarization. Hot/cold
spots correspond to gravitational over/underdensities, and as photons climb/fall out of these potential wells,
they lose/gain momentum p = hλ, which in turn causes their wavelength to shift down/up. Therefore, “hot”
photons emerge from underdensities, while “cold” photons emerge from overdensities. At recombination,
these photons Thomson scatter from ionized particles, and when the temperature anisotropy is quadrupolar
| ~E1| < | ~E2| about a scattering electron e−, fractional linear polarization is generated.

There are only 2` + 1 m’s for a given `, imposing a limit to how well one can measure
C`. This limit is called cosmic variance and is defined as

∆C` =

√
2

(2`+ 1)fsky

C` , (1.34)

where fsky is the measured sky fraction.17 Cosmic variance has two important implications
for CMB anisotropy measurements. First, because ∆C` ∝ C`, one cannot estimate the
CMB’s angular power spectrum with infinite precision, no matter how big the signal-to-
noise. Second, because larger angular scales have fewer m’s, their measurement is more
likely to become cosmic variance limited, motivating larger sky coverage when measuring
at low-`.

In addition to temperature anisotropies, the CMB also contains polarization fluctuations.
The CMB is polarized by Thomson scattering of quadrupolar anisotropies at the last
scattering surface [87], as shown in Figure 1.8. The resulting polarization pattern on the sky
is conveniently decomposed into so-called E-modes and B-modes [175, 235], which in the

17The sky fraction is 0 ≤ fsky ≤ 1 and quantifies the (effective) sky area both observed and utilized during
power-spectrum estimation.
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Figure 1.9: A schematic of the flat-sky approximation, which quantifies the spherical-harmonic modes using
vector ~̀ instead of (`, m). In this scheme, the Stokes vectors Q/U are converted to E-modes and B-modes
using Equation 1.36. As shown in the right panel, E-modes are parity-even, while B-modes are parity-odd.

flat-sky approximation18 are written as

E(~̀) = Q(~̀) cos(2φ~̀) + U(~̀) sin(2φ~̀) (1.35)

B(~̀) = U(~̀) cos(2φ~̀)−Q(~̀) sin(2φ~̀) , (1.36)

where Q = (Tx−Ty)/2 and U = (Ta−Tb)/2 are the linear-polarization Stokes parameters

shown in Figure 1.9, ~̀ is a two-dimensional Fourier vector, which in the flat-sky approxima-
tion replaces the (`, m) indices, and φ~̀ denotes the mode vector’s orientation. There are two
important properties of the E/B composition. First, they are spin-2 fields, meaning they flip
sign under a π/2 rotation. Second, unlike with Q and U , E and B are coordinate-system
independent but are instead defined by their symmetry. As shown in Figure 1.9, E-modes
have zero curl and non-zero divergence, while B-modes have zero divergence and non-zero
curl. In other words, B-modes have a handedness while E-modes do not.

The E-mode/B-mode decomposition is a powerful tool for studying CMB polarization.
While primordial gravitational waves generate both E-modes and B-modes, density fluctua-
tions only generate E-modes [175], making primordial B-modes a null channel through
which primordial gravitational waves can be probed. In other words, a primordial B-mode
detection is not limited by cosmic variance and would therefore be definitive proof of in-
flation. In tandem, E-modes offer their own wealth of information about the universe and

18The flat sky approximation is valid given a sufficiently small sky area and is often used for analysis of
ground-based datasets.
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Figure 1.10: The power spectrum of CMB temperature anisotropies from the Planck satellite [207]. The fit
corresponds to the ΛCDM model, and the exquisite precision over a wide range of angular scales is largely
cosmic-variance limited.

its evolution. Just as temperature anisotropies trace density fluctuations, E-modes trace
the primordial plasma’s velocity field, and because the CMB is only ∼ 10% polarized, the
E-mode signal is substantially smaller than that of intensity, reducing cosmic variance and
enabling tighter cosmological constraints.

1.6 CMB power spectrum

As discussed in Section 1.5, CMB temperature fluctuations are largely Gaussian and are
therefore characterized by their power spectrum C`. These angular fluctuations are often
plotted as

DXX
` =

`(`+ 1)CXX
`

2π
, (1.37)

where XX = (TT,EE,BB, TE, TB,EB) represent various auto- and cross-spectra between
temperature, E-mode, and B-mode fluctuations.19

The temperature power spectrum, as measured by the Planck satellite [208], is shown in
Figure 1.10. At ` . 100, or on angular scales θsky & 1◦, the spectrum is nearly flat. These
modes are outside the horizon at the time of last scattering and therefore have not evolved
since the inflationary epoch.20 Therefore, in principle, these low-` modes could be used to
measure r, as primordial gravitational waves generate temperature fluctuations. However,
DTT
` is dominated by gravitational redshifting, also called the Sachs-Wolfe Effect, at low-`,

and its characterization is limited by cosmic variance.

19The addition of the `(`+ 1)/2π factor is conventionally applied such that DTT
` is relatively flat.

20Just as for k-modes, small/large `-modes are the last/first to exit during inflation and are the first/last to
reenter the horizon during standard evolution, as shown in Figure 1.4.
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Figure 1.11: The power spectrum DEE
` of the CMB E-mode anisotropies as measured by Planck [207]. The

oscillatory features are due to the BAO velocity field, and the fit uses the same cosmological parameters as
that of Figure 1.10.

At ` & 100, modes reenter the horizon before recombination and evolve before the
CMB decouples. Baryon acoustic oscillations (BAO) are acoustic waves that arise from
gravitation-induced compression and photon-induced rarefaction in the primordial plasma.
Peaks in the DTT

` spectrum between 100 . ` . 1500 correspond to scales of maximum
rarefaction (odd peaks) and maximum compression (even peaks). When the CMB decou-
ples, baryonic matter is “frozen” into place, and its oscillatory signature is imprinted onto
the CMB anisotropies. As the universe evolves after recombination, the underlying dark
matter densities accumulate baryons, forming the BAO-seeded large-scale structure that we
observe today. At ` & 1000, BAO are suppressed by Silk damping, which arises when an
oscillation’s length scale is shorter than the primordial plasma’s photon diffusion length.21

As is evident in Figure 1.10, the measurement of DTT
` is exquisite and is described to high

precision by the standard cosmological parameters.
As measurements of DTT

` become increasingly cosmic-variance limited, CMB polarization
measurements become increasingly important. The EE spectrum, shown in Figure 1.11, is
also generated by BAO but is the result of photon velocities, resulting in peaks that are
hundreds of times smaller than and out of phase with those in DTT

` . There is no polarization
analog to the Sachs-Wolfe Effect, and therefore DEE

` from 10 . ` . 100 has a slope of '
`(`+ 1), corresponding to a (nearly) scale-independent variance CEE

` . The excess anisotropy
at ` < 10 corresponds to modes that reentered the horizon after the epoch of reionization,
when young stars reionize the interstellar medium at redshift at z = 7.68 ± 0.79 [209],
“re-illuminating” very-large-angular-scale fluctuations at very late times.

21The diffusion length can also be thought of as the photon’s mean free path.
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Figure 1.12: The power spectrum DBB
` of CMB B-mode anisotropies as measured by several experiments.

The solid line shows the gravitational lensing of E-modes into B-modes, the lower dotted lines shows pri-
mordial B-modes with r = 0.06, and the upper dotted line shows the sum of the two. This figure is courtesy
of Yuji Chinone.

The B-mode power spectrum DBB
` is shown in Figure 1.12 and has two components.

First, lensing B-modes, which are represented by the solid line, arise due to gravitational
lensing of E-modes into B-modes. Large-scale structure distorts the metric between the
surface of last scattering and the Earth, deflecting CMB photons, mixing E-modes and B-
modes, and generating BB power that peaks at ` ' 1000. Second, primordial B-modes,
which are represented by the lower dotted line, are hypothetically generated by inflationary
gravitational waves and peak at ` ' 100. Because tensor modes are not enhanced by
gravitational structure, they are quickly washed out after reentering the horizon, suppressing
DBB
` at ` & 100. While lensing B-modes are becoming well-characterized, primordial B-

modes remain undetected and the value of r remains unknown.

1.7 Foregrounds

The B-mode spectrum DBB
` , while theoretically a null probe of inflationary gravitational

waves, is in reality obfuscated by foregrounds. Therefore, an accurate characterization and
removal of these foregrounds is becoming increasingly critical to a robust primordial B-mode
measurement.

The first B-mode foreground is polarized emission from the galaxy. The interstellar
medium (ISM) is filled with microscopic grains of galactic dust that absorb and emit
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Figure 1.13: The brightness temperature and angular power spectra of galactic foregrounds compared to
those of the CMB. Figure 1.13a shows the spatially averaged foreground brightness vs. frequency for various
fractions of the sky [208]. Figure 1.13b shows the angular power spectrum of dust and synchrotron emission
at two common CMB observation frequencies, compared to the lensing B-mode spectrum and a possible
primordial B-mode spectra [210]. The shaded regions represent variations with sky fraction.

thermal radiation [218]. While this dust is concentrated around the galactic plane, it is bright
enough to contaminate even the cleanest portions of the sky [210]. In addition, the ISM
is filled with synchrotron radiation generated by relativistic charged particles whirling
through the galaxy’s magnetic field. While the galactic magnetic field is not completely
understood, it is known to have a coherent structure, and therefore synchrotron radiation is
highly polarized [16]. Dust and synchrotron’s brightness vs. microwave frequency are shown
in Figure 1.13a, while their angular power spectra are shown in Figure 1.13b [210]. Even
near the foreground minimum at ∼ 100 GHz, galactic foregrounds are large compared
to the inflationary BB signal when r . 0.1 and therefore must be carefully removed in the
search for primordial gravitational waves.

The second B-mode foreground is the gravitational lensing of E-modes into B-modes [236].
While gravitational lensing is a powerful tool to measure the gravitational potential along
the line of sight [174] and reveal a precise evolutionary history of dark matter, dark energy,
and cosmic neutrinos [86, 118], lensing B-modes obfuscate the primordial B-mode signal.
As shown in Figure 1.12, when r . 0.01, lensing B-modes dominate at ` & 50 and must
be subtracted via a process called delensing [104, 107, 178, 231]. An alternative strategy
to delensing is to measure the reionization peak ` . 10, but such large angular scales are
difficult to access from the ground due to atmospheric low-frequency noise and limited sky
coverage.22

22Nonetheless, the reionization peak is being targeted by some ground-based experiments, including the
Cosmology Large Angular Scale Surveyor (CLASS) [74, 73] and GroundBIRD [146].
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1.8 State of the field

The search for inflationary B-modes is among the most lucrative in modern-day physics.
While CMB anisotropies are used to study a wide range of phenomena [204], an exquisite
measurement of primordial B-mode polarization is the “holy grail” of CMB cosmology. For
r = 0.01, the peak of DBB

` corresponds to fluctuations of ∼ 100 nK, which is & 100 million
times fainter than emission from the atmosphere. Therefore, an accurate B-mode measure-
ment is an enormous technical challenge that requires the most sophisticated telescopes,
observation strategies, and analysis techniques.

The current generation of CMB observatories are often referred to as Stage-3 exper-
iments and include Simons Array [196], Advanced ACTPol [38, 32, 120], CLASS [234],
SPT-3G [188], and BICEP Array [172]. These experiments employ O(1,000-10,000) detec-
tors and have brought the E-mode spectrum into focus while also detecting lensing B-modes
with high confidence. Even as these Stage-3 experiments continue to collect cutting-edge
data, a new generation of Stage-4 experiments, including Simons Observatory [59, 215]
and CMB-S4 [205], aims to deploy O(100,000-1,000,000) detectors and make the ultimate
ground-based measurement of CMB polarization. These increasingly sophisticated obser-
vatories require increasingly sophisticated technologies to meet their scientific objectives,
motivating the research advancements presented in this dissertation.
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Chapter 2

CMB instrument overview

High-precision measurements of CMB temperature and polarization anisotropies are among
the most powerful tools to study the birth and evolution of the universe. Such measurements
require telescopes that can map the CMB with high signal-to-noise and low systematic bias,
and therefore cutting-edge instrumentation is at the heart of cutting-edge cosmology. In this
chapter, we overview how the CMB is measured, and we focus on four areas of mm-wave
instrumentation that are particularly relevant to this dissertation’s research: the atmosphere,
optics, detectors, and infrared (IR) blocking. To provide concrete examples, we present these
subsystems in the context of the Simons Array and Simons Observatory.

2.1 Observing the CMB

The fundamental goal of any CMB telescope is to collect as many CMB photons as possible
and focus them onto a detector array that generates a crisp sky image. Examples of CMB
telescope systems are shown in Figures 2.3 and 2.4, but before we detail their hardware
components, we first provide a high-level overview their basic functionalities.1

As CMB photons stream towards the telescope, they first traverse the earth’s atmo-
sphere, whose water and oxygen absorb at millimeter wavelengths (Section 2.2). Not only
does the atmosphere attenuate the CMB signal, it also emits parasitic photons that ob-
fuscate the cosmic image (Section 3.3). CMB photons that survive the atmosphere then
propagate through the telescope’s optical system (Section 2.3), which translates the sky
image—whose angular dimension is defined by the telescope’s field of view—onto a focal
plane—whose linear dimension is defined by the telescope’s plate scale or magnification
(Section 2.10). The telescope component that forms the focal-plane image is called the op-
tics tube (Section 2.3.1), which a dewar that cryogenically cools and precisely aligns the
lenses and detectors. Cooling the optics is necessary for the same reason as minimizing
atmospheric emission: lenses absorb and emit, attenuating the CMB signal and injecting
parasitic photons into the system. Modern lenses for mm-wave astronomy typically have

1Not all CMB experiments have the characteristics described in this chapter, but many do.
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large refractive indexes to enable large fields of view, but as a result, these optics require
anti-reflection coatings to maximize the telescope’s throughput (Section 2.3.2).

The coupling between the telescope and focal plane is governed by the optical system’s
f-number, which quantifies both the telescope’s magnification and the optimal detector-
pixel density (Section 2.3.4). The focal plane is populated with coupling optics—which
are typically either feed horns or antennas—that sense the telescope’s image and feed it
to the detectors (Section 2.3.3). Modern coupling elements sense both polarizations and
often sense multiple “colors,” or frequency bands, enabling broadband characterization of
CMB polarization (Figure 2.1). The light collected by the focal plane optics is detected using
transition-edge sensors, which are extraordinarily sensitive, highly-linear bolometers that
convert an input power signal into a current signal (Section 2.4). This current signal is
then converted to a voltage using a superconducting quantum interference device
(SQUID) amplifier, and the SQUID output is further amplified and converted to a digital
signal that is finally saved to disk (Section 2.4.2).

In order to suppress parasitic photons due to thermal emission, cryogenic optical com-
ponents operate between 50 K and 0.5 K, and in order to suppress thermal noise, detectors
operate at ∼ 100 mK. As previously stated, the optics tube is a cryostat for the lenses
and bolometers, and in order to minimize heat on cryogenic components, it must reject IR
radiation while admitting mm-wave radiation (Section 2.5). To accomplish this, CMB ex-
periments often use optical materials whose dielectric loss rises sharply above ∼ 300 GHz,
and they employ arrays of absorptive, reflective, and scattering IR blockers to reject THz
radiation.

Modern CMB instruments are background limited, meaning that their sensitivity is
limited by photon noise rather than “internal” detector noise. In this background-limited
paradigm, improving the sensitivity of the detectors themselves has a diminishing impact on
the experiment’s overall sensitivity. Instead, the most effective way to improve the signal-
to-noise is to decrease parasitic optical power and increase the number of detectors,2 whose
data can be coadded to average down background interference. This paradigm is in contrast
to earlier CMB instrumentation efforts, which focused on making a small number of detec-
tors as sensitive as possible. Of course, maximizing per-detector sensitivity is still critical
to a successful experiment, but the CMB community’s transition to large detector arrays
drives many of its most active research areas. Instrument sensitivity and detector-array
optimization are covered in Chapters 3 and 4, respectively.

In addition to maximizing sensitivity, CMB instruments must minimize systematic ef-
fects, which can create non-celestial signals and biases in the detector data. There are two
general methods to mitigate systematics: via calibration hardware and via analysis tech-
niques. Hardware-based systematic suppression is, in theory, most effective, as instrument-
based techniques can be combined with analysis techniques; however, complex hardware

2This assertion assumes a fixed project lifetime, as observing the CMB for longer is another way to improve
sensitivity. However, instrumentation technologies advance rapidly, and it is often cheaper to build a new
telescope with more detectors than to continue operating an antiquated one.
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systems can create their own systematic effects and therefore carry the danger of doing more
harm than good if not implemented carefully. Two particularly prominent systematic effects
for ground-based CMB telescopes are atmospheric 1/f noise (Section 6.1), which degrades
detector sensitivity on long time scales, and instrumental polarization (Section 6.2), which
generates spurious signals that can degrade data quality. Many methods have been used to
mitigate instrument-induced errors in CMB polarization measurements, but Chapters 6-9
focus specifically on continuously rotating half-wave plates, a hardware technique that
both Simons Array and Simons Observatory use to control a variety of systematic effects.

2.1.1 Simons Array

The Simons Array (SA) is a CMB observatory located on Cerro Toco in the Atacama Desert
of Chile at an elevation of 5,200 m. SA consists of three telescopes in total, each housing
a dichroic3 POLARBEAR-2 (PB-2) receiver cryostat: PB-2a and PB-2b observe at 90
and 150 GHz, while PB-2c observes at 220 and 270 GHz [196]. Each telescope has a
2.5 m primary mirror in an off-axis Gregorian configuration [217] and generates 5.2, 3.5, 2.7,
and 2.2 arcmin full width at half maximum (FWHM) beams4 at 90, 150, 220, and
270 GHz, respectively. Each receiver cryostat has a 0.5 m vacuum window aperture, three
4 K alumina reimaging lenses, a 4 K Lyot stop, and a 365 mm diameter, 0.3 K focal plane.
Each focal plane contains seven detector wafers5 totaling 1,897 detector pixels, and each
pixel contains four transition-edge sensor (TES) bolometers, which together sense two colors
and two polarizations. PB-2a achieved first light in January 2019 [100], PB-2b [85] has been
deployed to Chile, and PB-2c is under development. The PB-2 experiments are the successor
of the POLARBEAR experiment [102], which deployed in 2012 and has produced multiple
landmark B-mode measurements [213, 212, 211].

2.1.2 Simons Observatory

The Simons Observatory (SO) is an upcoming CMB observatory also located on Cerro Toco
in the Atacama Desert of Chile. SO consists of four telescopes in total: one large aperture
telescope (LAT) that can house up to 13 individual optics tubes (OTs) and three small
aperture telescopes (SATs) [59]. The LAT has a ≈ 6 m primary aperture and an angular
resolution6 of ≈ 1 arcmin at 150 GHz [154], while the SAT has a ≈ 0.5 m aperture with
an angular resolution of ≈ 20 arcmin at 150 GHz [4]. Given this construction, the LAT
will study structure formation, galaxy clusters, and gravitational lensing, while the SAT will
search for primordial B-modes [215]. All SO OTs are dichroic and observe at one of three

3In the context of CMB instrumentation, “dichroic” refers to the simultaneous observation of two distinct
colors or frequency bands.

4In this context, “beam” refers to the telescope’s far-field angular response function.
5A detector wafer is a 150 mm-diameter, 0.7 mm-thick silicon “wafer” on which the detectors are fabricated.
The detector array it then composed of detector wafers.

6As suggested in Section 2.1.1, a telescope’s angular resolution is determined by its FWHM beam size.
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frequency varieties: low-frequency (LF) at 30 and 40 GHz, mid-frequency (MF) at
90 and 150 GHz, and ultra-high-frequency (UHF) at 220 and 270 GHz. Each LAT OT
is designed to house three detector wafers, while each SAT OT is designed to house seven.
The LAT and SAT detector wafer designs are identical, and each LF wafer has 37 dichroic,
dual-polarization detector pixels while each MF and UHF wafer has 432. The selection of
OT varieties within the LATR is discussed in Section 5.4, but assuming two LF OTs, eight
MF OTs, and three UHF OTs, the LAT can hold up to ≈ 58,000 detectors, while the SATs,
assuming one LF OT, two MF OTs, and one UHF OT,7 can hold up to ≈ 37,000. Therefore,
SO represents a substantial leap in detector count above those of Stage-3 experiments like
SA, leading to unprecedented sensitivity but also unprecedented technological challenges.

2.2 Observation site

Observing the CMB from the ground is challenging. Complex atmospheric structures scatter,
absorb, and emit mm-wave radiation, resulting in a temporally- and spatially-varying sky
intensity that obfuscates the CMB signal [50]. To limit this obfuscation, CMB observatories
operate at high elevation and in arid climates, where the air is thin and humidity is low.
In this section, we discuss the atmosphere’s mm-wave properties and assess the observation
site for SO and SA.

2.2.1 Sky intensity

The most important parameter when evaluating a CMB observation site is the sky’s mm-
wave brightness. When discussing the sky’s intensity, radio astronomers often refer to its
“temperature”

TATM = εATM Tphys , (2.1)

where Tphys is the sky’s physical temperature, εATM is the atmosphere’s emissivity, and
where TATM is an effective temperature or Rayleigh-Jeans temperature. Equation 2.1
is valid in the Rayleigh-Jeans (RJ) limit where hν � kBTphys, and given a diffraction-
limited entendue8 of AΩ = λ2, the sky’s optical power Psky and effective temperature are
proportionally related as

Psky = kBTATM∆ν , (2.2)

where kB is the Boltzmann constant and ∆ν is the detection bandwidth. Atmospheric
emission is a major source of parasitic mm-wave photons for ground experiments and is
therefore a major source of photon noise. In addition, atmospheric transmissivity is ηATM ≈
1−εATM, and therefore minimizing the atmosphere’s emission also maximizes its transparency
to CMB photons.

7There are four SATs being developed, but only three can observe simultaneously, necessitating a staged
deployment program.

8CMB optical systems are typically diffraction limited, as discussed further in Section 2.3.1.
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Figure 2.1: The sky temperature at the Atacama observation site assuming 1.4 mm PWV and 50 deg
elevation, plotted over SO’s detector bands. The bands are placed within atmospheric windows between
the oxygen absorption/emission lines at∼ 60, 120, 180, and 330 GHz. The precipitous increase in atmospheric
brightness temperature at high frequencies is due to the increasing emissivity of water vapor.

There are two primary constituents in the atmosphere that absorb/emit mm-wave ra-
diation: water and oxygen. The impact of water follows a power law below ∼ 1 THz and
becomes increasingly prominent at higher frequencies [223], while oxygen has absorption
lines at ∼ 60, 120, 180, and 330 GHz that are due to spin-rotational quanta of the O2

molecule [221, 223]. As a result, water has a broadband impact on atmospheric opacity,
while oxygen has impacts which are limited to relatively narrow frequency ranges. In addi-
tion, the observed sky temperature depends on the line integral of its optical depth along
the telescope’s line of sight, which to leading order scales as

TATM
∝∼

1

sin θel

, (2.3)

where θel is the telescope’s boresight elevation above the horizon. Given this relation,
observation strategies must consider atmospheric power vs. elevation when optimizing how
to scan the sky (see Section 5.4.7).

In order to quantify the amount of water in the atmosphere, we monitor the precipitable
water vapor (PWV), which is the depth of liquid water equal to the water vapor in an
imaginary column stretching from the ground to the upper atmosphere.9 Microwave emis-
sion due to water—and therefore the impact of PWV—increases with increasing frequency,

9In other words, if you placed a bucket on the ground and condensed all of the water vapor directly above
it from z = 0 to z →∞, the PWV would be the depth of water in the bucket.
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and at higher frequencies where water is more important than oxygen, the sky intensity
approximately scales as [223]

TATM
∝∼ PWV . (2.4)

While Equations 2.3 and 2.4 are useful guides, they are in practice replaced by molecular
simulations of the atmosphere’s absorption and scattering profile, one of which is shown in
Figure 2.2.

2.2.2 Chile site

In order to minimize both CMB signal attenuation and atmospheric mm-wave emission, it is
advantageous to observe through as dry and as little air as possible. While the most effective
approach is to measure the CMB from beyond the Earth’s atmosphere [21, 150, 96, 208],
launching and operating a satellite costs ∼ billions of dollars and is risky, as the instrument
cannot be serviced after launch.10 Another effective strategy is to launch a high-altitude
balloon, which can float at ∼ 30,000 m elevation above > 99% of the atmosphere [160, 99,
206, 65]. However, balloons have limited flight durations, and while they are much cheaper
than satellites, balloons also cannot be serviced after launch and are therefore also quite
risky.11 Given these practical concerns, CMB observations from the ground are competitive
if performed at the right location.

Both SA and SO observe on Cerro Toco in the Atacama Desert of Chile, and a photo
of the site is shown in Figure 2.2a. Located at 5,200 m elevation in an exceptionally arid
climate, Cerro Toco offers some of the best mm-wave and infrared observing conditions on
Earth. Additionally, with its latitude of ≈ −23◦, the site can view > 70% of the sky, offering
opportunities both to reduce cosmic variance (see Equation 1.34) and to cross correlate
with overlapping surveys. A map of SO’s observation areas is shown in Figure 2.2c, along
with survey coverages of a few independent experiments. Also, because the sky rises, sets,
and rotates in Chile, CMB patches can be scanned12 in different directions—a technique
called cross linking—which is a powerful tool to mitigate scan-dependent systematic er-
rors.13 Figure 2.2b also shows a probability distribution of PWV at the Chile site during
POLARBEAR’s second observation season [212], and the median value is ≈ 1 mm.14

10Unlike orbital observatories, such as the Hubble Space Telescope, which can be repaired, CMB satellites
operate at the second Lagrange point (L2), which is ∼ 1 million miles from Earth.

11Even the balloon launch itself is risky, requiring both perfect weather and sophisticated flight hardware to
avoid damaging the payload at take off.

12A typical mode of CMB observation is the constant-elevation scan, where the telescope modulates in
azimuth while the sky patch rises/sets through the telescope’s field of view.

13Chile’s large sky coverage and sky rotation are in contrast to the South Pole, another widely-used CMB
observation site, which has access to a smaller fraction of the sky and offers no sky rotation.

14As a comparison, the annual median PWV in Oakland, CA is ≈ 20 mm [176].
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Figure 2.2: Figure 2.2a shows an image of the observation site for both SA and SO. Photo courtesy of Debra
Kellner. Figure 2.2b shows the cumulative probability distribution for PWV at the Cerro Toco site [212].
The median value is ≈ 1 mm, and the value is < 2 mm nearly 80% of the time. Figure 2.2c shows the survey
area in galactic coordinates of SO’s LAT [215]. Enabled by its moderate latitude, the Atacama site offers
access to 70% of the sky, enabling overlap with other experiments, including the Dark Energy Spectroscopic
Instrument (DESI) and the Dark Energy Survey (DES).

2.3 Optics

A CMB telescope’s fundamental purpose is to image the sky with low distortion and high
throughput. Because 100 GHz optics are not widely available in the commercial sector,15

CMB telescopes are designed and built in-house using materials with favorable mm-wave

15Microwave optics are receiving increasing industry attention with the advent of 5G telecommunications,
but these technologies are in the early stages of proprietary development and are often incompatible with
the diameters and temperatures of CMB telescopes.
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properties. In addition, in order to minimize parasitic photons and enable sub-Kelvin detec-
tors (see Section 2.4), CMB optical systems are cooled to cryogenic temperatures,16 both im-
proving their transparency and limiting their thermal emission. In this section, we overview
SA’s and SO’s optical systems, focusing on aspects relevant to this dissertation’s research.
We first discuss SA and then highlight SO’s differences.

2.3.1 Telescope and optics tube

The SA telescope is shown in Figure 2.3a and in the left panel of Figure 2.3b. It is composed
of two monolithic mirrors that together form an off-axis Gregorian configuration [217]. The
primary mirror is a parabolic reflector that focuses incoming parallel rays17 onto the prime
focus. The sky’s image at the prime focus is diffraction limited over a small field of view and
is therefore reimaged by an ellipsoidal secondary mirror onto the Gregorian focus. While
improved with respect to that of the primary mirror, this focus is not telecentric18 and has
only a moderate diffraction-limited field of view (FOV). Therefore, an optics tube
again reimages onto the detector array and employs a Lyot stop to define the primary-
mirror illumination. The primary and secondary mirrors form a compact assembly shown in
Figure 2.3, which is designed to be nimble and provide scan-strategy flexibility.19 In addition,
the off-axis Gregorian design satisfies the Mizuguchi-Dragone condition [138, 47], which
limits cross polarization over a wide FOV.

The SA optics tube (OT), which is the tubular section of the receiver cryostat shown in
Figure 2.3b, contains three reimaging lenses: the field lens, aperture lens, and collimator lens.
The field lens adjusts the speed20 of the optics at the Gregorian focus, while the aperture
and collimator lenses form an image of the primary mirror at the Lyot stop21 before forming
a high-fidelity, telecentric, large-FOV sky image at the focal plane. The Lyot stop is cooled
to 4 K and limits the primary mirror’s optically-active area. This function is critical to
minimizing detected parasitic power, as the Lyot’s cryogenic aperture22 “hides” ambient-
temperature telescope structures from the detectors’ view. All three lenses are made of
alumina, which is polycrystalline aluminum oxide Al2O3 with a large refractive index at
∼ 100 GHz (nalumina ≈ 3.1), and are also cooled to ≈ 4 K. To maximize the telescope’s
optical throughput, each lens surface has a dual-layer anti-reflection (AR) coating
that achieves ≈ 1% reflectivity per optic. AR coatings are a central topic of this dissertation
and are overviewed further in Section 2.3.2.

16Except for large mirrors, which typically exist in ambient conditions.
17In a physical-optics sense, parallel rays correspond to plane waves emitted from a source in the telescope’s

far field, such as the CMB.
18A telecentric image is one that is orthographic or has constant magnification and image quality across a

planar surface. Telecentricity is important for CMB telescopes, which use planar detector arrays.
19Tunable scan parameters include azimuthal velocity, turnaround acceleration, and elevation range.
20“Fast” optics have shorter focal lengths, while “slow” optics have longer ones.
21The image at the primary mirror and Lyot stop are the Fourier transform of the sky and are sometimes

called conjugates of the “real” image.
22A 4 K surface emits ≈ 0.7% the power of an equivalent 300 K surface at 150 GHz.
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Figure 2.3: The PB-2b telescope and receiver cryostat as a representative example of the SA optics. Fig-
ure 2.3a is a photograph of an SA-style telescope. Baffling and shields limit stray light, and the secondary
mirror and receiver cryostat are hidden within their respective enclosures. Figure 2.3b shows computer-
aided design (CAD) cross-sections of the full SA system (left) and the receiver alone (right). The optics
and detectors are discussed in this chapter, while the cryogenic half-wave plate (CHWP) is discussed in
Chapters 6-9.
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The SO telescopes are shown in Figure 2.4 and come in two varieties: a large-aperture
telescope (LAT) and a small-aperture telescope (SAT) [59]. The LAT is shown in Figure 2.4a
and is composed of two polylithic mirrors23 which together form a Crossed Dragone (CD)
configuration [154, 60]. While less compact than the off-axis Gregorian configuration that SA
uses, the CD arrangement offers many appealing optical properties, including outstanding
image quality over a large FOV.24 The LAT receiver (LATR), shown in Figure 2.4b,
reimages onto an array of (up to) 13 discrete focal planes, each with its own cryogenic
OT [240]. In order to maximize the LAT’s FOV and image quality, each off-center optics
tube has an alumina wedge to correct wavefront errors away from the telescope’s chief ray [44].
Each OT has three single-crystal silicon (nSi ≈ 3.4) reimaging lenses at 1 ∼ 4 K that reimage
through a Lyot stop onto three detector wafers.

The SO SAT is shown in Figure 2.4c and is designed to measure large-angular-scale CMB
fluctuations, a goal that enables a smaller system free of ambient-temperature mirrors and
reimaging optics.25 Its aperture stop26 is cooled to ≈ 2 K near the vacuum window, and
the optics tube contains three silicon lenses at 1 ∼ 2 K that image the sky onto a ≈ 400 mm-
diameter focal plane of seven detector wafers [4]. The SAT is much cheaper to build than
the LAT, and therefore three SATs are planned to operate in parallel on separate platforms.

Each SA receiver and SO SAT employs a sapphire continuously-rotating half-wave
plate (HWP) polarization modulator. The SA HWPs are located near the receiver’s vac-
uum window [82, 80, 79], which is near the telescope’s Gregorian focus, while the SO SAT
HWPs are located directly in front of the aperture stop [170]. Polarization modulation is a
powerful tool to reject the unpolarized atmosphere, suppressing atmospheric low-frequency
noise and improving sensitivity on large angular scales. HWPs are a central research topic
of this dissertation and are detailed in Chapters 6-9.

2.3.2 Anti-reflection coatings

SA and SO use alumina and silicon lenses, respectively, each of which has a large refractive
index (nalumina ≈ 3.1, nSi ≈ 3.4) compared to that of vacuum nvacuum = 1. Therefore, the
vacuum-to-alumina/silicon interface has a reflectivity of R = (nlens − 1)2/(nlens + 1)2 ∼ 30%
at normal incidence and even larger at oblique angles. Because each lens has two surfaces and
there are three lenses per OT, the total transmissivity of barefaced refractors would be only
T = (1−R)6 ∼ 15%. In addition, such large reflectivities encourage multiple reflections that
can generate ghosting, or the formation of multiple images within the cryostat. Therefore,
anti-reflection (AR) coatings play a critical role in the optical performance of the receiver.

23Polylithic mirrors usually comprise discrete panels assembled with high precision.
24For this reason, some CMB telescopes use a CD optical system without any reimaging optics, such as the

Atacama B-mode Search (ABS) [51] and the LiteBIRD satellite [173].
25The SAT instead simply contains “imaging” optics.
26In the absence of reimaging optics, a cold aperture stop both defines the telescope’s angular resolution and

limits its ambient optical load.
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Figure 2.4: CAD cross-sections of the SO telescope systems. Figure 2.4a shows the LAT, whose primary
and secondary mirrors focus onto the LATR. Figure 2.4b isolates the LATR, showing three of its thirteen
identical optics tubes. Figure 2.4c shows the SAT, which features a cryogenic half-wave plate (CHWP)
directly in front of its aperture stop.
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Figure 2.5: A sampling of AR coating technologies used within SA and SO. Figure 2.5a shows the PB-2b field
lens coated with a two-layer epoxy AR coating (see Section 10.2) and mounted in a cryostat before thermal
testing. Figure 2.5b shows an example three-layer metamaterial AR coating used for SO’s MF silicon lenses,
and the photo is courtesy of Joey Golec.

AR coatings are detailed in Chapter 10 and Section 7.2.2, but we overview SA’s and SO’s
AR technologies briefly here.

SA’s alumina optics are AR coated using a few technologies that have matured during
the course of the project. All coatings are dichroic and comprise two distinct layers, each
with an optimized index and thickness. In PB-2a, the lenses’ curved sides are coated with
two layers of Stycast epoxy [163], which is molded onto each surface and milled to its target
thickness. A photo of an epoxy-coated field lens is shown in Figure 2.5a. The flat sides
of the lenses are coated with a bottom layer of plasma-sprayed Mullite and a top layer
of an expanded polyimide foam [93]. PB-2b and PB-2c aim to27 plasma spray alumina
powders loaded with various compositions of fillers that adjust each layer’s index [97]. The
layers are applied directly onto the optic’s surface using an optimized deposition process, and
the plasma-spay parameters are finely tuned to control each layer’s density and uniformity.
All three of these technologies have advantages and disadvantages, but each attains ∼ 1%
reflectivity per surface, amounting to a all-lenses throughput of & 90%.

SO uses metamaterial AR coatings for their alumina and silicon optics [42]. This tech-
nique involves cutting sub-wavelength structures into the optic’s surface to tune each
layer’s effective refractive index via its silicon/alumina-to-vacuum ratio. An example of an
MF silicon metamaterial coating is shown in Figure 2.5b. This sub-wavelength-structure
method has several advantages over the more “traditional” film-based approach. First, there
are no concerns about cryogenic delamination because there is no coefficient of thermal
expansion (CTE) mismatch between the AR coating and the substrate. Second, each
layer’s refractive index is tuned by simply adjusting each layer’s sub-wavelength geometry.28

27Multiple AR techniques are still under evaluation for SA. See Section 10.4 for more details.
28The flexibility of geometric tuning is in sharp contrast to the limited selection of dielectric films for mm-

wave applications (see Section 7.2.2).
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Third, it is relatively29 straightforward to add more AR layers, which further reduces reflec-
tivity [36]. Given these advantages, SO plans to cut three-layer AR coatings into its silicon
optics and two-layer coatings into its alumina optics, achieving < 1% reflectivity per surface.
While metamaterial coatings are well demonstrated on silicon optics, SO will be the first
CMB experiment to field sub-wavelength structures on alumina.

2.3.3 Focal plane optics

As discussed in Section 2.3.1, a CMB telescope images the sky onto a focal plane, and the
focal plane optics must feed the telescope’s image to detectors. The focal plane is composed
of discrete detector pixels, each of which is sensitive to two polarizations and two colors.
PB-2a, PB-2b, two SATs, and some LAT OTs observe at 90 and 150 GHz (mid-frequency,
or “MF”), PB-2c, one SAT, and some other LAT OTs observe at 220 and 270 GHz (ultra-
high-frequency, or “UHF”), and one SAT and the remaining LAT OTs observe at 30 and
40 GHz (low-frequency, or “LF”). Given these dichroic OTs and detector pixels, the focal
plane optics must achieve high throughput across broad, well-defined bandwidths.

Each SA detector array consists of seven detector wafers, each of which contains 271
detector pixels [224], as shown in Figure 2.6a. The sensing element for SA’s detector pix-
els is a planar sinuous antenna (Figure 2.6a) coupled to a hemispherical silicon lenslet
(Figure 2.6b) [197]. The reimaging lenses focus the sky onto the tip of the lenslet, which
in turn “focuses” light onto the antenna feed.30 In order to optimize focal-plane coupling,
the lenslets are offset from the sinuous antenna by a silicon spacing wafer and are oversized
to ensure efficient collimation. The sinuous is a fractal antenna, whose logarithmically re-
peating pattern makes it sensitive over a broad bandwidth, and its high- and low-frequency
limits are determined by its smallest feature and overall size, respectively [197]. After the
antenna collects the incident radiation, transmission lines carry the light through on-chip
bandpass filters, which separate 90 and 150 GHz light while rejecting out-of-band radia-
tion [224]. The band-admitted light is then dissipated onto a thermistor whose output is
amplified, digitized, and stored.

The SO LF detector arrays use a similar lenslet-coupled-antenna architecture as SA, but
its MF and UHF arrays instead employ feedhorns coupled to polarization-discriminating
orthomode transducers [183, 182]. A feedhorn is effectively an impedance-matched waveg-
uide, designed to transform free-space spherical waves into wave-guide modes, which can then
be routed, manipulated, and sensed. Feedhorns come in many different varieties, the most
common of which uses corrugated walls to enforce a symmetric angular response [41, 77].
While corrugated feedhorns are highly effective, a substantial fraction of their aperture

29There are practical challenges to cutting layers with either very thin grooves or very thin pillars, and so the
process of adding metamaterial layers is not trivial. Nonetheless, concerns about complexity and durability
for a three-layer sub-wavelength AR coating are substantially less than those of a three-film coating [142].

30The use of the term “focus” here is strictly inappropriate to describe the lenslet-antenna system, whose sep-
aration is of order one wavelength and whose behavior is only describable using near-field electrodynamics.
Nonetheless, ray-trace analyses describe the lenslet’s geometric dependencies reasonably well [197].



CHAPTER 2. INSTRUMENT OVERVIEW 34

150 mm

(a)

150 mm

(b)

5.2 mm63.5 m
m

(c)

1.95 cm

(d)

Figure 2.6: The SA and SO focal plane optics. Figure 2.6a shows a PB-2a wafer, which has 271 detector
pixels comprising sinuous antennas and 90/150 GHz TES bolometers, and Figure 2.6b shows the lenslet
array that focuses light onto the antennas. The lenslets are coated with an epoxy AR coating, which is
that used by PB-2a and PB-2b, but PB-2c and SO are developing alternative lenslet coating technologies.
Figures 2.6c and 2.6d show a prototype feedhorn array for 90/150 GHz pixels on SO. The spline profile offers
a symmetric, efficient response while allowing for dense pixel packing. The sinuous and lenslet photos are
courtesy of Aritoki Suzuki, and the feedhorn photos are courtesy of Sara Simon [182].

is optically inactive, hence “wasting” focal plane space. Therefore, SO uses smooth-walled
feedhorns with spline-profiled shapes that maximize coupling to the telescope optics, mini-
mize cross polarization, and symmetrize optical response [183]. Without corrugations, the
array of feed horns can be very dense, with only hundreds of microns separating adjacent
detector pixels. This configuration maximizes the density of detectors on the focal plane,
which improves overall experiment sensitivity (see Section 4.4.1) [81].
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Figure 2.7: A schematic of the detector pixel optics. The green detector pixel with diameter Dpix illuminates
(in the reverse-time sense) the aperture stop of diameter Dap and distance zap from the focal plane. The
beam size w(z) is inversely proportional to its beam waist w0, and the approximation w(z) ≈ zλ/πw0 applies
in the Rayleigh limit where z � w0.

2.3.4 Telescope-to-focal plane coupling

Given a high-level overview of SA’s and SO’s pixel architectures, we now formalize the
coupling between the focal plane and the telescope, which is central to many of the sensitivity
calculations in Chapters 3 and 5. Assuming a diffraction-limited optical system, the
optics tube’s magnification is quantified by its f-number (also called the focal ratio) at
the focal plane

F =
f

Dap

, (2.5)

where Dap is the diameter of the aperture stop and f is the focal length of the focal plane
image.31 Provided a fixed aperture size, a larger (smaller) f-number corresponds to a smaller
(larger) focal plane or equivalently a smaller (larger) magnification.

As long as the detector pixels are large compared to the wavelength, they will induce
minimal diffractive ringing, and therefore their far-field beam—or their angular response—is
well approximated by a Gaussian function (Figure 2.7)

Bpix(θ, λ) = exp

( −θ2

2θ2
pix(λ)

)
, (2.6)

31In the SA telescopes and SO LAT, which employ reimaging optics, radiation propagating through the Lyot
stop is not necessarily an orthogonal set of plane waves, and therefore the situation is more complicated
than Figure 2.7 suggests. Nonetheless, focal plane designers typically quote a Lyot system’s effective
f-number, which, to a good approximation, can be treated just like the simple f-number in Equation 2.5.
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where θ is zenith angle and where

θpix(λ) =
λ

πw0

. (2.7)

Here, the pixel’s beam width θpix is inversely proportional to its beam waist w0, which can
be related to the pixel’s diameter Dpix via its waist factor wf

w0 =
Dpix

wf

. (2.8)

The most important result of this diffraction-limited formalism is that a larger (smaller)
pixel has a tighter (wider) beam, impacting its coupling to the telescope.

There are two useful ways to conceptualize the relationship between the telescope and
focal plane optics. The first way is via the forward-time sense, which is to imagine photons
propagating from the sky to the detectors. In this paradigm, the telescope’s image becomes
smaller (larger) with smaller (larger) f-number/magnification, which in turn favors smaller
(larger) pixels. The second and equally valid way is via the reverse-time sense, which is
to imagine photons propagating from the detectors to the sky.32 In this paradigm, a smaller
(larger) f-number corresponds to a larger (smaller) aperture, which in turn favors a wider
(narrower) pixel beam and therefore a smaller (larger) pixel. While these two paradigms are
equivalent, it is often most convenient to think in the reverse-time sense.33

From the perspective of the detector pixel, the aperture stop’s half-angle is

θst = arctan

(
1

2F

)
≈ 1

2F
, (2.9)

where the approximation applies in the paraxial limit, or the small-angle regime. The
coupling between the telescope and the detector pixel’s beam is often called the beam
coupling efficiency

ηapert =

∫ θst
0
Bpix(θ, λ)dθ∫ π/2

0
Bpix(θ, λ)dθ

= 1− exp

[
− θ2

st

2θ2
pix

]
≈ 1− exp

[
−1

2

(
πDpix

wfFλ

)2
]
, (2.10)

where the second equivalence again relies on the paraxial approximation. Note that this
beam-spill treatment only applies to a diffraction-limited optical system, which has a single-
moded etendue of AΩ = λ2. In this diffraction-limited, single-moded paradigm, changing
a pixel’s diameter does not change the amount of light it can collect but only the size of its
far-field illumination.

32The equivalence of the forward-time and reverse-time senses is due to the time-reversal symmetry of
electromagnetism.

33The reverse-time-sense paradigm is standard in antenna engineering, as a receiver’s response is most
conveniently studied via its radiation pattern.
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PB2
SO LAT
SO SAT

30 GHz
40 GHz
90 GHz
150 GHz
220 GHz
270 GHz

Pixel Coupling Dpix [mm] Dpix/Fλ ηapert

SA 90/150 GHz Lenslet + sinuous 6.8
90 GHz: 1.1
150 GHz: 1.8

0.54
0.85

SA 220/270 GHz Lenslet + sinuous 6.8
220 GHz: 2.6
270 GHz: 3.2

0.98
0.99

SO LF Lenslet + sinuous 18.3

30 GHz LAT: 0.8
30 GHz SAT: 1.0
40 GHz LAT: 1.1
40 GHz SAT: 1.5

0.25
0.37
0.48
0.65

SO MF Feedhorn 5.3

90 GHz LAT: 0.8
90 GHz SAT: 1.0

150 GHz LAT: 1.2
150 GHz SAT: 1.5

0.25
0.37
0.51
0.71

SO UHF Feedhorn 5.3

220 GHz LAT: 1.8
220 GHz SAT: 2.3
270 GHz LAT: 2.2
270 GHz SAT: 2.9

0.79
0.92
0.90
0.97

Figure 2.8: Beam coupling efficiencies for SA’s and SO’s detector pixels. The figure presents the pixel sizes in
units of Fλ along with the corresponding ηapert according to Equation 2.10. The shaded region corresponds
to 2.8 ≤ wf ≤ 3.2. The table presents the detector’s labels along with their Dpix and ηapert values. Many of
SA’s and SO’s pixel sizes are clustered near 1Fλ, which is a natural optimum detailed in Chapter 4.
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A sampling of pixel diameters in units of Fλ from SA and SO along with their respective
beam coupling efficiencies ηapert is shown in Figure 2.8. As evidenced by the table’s values,
many CMB detector pixel diameters are near 1Fλ and therefore substantially spill over the
aperture stop. While undersized pixels degrade per-detector sensitivity, they allow more
detectors to be packed onto the focal plane,34 which improves overall sensitivity. When
ηapert is low, minimizing the stop’s temperature is critical to limiting parasitic power on the
detectors.

2.4 Detectors

As discussed in Section 2.3, telescope optics couple to the detectors through an antenna or
feedhorn, and the to-be-detected microwave frequencies are defined by on-chip bandpass fil-
ters. This filtered radiation is then transduced using a transition-edge sensor bolometer
(TES). TESes are exceptionally powerful mm-wave power detectors and have revolutionized
CMB telescopes over the past decade or so. In this section, we discuss TES operation and
how their signals are amplified and digitized [197, 5].

2.4.1 TES operation

Figure 2.9 shows a schematic of TES operation. A superconducting film is voltage biased35

such that the time-averaged electrical power on the bolometer is

Pbias =
V 2

bias

Rbolo

, (2.11)

where Vbias is the root-mean square (RMS) bias voltage and Rbolo is the bolometer’s oper-
ating resistance. The total power on the bolometer is the sum of the bias power Pbias and
sky power Popt

Ptot = Pbias + Popt . (2.12)

As shown in Figure 2.9a, the TES operates at its superconducting transition temper-
ature Tc, and its saturation power Psat defines the power it dissipates to a thermal bath
with temperature Tb via a thermal link with conductivity G

Psat = G(Tc − Tb) . (2.13)

34This statement is true in the commonplace limit of a fixed focal plane area.
35While it is also possible to current bias the bolometer, doing so negates some of the TES’s most powerful

properties.
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Figure 2.9: A description and demonstration of the TES bolometer. Figure 2.9a shows a schematic of
bolometer operation, and Figure 2.9b shows the measured superconducting transition of a sample TES
for SO. The bolometer is held at its superconducting transition temperature by an optical load Popt, an
electrical load Pbias, and a tuned thermal conduction G to a thermal bath with temperature Tb. During
normal operation, Psat = Popt + Pbias. The bias point is chosen such that, in the presence of an optical
power fluctuation dPopt, dR/dPopt is large. In the SO sample measurement, the bias point is chosen to be
Rfrac = 0.8, or 80% of the bolometer’s normal resistance.

During normal operation, Pbias is tuned such that Ptot = Psat.
36 If Ptot > Psat, the bolometer’s

operating temperature Tbolo > Tc and it saturates,37 and if Ptot < Psat, Tbolo < Tc and the
bolometer latches38, rendering it inoperable.

To most easily understand the bolometer’s behavior in the presence of changing sky
signal, consider a single Fourier mode of the optical power with angular frequency ω

Ptot + δPopte
iωt +

dPbias

dTbolo

δTboloe
iωt = G(Tc − Tb) + (g + iωC)δTboloe

iωt . (2.14)

36Because Popt depends on sky conditions such as weather and elevation, bolometers are often retuned during
the course of an observation.

37If the bolometer is intentionally saturated by setting Pbias > Ptot − Popt, it is said to be overbiased.
38In the latched state, the bolometer is fully superconducting and therefore cannot dissipate electrical power.

When this happens, the recovery mode is to warm Tb > Tc, rebias the bolometer, and cool the bath back
down.
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Here, g = δP/δT is the dynamic thermal conductance and C is the bolometer’s heat
capacity, as shown in Figure 2.9a. We can rewrite the electrical coefficient as

dPbias

dTbolo

= − V
2

bias

R2
bolo

dRbolo

dTbolo

= −Pbiasα

Tc

, (2.15)

where α = d log(Rbolo)/d log(Tbolo) parameterizes the steepness of the TES’s superconducting
transition, and where we note that, on average, Tbolo = Tc. Isolating the time-varying parts
of Equation 2.14 gives

δPopt =

[
Pbiasα

Tc
+ g + iωC

]
δTbolo . (2.16)

This equation represents a transducer amplifier that converts fluctuations in optical power
δPopt to fluctuations in bolometer temperature δTbolo with a loop gain of

L(ω) = −δPbias

δPopt

=
Pbiasα

gTc(1 + iωτ0)
=

L
1 + iωτ0

, (2.17)

where L = Pbiasα/(gTc) is the open loop gain. The bolometer’s responsivity, or its
conversion from optical power to an electrical current signal, is

SI =
dI

dPopt

=
−S̃fact

Vbias

L
L+ 1

1

1 + iωτ
, (2.18)

where the time constant is τ = τ0/(L+1) = (C/g)/(L+1) and where the responsivity factor
depends on whether the bolometer is AC- or DC-biased

S̃fact =

{
1 if Vbias is DC√

2 if Vbias is AC RMS .
(2.19)

In the limit of high loop gain, the responsivity becomes

SI ≈ −
S̃fact

Vbias

if L � 1 . (2.20)

There are a few key characteristics of the TES. First, because it is voltage biased,
dPbias/dTbolo is negative, as shown in Equation 2.15, which stabilizes the bolometer via
electrothermal feedback.39 Second, this inherent stability enables a very large dR/dT ,
which enables a large detector responsivity. Third, because they are nearly superconducting,
TESes operate with low impedance, allowing current signals to be amplified using SQUID
amplifiers, which we discuss in the next session.

39Stated explicitly, if optical power on the bolometer increases, so too does the bolometer’s temperature
and resistance. However, the bolometer’s increased resistance decreases its electrical power as 1/Rbolo,
therefore keeping the total power on the bolometer constant.
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Figure 2.10: A schematic of the dfMUX readout for SA [14]. Thirty-eight bolometers with operating re-
sistance Rbolo are in each series with an LC resonator, and each bolometer’s capacitor tunes its resonance
frequency to form a “comb” of low-impedance peaks between 1-5 MHz. A series of matching input voltage
waveforms {Vin} bias the bolometers, and changes in Rbolo amplitude modulate the output current wave-
forms {Iout}. The output current waveforms are transimpedance amplified by a single SQUID into a series
of output voltages {Vout}, which are then further amplified and digitized by ambient electronics.

2.4.2 TES readout

In order to digitize the detector signals, both SA and SO multiplex the readout of their
TESes using superconducting quantum interference devices (SQUIDs) [193]. SQUIDs
are transimpedance amplifiers with low input impedance and large gain, and they operate by
sensing current changes across the bolometer (via Equation 2.18) using Josephson junc-
tions. SQUIDs are able to sense µA currents across a large bandwidth (∼ 10 GHz), and
their low input impedance makes them well-suited for TESes, which operate at low resis-
tances (Rbolo ∼ 1 Ω for SA, Rbolo ∼ 10 mΩ for SO). Multiplexed readout enables many mK
detectors to be sensed on each 4 K SQUID amplifier, decreasing the number of wires to the
mK stage. This reduced wiring reduces the thermal load on the focal plane while also reduc-
ing interconnect complexity in the cryostat. SA uses a technique called digital frequency
multiplexing (dfMUX) [45], while SO uses a technique called microwave multiplexing
(µMUX) [46].

SA’s dfMUX scheme is shown in Figure 2.10 and reads out 38 bolometers per SQUID
using AC bias voltages at MHz frequencies. Each bolometer is in series with a tuned LC
resonator, creating a “comb” of 38 low-impedance, non-overlapping “peaks” between 1-
5 MHz [165]. These frequency channels are then voltage biased by a matching comb of
AC waveforms, and when sky power changes on a given channel, the AC current across the
bolometer also changes. All 38 current waveforms are fed to one SQUID, are transimpedance
amplified into voltages, and are demodulated by a system of ambient electronics to extract
the detector signal.
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In an effort to deploy even larger, denser detector arrays, SO’s µMUX scheme reads out
∼ 1,000 bolometers on each 4 K-to-mK connection [46]. Instead of using the same waveform
to both bias the bolometer and sense its resistance changes, as is done in SA’s dfMUX scheme,
SO’s TESes are DC-biased in parallel40 and are probed via GHz waveforms on a separate line.
All 1,000 probe tones travel to the mK stage via a single coaxial cable and are admitted to
each detector via a comb of GHz resonators. The detector is inductively coupled to an rf-
SQUID, which converts changes in TES current into changes in the resonator’s inductance
and hence its resonance frequency. This modulation of the comb’s impedance frequency
modulates41 the voltage output, which is amplified by a high-bandwidth, high-electron-
mobility transistor (HEMT) amplifier at 4 K [171] and digitized by ambient-temperature
electronics [103, 76].

While both dfMUX and µMUX are powerful techniques to multiplex bolometer arrays,
each scheme has many challenges, and we briefly discuss two that are relevant to this
dissertation. The first challenge is optimizing each bolometer’s responsivity. According
to Equation 2.18, responsivity is governed by the bolometer’s loop gain and depends on
implementation-specific details, including series impedances due to wiring [75], the electro-
magnetic environment at the focal plane [222], and the uniformity and consistency of the
detector and resonator fabrication [224]. Parasitic effects at high frequencies can be difficult
to control and therefore can lead to substantial variations in how sky power is digitized
and calibrated. The second challenge is readout noise, which depends on a plethora of
implementation-specific details, including SQUID noise, the electrical grounding scheme,
and detector bias parameters. Many of these factors are particularly prominent at higher
frequencies and are therefore critical to the efficacy of dfMUX and µMUX.42 Because SA and
SO push to very low thermal and optical noise, readout noise characterization and modeling
are essential to an accurate assessment of instrument sensitivity [13].

2.5 IR-blocking design

In addition to generating a high-fidelity image of the sky at the focal plane, SA’s and SO’s
OTs must reject infrared (IR) radiation in order to cool the detectors. Motivated by the
thermal discussions in Chapter 8, we first focus on SA’s IR blocking system before briefly
discussing SO’s. As shown in Figure 2.3b, the SA receiver has a 0.5 m-diameter window,
and given a ≈ 273 K average ambient temperature at the site, the total load entering the
cryostat is ∼ 100 W. At the other end of the receiver, the sub-K refrigerator that cools the
detectors only has ∼ 5 µW of cooling power. Therefore, the optics tube must reject power
at one part ∼ 108 while also being highly transparent to CMB photons at ∼ 100 GHz.

40The uniformity of the TES resistances is critical when DC-biasing many bolometers on one bias line [48].
41A feedback technique called tone tracking is used to keep the probe tones and resonator comb well-

matched [76].
42Such high-frequency concerns are much less important in DC readout schemes like time-domain multi-

plexing (TDM).
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Figure 2.11: Example IR filters from SA. Figure 2.11a shows the un-AR-coated 50 K alumina filter. Twenty-
three 6N aluminum straps conduct absorbed IR radiation to the fixture plate, and the straps are flexible
in order to absorb differential thermal contraction between the alumina filter and the aluminum mount.
Figure 2.11b shows the reflective metal mesh filters that are directly above PB-2a’s detector wafers, which
have a cutoff frequency of ≈ 5.7 cm−1 or ≈ 170 GHz.

The receiver cryostat consists of three stages shown in the right panel of Figure 2.3b:
the 50 K stage, 4 K stage, and mK stage [84]. The 50 and 4 K stages are cooled by two
Cryomech PT-41543 pulse-tube refrigerators (PTRs), one connected near the field lens and
another connected near the focal plane [85]. Each PTR itself has two stages, one of which
sinks ∼ tens of watts from the 50 K stage and another that sinks ∼ 1 W from the 4 K stage.
Given this configuration, the cryostat is built like a “Russian doll” of concentric shells from
the outer 300 K shell (the vacuum shell) to the inner 4 K shell. Each stage is isolated from
the next by hollow G10 tubes, which have a low thermal conductivity, and the cryogenic
stages are covered with multi-layer insulation (MLI)44 to limit radiative transfer between
them. The mK stage is cooled by a Simon Chase refrigerator [18], which leverages the
low boiling point of the 3He isotope to cool the focal plane to ≈ 0.3 K. The cooling power
of the mK fridge is only ∼ 5 µW at base temperature, and the fridge must be cycled every
day or so to recondense helium after it has boiled off.45

The SA optics include a combination of scattering, absorptive, reflective IR filters that
limit radiative power on the focal plane. The scattering filters are the first line of defense
and include a 300 K, ∼ 300 mm-thick vacuum window of closed-cell polyethylene foam46 and
8 layers of radio-transparent multi-layer insulation (RT-MLI) at ∼ 170 K [31]. The

43Cryomech PT-415: https://www.cryomech.com/products/pt415/
44RUAG MLI: https://www.ruag.com/
45The helium-3 fridge system is closed such that the gas can be recycled indefinitely.
46HD-30 Zotefoam: https://www.zotefoams.com/

https://www.cryomech.com/products/pt415/
https://www.ruag.com/
https://www.zotefoams.com/
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absorptive filters are the second line of defense and include a 2 mm-thick alumina flat at
50 K [93], shown in Figure 2.11a, as well as the alumina lenses at 4 K. These alumina optics
absorb & 1 THz and are mounted to maximize thermal conduction to the PTR. In addition,
alumina itself has a high thermal conductivity [232], which minimizes temperature gradients
between the optic’s center and its edge, where it is thermally sunk. The effectiveness of
the absorptive filters depends on their conductivity to the cryogenic stage, and therefore
much attention is paid to how the alumina optics are heatsinked. The reflective filters are
developed at Cardiff University and comprise capacitive metamaterial layers that act as low-
pass reflectors [2]. These mesh filters consist of layered metallic sub-wavelength structures
embedded in a plastic matrix to create a large (small) impedance mismatch for incident free-
space radiation above (below) its cutoff frequency. Mesh filters are ubiquitous throughout
GHz and THz astronomy, as they efficiently reject IR radiation while maintaining & 95%
mm-wave transmissivity. The SA optics tubes employ three sets of mesh filters whose cutoff
frequencies progressively decline towards the detectors [94]. The final set of these, which
reside directly above the detector wafers, are shown in Figure 2.11b.

While SO’s IR-blocking design shares many of SA’s principles, there are a few differences
worth highlighting. First, SO uses silicon lenses with metamaterial AR coatings. Silicon’s
IR absorptivity is generally lower than that of alumina [122, 114] and trends strongly with
its resistivity, which decreases with temperature. Given these constraints, SO relies more
heavily on additional filters to reject IR radiation [4]. Second, SO’s focal planes are cooled
by dilution refrigerators (DRs), which operate continuously and provide ∼ 100 µW of
cooling power at ≈ 0.1 K. In addition, the DR has an intermediate stage with ∼ 10 mW
of cooling power at 1 K, which is used to cool the LAT’s (SAT’s) Lyot (aperture) stop
and lenses. As a result, the parasitic optical load due to thermal emission from SO’s OT
components is expected to be lower than in SA.

2.6 Technical motivations

As detailed in Chapter 1, detecting inflationary B-modes requires a CMB observatory with
exquisite sensitivity. This sensitivity requirement has driven CMB telescopes to become
larger and more technologically sophisticated. The process of designing these systems, setting
their requirements, defining their interfaces, and evaluating their performance requires an
equally sophisticated set of simulation tools. Chapters 3 and 4 detail how optical, thermal,
detector, and readout noise are calculated, and Chapter 5 describes how SA and SO use
sensitivity estimates to inform instrument design and fabrication. In addition, as telescopes
become increasingly powerful and complex, tight control of systematic effects is becoming
increasingly important. In particular, with the advent of CMB polarimetry, it is critical that
hardware systems mitigate instrumental polarization and atmospheric contamination. We
discuss these two systematic effects in Chapter 6 and we discuss mitigation techniques in
Chapters 6-10.
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Chapter 3

Instrument sensitivity

This chapter overlaps substantially with Hill, Bruno, Simon, et al. (2018) [81], which we
encourage the reader to cite instead of or in addition to this dissertation.

Telescopes for CMB polarization observation are complex systems whose success relies
on high-quality optical, thermal, and detector performance. Instrument evaluation is typ-
ically broken into two categories: sensitivity and systematics. Sensitivity is a measure
of the instrument’s signal-to-noise and is essentially governed by two factors: the detec-
tors’ noise level and the telescope’s optical throughput. Sensitivity analyses often assume
a white noise spectrum1 and a fixed sky signal. Systematics, on the other hand, are sub-
stantially more complex and involve system-dependent effects such as optical sidelobes,2

intensity-to-polarization leakage, cross polarization, scan-synchronous signals, low-frequency
noise, detector gain drift, focal plane temperature changes, readout pathologies, and more.
While both sensitivity and systematics are critical components of instrument evaluation,
sensitivity is usually easier to quantify and understand. Therefore, accurate signal-to-noise
calculations are at the center of CMB telescope forecasting and verification. Chapter 5
presents a sensitivity calculator for Simons Array (SA), Simons Observatory (SO), and the
broader CMB community, but as a precursor to that discussion, this chapter presents the
sensitivity calculation itself, highlighting a few key advancements.

3.1 Noise spectrum

An instrument’s sensitivity is often quantified in terms of its signal-to-noise ratio (SNR).
In experiments that use photodetectors, such as mm-wave telescopes, SNR is often expressed
as a noise-equivalent power (NEP), which is the signal power that gives a SNR = 1 given

1White noise assumes that all noise fluctuations are Gaussian, uncorrelated, and of equal amplitude on all
time scales.

2The “main” lobe is the predominant component of the telescope’s angular response function, while “side”
lobes are are artifacts of diffraction effects in the optical system.
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1 Hz of output bandwidth3 [161]. In this sense, NEP is spectral quantity, and the amount
of noise power in a given sample depends on both the noise spectrum and the integration
bandwidth4 〈

σ2
P

〉
=

∫ fhi

flo

|NEP(f)|2 df , (3.1)

where f is the audio frequency.5

When quoting NEP, the noise is often approximated as “white,” or independent of fre-
quency. In this case, the integral in Equation 3.1 becomes〈

σ2
P

〉
= |NEP|2 ∆f , (3.2)

where ∆f = fhi − flo is the output bandwidth, which is related to the detector’s sampling
rate ∆tsamp as

∆f =
1

2∆tsamp

. (3.3)

NEP in CMB experiments is generally decomposed into photon noise, bolometer
thermal noise, readout/amplifier noise, TES Johnson noise, and extraneous noise
sources, each of which we detail in the following sections. These noise sources are typically
assumed to be white and uncorrelated, allowing them to be simulated independently and
added in quadrature.6 After estimating or measuring a detector’s NEP, it is often referenced
to a sky signal as a noise-equivalent temperature (NET). NET is a ubiquitous figure of
merit for CMB telescopes, and an accurate NET estimate relies on an accurate understanding
of many instrument characteristics, including the ambient optical environment, telescope +
receiver optical throughput, bolometer and amplifier noise, spillover both inside and outside
of the cryostat, and beam coupling efficiency. We discuss these components of the sensitivity
calculation in the following sections and assess their relative SNR impacts.

3.2 Photon statistics

It is often convenient to describe the propagation of radiation through an optical system in
terms of modes. A single mode of the classical electric field is given by

Ep(~r, t) = E0 sin
(
~k · ~r − ωt

)
, (3.4)

3Output bandwidth is the bandwidth at which the data is sampled. According to the Nyquist Sampling
Theorem, a sinusoid with frequency fsig is resolved when sampled at least twice per cycle, or at fsamp ≥ 2fsig.
Therefore, for the definition of NEP, an output bandwidth of 1 Hz corresponds to 0.5 s of integration time.

4Integration bandwidth and output bandwidth are functionally equivalent. The former term is often used
in the CMB community, as bolometers naturally integrate over a frequency range defined by their time
constant (see Section 2.4.1).

5The audio frequency f describes data sampling and is distinct from the microwave frequency ν, which
describes electromagnetic radiation.

6In other words, the noise functions for each source are assumed to be orthogonal.
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where ~r is position, t is time, ~k = (2πν/c)k̂ is the wave vector, ω = ck is the light’s angular
frequency, and the index p denotes polarization. In other words, an electromagnetic mode is
described by a single vibrational component of the electric field with microwave frequency
ν.

The quantum mechanical analog to electromagnetic modes are coherent states, which
is a basis of full coherence and comprises eigenvectors of the photon creation operator a†~kp

a†~kp

∣∣∣α~kp〉 = α~kp

∣∣∣α~kp〉 . (3.5)

The quantum electric field operates on the coherent basis as

Ê(+)
p (~r, t)

∣∣∣α~kp〉 = Ep(~r, t)
∣∣∣α~kp〉 , (3.6)

where the observable quantity Ep(~r, t) is the classical mode defined in Equation 3.4. Using
Equations 3.5 and 3.6, we can relate the electric field operator for a single electromagnetic
mode to the photon operator for a coherent state as

Ê(+)
p (~r, t) ∝

√
~ω
2ε0

a†~kp sin(~k · ~r − ωt) , (3.7)

where here ~ is the reduced Planck constant and ε0 is the permittivity of free space. Equa-
tions 3.7 and 3.4 demonstrate that by understanding the classical fluctuations of the field

Ep(~r, t), we can also understand the quantum fluctuations of the coherent state
∣∣∣α~kp〉. This

relationship is powerful, as it enables us to use electromagnetic waves to quantify photon
noise.

In order to study the statistics of thermal light for CMB applications, we note that
the probability of finding a photon in a state n is governed by the Boltzmann probability
distribution [123]

Pn =
exp (−En/kBT )∑∞
n=0 exp (−En/kBT )

, (3.8)

where each state’s energy is that of a harmonic oscillator

En =

(
n+

1

2

)
~ω . (3.9)

Noting that the zero-point energy cancels out when Equation 3.9 is substituted into Equa-
tion 3.8, it is convenient to define the factor

U = exp (−~ω/kBT ) , (3.10)

such that the Boltzmann distribution can be rewritten as

Pn =
Un∑∞
n=0 U

n
= (1− U)Un . (3.11)
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Figure 3.1: The relationship between photon occupation and electromagnetic mode temperature. Figure 3.1a
shows the mean occupation number vs. temperature integrated over the SO bands in Figure 2.1. The
atmospheric temperature TATM for each band is marked with a star, and the CMB temperature TCMB is
marked with a vertical line. Figure 3.1b shows the occupation probability distribution—or equivalently, the
population density—for a few mean occupation numbers 〈n〉. The probability broadens with increasing 〈n〉,
giving rise to larger mode fluctuations, while at smaller 〈n〉 the distribution looks increasingly Poissonian.

Here, we have invoked the geometric-series relation
∑∞

n=0 U
n = (1 − U)−1. Given this

simplified form for the probability distribution, we can calculate the mean photon occupation
number as

〈n〉 =
∞∑
n=0

nPn = (1− U)
∞∑
n=0

nUn =
U

1− U , (3.12)

where we note that
∑

n nU
n = U∂/∂U

∑
n U

n. Substituting Equation 3.10 into Equa-
tion 3.12 gives the mean photon number for thermal light with temperature T at frequency
ω

〈n〉 =
1

exp (~ω/kBT )− 1
, (3.13)

which is the familiar Bose-Einstein distribution.
Armed with an expression for the mean photon occupation number, we now find an

expression for root-mean-square (RMS) photon count fluctuations [123]

(∆n)2 =
∑
n

(n− 〈n〉)2 Pn =
〈
n2
〉
− 〈n〉2 . (3.14)
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To simplify this expression, we rewrite Pn by plugging U = 〈n〉 /(1 + 〈n〉) into Equation 3.11
to obtain

Pn =
〈n〉n

(1 + 〈n〉)1+n . (3.15)

At this point, it is useful to write Pn in terms of its factorial moments〈
n!

(n− r)!

〉
=
∑
n

n (n− 1) (n− 2) ... (n− r + 1)Pn = r! 〈n〉r , (3.16)

where the last equality comes from plugging Equation 3.15 in for Pn [123]. We can then use
Equation 3.16 with r = 2 to find

〈n(n− 1)〉 = 2 〈n〉2 , (3.17)

which we finally plug into Equation 3.14 to obtain

(∆n)2 = 〈n〉+ 〈n〉2 . (3.18)

When the mean photon occupation number is 〈n〉 � 1, which is true when ~ω � kBT ,
Equation 3.18 reduces to (∆n)2 ≈ 〈n〉, which is true of a Poisson distribution. Therefore,
in the high-frequency and/or low-temperature limit, photon noise is predominantly shot
noise and its fluctuations are uncorrelated. On the other hand, when the occupation is
〈n〉 � 1, which is true when ~ω � kBT , Equation 3.18 reduces to (∆n)2 ≈ 〈n〉2, which is
true of an exponential distribution. Therefore, in the low-frequency and/or high-temperature
limit, photon noise is predominantly Bose noise (also called wave noise) and fluctuations
are, in general, correlated. The regime where ~ω � kBT is called the Rayleigh-Jeans (RJ)
limit and is invoked widely in radio astronomy, especially . 100 GHz.

3.3 Photon NEP

According to Equations 3.9 and 3.18, the variance of the energy in an electromagnetic mode
is determined solely by the mode’s mean photon occupation number. In this section, we
relate these photon statistics to fluctuations in optical power and quantify photon noise
using NEP [113, 161, 15, 241].

Assuming that all Nelem optics are isothermal blackbodies,7 the detected power spectral
density pi(ν) for an optical element i is determined by its physical temperature Ti, the
aggregate transmissivity of all optics between it and the detector [ηi+1(ν), . . . , ηNelem

(ν)], its

7Isothermality is not generally true for optics within CMB telescopes, which are illuminated at the center
and heatsunk at the edges, but spatial temperature variations across the optic are typically < 10% and are
often averaged over the focal plane. Therefore the assumption of isothermal optical elements is appropriate
for sensitivity estimations.
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emissivity εi(ν), its spillover fraction βi(ν), the effective temperature of its spilled radiation
Tβ;i, its scattering fraction δi(ν), and the effective temperature of its scattered radiation Tδ;i

pi (ν) =

Nelem∏
j=i+1

ηj(ν) [εi(ν)S(Ti, ν) + βi(ν)S(Tβ;i, ν) + δi(ν)S(Tδ;i, ν)] . (3.19)

The power spectral density S(T, ν) of the emitted, spilled, and scattered radiation into a
mode with frequency ν is given by the Planck spectral density

S(T, ν) = AΩ
hν3

c2
n(T, ν) = hνn(T, ν) . (3.20)

Here, n(T, ν) is the mean Bose occupation number defined in Equation 3.13, and the entendue
AΩ for a diffraction-limited, single-moded detector, is given by the square of the detected
wavelength [177, 161]

AΩ =
( c
ν

)2

= λ2 . (3.21)

The RMS of power fluctuations in a single thermal mode is

(∆Pmode)
2 = (hν)2 (〈n〉+ 〈n〉2

)
, (3.22)

and we can convert this relation into an NEP using Equations 3.19 and 3.20 as

NEPph =

√√√√√2

∫ ∞
0

hν Nelem∑
i=1

pi(ν) +

(
Nelem∑
i=1

pi(ν)

)2
B2(ν)dν , (3.23)

where B(ν) is the detector’s transmissivity vs. frequency, also called the detector band.
This relation is often approximated as

NEPph ≈
√

2

[
hνcPopt +

P 2
opt

∆ν

]
, (3.24)

where νc and ∆ν are the central frequency and bandwidth of the detector band B(ν), where
the total detected optical power is

Popt =

∫ ∞
0

[
Nelem∑
i=1

pi(ν)

]
B(ν)dν , (3.25)

and where the approximation remains valid in the RJ limit where hν � kBT . Note that the
first term in Equations 3.23 and 3.24 represents shot noise NEP2

shot ∝ 〈n〉, while the second
term represents wave noise NEP2

wave ∝ 〈n〉2.
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Figure 3.2: A schematic of the one-dimensional optical system assumed in the optical power calculation. CMB
photons are attenuated by the atmosphere and telescope optics, while atmospheric emission is attenuated by
just the telescope optics. The dewar itself also emits, and all attenuated radiation impinges on the detector
pixel, where it is finally sensed.

3.4 Optical power

An accurate calculation of photon noise relies on an accurate understanding of each optical
element’s power spectral density p(ν), which is defined in Equation 3.19. Assume that
the optical stack, which comprises the telescope’s mirrors, the receiver’s lenses and filters,
and the focal plane’s optics, can be represented as a one-dimensional array of blackbody
absorbers/emitters/attenuators in thermal equilibrium, as shown in Figure 3.2. While
isothermal equilibrium is not true in reality, it is a reasonable approximation for a white-
noise, single-mode NET estimate. There are four primary components to the detector’s
optical load that we detail in the following subsections: emissivity, spillover, scattering, and
transmissivity.

3.4.1 Emissivity and absorptivity

Emissivity quantifies the propensity of an optical element to emit thermal radiation. The
emissivity of a dielectric is determined by its loss tangent

tan δ =
2πνε′′ + σ

2πνε′
≈ ε′′

ε′
, (3.26)

where the conductivity is σ, the dielectric constant is

ε = ε′ − iε′′ , (3.27)
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Figure 3.3: A schematic of forward-time-sense and reverse-time-sense calculations as they apply to transmis-
sivity, absorptivity/emissivity, scattering fraction, and spillover fraction. When estimating sensitivities, it is
often useful to think in the reverse-time sense, or in the paradigm of the detector pixel radiating towards
the sky.

and the approximation in Equation 3.26 applies when σ � 2πνε′′. The dielectric’s emissivity
can then be written as

εdiel(ν) = 1− exp

(
−2πνnt

c
tan δ

)
≈ 2πνnt

c
tan δ , (3.28)

where t is the optical thickness, c is the speed of light in a vacuum, n is the dielectric’s
refractive index, and the approximation applies when tan δ � 1.

For conductors, such as mirrors, emissivity is generated by Ohmic losses and is estimated
using the Hagens-Ruben relation [68, 180]

εcond(ν) = 4

√
πνε0

σ
, (3.29)

where σ is the conductivity and ε0 is the permittivity of free space. Note that at oblique
incident angles, the conductor’s skin depth is different for the S and P polarizations, which
creates a slight degree of polarized emission. This polarization leakage is an important
systematic effect, but it is irrelevant when estimating optical NEP, which is concerned with
spatially- and polarization-averaged loading estimates.

Under the assumption of thermal equilibrium, each optic’s emission results from the
thermodynamic motions of its composing molecules, which are Gaussian random and wide-
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band.8 In this paradigm, emissivity ε(ν) and absorptivity α(ν) are equivalent

α(ν) =
Pabs(ν)

Pin(ν)
= ε(ν) , (3.30)

where Pin(ν) and Pabs(ν) are the input and absorbed power, respectively. Therefore, not only
does dielectric emissivity lead to parasitic loading, but it also leads to signal attenuation.

3.4.2 Spillover fraction

Spillover fraction quantifies the amount of incident power that spills over an optical ele-
ment’s optically viable area9

β(ν) =
Pspill(ν)

Pin(ν)
, (3.31)

where Pin(ν) and Pspill(ν) are the input and spilled power, respectively. Spillover is most
easily imagined in the reverse-time sense (see Figure 3.3). If some power from a detector
pixel falls outside an element’s optically viable area, this radiation will not propagate to the
sky but will instead terminate elsewhere. Because this spillover allows the detector to “see”
non-optical surfaces in the telescope system, photons emitted (in the forward-time sense)
from such surfaces are detected, hence dissipating non-sky optical power on the bolometer.

The spillover’s intensity is governed by its effective temperature Teff , or the effective
temperature on which the spilled reverse-time-sense photons terminate

Teff = εsurfaceTsurface . (3.32)

Here, Tsurface is the surface’s physical temperature, εsurface is its emissivity, and for spillover
in Equation 3.19, Tβ = Teff . Equation 3.32 relies on the RJ approximation, which is usually
accurate enough for spillover estimates during sensitivity forecasting. Some common exam-
ples include spill over the aperture (which terminates on the stop), spill over a lens (which
terminates somewhere in the cryostat), and spill over the primary mirror (which terminates
on the sky or ground).

3.4.3 Scattering fraction

Scattering fraction quantifies the scattering in a given optical element

δ(ν) =
Pscatt(ν)

Pin(ν)
, (3.33)

8These broadband, thermomolecular phenomena are much more important than any atom-light interactions,
which can produce narrow-band features in the emission spectrum.

9Often times, the optically viable area of a lens, thermal filter, or a wave plate is the optic’s clear-aperture
diameter.



CHAPTER 3. INSTRUMENT SENSITIVITY 54

where Pin(ν) and Pscatt(ν) are the input and scattered power, respectively. In a similar sense
to spillover, scattering is most easily imagined in the reverse-time sense. If some power from a
detector pixel is scattered by an optical element, this radiation will not necessarily propagate
to the sky but may instead terminate on some surface that will, in the forward-time sense,
emit optical power on the bolometer. The scattering’s intensity is similarly governed by the
effective temperature in Equation 3.32, and for scattering in Equation 3.19, Tδ = Teff .

There are many mechanisms for scattering, but the two most common in mm-wave exper-
iments are Mie scattering and Ruze scattering. Mie scattering arises due to any irregularity
in an otherwise homogeneous, well-ordered medium. Common examples in CMB telescopes
include voids in dielectric substrates, air bubbles or gaps between anti-reflection coating
layers, and fillers in composite materials. If the scattering center is much smaller than the
wavelength, which is often a good approximation at radio frequencies, Mie scattering is
well-described by the Rayleigh scattering cross section [121]

σRay =
2π5

3

d6

λ4

(
n2

2 − n2
1

n2
2 + 2n2

1

)2

, (3.34)

where d is the particle/void/deformity’s diameter, n2 is its refractive index, and n1 is the
refractive index of the medium. The aggregate impact of Rayleigh scatterers is then given
by the Beer-Lambert law

δRay(ν) ≈ 1− exp (−σRayNz) , (3.35)

where N is the number density of scatterers, z is the optical path length in the scattering
medium, and the approximation assumes that the medium is uniform. Scattering is an espe-
cially important parameter in cryogenic systems because it does not improve with decreasing
temperature (unlike absorption loss).

Scattering from reflectors typically arises due to surface roughness and is quantified by
Ruze scattering

δRuze(ν) = 1− exp

[(
4πσsurfν

c

)2
]
, (3.36)

where σsurf is the reflector’s RMS roughness. At millimeter wavelengths, Ruze scattering
tends to be negligible for terrestrial experiments,10 but its impact on sensitivity can become
more prominent in low-load environments, such as in outer space, where polished mirrors
may be beneficial.

10In fact, many terrestrial experiments intentionally roughen their mirrors as a safety against accidentally
pointing the telescope at the sun. In this scenario, the roughened mirror will diffuse the sun’s short
wavelengths, preventing heat-induced damage to the experiment.
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3.4.4 Reflectivity

Reflectivity is the fraction of incident power that is reflected by any dielectric optic

r(ν) =
Prefl(ν)

Pin(ν)
. (3.37)

Reflections arise at interfaces between media with mismatched refractive indices, and anti-
reflection (AR) coatings are designed to limit these reflections. An in-depth discussion of
AR coatings and their realized reflectivities is presented in Chapter 10.

3.4.5 Transmissivity

Transmissivity is the ratio of transmitted optical power to incident optical power

η(ν) =
Ptrans(ν)

Pin(ν)
(3.38)

and is the product of absorptivity, spillover fraction, scattering fraction, and reflectivity

η(ν) = [1− α(ν)] [1− β(ν)] [1− δ(ν)] [1− r(ν)] . (3.39)

Transmissivity is effectively synonymous with transparency, and maximizing transmission is
a core principle of high-throughput telescopes.

3.4.6 Optical throughput and optical efficiency

Optical throughput is the total transmission through the telescope system and is defined
as

ηthrough =

Ninst∏
i=0

ηi (3.40)

where Ninst includes all optical elements, including the detector.11 Throughput can be
thought of as the number of sky photons detected divided by the number of in-band photons
within the telescope’s beam.

As noted in Section 2.3.3, the aperture stop (or the Lyot stop in telescopes with reimaging
optics) defines the telescope’s angular resolution by truncating the beams from detector
pixels. Unlike other transmissivity degradations, that of the aperture is intentional, and
therefore CMB instrumentalists often quote an instrument’s optical efficiency as

ηeff =
ηthrough

ηapert

, (3.41)

where ηapert is the aperture efficiency (also called the beam-coupling efficiency) defined in
Equation 2.10. The theoretical maximum of ηeff , in the limit of perfectly transparent optics,
is 100%, while that of ηthrough is (1− ηapert).
11Note that throughput excludes any attenuation due to the atmosphere.
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3.4.7 Sky temperature and telescope temperature

In the broadest sense, there are two “sources” of optical loading on the bolometer: the sky
and the telescope

Popt = Psky + Ptel . (3.42)

Here, sky power is given by

Psky =

∫ ∞
0

Nsky∑
i

pi(ν)

B(ν)dν , (3.43)

where B(ν) is the detector’s band and where the summation runs over all Nsky sky sources,
including the CMB, galactic dust emission, synchrotron emission, and atmospheric emission.
In a similar manner, instrument-induced power is given by

Ptel =

∫ ∞
0

[
Ninst∑
i

pi(ν)

]
B(ν)dν , (3.44)

where the summation runs over all Ninst instrument sources, such as the telescope mirrors,
vacuum window, lenses, thermal filters, aperture stop, and focal plane coupling optics.

Given Equation 3.42, CMB instrumentalists often describe the sky and instrument loads
in terms of their effective RJ temperatures

Popt = ηthroughkB∆ν (Tsky + Ttel) , (3.45)

where ∆ν is the telescope’s effective bandwidth12 and ηthrough is defined in Equation 3.40.
Equation 3.45 describes the total power from the sky (telescope) as being due to a perfect
blackbody with temperature Tsky (Ttel) placed in front of a 0 K telescope with throughput
ηthrough. This scheme allows parasitic power from telescope optics to be quickly compared
against sky power, and a typical goal is to make Ttel � Tsky.

3.5 Bolometer thermal carrier NEP

Thermal carrier noise arises due to fluctuations in heat flow between the bolometer’s
absorbing element and the bath to which it is weakly connected and is given by the equa-
tion [129]

NEPg =
√

4kBFlinkT 2
c g , (3.46)

where Tc is the bolometer’s operating temperature—which for a TES is equivalent to its
superconducting transition temperature—g is the dynamic thermal conductance

12The telescope’s effective bandwidth is typically defined as the bandwidth between the detector band’s B(ν)
-3 dB points.
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Figure 3.4: Dependence of NEPg and Psat on the bolometer’s transition temperature Tc for various bath tem-
peratures Tb. Figure 3.4a assumes a constant Psat, while Figure 3.4b assumes Ak0/(n+1) = 240 pW/mm K4

and a bolometer “leg” length of 1 mm. Reducing the bath temperature substantially improves thermal carrier
noise while having little impact on saturation power. For a given Tb, the optimum transition temperature is
Tc ≈ 1.7Tb.

from the bolometer’s absorbing element to the bath (see Equation 2.14), and Flink is a
numerical factor that depends on the link’s thermal conduction index n [5]

Flink =

∫ Tc
Tb

[
Tk(T )
Tck(Tc)

]2

dT∫ Tc
Tb

[
k(T )
k(Tc)

]
dT

=
n+ 1

2n+ 3

1− (Tb/Tc)
2n+3

1− (Tb/Tc)
n+1 . (3.47)

Here, Tb is the bath temperature, and the conductivity between the bolometer and the bath
is assumed to be k(T ) = k0T

n.
The power flowing from the bolometer to the thermal bath is called the saturation

power13

Psat =

∫ Tc

Tb

A

l
k(T )dT =

A

l

k0

(n+ 1)

(
T n+1

c − T n+1
b

)
, (3.48)

13It is worth noting that different TES bolometer engineers sometimes use different nomenclature. For
example, some TES experts will refer to the saturation power Psat as the power at which the TES saturates
or becomes normal. However, in the Simons Array collaboration, saturation power is defined as the power
dissipated by the TES during operation, and the power at which the bolometer saturates is instead called
Pturn. Therefore, Psat ≈ 0.9Pturn.
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where A and l are the thermal link’s cross-sectional area and length, respectively. We can
then calculate the dynamic thermal conductance as

g =
∂Psat

∂Tc

=
A

l
k0T

n
c . (3.49)

While A, l, and k0 are familiar quantities to those who fabricate bolometers, saturation
power is what matters for bolometer operation, and therefore we rewrite g as

g = Psat(n+ 1)
T nc

T n+1
c − T n+1

b

. (3.50)

Plugging Equation 3.50 into Equation 3.46 gives a more phenomenological form for thermal
carrier noise

NEPg =
√

4kBFlinkPsat

√
(n+ 1)T n+2

c

T n+1
c − T n+1

b

. (3.51)

While Equation 3.51 is determined by a small set of parameters, in reality NEPg is also
influenced by the specifics of the bolometer’s geometry, composition, and fabrication. For
example, transition-edge sensors (TESes) have well-known pathological noise sources, such
as flux flow noise and non-equilibrium Johnson noise, that often increase the measured NEPg

beyond the theoretical formalism presented here [58]. These effects are empirically absorbed
into Flink during bolometer characterization both in the lab and in the field (e.g., [32]).

3.6 Readout NEP

As presented in Section 2.4, many modern CMB detectors are low-impedance, voltage-
biased bolometers read out using superconducting quantum interference device (SQUID)
transimpedance amplifiers [193]. SQUIDs are current sensors, and a power fluctuation on a
voltage-biased bolometer gives rise to a current fluctuation at the amplifier’s input. There-
fore, readout noise is typically characterized as a noise-equivalent current (NEI), which
has units of A/

√
Hz. In order to refer NEIread to an NEP, we must consider the bolometer’s

responsivity SI = dI/dP (see Equation 2.18). We conveniently write the responsivity as

SI = −Sfact
1

Vbias

, (3.52)

where Vbias is the bias voltage across the bolometer defined in Equation 2.11. In the presence
of electrothermal feedback, the bolometer’s responsivity can typically be written in terms of
its DC loop gain L (see Equation 2.17), time constant τ , and the optical-power modulation
mode frequency ω (see Equation 2.14) as

Sfact = −S̃fact
L
L+ 1

1

1 + iωτ
, (3.53)
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where S̃fact is 1 if Vbias is DC (e.g., time-division multiplexing or microwave multiplexing) or√
2 if it is AC (e.g., frequency-domain multiplexing), as shown in Equation 2.19.

Characterization of the bolometer’s loop gain L and time constant τ are hugely important
to determining detector responsivity and hence to correctly relating amplifier output to sky
power. As a result, detector responsivity is calibrated frequently in the field using both
celestial sources and calibration hardware. Given an estimate of Sfact, readout NEP can
be calculated as

NEPread =
NEIread

SI

=

√
RboloPbias

Sfact

NEIread , (3.54)

where the RMS voltage bias is written in terms of the bolometer’s operating resistance Rbolo

as Vbias =
√
RboloPbias.

Readout noise comprises a multitude of noise sources and electrical effects, and therefore
readout NEI is not synonymous with SQUID NEI. SQUID noise is typically quite small
with NEISQUID ∼ 5 pA/

√
Hz, while noise in dfMUX systems can range anywhere from

10 ∼ 30 pA/
√

Hz [13] and noise in µMUX systems can be even higher [46]. An effective
technique to maximize responsivity is to minimize Rbolo. SO bolometers are DC biased and
have a resistance of O(10) mΩ [192], while SA bolometers are AC biased—necessitating
a larger resistance to trivialize the impact of parasitic series impedances14—and have a
resistance of O(1) Ω [224]. Minimizing readout noise is a tenet of modern CMB experiments,
which face challenges associated with large multiplexing factors at high frequencies.

3.7 Johnson NEP

Johnson noise arises due to thermal fluctuations in the bolometer that cause fluctuations
in its resistance. Johnson noise equivalent current NEIJohnson is given by

NEIJohnson =
1

L

√
4kBTc

Rbolo

, (3.55)

where again, Tc the bolometer’s operating temperature and Rbolo is its (average) operating
resistance. This current noise can be converted to an NEP using the bolometer responsivity
SI defined in Equation 3.53 as

NEPJohnson =
NEIJohnson

SI

= S̃fact
L+ 1

L2
(1 + iωτ)

√
4kBTcPbias , (3.56)

where Pbias is defined in Equation 2.11.
We highlight two important notes regarding Equation 3.56. First, in the limit of a large

loop gain L � 1, which is enabled by the TES bolometer’s large dR/dT , NEPJohnson → 0.
Second, Johnson noise is suppressed by a factor of 1/L with respect to the readout noise

14Typical parasitic impedances for AC-biased bolometers include series inductance and capacitance in the
cables and connectors between the SQUID on 4 K stage and the detectors on mK stage.
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NEPread in Equation 3.54. For these two reasons, it is often customary to ignore Johnson
noise when estimating the NEP of modern TESes. Even in the worse-possible scenario of L =
1, the estimated NEIJohnson for an AC-biased (DC-biased) bolometer is ∼ 5 (20) pA/

√
Hz,

which is far below the NEIread values discussed in Section 3.6. Furthermore, NEPJohnson

becomes negligible when assuming a healthier, more typical loop gain of L ∼ 10.

3.8 NET

Assuming that all noise sources are white and uncorrelated, a detector’s total NEP is

NEPdet =
√

NEP2
ph + NEP2

g + NEP2
read , (3.57)

where NEPph is the photon NEP, NEPg is the thermal carrier NEP, and NEPread is the
readout NEP. Because a bolometer measures fluctuations in sky temperature, NEPdet is
conventionally converted into a noise-equivalent temperature (NET)

NETdet =
NEPdet√

2 (dP/dTsky)
, (3.58)

where the
√

2 arises due to a unit conversion from output bandwidth in 1/
√

Hz to integration
time in

√
s, as described in Section 3.1.

CMB experiments often reference sky power either to the CMB’s physical temperature
Tphys = TCMB = 2.725 K or to some other source’s RJ temperature TRJ. The conversion
factor in W/K from fluctuations in physical temperature to fluctuations in power is

dP

dTphys

= ξ

∫ ∞
0

[
1

kB

(
hν

Tphys (exp [hν/kBTphys]− 1)

)2

exp [hν/kBTphys]

]
B(ν)dν , (3.59)

where ξ ≤ 1 is an overall signal degradation factor,15 and B(ν) is the detector’s band
(examples in Figure 2.1). The conversion factor in W/KRJ is

dP

dTRJ

= ξ

∫ ∞
0

kBB(ν)dν , (3.60)

where B(ν) is the detector bandpass.
When reconstructing the sky during analysis, data from each detector are coadded16

to improve signal-to-noise in the map domain. To quantify this SNR increase in the time

15For example, the overall signal degradation factor might be associated with imperfect image formation at
the focal plane.

16Coaddition is a process of synthesizing maps from individual detectors and adding them to a common grid
to produce an output image with improved signal-to-noise.
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Figure 3.5: The conversion factor from RJ temperature fluctuations to those of a blackbody with temperature
Tphys in the SO detector bands (see Figure 2.1). The most commonly used factor is dTCMB/dTRJ, which
converts NETRJ to NETCMB, but the conversion factor for a 10 K atmosphere is also plotted for reference.
The RJ approximation works well at high temperatures and low frequencies and is therefore often used to
quantify noise in radio telescopes and the intensity of bright sources.

domain, we define array NET as the inverse-variance-weighted average17 of individual-
detector NETs

NETarr =

√
1∑Ndet

i 1/NET2
det,i

Γ , (3.61)

where the sum is over all yielded detectors in the array and where Γ quantifies the degree to
which white noise is correlated between detector pixels on the focal plane (see Section 3.9).
If we assume that all operational detectors have the same NETdet, an assumption that is
often invoked when forecasting median sensitivity estimates, the inverse-variance-weighted
average becomes the simple average

NETarr =
NETdet√
Y Ndet

Γ , (3.62)

where Ndet is the total number of detectors and Y is the detector yield. Note that nonop-
erational detectors effectively have infinite NETdet.

17In order to maximize signal-to-noise in the coadded map, each detector’s data is weighted by its inverse
variance, hence giving more weight to high-SNR detectors and minimizing the variance in the final map.
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3.9 Photon noise correlation factor

It is possible to oversample the focal plane by deploying more detector pixels than there are
independent spatial modes in the telescope optics [149]. When the pixel density is higher
than the mode density, photon wave noise correlates between detector outputs [241]. This
correlation slows the rate at which noise is averaged down during detector coaddition and
is quantified by Γ in Equation 3.62. A detailed derivation of photon noise correlations
is discussed in Chapter 4, but we briefly review the calculation here for the completeness of
the sensitivity presentation.

The number of independent spatial modes at the focal plane is determined by the tele-
scope’s beam size and field of view, and it is functionally synonymous with the number of
non-overlapping telescope beams. For example, if the telescope’s field of view is 5.0 deg and
its beam size is 0.1 deg, the number of independent modes is ≈ (5.0/0.1)2. This approx-
imation is rough and depends on the details of the beam’s profile and sidelobes, but it is
nonetheless intuitive and functional. The telescope’s magnification determines the spatial
modes’ linear dimension at the focal plane, and to a good approximation, the correlation
length is ≈ 1.2 Fλ. Therefore, if neighboring detectors pixels are < 1.2 Fλ apart, their noise
will correlate.

Intensity correlations are determined by the Hanbury Brown-Twiss (HBT) coeffi-
cient [24, 23]

γij =
〈|ei|2|ej|2〉 − 〈|ei|2〉〈|ej|2〉
RMS (|ei|2) RMS (|ej|2)

, (3.63)

where angle brackets denote the statistical average. The field amplitude ei is an integral of
the incoming electric field for detector i with beam bi(x, y) and optical path length to the
source plane `i(x, y)

ei =

∫∫
dx dy e2πi`i(x,y) bi(x, y)E(x, y) . (3.64)

Because the stop is not 0 K, correlations can arise due to radiation outside the aperture
as well as within it, and these details are discussed in Chapter 4. In this section, we focus
only on radiation within the aperture, which is usually the dominant noise contributor for
ground-based telescopes.

The cumulative correlation coefficient γ is a summation of the correlation coefficients
between all Npix detector pixels on the focal plane

γ =
1

Npix − 1

∑
i

∑
j 6=i

γij . (3.65)

These correlations then propagate to NETarr by impeding the degree to which wave noise is
suppressed during inverse-variance averaging

NETarr =

√
NET2

shot + (1 + γ)NET2
wave + NET2

g + NET2
read

Y Ndet

, (3.66)
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Figure 3.6: Wave-noise fraction, which is defined as NEPwave/
√

NEPwave
2 + NEPshot

2, assuming a 20 GHz-
wide top-hat band and an optical throughput between the source and detector of 30%.

where NETshot and NETwave are related to NEPshot and NEPwave (see Section 3.3) via Equa-
tions 3.59 or 3.60. We can now write the array NET correlation suppression factor Γ
in Equation 3.62 as

Γ =

√
1 +

γ NET2
wave

NET2
shot + NET2

wave + NET2
g + NET2

read

. (3.67)

As is evident in Equation 3.67, the impact of correlations on NETarr depends not only on the
HBT coefficient but on the relative contribution of wave noise to the total noise, necessitating
an accurate estimate of Popt for an accurate estimate of Γ.

3.10 N` and mapping speed

As presented in Section 3.8, NET has units of µK
√

s and measures noise in the detector
time stream with respect to fluctuations in sky temperature. It is often useful to convert
this time-domain noise into a map depth, or noise in a sky-map domain, which is defined
as

σmap = NETarr

√
4π (10800/π)2 fsky

ηobs tobs

, (3.68)
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in units of K-arcmin. Here, we convert NET from a temporal spectral density to a spatial
spectral density by dividing by the integration time—or the product of the observatory’s
lifetime tobs and its observation efficiency ηobs—and by multiplying by the sky area—or
the total number of arcminutes on the sky times the observed sky fraction fsky. In addition
to improving NETs, map depth is improved both by integrating for longer and by observing
smaller sky patches. However, as shown in Equation 1.34, a smaller sky fraction leads to
larger cosmic variance, and therefore trade-offs between map depth and sky coverage are
important considerations when optimizing observation strategies.

The figure of merit when measuring CMB power spectra (see Figures 1.10, 1.11, and 1.12)
is N`, which measures instrument noise in K2 as a function of angular multipole number `.
The power spectrum error is

∆C` =

√
2

(2`+ 1) fsky

(C` +N`) , (3.69)

where the first term is due to cosmic variance (see Section 1.6) and the second term is due
to instrumental noise. If N` is due to white noise alone, it can be written using the Knox
Formula [106]

Nwhite
` = 4σ2

mape
`2σ2

beam , (3.70)

where the exponential term is called the beam transfer function and σbeam is the exper-
iment’s angular resolution. The sensitivity degradation at angular scales smaller than the
telescope’s beam is an important driver of the primary aperture size. For example, a large-
aperture telescope with σbeam = 0.1 deg beam will make a much more sensitive measurement
at ` = 2, 000 than a small-aperture telescope with σbeam = 1 deg, even if the small-aperture
telescope has better NETs.

It is important to note that Equations 3.68 and 3.70 are simplistic approximations and
that the conversion from NET to map depth is, in general, a complicated product of in-
strument properties, observation strategies, and analysis techniques. For example, practical
observations cover the sky non-uniformly, and each sky pixel’s “weight” is related to its “hit
count,” or the number of times it is observed. In addition, a sky patch’s location18 and
orientation19 when scanned further complicates map-domain processing.

Despite the assumptions throughout this chapter, real-world noise is not white but instead
increases at low frequencies. This phenomenon is called 1/f noise and is typically modeled
in `-space as [70, 215]

N` = Nwhite
` +N red

(
`

`knee

)αknee

, (3.71)

18Because the atmosphere is brighter closer to the horizon (see Equation 2.3), detector sensitivity is typically
better at higher elevations. In addition, the ground signal depends, in general, on elevation, further
complexifying how the detector data are filtered.

19When observing from anywhere but the poles, sky patches “rotate” throughout the day. As an explicit
example, the constellation Centaurus spins about his own body as he arcs across the sky.



CHAPTER 3. INSTRUMENT SENSITIVITY 65

1000 2000 3000 4000 5000 6000 7000 8000

Multipole `

100

101

102

103

104

105

`(
`

+
1)

C
`/

(2
π

)
[µ

K
2
]

SO LAT TT Noise Power Spectra (fsky = 0.4)

Baseline
Goal
Lensed CMB TT

27 GHz
39 GHz
93 GHz

145 GHz
225 GHz
280 GHz

(a)

101 102 103

Multipole `

10−4

10−3

10−2

10−1

`(
`

+
1)

C
`/

(2
π

)
[µ

K
2
]

SO SAT BB Noise Power Spectra (fsky = 0.1)

Baseline
Goal
Lensing CMB BB

27GHz
39GHz
93GHz

145GHz
225GHz
280GHz

(b)

Figure 3.7: Forecasted N` noise curves for the SO LAT in temperature (Figure 3.7a) and the SO SAT in
polarization (Figure 3.7b). The assumed NETs in these forecasts are calculated using BoloCalc, which is
presented in Chapter 5, and the ` dependencies were quantified using Equations 3.70 and 3.71.

where the 1/` knee20 is `knee, the 1/` spectral index is αknee < 0, and the low-frequency-noise
amplitude is N red, all of which are usually deduced empirically.

The figure of merit for any CMB power spectrum measurement is the noise in power spec-
trum space (Equation 3.69), and therefore CMB instrumentalists often quantify instrument
sensitivity in terms of mapping speed

MS =
1

NET2
arr

=
NdetY

NET2
detΓ

2
∝ 1

Nwhite
`

. (3.72)

Mapping speed quantifies the number of detector-hours needed to reach a specified CMB
map depth and is proportional to detector yield observation efficiency. As a result, mapping
speed is a powerful merit figure during experiment design and optimization. Quantification
and mitigation of N red and `knee are also important to CMB power spectrum measurements
and are discussed in Chapter 6.

3.11 Discussion

There are two critical aspects to CMB instrument’s performance: sensitivity and systematic
effects. While both aspects are important to forecasting, sensitivity is often easier to quantify
and understand, making it a powerful tool to inform telescope design, validation, and in-
field characterization. In this chapter, we have overviewed how to calculate detected optical
power Popt, noise-equivalent temperature NET, and mapping speed MS, laying out many of

20The 1/` knee is conceptually identical to the 1/f knee described in Section 6.1.
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the details and assumptions that flow into the calculation. A primary goal of this dissertation
is to apply the presented sensitivity formalism into a general, public sensitivity calculator,
which we present in Chapter 5. In addition, as we mentioned in Section 3.9, another goal
of this dissertation’s research is to investigate the impact of photon noise correlations on
NETarr, which is detailed in Chapter 4. Finally, we use mapping speed to set specifications
and tolerances for various hardware components in Chapters 6-10. Therefore, the presented
sensitivity discussion lays a foundation for research products throughout the remainder of
this thesis.
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Chapter 4

Photon noise correlations

This chapter overlaps substantially with Hill and Kusaka (exp. 2021) [78], which we encour-
age the reader to cite instead of or in addition to this dissertation.

Modern CMB telescopes are often limited by fluctuations in the background radiation,
which are described in Sections 3.2 and 3.3. This statement is especially true for ground-
based experiments, where emission from the atmosphere and telescope are substantial. At
high frequencies (e.g., optical wavelengths), the mode occupation number (Equation 3.13)
〈n〉 � 1 and photon fluctuations are dominated by uncorrelated shot noise such that
∆n ≈

√
〈n〉. At low frequencies (e.g., radio wavelengths), 〈n〉 � 1 and photon fluctuations

are dominated by correlated wave noise such that ∆n ≈ 〈n〉. Millimeter wavelengths
lie in the cross-over regime where 〈n〉 ∼ 1, as shown in Figure 3.6, making an accurate
calculation of the array-averaged sensitivity nontrivial.

In addition, modern CMB telescopes are typically field-of-view-limited and there-
fore aim to increase detector count by increasing pixel density.1 In the high-pixel-density
paradigm, it is possible to oversample the focal plane such that neighboring detectors
measure the same spatial mode. As we show in this chapter, mode sharing introduces pho-
ton noise correlations when the pixel spacing is less than the telescope’s Nyquist distance
Dpix < 1.2Fλ, and these correlations can have substantial impacts on the array-averaged
noise-equivalent temperature (NET).

The theory of intensity correlations from incoherent sources has been studied exten-
sively [54, 61, 62, 127, 29, 28], and the phenomenon was experimentally demonstrated
by Hanbury Brown and Twiss via angular-diameter measurements of distant radio sources
(1952) [23, 25, 24]. A circuit-based formalism for thermal photon correlations in quantum
detectors has been developed by Zmuidzinas (2003) [241], and their impact on millimeter-
wave detector arrays has been noted by Padin (2010) [149]. In this chapter, we apply the
theory of intensity correlations to the calculation of photon noise averaging in Section 3.8,
and we use this application to estimate the sensitivity of a model CMB telescope. We then

1One can also deploy more detectors by building more telescopes, but increasing pixel density is usually
more cost-efficient.
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discuss the implications of the presented sensitivity optimization for the design of mm-wave
detector arrays.

4.1 Theoretical foundations

In this section, we review the theory of photon-count statistics and reformulate the quantum
optical calculation using classical fields. We first adopt the treatment of thermal photon
correlations derived by Zmuidzinas (2003) [241], which uses the machinery of transmission
lines and scattering matrices to calculate the propagation of quantum modes in a linear
optical system.2 We then write these circuit-based mode operators in a basis of free-
space field operators, the statistics of which can be found using the mixed-state thermal
density matrix, and we invoke the optical equivalence theorem [194] to equate the statistics
of the quantum and classical fields. Finally, we use these classical fields to calculate the
the Hanbury Brown-Twiss coefficient, which we then show can be used to calculate photon
correlations.

A more rigorous, compact theoretical treatment can be found in Hill and Kusaka (exp.
2021) [78], but in this chapter, we somewhat simplify the calculation to provide an alterna-
tive, more intuition-focused supplement to the published formalism.

4.1.1 Photon correlations in a circuit

Following the prescription laid out by Zmuidzinas (2003) [241], consider a linear, lossy net-
work of k = 1, ..., N input ports3 detected at an output port i.4 Input modes enter the
network along N semi-infinite transmission lines via the photon creation operator a†k(ν) and
are mapped onto outputs via a scattering matrix Sik. Loss in the system is modeled by
an orthogonal scattering matrix S ′ik, which governs the noise injected between input mode k
and output mode i. Given this structure, the creation operator b†i (ν) at output port i and
mode frequency ν is

b†i (ν) =
∑

k

Sik(ν)a†k(ν) +
∑

k′

S ′ik′(ν)a†k′(ν) . (4.1)

When the loss during mode propagation is uncorrelated, S ′ik = ciδik, where ci is the noise
amplitude. As shown in Figure 4.1, there is no fundamental distinction between the in-

2The assumption of linearity mandates that optical elements do not shift or mix frequencies and that elec-
tric fields are describable using the superposition principle. These assumptions hold true for the lenses,
waveplates, and polarizers found in CMB telescopes.

3Throughout this chapter, values and variables will be italicized, while indexes will not. For example, k
refers to a wavenumber, while k is an integer.

4While we will relate the input ports to the optical input and the output ports to detectors, there is no
fundamental difference between the inputs and outputs, and every port has both incoming and outgoing
photons.
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Figure 4.1: A schematic of the quantum circuit formalism. The creation operator for incoming modes is
a†, while that of the outgoing modes is b†. The scattering matrix S maps the input modes onto the output
modes, while the noise matrix S′ calculates noise and loss within the system. S and S′ are assumed to be
orthogonal.

put/output ports and the lossy ports, and therefore for simplicity, we hereafter fold the lossy
scattering matrix S ′ik into Sik and treat them through a single unified scattering matrix.

The two-photon expectation value at detector outputs i and j is given by〈
b†i (ν)bj(ν

′)
〉

=
∑

k

∑
m

S∗ik(ν)Sjm(ν ′)
〈
a†k(ν)am(ν ′)

〉
. (4.2)

Here, the expectation values 〈· · · 〉 are taken over quantum-statistical mixed states, which
are governed by the density matrix, and represent the quantum coherence of the photon
modes. See Appendix A.1 for further discussion regarding the thermal photon density matrix.

When the mixed states are in thermal equilibrium, which is a good approximation for the
photon sources in the calculations that follow, 〈a†k(ν)am(ν ′)〉 = n(Tk, ν)δkmδ(ν−ν ′), where Tk

is the temperature of port k, and n(T, ν) ≡
(
ehν/kBT − 1

)−1
is the mean occupation number

of a blackbody at temperature T for frequency ν [241]. We can write the two-photon output
expectation value as 〈

b†i (ν)bj(ν
′)
〉
≡ Bij(ν)δ(ν − ν ′) , (4.3)

where Bij(ν) is the quantum mutual intensity and satisfies

Bij(ν) =
∑

k

S∗ik(ν)Sjk(ν)n(Tk, ν) . (4.4)

Thermal detectors for CMB detection integrate photon count over time τ (see Equation 2.17)
and sense mean intensity

〈di〉 =
1

τ

∫ τ

0

dt 〈b†i (t)bi(t)〉 '
∫ ν2

ν1

dν hνBii(ν) , (4.5)

where we define the time-dependent operators as

bi(t) ≡
∫ ν2

ν1

dν exp [2πiνt] bi(ν)
√
hν , (4.6)

b†i (t) ≡
∫ ν2

ν1

dν exp [−2πiνt] b†i (ν)
√
hν . (4.7)
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Here, the integration limits are set by the detection bandwidth ∆ν = ν2−ν1, and the factors
of
√
hν arise due to power detection as opposed to photon counting. The second equality in

Equation 4.5 is a good approximation when τ � 1/∆ν, which is often true in CMB detectors
for which τ ∼ O(10−2–10−3 s) and 1/∆ν ∼ O(10−10 s).

The covariance for quantum thermal detectors 〈∆di∆dj〉 = 〈didj〉−〈di〉〈dj〉 can be written
as

〈∆di∆dj〉 '
1

τ

∫ ν2

ν1

dν (hν)2
[
Bij(ν)δij + |Bij(ν)|2

]
, (4.8)

as shown in Zmuidzinas (2003) [241]. The first term in the integrand of Equation 4.8 rep-
resents uncorrelated shot noise, while the second term represents wave noise, which can
correlate between output ports.5 Finally, the intensity correlation is defined as

γij
2 =
〈∆di∆dj〉 τ
〈di〉〈dj〉

' |Bij(ν̄)|2
Bii(ν̄)Bjj(ν̄)

(4.9)

where ν̄ ' (ν1+ν2)/2 is the mean frequency, and the second equality is a good approximation
when the fractional bandwidth is small enough that variations of the integrated function in
Equation 4.8 are negligible.

4.1.2 Photon correlations in free space

The circuit model presented in Sec. 4.1.1 requires knowledge of S(ν) and S ′(ν), and while
scattering matrices fully describe a linear optics system, we seek to formulate Equation 4.8
within the framework of classical fields, which apply more directly to CMB telescope
design. Therefore, we relate the photon creation operators a†i to the free-space electric field

operator Ê(+)(~r, t), and we show that the statistics of the quantum field are described by
those of the classical field.

According to Glauber (1963) [61], we can define the electric field operator’s positive and
negative frequency components in the basis of photon creation operators a†~kp

for the spatial

mode defined by wave vector ~k and polarization p as

Ê(+)(~r, t) = [Ê(−)(~r, t)]† =
∑
~k

∑
p=1,2

i

√
hνk
2ε0v

ε̂~kp a
†
~kp
ei(

~k~r−2πνkt) , (4.10)

where ε0 and v are the vacuum permittivity and the volume of the space of interest, a†~kp

is the creation operator for wave number ~k and polarization state p, νk ≡ (c/2π)|~k| is the
frequency, and ε̂~kp is the polarization vector. In this chapter, we focus on single-moded,
single-polarization detectors, which most modern CMB imagers employ. In contrast to the
vector field Ê(+), which has two degrees of freedom for propagating waves, a single-moded

5The second term in Equation 4.8 |Bij(ν)|2 is often referred to as the bunching term, as it quantifies the
degree to which photon arrival times are correlated or are “bunched.”
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detector is sensitive to a single degree of freedom of the electric field, which can be written
as

Ê
(+)
i (t) = [Ê

(−)
i (t)]† =

∑
~k

∑
p=1,2

i

√
hνk
2ε0v

g(νk)Gp(θk, φk) a
†
~kp
ei(

~k~ri−2πνkt) , (4.11)

where the index i labels a detector with position ~ri and where g(νk) and Gp(θk, φk) are the
detector’s frequency and polarization-dependent angular responses, respectively. The angles
θk and φk are defined such that θk ≡ arccos(kz/|~k|) and φk ≡ arctan(ky/kx). As discussed
later in this section and in Appendix A, according to the optical equivalence theorem, the
response functions g(νk) and Gp(θk, φk) defined in the context of the quantum-operator
formalism are equal to those of the classical electromagnetic field.

We can rewrite Equation 4.11 by decomposing the summation over ~k into angular and
frequency components6 and by taking a simple bandpass function of g(νk) that is unity for
ν1 ≤ ν ≤ ν2 and zero otherwise

Ê
(+)
i (t) = [Ê

(−)
i (t)]† =

∫ ν2

ν1

i

√
hνk
2ε0v

dνk

∫∫
dΩk

∑
p=1,2

Gp(θk, φk) a
†
~kp
ei(

~k~ri−2πνkt) , (4.12)

with ∫∫
dΩk ≡

∫
d(cos θk)

∫
dφk . (4.13)

In other words, the mapping from Equations 4.1 and 4.7 to Equation 4.12 is

a†k(ν)→ a†~kp
, Sik → CGp(θk, φk)e

i~k~ri ,
∑

k

→
∫∫

dΩk

∑
p=1,2

, b†i (t)→ Ê
(+)
i (t) , (4.14)

where C is an overall normalization constant. Equation 4.12 is consistent with a correspon-
dence between Equation 4.5 and the fact that power detectors measure

〈
Ê

(+)
i (t)Ê

(−)
i (t)

〉
.

The quantum mutual intensity for this system can be calculated as

Bij(ν) = |C|2
∫∫

dΩk

∑
p=1,2

|Gp(θk, φk)|2ei~k(~rj−~ri)n(T~kp, ν) , (4.15)

where T~kp is the temperature of a mode with wave vector ~k, polarization p, and creation

operator a†~kp
. In general, source modes do not always correspond to plane waves, as some

6We omit a factor ∝ |~k|2 that shows up in this decomposition and let it be absorbed in the overall normal-
ization. It sometimes cancels with the frequency dependence of Gp(θ, φ), whose integral, for a single-moded

detector, often scales with the inverse of |~k|2 ∝ νk
2. A more specifically engineered detector with a wide-

band response may have a less trivial scaling. These details do not affect the first-order approximation of
the intensity correlation.
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sources may not be in the telescope’s far field.7 Equation 4.12 can be rewritten for these
cases by using a general scattering matrix Si,kp

Ê
(+)
i (t) = [Ê

(−)
i (t)]† = C ′

∫ ν2

ν1

√
hν dν

∑
k

∑
p=1,2

Si,kp e
−2πiνta†kp, (4.16)

where C ′ is an overall normalization constant, k runs over the spatial modes with frequency
ν, and p indexes polarization.

For the purposes of this dissertation, we simplify the calculation of the generalized quan-
tum mutual intensity in Equation 4.16 by adopting the same approximation used for Equa-
tion 4.9. If we assume that variations as a function of ν within the detection band g(ν) are
small, then 〈

Ê
(+)
i (t)Ê

(−)
j (t)

〉
' |C ′|2∆ν hν̄

∑
kp

S∗i,kp(ν̄)Sj,kp(ν̄)n(Tkp, ν̄) (4.17)

= |C ′|2∆ν hν̄Bij(ν̄) , (4.18)

where ∆ν ≡ ν2 − ν1 and Tkp is the temperature of the mode specified by k and polarization
p.

The optical equivalence theorem, which is described in Appendix A, allows us to
calculate the quantum expectation value in Equations 4.17 and 4.18 using the classical
field as 〈

Ê
(+)
i (t)Ê

(−)
j (t)

〉
=
〈
Ei(t)E

∗
j (t)
〉

c
, (4.19)

where 〈· · · 〉c denotes the classical expectation value over the classical complex electric
field Ei(t), and where the electric-field amplitude of source mode kp follows a complex
Gaussian random distribution with variance n(Tkp, ν̄). The combination of Equations 4.9,
4.18, and 4.19 allows us to evaluate the intensity correlation between quantum detectors
using the first-order coherence of the classical field, with the scattering matrix Si,kp obtained
through classical wave propagation. Equations 4.17 and 4.19 are a representation of the van
Cittert-Zernike theorem (VCZT) [35, 238], where

∑
kp · · ·n(Tkp, ν̄) corresponds to the

integral over the intensity profile of far-field sources.
The classical intensity covariance can be calculated as (see Appendix B)

Vij ≡ 〈∆Ii(t) ·∆Ij(t)〉c =
|C ′|2
τ

∫ ν2

ν1

dν(hν)2|Bij(ν)|2 ' |C
′|2
τ

∆ν(hν̄)2|Bij(ν̄)|2 , (4.20)

with Ii(t) ≡ |Ei(t)|2 and ∆Ii(t) ≡ Ii(t) − 〈Ii(t)〉c. In contrast to Equation 4.8, this classical
treatment lacks the shot noise term, which is a purely quantum mechanical phenomenon.8

7As an example, thermal emission from the telescope’s own optical elements is not in the optical system’s
far field and therefore needs to be treated more generally.

8“Shot noise” is due to the uncorrelated arrival times of photons and therefore is due to light’s packet-like
nature, while “wave noise” is due to light’s wave-like nature.
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Here, the equivalence between photon bunching |Bij(ν̄)|2 and intensity correlations Vij is
referred to as the Hanbury Brown-Twiss (HBT) effect and has been well researched
over the past several decades [23, 25, 24, 54, 61, 62, 127, 140, 29, 28]. Using Equation 4.20,
the quantum intensity correlation γij

2 can also be calculated as a correlation coefficient of
classical intensity fluctuations

γij
2 ' 〈∆Ii ·∆Ij〉c τ

〈Ii〉c 〈Ij〉c
=

〈∆Ii ·∆Ij〉c√〈
∆Ii

2
〉

c

〈
∆Ij

2
〉

c

=
Vij√
Vii Vjj

, (4.21)

where the second equality holds only for the classical expectation values. As described in
Appendix B, the equivalence between the quantum and classical intensity correlations shown
in Equation 4.21 arises from the Gaussian distribution of classical amplitudes due to the
Bose-Einstein distribution of quantum amplitudes. Thus, what we call “classical” here does
have a quantum aspect to it. For the remainder of this chapter, we refer to γij as the HBT
correlation coefficient.

4.1.3 Photon noise correlations

Using the approximation in Equation 4.9, we can decompose the photon-count covariance in
Equation 4.8 into shot- and wave-noise terms using the HBT coefficient γij(ν̄)

σ2
ij ≡ 〈∆di∆dj〉

=
1

τ

∫ ν2

ν1

dν(hν)2Bij(ν)δij +
1

τ

∫ ν2

ν1

dν(hν)2 |γij(ν̄)|2Bii(ν)Bjj(ν)

= σ2
ij,shot + σ2

ij,wave . (4.22)

Equation 4.22 can be rewritten in terms of the mode occupation number n(T, ν), where again
T is the mode temperature, and the covariance between output ports {i, j} can be written
as

σ2
ij,shot =

1

τ

∫ ν2

ν1

dν (hν)2ηi(ν)n(Ti, ν)δij

σ2
ij,wave =

1

τ

∫ ν2

ν1

dν (hν)2 |γij(ν̄)|2 ηi(ν)ηj(ν)n(Ti, ν)n(Tj, ν) , (4.23)

where ηi(ν) is the quantum efficiency at output i. As shown in Equation 4.23, the problem
of calculating wave noise correlations is reduced to finding the HBT coefficient |γij(ν̄)|2, the
mode temperature T , and the detector’s quantum efficiency η(ν).

4.2 Model optical system

Using the photon noise formulation in Equation 4.23, we now quantify the impact of HBT
correlations on the sensitivity of CMB instruments. The topic of intensity correlations from
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Figure 4.2: A simplified optical model used for all calculations and simulations in this chapter. The model
assumes an objective lens, aperture stop, and focal plane filled with an array of sensing antennas coupled to
planar detectors (see Section 2.3.3). In the reverse-time sense (see Figure 3.3), each pixel emits a collection
of rays defined by spherical coordinate (θpix, φpix), which the objective lens uniquely maps onto an aperture-
plane coordinate ~rap with idealized polarization fidelity and telecentricity. The system is enclosed in a black
box of temperature Tstop, and the focal plane is cooled to Tfp.

astronomical sources has been discussed extensively in the literature [9, 29, 28, 227, 226, 228,
3], and in the following sections, we apply these findings to mm-wave telescope design. As
overviewed in Chapter 2, modern CMB telescopes employ a wide variety of lens and mirror
systems, infrared filter stacks, anti-reflection coatings, and sensing architectures. Despite this
variety, we distill a few key instrument characteristics to create a simple yet representative
optical system in which to study HBT correlations.

4.2.1 Telescope

The assumed telescope model is depicted in Figure 4.2. It consists of an objective lens with
focal length fobj within a blackened enclosure at Tstop = 4 K. The cold box has a circular
aperture of diameter Dap at z = zap that truncates incoming radiation from external, field-
of-view-filling sources. The objective lens, which is both cold and transparent, focuses the
aperture-truncated radiation onto a circular focal plane at z = zfp, the size of which is
determined by the telescope’s plate scale. The focal plane houses an array of close-packed
detector pixels with diameter Dpix operating at Tfp = 0.1 K, and the optical system is
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assumed to be diffraction-limited such that the throughput (or etendue) per mode is

AΩ = λ2 . (4.24)

This model optical system excludes many common features of real telescopes—such as
fore-optics, thermal filters, or reimaging lenses—which are needed to form high-fidelity im-
ages over a moderate field of view (FOV). Such details are experiment dependent and are
therefore beyond the scope of this chapter, but we can capture their effects by imposing
several assumptions onto our simple system. These assumptions are not strictly necessary
to calculate photon noise correlations, as the scattering matrix formalism in Section 4.1.1 is
completely general, but they simplify the correlation calculation significantly while encapsu-
lating the salient features of practical instruments.

Firstly, we assume that all sources—both external and internal to the telescope—are
isothermal blackbody emitters large enough to uniformly illuminate the aperture across
the telescope’s FOV. The assumption of blackbodies allows us to readily evaluate each mode’s
occupation number using the Bose-Einstein distribution n(ν, T ), provided each source’s ef-
fective brightness temperature T . The assumption that the blackbodies are FOV-filling
and isothermal generalizes the correlation integrals to follow and is a good approximation
for experiments that map extended sources, such as CMB telescopes. In practice, thermal
gradients develop across optical elements and atmospheric brightness varies with elevation
and cloud structure; however, these variations are typically small and experiment-dependent.

Secondly, we assume a diffraction-limited, single-moded optical system that con-
verts stop-truncated plane waves into spherical waves converging onto a telecentric focal
plane. In other words, any pixel rays with angle (θpix, φpix) are mapped via the objective lens
onto parallel rays with aperture-plane location ~ra (see Figure 4.2). In this configuration, the
optical path length between a detector pixel and a spot on the aperture stop is identical
regardless of (θpix, φpix) or ~ra, which simplifies the calculations to follow. We note that when
re-imaging optics and a pupil stop (such as Lyot stop) are employed, modes which map
onto such spherical waves do not generally correspond to plane waves passing through the
aperture. However, such reimaging optics can always be modeled as a simplified equivalent
system with a simple aperture stop, provided that their clear-aperture diameters are large
enough to pass all modes not truncated by the pupil stop.

Thirdly, we assume an ideal aperture stop, such that all detector pixels have the same
mapping between ray angle (θpix, φpix) and aperture-plane location ~ra (see Figure 4.2). In
other words, each detector pixel illuminates the aperture stop identically regardless of its
location on the focal plane.9 Practically, this condition is not generally satisfied for a system
with a large field of view, as telecentricity and aperture truncation may differ significantly
between the central and peripheral regions of the focal plane. However, as we discuss later,
photon noise correlations arise predominantly between neighboring pixels where such non-
idealities are negligible.
9Strictly speaking, the necessary condition for an ideal aperture is for the mapping to be identical only on the
stop’s circumference, but when this condition is met, the mapping becomes identical within the aperture
stop as well, in practice.
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Fourthly, we assume polarization fidelity across the focal plane, such that the objec-
tive lens converts a linearly polarized plane wave into a spherical wave with a Ludwig-3
polarization distribution [124]

x̂ → cosφpix θ̂ − sinφpix φ̂

ŷ → sinφpix θ̂ + cosφpix φ̂ . (4.25)

It follows from this assumption that correlations in the following calculations cannot de-
velop between orthogonal polarimeters. In practice, some cross polarization develops within
real telescopes, and the degree of polarization mixing may differ between the central and
peripheral regions of the focal plane. However, polarization-sensitive optical systems are
specifically designed for low cross polarization [138, 47], especially over localized areas of the
focal plane for which photon noise correlations are important.

4.2.2 Focal plane

The assumed focal plane model is shown in Figure 4.3, and the focal plane coupling architec-
ture is similar to that described in Section 2.3.3. We assume single-moded, dual-polarization
detector pixels with circular apertures and diffraction-limited Gaussian beams. Each
pixel’s angular response function is determined solely by its beam waist w0 and takes the
far-field form (see Equation 2.6)

E(θ) ≈ E0 exp

[
− θ2

(λ/πw0)2

]
. (4.26)

Each pixel has a diffraction-limited throughput of AΩ = λ2, regardless of its aperture size,
and we assume that the beam pattern in Equation 4.26 is symmetric between the pixel’s E
and H planes. A larger (smaller) pixel will result in a smaller (larger) far-field beam pattern,
and we linearly relate the pixel diameter Dpix to the beam waist w0 via a scaling constant
wf

w0 =
Dpix

wf
. (4.27)

Typical mm-wave detector pixels, such as corrugated feedhorns [145], spline-profiled feed-
horns [183], and lenslet-coupled planar antennas [185], achieve wf ≈ 3, which we assume for
the calculations that follow.

Plugging Equation 4.27 into Equation 4.26 yields a simple relationship between Dpix and
aperture stop spillover efficiency (see Section 2.3.3)

ηapert =

∫ θstop
0

E2(θ) dθ∫ π/2
0

E2(θ) dθ
= 1− exp

[
π2

2

(
Dpix

Fλwf

)2
]
, (4.28)

where F ≡ fobj/Dap is the f-number at the focal plane and θstop = arctan [1/(2F )]. This
Gaussian representation for the spillover efficiency does not hold whenDpix < λ, as diffraction
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Figure 4.3: The assumed layout of detector pixels on the focal plane, shown with Dpix = 1.2Fλ spacing. Each
pixel’s angular response is Gaussian and scales with its diameter, as described in Equation 4.26. Additionally,
each pixel has two polarimeters that sense orthogonal polarizations and whose noise outputs do not correlate
in our idealized optical system.

at the pixel’s edges will create significant ringing in the far-field beam pattern. However,
to remain agnostic to the specifics of the detector’s coupling architecture, we assume that
Equations 4.26 and 4.28 remain valid for all values of Dpix in the following calculations.

While detector pixels can be arranged in a variety of ways, we choose one common focal
plane arrangement to find |γ(~r1, ~r2)|2 explicitly. We assume hex-packed circular pixels,
and we assume that pixel pitch is equal to pixel diameter ppix = Dpix, as shown in Figure 4.3.
This assumption allows us to relate pixel packing density to pixel size as npix ∝ D−2

pix, where
npix is the number of pixels per unit focal plane area. In practice, dead space typically exists
between pixels that does not scale with pixel size, yielding a more complex relationship
between npix and Dpix [149]. However, such details are experiment specific and are therefore
beyond the scope of the following discussions. In addition, we assume that each pixel contains
two polarimeters and that pixels alternate between “+” and “×” orientations to extract Q
and U Stokes polarization, respectively (see Figure 1.9).

4.3 Correlation calculation

We have shown in Section 4.1 that the HBT coefficient |γij|2 can be calculated using Equa-
tions 4.18 and 4.19 given the telescope’s classical scattering matrix Si,kp. In Hill and Kusaka
(est. 2021) [78], we describe the model optical system in Section 4.2 using such a scatter-
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Figure 4.4: A schematic of the aperture, stop, and pixel radiation models used for the correlation simula-
tion. Radiation within the aperture is decomposed into a basis of plane-waves as in Equation 4.34, and the
normally incident mode (kx, ky, kz) = (0, 0, k) is depicted here. The plane waves are assumed to uniformly
illuminate a diameter Dillum, and each mode’s Gaussian-random amplitude is defined by its effective bright-
ness temperature. In turn, the aperture has a diameter Dap < Dillum and acts as a high-pass filter, cutting
off modes below kmin = 2π/Dap. Radiation from the stop is generated by a collection of blackbody point
sources, as in Equation 4.35, which emit spherical Lambertian wavelets. Both the aperture’s plane-wave
modes and the stop’s wavelet modes couple to the objective lens, which focuses the thermal light onto the
focal plane. A detector pixel then senses the incoming spherical wave with the Gaussian angular response
in Equation 4.26.

ing matrix, allowing us to readily evaluate |Bij(ν̄)|2. However, in this dissertation section,
we instead aim to supplement that compact treatment with a more intuitive description of
spatial correlations in our example telescope. A schematic of the radiation model for the
central detector pixel is shown in Figure 4.4.

4.3.1 Aperture radiation

Because the model optical system presented in Section 4.2 has finite throughput, it is con-
venient to decompose incoming radiation from external sources into a basis of plane waves

~ψp(m, n;x, y, z) =
ε̂p(m, n)

Dillum

ei(kx(m)x+ky(n)y)eikz(m,n)z , (4.29)
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where (m, n) are the mode numbers, Dillum is the dimensional extent of the aperture-incident
illumination, ψin

0 (m, n) is the mode’s complex amplitude, ε̂p(m, n) is the polarization vector,

kx(m) = 2πm/Dillum, ky(n) = 2πn/Dillum, kz(m, n) =
√
k2

in − k2
x(m)− k2

y(n), kin = 2π/λ,

and ωk = ckin. The incoming and aperture-truncated electric fields, ~Ein
p and ~Eap

p , can then
be written as a superposition of these plane waves

~Ein
p (x, y, z) =

∑
m,n

ap(m, n) ~ψp(m, n;x, y, z) (4.30)

~Eap
q (x, y, z) =

∑
r,s

bq(r, s) ~ψq(r, s;x, y, z) , (4.31)

where ap(m, n) and bq(r, s) are the incoming and aperture-truncated mode amplitudes, re-
spectively. As discussed in Section 4.1.1, input modes are mapped onto aperture-truncated
modes as

bq(r, s) =
∑

p

∑
m,n

Sap
pq(r, s; m, n) ap(m, n) , (4.32)

where the scattering matrix is defined to be the overlap integral of the input and aperture-
truncated modes over the aperture σ

Sap
pq(r, s; m, n) =

∫∫
σ

~ψp(m, n;x, y, z) · ~ψ∗q(r, s;x, y, z) dx dy

= ε̂p(m, n) · ε̂q(r, s)ei(kz(m,n)−kz(r,s))z

× 1

D2
illum

∫∫
σ

ei(kx(m)−kx(r))xei(ky(n)−ky(s))y dx dy . (4.33)

Here, the aperture σ satisfies
√
x2 + y2 ≤ Dap/2, and the effect of the scattering matrix is to

induce mode overlap. The scattering matrix is readily evaluated for a square aperture [34],
but for a circular aperture, the integral in Equation 4.33 is nontrivial. However, to leading
order, the impact of the aperture stop is to simply limit the number of modes entering the
telescope [225] so that the aperture-truncated field can be approximated as

~Eap
p (u, v, z = zap) '

∑
q

∑
m,n

~ψin
q (m, n;u, v, z = zap)

where
√

m2 + n2 ≤ Dap/λ , (4.34)

where (u, v) are the coordinates on the aperture plane. Stated differently, we assert that
the aperture stop is large enough to introduce negligible correlations between input modes.
This assumption is reasonable because the aperture is much larger than the wavelength
Dap = 10 ∼ 100λ, or the length scale over which thermal light is correlated [127]. This
assertion, along with that of uniform illumination noted in Section 4.2, substantially reduces
the computation time of the simulations that follow while describing the aperture field with
high fidelity [34].
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4.3.2 Stop radiation

The stop is located on the aperture plane z = zap and is effectively a black, annular source
with temperature Tstop. Therefore, we model it as a collection of Gaussian-random, un-
correlated thermal emitters that generate Lambertian spherical wavelets, as shown in
Figure 4.4. These point sources represent atomic thermal motions within the stop’s absorb-
ing material, and their wavelets superpose to form incoherent plane waves that the objective
lens focuses onto the focal plane (see Figure 4.4). Explicitly, the electric field on the stop
(x, y, z) = (u, v, zap) is written as

~Est
p (u, v, zap) = ψst

0 (u, v) ε̂p(u, v) (4.35)

when
√
u2 + v2 > Dap/2, and ~Est

p (u, v, z) = 0 otherwise. Here, the stop’s mode amplitude
ψst

0 (u, v) is analogous to the aperture’s ψap
0 in Equation 4.29.

4.3.3 Correlation patterns

Given the electric field both within the aperture (Equation 4.34) and on the stop (Equa-
tion 4.35), we now simulate intensity fluctuations and calculate the HBT coefficient at the
focal plane. Due to their thermal nature, the amplitude and phase for all modes are drawn
from a normal probability distribution [136]

p [Re(ψ0)] = p [Im(ψ0)] =
1√

2π〈I〉
exp

[
− |ψ0|2

2〈I〉

]
(4.36)

for all (m, n), where each mode’s mean intensity is determined by its Bose-Einstein occupa-
tion number

〈I〉 = hν n(T, ν) . (4.37)

Once all modes are simulated, they are superposed to form the aperture and stop fields ~Eap
p

and ~Est
p in Equations 4.34 and 4.35, respectively. As described in Section 4.2, the objective

lens is located directly behind the aperture plane and converts impinging plane waves into
diffraction-limited spherical waves focused onto the focal plane. Given this setup, the electric
field at focal-plane location (x, y, z) = (~r, zfp) due to radiation from the aperture/stop is
found via the surface integral

~e ap/st
p (~r, ν) =

∫∫
σap/σst

~Eap/st
p (u, v, zap) b(u, v, zap)e2πirν/c du dv , (4.38)

where integration is either over the aperture-illuminated surface σap or the stop-illuminated
surface σst of the objective lens, b(u, v, zap) is the detector’s far-field response in Equa-
tion 4.26, and the distance between the aperture-field point and the detection point is
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Figure 4.5: Simulated correlation at the focal plane due to radiation within the aperture (left panel) and
from the stop (right panel). The blue dots show the results of the Monte Carlo simulation, and the red dotted
lines show the expectation of the van Cittert-Zernike theorem for an aperture/stop with uniform intensity.
Small deviations between the data points and the theory curve are due to a limited number of input modes
and field realizations, which are computationally expensive to simulate.

r =
√

(x− u)2 + (y − v)2 + (zfp − zap)2. Given the focal plane fields in Equation 4.38, we
calculate the HBT correlation coefficient between focal plane points ~r1 and ~r2 as

|γpq(~r1, ~r2, ν)|2 =〈
|ep(~r1, ν)|2 |eq(~r2, ν)|2

〉
−
〈
|ep(~r1, ν)|2

〉 〈
|eq(~r2, ν)|2

〉√[〈(
|ep(~r1, ν)|2

)2
〉
−
〈
|ep(~r1, ν)|2

〉2
] [〈(

|eq(~r2, ν)|2
)2
〉
−
〈
|eq(~r2, ν)|2

〉2
] , (4.39)

where we have noted that ~ep(~r, ν) · ~e∗q(~r, ν) = |ep(~r, ν)|2 δpq.

To find the HBT coefficient due to radiation within the aperture
∣∣γapert
pq (~r1, ~r2, ν)

∣∣2 and

from the stop
∣∣γstop
pq (~r1, ~r2, ν)

∣∣2, we simulate 1,000 realizations of the aperture and stop fields
with the model telescope described in Section 4.2. We set the aperture diameter to Dap =
100λ, the stop’s outer diameter to 2Dap, and we integrate over a grid with cell size ∆~rap = λ.
For radiation within the aperture, we simulate 2,500 total modes (mmax, nmax) = (50, 50),
which is enough to both resolve the stop’s edges and Nyquist sample the integration grid.
Figure 4.5 shows the result of the calculation plotted in units of Fλ.

The HBT correlation pattern due to radiation within the aperture resembles an Airy
disk, which is the Fourier transform of a circular aperture, while that of the stop is tighter
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with larger side lobes. These patterns are consistent with the van Cittert-Zernike theorem
(VCZT) [35, 238], which states that the correlation pattern of a far-field, incoherent source
is the Fourier transform of the source’s intensity profile. Written explicitly, the VCZT
amplitude correlation (see Appendix B) is

Γ
(1,1)
VCZT(~r1, ~r2, ν) =

1√
I(~r1, ν)

1√
I(~r2, ν)

∫∫
σ

I(u, v, ν)
eik̄(R1−R2)

R1R2

du dv , (4.40)

where σ is σap/σst, ~ri = xix̂+ yiŷ, Ri =
√

(u− xi)2 + (v − yi)2 + (zap − zfp)2, and k̄ = 2π/λ̄.
In its purest form, the VCZT applies to sources that are fully incoherent and in the

far field of the detection plane. However, the aperture is not in the Fraunhofer region
zfp − zap 6� D2

ap/λ in most mm-wave cameras, and blackbody radiation is not totally inco-
herent, correlating over the distance of a wavelength [135, 29, 9, 191]. Therefore, it is not
immediately obvious that the VCZT should predict the correlation pattern in our model tele-
scope. However, various studies of the VCZT and its applications show that Equation 4.40
applies to quasihomogeneous sources, whose spatial intensity variations are slow com-
pared to its coherence length [227, 226, 28, 57]. This classification describes not only our
idealized uniform blackbodies but also more realistic thermal sources. Additional studies
have shown that the VCZT also applies to sources nearer than the Fraunhofer limit [115, 3,
63, 30], and Gori (2005) [63] showed that its far-field criterion is

zap �
DapRc

λobs

, (4.41)

where Dap is the diameter of the source, Rc is the radiation’s correlation length, and λobs is
the observed wavelength, which for CMB experiments is ∼ 1 mm.

Mehta and Wolf (1964) [135] showed that blackbody radiation correlates over distances
Rc ≈ ~c/kBT , where T is the radiation’s blackbody temperature. In the presence of a
Tatm = 10 K atmosphere, Rc ∼ λobs/10 and the VCZT far-field criterion zap � Rap/10 is met
for all practical cases. For balloon and satellite missions, which observe lower sky intensities,
or for experiments with a stop temperature of Tstop ∼ 1 K, the limit in Equation 4.41 may
become marginal, especially at high observation frequencies. However, as we will soon show,
the impact of photon correlations is most prominent when observing brighter sources at lower
frequencies, making Equation 4.40 a good approximation for most CMB experiments. Given
its robust application to thermal light, we use the VCZT to calculate the HBT correlation
coefficient for the remainder of this chapter

|γpq(~r1, ~r2, ν)|2 =

∣∣∣Γ(1,1)
VCZT(~r1, ~r2, ν)

∣∣∣2
Γ

(1,1)
VCZT(~r1, ~r1, ν)Γ

(1,1)
VCZT(~r2, ~r2, ν)

δpq , (4.42)

where we have noted that orthogonal polarizations cannot correlate [201] given our idealized
aperture stop, objective lens, and detector pixels.
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4.4 Impact on sensitivity

Using the VCZT-formulated HBT coefficient in Equation 4.42, we are now positioned to
investigate the impact of correlations on instrument sensitivity, which is the primary research
topic of this chapter. As shown in Figure 4.5, the outputs of detector pixels can correlate if
their pitch is Dpix . 1.2Fλ, and these correlations will slow noise averaging when outputs
are coadded. In this section, we introduce a generalized formalism for mapping speed, which
measures the total sensitivity of the detector array, and we inspect the impact of HBT
correlations on mapping speed vs. pixel size, which is an important metric for focal
plane design.

4.4.1 Mapping speed

We assume that each detector in the imaging array has three noise components: photon shot
noise, photon wave noise, and internal noise. The covariance between outputs (i, j) on the
imaging array is

σij = σshot
ij + σwave

ij + σint
ij , (4.43)

and the total variance of the detector array is

σ2
arr =

1

N2
det

∑
i

∑
j

σij . (4.44)

Shot noise cannot correlate between outputs, and we assert that the internal detector noise
cannot either, which allows the covariance to be written as

σij =
(
σshot

ij + σint
ij

)
δij + |γij|2

√
σwave

ii σwave
jj , (4.45)

where |γij|2 is the HBT coefficient. To both simplify and clarify the calculations that follow,
we assume that all detectors in the array have the same photon and internal noise

σij =
(
σ2

shot + σ2
int

)
δij + |γij|2 σ2

wave , (4.46)

where we define σshot, σwave, and σint as each noise component’s RMS amplitude. While array
uniformity is not true in real experiments, it is common practice to use the median noise
expectation when forecasting instrument performance, making a uniform treatment useful
for instrument designers.10 Given the simplification in Equation 4.46, the total variance of
the detector array can be written as

σ2
arr =

σ2
shot + σ2

wave + σ2
int

Ndet

+
1

Ndet(Ndet − 1)

∑
i

∑
j6=i

|γij|2 σ2
wave . (4.47)

10Additionally, the details of detector variations are experiment-dependent and are therefore beyond the
scope of this dissertation.
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The first term represents uncorrelated array noise and averages as 1/Ndet, while the second
term quantifies HBT correlations. Let us further define the array-averaged correlation
as

γ =
1

Ndet − 1

∑
i

∑
j 6=i

|γij|2 , (4.48)

which allows us to write the array sensitivity more compactly as

σ2
arr =

σ2
shot + (1 + γ)σ2

wave + σ2
int

Ndet

. (4.49)

Given Equation 4.49, the impact of correlations on the detector array noise is reduced to
calculating the array-averaged HBT coefficient γ. In the limit of |γij|2 → 1, γ → (Ndet − 1)
and σwave is not at all suppressed by array averaging.11 In the other limit of |γij|2 → 0, wave
noise averages in the familiar way for uncorrelated measurements σ2

wave/Ndet. It is worth
emphasizing that the augmentation of σ2

arr by γ not only depends on the HBT coefficient
|γij|2 but also on the contribution of wave noise compared to that of other noise terms. As
shown in Equation 4.23, σ2

wave ∝ n2(ν, T ) and therefore becomes more important at lower
frequencies and larger brightness temperatures.

To estimate the internal detector noise σint, we assume that the detectors are bolometers
with strong electrothermal feedback, low impedance, and low amplifier-induced noise, as is
often the case with transition edge sensors (TESes) (see Section 2.4) [161, 116]. In this
paradigm, the detector’s internal noise is dominated by fluctuations in heat flow between
the bolometer and the bath and is defined to be [129] (see Section 3.5)

σ2
int = 4kBT

2
c g ∝ Psat , (4.50)

where Tc is the bolometer’s operating temperature, g is its dynamic thermal conduction to
the bath, and Psat is its saturation power. The specifics of the bolometer’s thermal carrier
mechanism depend on the details of its design and material composition, and the choice of
saturation power depends on the detector’s bias parameters and observation conditions (see
Section 5.5). For the calculations to follow, we adopt a representative configuration for CMB
experiments, which includes a Tb = 100 mK bath temperature and a Tc = 170 mK detector
temperature [32]. These assumptions relate saturation power and thermal noise as

σ2
int =

(
2.1× 10−11 pW/Hz

)
Psat , (4.51)

which we adopt for the calculations that follow.12

Finally, we quantify the experiment’s signal-to-noise using its mapping speed (see Sec-
tion 3.10), which is defined as

MS =
S2

σ2
arr

∝ Ndet η
2
apert

σ2
shot + (1 + γ)σ2

wave + σ2
int

, (4.52)

11This fact drives the use of interferometers at low frequencies where n(ν, T ) � 1, σwave � σshot, and
correlation lengths are long.

12We assert in this chapter that other noise sources, such as those due to readout, amplifiers, and electro-
magnetic interference are negligible compared to photon and thermal carrier noise.
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Figure 4.6: An example of a “classic” mapping speed calculation—which ignores the impact of HBT
correlations—for a 90 GHz instrument with a 4 K stop. The mapping speed (MS) peak arises from the
opposing effects of more detectors Ndet and lower aperture efficiency ηapert with smaller pixel size Dpix. The
optimum when ignoring correlations is ∼ 0.7 λ, but as we later show, the addition of the HBT coefficient
modifies this classic curve.

where S is the source signal and ηapert is the aperture spillover efficiency defined in Equa-
tion 4.28. Mapping speed is a powerful measure of an experiment’s efficacy, as it is ∝ Ndet

and therefore scales with detector yield and observation efficiency.

4.4.2 Pixel size optimization

Using the optical assumptions in Section 4.2.1, the detector assumptions in Section 4.2.2, and
the VCZT coefficient in Equation 4.42, we now calculate mapping speed vs. pixel size. Pro-
vided a fixed FOV,13 decreasing the pixel diameter Dpix increases the number of detectors as
Ndet ∝ D−2

pix but decreases aperture spillover efficiency as ηapert ∝ exp[− (πDpix/(Fλwf))
2 /2].

These competing effects combine to form a peak in mapping speed vs. pixel size, revealing
the optimal packing density.

An example “classic” mapping speed vs. pixel size curve [64, 5, 197, 41, 39]—one for
which γ ≡ 0—of a model 90 GHz instrument with a 4 K aperture stop is shown in Fig-
ure 4.6. Historically, ground-based CMB experiments have observed at 90, 150, and 220
GHz with Dpix = 1 ∼ 2Fλ [5, 77, 197, 216, 184, 181, 158, 89, 172, 40], where the HBT
correlation coefficient is small. However, as more powerful readout architectures mature [45,
46] and as CMB experiments push to lower frequencies for improved synchrotron charac-

13The throughput of most modern mm-wave telescopes is limited by cryostat size, which limits the telescope’s
FOV.
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terization [120, 234, 239], focal planes with Dpix < Fλ are becoming increasingly practical.
Therefore, the impact of HBT correlations on mapping speed is of interest to upcoming
mm-wave experiments, such as CMB-S4 [205]. In this section, we calculate HBT-modified
mapping speed vs. pixel size curves for the model telescope described in Section 4.2 at several
observation frequencies.

Consider a ground-based telescope with cryogenically cooled optics, infrared filters, and
mK detectors. The telescope is highly transparent to mm-wave photons and has negligible
spillover and scattering losses beyond those of the aperture stop. In this paradigm, we can
characterize loading from sources external to the telescope’s cold box, including the CMB,
atmosphere, and ambient optics, via their effective brightness temperature

Tb(ν) =
hν

kB [1 + (hν/ηapert ηdet p(ν))]
,

where p(ν) is the source’s power spectrum referred to the telescope’s input, ηdet is the detec-
tor’s optical efficiency, and the single-mode throughput is AΩ = λ2. Telescope temperatures
can vary considerably depending on the specifics of the mirrors, cryostat window, and anti-
reflection coatings, but for the calculations that follow, we assume Ttel = 10 K, Tstop = 4 K,
and ηdet = 0.8. To model power due to atmospheric emission, we assume that the telescope
observes from the Chajnantor Plateau in the Atacama Desert of Chile (see Section 2.2), and
we use the AM model [151] to generate the atmosphere’s equivalent brightness temperature
and transmittance at 1 mm precipitable water vapor (PWV) and 50 deg elevation above the
horizon.

Within this telescope + sky model, we consider four top-hat observation bands centered
at (35, 95, 150, 220) GHz with bandwidths of (17, 33, 39, 44) GHz. The bands, along with
the equivalent brightness temperature of the CMB, atmosphere, and telescope, are shown in
Figure 4.7. The channels are chosen to fit within the atmospheric windows and are similar to
those of existing Atacama instruments. Additionally, Figure 4.7 shows the bunching fraction
for each frequency band vs. sky temperature at Dpix = 3Fλ, for which ηapert > 0.95. As
discussed in Section 4.4.1, lower-frequency modes tend to have larger occupation numbers,
but because the sky is brighter at higher frequencies, we expect correlations to impact all
four observation bands substantially.

Additionally, we note that detector saturation power is, in general, set after the pixel
size is chosen and the expected optical load is estimated. Such a tunable parameter is in
contrast to the CMB, telescope, and sky temperatures, which are more-or-less independent
of the focal plane optimization.14 Saturation-power optimization is a rich topic that depends
on many experiment specific details, such as observation strategy, telescope and detector
optical efficiency, and detector bias technique (see Section 5.5), but we can marginalize these

14Strictly speaking, the telescope temperature does change with pixel size, which modulates the ratio of
aperture-stop loading to that of the other optics. However, most telescope optics are cryogenic and
therefore have a similar temperature to that of the stop, and as a result, telescope temperature varies only
slowly with aperture spillover efficiency.
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Figure 4.7: The assumed observation bands plotted over the assumed CMB, atmosphere, and telescope
temperatures (left panel), and the Bose noise fraction vs. sky temperature for each band at Dpix = 3Fλ,
where ηapert > 0.95 (right panel).

factors by asserting that Psat scales with the detected optical power Popt as [197]

Psat = 3Popt . (4.53)

Excess saturation power ensures that the detector can be biased when the sky fluctu-
ates above its median brightness (e.g., when the PWV & 1 mm and the horizon eleva-
tion . 50 deg).

Figure 4.8 shows an example of four pixel-pitch scenarios Dpix = (0.2, 0.5, 0.7, 1.0)Fλ
given the hex packing described in Section 4.2.2, and the color contour shows the HBT
coefficient due to both aperture and stop radiation. As expected, the degree of correlation
is a 2D analog of the VCZT curves in Figure 4.5. The effect of pushing Dpix < 1.2Fλ is
for the output modes (represented by the pixel apertures) to oversample the input modes
(represented by the |γ(~r1, ~r2)|2 contour), giving rise to correlated noise.

When calculating mapping speed, we sum the HBT coefficients in Figure 4.8 over a 4Fλ
radius to find γi =

∑
j 6=i |γij|2, noting that because “+” and “×” pixels are orthogonal, |γij|2

vanishes for half of all (i, j) output pairs. We then assume that this sum applies to all
detectors on the focal plane such that γ = γi. Such a treatment ignores the fact that edge
pixels have fewer neighbors than internal ones, which is a reasonable approximation for a
focal plane with a large area. For small or moderately sized detector arrays, the fraction
of edge pixels may become important, but such details are experiment-dependent and are
therefore beyond the scope of this discussion. Figure 4.9 shows HBT-impacted mapping
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Figure 4.9: Mapping speed vs. pixel size in each frequency band for four sets of external sources: the CMB
only, the atmosphere only, telescope emission only, and all three combined. Each band is normalized to the
peak of its classic curve (γ ≡ 0), which is represented by faded lines.

speed vs. pixel size curves for each observation band, normalized to the peak of each band’s
“classic” curve for which |γ(~r2 − ~r1)|2 ≡ 0. Loading due to the CMB, atmosphere, and
telescope are plotted independently to demonstrate the dependence of correlations on source
temperature.

There are several features in Figure 4.9 that are worth noting explicitly. Firstly, the
impact of HBT correlations depends on source temperature and is most pronounced in the
presence of a brightly illuminated aperture. This effect is most clearly seen when contrasting
the CMB and atmosphere, especially at 220 GHz where the intensity of the CMB is fading
while that of the atmosphere is growing. Secondly, while the HBT impact on curve shape is
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most pronounced at low frequencies, the overall suppression is similar among the frequency
bands. This effect arises because the atmosphere is brighter at higher frequencies, increasing
the wave-noise fraction (see Figure 4.7) even as the γ decreases. Thirdly, the HBT-impacted
mapping speed peak is pushed to slightly larger Dpix at 35 and 95 GHz while remaining
relatively unmoved at 150 and 220 GHz. This effect arises because the 4 K stop is significantly
fainter than the sky at 150 and 220 GHz, and hence (1+γ)σwave decreases more rapidly than
ηapert at high frequencies. Lastly, while the impact of correlations on mapping speed is most
prominent when Dpix < 1.2Fλ, there are percent-level impacts at larger spacings, which
correspond to local maxima in the VCZT patterns shown in Figure 4.5.

4.5 Implications for experiment design

As indicated by Figure 4.9, HBT correlations both modify the optimal pixel packing density
and suppress the achievable mapping speed with respect to the “classic” γ ≡ 0 calcula-
tion. However, the severity of the modification depends on a plethora of instrument details,
including internal detector noise, amplifier noise, observation site and conditions, stop tem-
perature, detector efficiency, camera optical throughput, and extraneous systematic noise
sources, such as electromagnetic interference, vibrational pickup, and detector nonidealities
(see Chapter 3). A comprehensive handling of correlations within a more detailed experi-
ment is available via the BoloCalc sensitivity calculator [81] described in Chapter 5, but in
this section, we sweep a few parameters in our model telescope to provide a quick reference
for focal plane designers. The results of these calculations are shown in Figure 4.10.

The first column of Figure 4.10 shows mapping speed vs. pixel size for various stop
temperatures Tstop = (2, 3, 4, 5) K. As stop temperature decreases, so too does photon loading
due to stop spillover, favoring smaller pixels. A colder stop also suppresses the relative
contribution of σwave, especially at higher frequencies, which modulates the mapping speed
slope below Dpix = 1.2Fλ. The second column of Figure 4.10 shows mapping speed vs. pixel
size for various telescope temperatures Ttel = (10, 20, 30, 40) K. As telescope temperature
increases, so too does the photon load within the aperture, favoring smaller pixels. In
addition, the brighter the aperture radiation, the greater σwave becomes, further suppressing
the mapping speed curves. The third column of Figure 4.10 shows mapping speed vs. pixel
size in the presence of a constant internal detector noise σ2

int = (0.0, 0.5, 0.7, 1.0) × σ2
ph at

Dpix = 1.2Fλ, where σ2
ph ≡ (σ2

shot + σ2
wave). This generic noise term can represent a wide

variety of phenomena, including excess bolometer thermal carrier noise, amplifier noise, or
any other optically-independent white noise source. As non-photon noise increases, a larger
pixel size is favored to improve signal strength (see Equation 4.52), and the impact of HBT
correlations is reduced both due to the reduced relative contribution of σwave and due to the
optimal Dpix & 1.2Fλ where γ is small.

The examples in Figure 4.10 only graze the rich topic of focal plane optimization, and
we leave a more comprehensive discussion of experiment-specific applications to other pub-
lications [81]. Nonetheless, regardless of the context, HBT correlations should be considered
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Figure 4.10: The impact of stop temperature Tstop, telescope temperature Ttel, and detector internal noise
σ2

int on mapping speed vs. pixel size in the presence of HBT correlations. Each band is normalized to the
peak of its classic curve (γ ≡ 0), which is shown by the faded lines. These parameters are among many that
vary between experiments, and we include them here as a reference for focal plane designers.
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when designing dense focal planes, especially for ground-based experiments for which sky
and telescope brightness temperatures are substantially larger than that of the CMB.

4.6 Discussion

In this chapter, we have presented a theoretical formalism for photon noise correlations by
extending the quantum optical circuit-based model in Zmuidzinas (2003) [241] to a free-space
classical model using the equivalence theorem of Glauber and Sudarshan (1963) [61, 194].
We have used this formalism to simulate the Hanbury Brown-Twiss (HBT) coefficient in a
simplified telescope system, and we have shown that these simulations match the expectation
of the van Cittert-Zerenike theorem (VCZT). This equivalence allows the HBT coefficient to
be calculated with only a knowledge of the intensity profile at the aperture plane.

We uniformly illuminated a model telescope with blackbody radiation from the CMB,
atmosphere, and telescope, and we calculated the impact of HBT correlations on mapping
speed vs. pixel size within observation bands centered at 35, 95, 150, and 220 GHz. Acknowl-
edging that sensitivity calculations have many inputs and assumptions, we further discussed
three useful variations to the simplified instrument—stop temperature, telescope tempera-
ture, and internal detector noise—and showed how each parameter modulates the mapping
speed curves. This work builds on a piloting discussion by Padin (2010) [149] and formalizes
the calculation of photon noise correlations between detector pixels in mm-wave telescopes.
The presented formalism is useful to GHz focal plane designers, especially as emerging read-
out technologies enable the readout of dense detector arrays, and it is implemented as part
of the sensitivity calculator discussed in Chapter 5.
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Chapter 5

BoloCalc: a sensitivity calculator

This chapter overlaps substantially with Hill, Bruno, Simon, et al. (2018) [81], which we
encourage the reader to cite instead of or in addition to this dissertation.

As the CMB research field matures, it is conglomerating the efforts of many institutions
into a small number of large projects [215, 204]. This paradigm shift allows for higher-budget
observatories that can field more detectors and build more powerful telescopes. Despite the
allure of these “mega experiments,” large projects come with a plethora of logistical chal-
lenges. One such challenge is to coalesce each institution’s independently-developed sensitiv-
ity codes into one versatile, community-wide calculator. The effectiveness of a broadly-usable
sensitivity code relies on a few core capabilities:

1. The code must be general and modular, which allows it to simulate a wide variety
instrument configurations. This capability is especially important during the early
stages of observatory design, when many subsystems are being optimized across vast
parameter spaces.

2. The code must be detailed and comprehensive, which allows the instrument to
be modeled accurately. There are dozens of inputs to any sensitivity calculation, and
while some may be unimportant for one telescope, those same inputs may be critically
important to another.

3. The code must be easy to use, which will encourage its utilization throughout the
collaboration.

In this chapter, we present BoloCalc, a generalized sensitivity calculator for CMB in-
strument characterization. The tool is publicly available1 and is being actively used not only
within the CMB community but also within IR and radio astronomy.

1BoloCalc repository: https://github.com/chill90/BoloCalc

https://github.com/chill90/BoloCalc
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5.1 Calculator design

BoloCalc is a Python code that (typically) takes O(100) user-defined inputs and calculates
dozens of outputs described in Chapter 3, including optical power Popt, photon, thermal, and
readout noise-equivalent power (NEP), noise-equivalent temperature (NET), and mapping
speed (MS). While it runs as a standalone command-line tool, BoloCalc also offers a PyQt2

graphical user interface (GUI), which eases interaction with input configuration files and
adds real-time data visualization for quicker, more comprehensive sensitivity assessments.

5.1.1 Structure

BoloCalc has a modular object-oriented structure, which allows for arbitrary mixtures
of sites, telescopes, cameras, optics, focal planes, and detectors. A BoloCalc project has
the parent-child structure shown in Figure 5.1 and is built with four layers: experi-
ments, telescopes, cameras, and channels, which are defined in the table of Figure 5.1. Each
experiment can have an arbitrary set of telescopes (at different sites), each telescope an
arbitrary set of cameras, and each camera an arbitrary set of channels. Each layer of a Bolo-
Calc project contains various user-defined parameters, and the inheritance structure follows
that of parent-child such that each telescope inherits the parameters of its experiment, each
camera inherits those of its telescope, and each channel those of its camera. This flexi-
ble construction has proven valuable to applications within Simons Observatory (SO) and
LiteBIRD, especially during each experiment’s early stages when the numbers of telescopes,
cameras, frequencies, and detectors were undecided and when rapid feedback was needed to
evaluate various instrument configurations.

The table in Figure 5.1 shows the user-defined parameters for layers 1–4 of a BoloCalc
project. Layer 1 defines the foreground parameters for each experiment, which deter-
mines celestial optical loading on the detector. While foregrounds contribute little in-band
power relative to the atmosphere and CMB at ∼ 100 GHz, they can become important
for satellite experiments that observe at very high and/or low frequencies. Therefore, fore-
grounds are included in BoloCalc for LiteBIRD and similar missions [173]. Layer 2 defines
each telescope’s atmospheric conditions, as well as its elevation distribution, observation
time and efficiency, and sky fraction. Layer 3 defines each camera’s optical chain and mag-
nification, as well as its field of view (FOV) and focal plane temperature. Layer 4 defines
the channels within each camera, including the detector parameters, bandpasses, and
antenna beam properties. This layered organization allows BoloCalc to seamlessly interface
with the experiment directory structure, which is shown in Figure 5.3.

The BoloCalc source code is composed of 30 classes that form an inheritance tree,
and each class serves a specific function. This object-oriented structure makes the code easy
to modify and computationally efficient. Efficiency is especially important when running

2PyQt: https://wiki.python.org/moin/PyQt

https://wiki.python.org/moin/PyQt
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Experiment	
• 	Foreground	params	

Telescope	1	
• 	Atmosphere	at	site	1	
• 	Boresight	Eleva7on	PDF	1	

Telescope	N	
• 	Atmosphere	at	site	N	
• 	Boresight	Eleva7on	PDF	N	

Camera	1.1		
• 	F/#	1.1	
• 	Op7cal	stack	1.1	
• 	Focal	Plane	Temp	1.1	
• 	Pixel	Elev	PDF	1.1	

…	

…	

Channel	1.1.1	
• 	Detector	Band	1.1.1	
• 	Detector	Params	1.1.1	
• 	Op7cal	Params	1.1.1	

…	
Camera	1.M1		

• 	F/#	1.M1	
• 	Op7cal	stack	1.M1	

• 	Focal	Plane	Temp	1.M1	

• 	Pixel	Elev	PDF	1.M1	

Camera	N.1		
• 	F/#	N.1	
• 	Op7cal	stack	N.1	
• 	Focal	Plane	Temp	N.1	
• 	Pixel	Elev	PDF	N.1	

Camera	N.MN	
• 	F/#	N.MN	
• 	Op7cal	stack	N.MN	

• 	Focal	Plane	Temp	N.MN	

• 	Pixel	Elev	PDF	N.MN	

Channel	1.1.P11	
• 	Detector	Band	1.1.P11	
• 	Detector	Params	1.1.P11	
• 	Op7cal	Params	1.1.P11	

…
	

Channel	1.M1.1	
• 	Detector	Band	1.M1.1	
• 	Detector	Params	1.M1.1	
• 	Op7cal	Params	1.M1.1	

Channel	1.M1.P1M1
	

• 	Detector	Band	1.M1.P1M1
	

• 	Detector	Params	1.M1.P1M1
	

• 	Op7cal	Params	1.M1.P1M1
	

…
	

Channel	N.1.1	
• 	Detector	Band	N.1.1	
• 	Detector	Params	N.1.1	
• 	Op7cal	Params	N.1.1	

Channel	N.1.PN1	
• 	Detector	Band	N.1.PN1	
• 	Detector	Params	N.1.PN1	
• 	Op7cal	Params	N.1.PN1	

Channel	N.MN.1	
• 	Detector	Band	N.MN.1	
• 	Detector	Params	N.MN.1	
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Layer	1	

Layer	2	

Layer	3	

Layer	4	

…
	

…
	

BoloCalc	Project	

Layer Definition

Experiment An assemblage of CMB telescopes.

Telescope A platform that carries and points one or more cameras. It observes at a
specified site with a specified observation strategy and can include warm
reflectors.

Camera A cryostat that houses cryogenic optics, filters, and detectors. Multiple
cameras can be mounted on the same telescope.

Channel A frequency band observed by some set of detectors within a camera. A
multichroic camera will have multiple channels.

Figure 5.1: The generic layout of a BoloCalc project. There are four layers to a project, each with its own
set of parameters: (1) experiments, (2) telescopes, (3) cameras, and (4) channels. There can be an arbitrary
set of N telescopes in each experiment, an arbitrary set of M cameras in each telescope, and an arbitrary set
of P channels in each camera. Each telescope inherits the parameters of its parent experiment, each camera
inherits those of its telescope, and each channel those of its camera. The black bullet points highlight some
important parameter definitions in each layer. The table provides definitions for each layer.
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Monte Carlo realizations of the experiment and when running parameter sweeps, which
we detail in the following sections.

5.1.2 Input and output parameters

BoloCalc accepts 65 unique input parameters that are used to describe foreground emission,
the atmosphere and observation strategy, the camera optics, and the detector specifications.
These components then compose an instrument model that is used to simulate 12 outputs.
Below is a comprehensive list of the inputs, organized by level, along with their corresponding
symbol in Chapter 3 and Section 5.2.1.

• Level 1: foreground parameters

– Synchrotron spectral index: ns in Equation 5.1
– Synchrotron amplitude: Ts in Equation 5.1
– Synchrotron scale frequency: νs in Equation 5.1
– Dust temperature: Td in Equation 5.2
– Dust spectral index: nd in Equation 5.2
– Dust amplitude: Ad in Equation 5.2
– Dust scale frequency: νd in Equation 5.2

• Level 2: observation and telescope parameters

– Atmospheric temperature: TATM in Equation 2.1
– Site: site at which the telescope observes (see Section 2.2)
– Elevation: θelev in Equation 2.3
– Precipitable water vapor: PWV in Equation 2.4
– Observation time: tobs in Equation 3.68
– Sky fraction: fsky in Equation 3.68
– Observation efficiency: ηobs in Equation 3.68
– NET margin: factor applied to all NETs within a telescope, which can be treated

as contingency

• Level 3: camera parameters

– Boresight elevation: the camera’s boresight elevation with respect to the tele-
scope’s boresight

– Optical coupling: ξ in Equations 3.59 and 3.60
– F-number: F in Equation 2.10
– Bath temperature: Tb in Equations 3.46, 3.47, and 3.50,

• Level 4: channel parameters

– Band center: νc in Equation 5.3
– Fractional bandwidth: fBW in Equation 5.3
– Pixel size: Dpix in Equation 2.10
– Number of detectors per wafer
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– Number of wafers per optics tube
– Number of optics tubes in this camera
– Waist factor: wf in Equation 2.10
– Detector optical efficiency: ηdet in Equations 5.3
– Bolometer saturation power: Psat in Equations 3.50 and 3.54
– Psat factor: allows the user to define Psat = fpsat × Popt

– Carrier index: n in Equations 3.47 and 3.50
– Bolometer transition temperature: Tc in Equations 3.46, 3.47, and 3.50
– Tc fraction: allows the user to define Tc = fc × Tb

– Thermal link factor: Flink in Equations 3.46 and 3.47
– Dynamic thermal conductance: g in Equations 3.46 and 3.50
– Detector yield: Y in Equation 3.62
– Readout noise: NEIread in Equation 3.54
– Bolometer operating resistance: Rbolo in Equation 3.54
– Responsivity factor: Sfact in Equations 2.19, 3.53, and 3.54

– Readout noise fraction: allows the user to define NEPread = fread

√
NEP2

ph + NEP2
g

• Level 4: optics parameters

– Temperature: Ti in Equation 3.19
– Emissivity/absorptivity: εi in Equation 3.19
– Reflectivity: ri in Equations 3.25 and 3.40
– Optical thickness: t in Equation 3.28
– Refractive index: n in Equation 3.28
– Loss tangent: tan δ in Equation 3.28
– Conductivity: σ in Equation 3.29
– Surface roughness: σsurf in Equation 3.36
– Scatter fraction: δi in Equation 3.19
– Scatter temperature: Tδ;i in Equation 3.19
– Spillover fraction: βi in Equation 3.19
– Spillover temperature: Tβ;i in Equation 3.19

Some optics and channel parameters are functionally redundant, offering the user multiple
methods for calculating emissivity, efficiency, and scattering. For example, the absorptivity
of a refractive optic can be entered explicitly, or it can be derived using the loss tangent,
thickness, and refractive index as in Equation 3.28. In a similar manner, there are multiple
ways to define certain channel parameters. For example, the dynamic thermal conductance
g can be defined either explicitly or using Tc, Tb, and n as in Equation 3.49. As another
example, readout noise can be defined using NEIread, Rbolo, and Psat, or it can be stated
as a fraction of the other noise sources. These redundancies make BoloCalc useful for a
wide range of forecasting scenarios, from defining high-level specifications during project
conception to evaluating low-level measurements during instrument commissioning.
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BoloCalc uses the presented input parameters and the equations in Chapter 3 to calculate
12 output parameters

• Optical throughput: ηthrough in Equation 3.40
• Optical power: Popt in Equation 3.25
• Telescope temperature: Ttel in Equation 3.45
• Sky temperature: Tsky in Equation 3.45
• Photon NEP: NEPph in Equation 3.23
• Bolometer thermal NEP: NEPg in Equation 3.46
• Readout NEP: NEPread in Equation 3.54
• Detector NEP: NEPdet in Equation 3.57
• Detector NET (CMB or RJ): NETdet in Equation 3.58
• Array NET (CMB or RJ): NETarr in Equation 3.62
• Correlation factor: Γ in Equation 3.67
• Map depth: σmap in Equation 3.68

These parameters are calculated for each channel in each camera, but the NETs and map
depths are also combined via inverse-variance weighting (see Equation 3.61) at the telescope
and experiment levels to estimate the total sensitivity of multiple detector arrays across
multiple cameras and telescopes. The outputs’ median and (15, 85)% confidence values are
displayed in text tables, but histograms of the output data are also available when running
Monte Carlo (MC) instrument realizations (see Section 5.2.3). This capability is important
for accurate forecasting, as NET distributions tend to be skewed and therefore poorly
described using Gaussian distributions, even if the input distributions are Gaussian.

In addition to generating the listed sensitivity outputs, BoloCalc generates tables of
optical power and optical throughput as a function of location within the camera’s optics
chain. An example of such a table is shown in Figure 5.2. This functionality is quite useful for
assessing the propagation of optical power through the telescope system and for identifying
areas of improvement when trying to reduce NEPph.

5.1.3 User interface

There are two ways to interact with BoloCalc. The first way, which has been the primary
interface during most of the calculator’s lifetime, is through the command line. In this
scheme, inputs are set by editing text tables, and outputs are also written to text tables.3

BoloCalc’s unpack.py class can then be used to convert the output tables into dictionaries,
which are easily loaded, plotted, and manipulated in a more friendly environment.4 While
the command-prompt scheme is well-tested and self-sufficient, it is cumbersome at times
and can be a barrier for new users. Additionally, as is always the case for Python’s runtime
interpreter, errors in user inputs are not assessed until execution. While BoloCalc’s logging

3These text tables are set up to be most easily viewed using Emacs or Vim.
4The base BoloCalc distribution provides a Jupyter Notebook tutorial for output handling.
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Figure 5.2: A BoloCalc optical power table for an arbitrarily constructed example experiment. The columns
define, from left to right, the incident power on each optic from the sky side, the detected power due to each
optic’s emission, spillover, and scattering, the efficiency of each optic, and the cumulative optical efficiency
from the detector towards the sky. The central values represent the median, while the +/- values are the
(85, 15) percentiles. This table is generated as part of BoloCalc’s Jupyter Notebook interface.

and error tracing are both well developed and comprehensive, the inconvenience of debugging
at the command line can be a deterrent for casual users. Therefore, we have developed a
graphical user interface (GUI) using PyQt named BoloCalc GUI (BCG).

The GUI substantially improves BoloCalc’s user experience in several ways. First, it elim-
inates the need to interact with the command line and edit text tables. Because BoloCalc
has so many inputs, especially for the optics (see Section 3.4), text files can be cumbersome
to maintain. BCG acts as a wrapper around the input text files, allowing the user to modify
parameters using line edits, combo boxes, and checkboxes, as shown in Figure 5.4. Second,
BCG performs real-time error checking on user inputs via embedded environments. This
scheme transfers input checking to the front end (when data are entered) instead of the back
end (during Python execution). In other words, BCG ensures that when the user runs Bolo-
Calc’s executable calcBolos.py, the program will complete without interruption. Third,
BCG has embedded descriptions of input and output parameters in each parameter’s edit
window. This feature increases the transparency of the sensitivity calculation and provides
immediate information about how each input impacts the outputs. While BoloCalc’s user
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Experiment

Version

Telescope

Camera

Channel

Level 1

Level 2

Level 3

Level 4

Figure 5.3: The file structure of a BoloCalc experiment, which mimics the calculator’s underlying class
structure. This layout enables each layer in Figure 5.1 to be modular, making it straightforward to update
experiment versions, add telescopes and cameras, and visualize how the various subsystems fit together.

manual5 explains how text-file inputs correspond to the equations in Chapter 3, studying the
manual while using the command prompt can be cumbersome. BCG’s in-window defini-
tions, one of which is shown in Figure 5.5, fix this issue while also serving as a pedagogical
tool.

Fourth, BCG provides real-time data visualization of both the inputs and, after
running calcBolos.py, the outputs. For example, BCG allows the user to view plots of
input probability distributions and bandpass functions for optics and detectors. In a similar
way, outputs can be either downloaded or plotted directly using the GUI’s analyze tool.
These visualization functionalities allow for a quick assessment of the assumed instrument
model and simulation results, helping facilitate the rapid compilation of documentation
and presentations. Fourth, BCG effectively divorces BoloCalc’s source code from the user
interface, which is enormously useful for development purposes. BoloCalc’s underlying text
files and Python classes are interfaced to BCG using intermediary configuration files,
improving backward compatibility and making program upgrades more seamless.

BCG’s primary goal is to make BoloCalc more accessible to a wider range of potential
users. During instrument design and development, many scientists are evaluating disparate
instrument systems in parallel, and if the experiment’s sensitivity calculator is not user-
friendly, the entire collaboration’s forecasting workload will likely flow through a small num-

5The user manual is available as a PDF within the BoloCalc distribution.
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Figure 5.4: A screenshot of BCG’s interface for editing the optics’ input parameters. The dark grey tool-
bar navigates between telescopes, cameras, and channels, and the interactive table provides an interface
for editing optical parameters. The drop-down menus for each table cell allow each channel to be edited
independently.

ber of experts. However, if the calculator is user-friendly and easy to learn, sensitivity studies
can be more broadly distributed and design feedback can be provided more rapidly. BCG is
specifically built to enhance BoloCalc’s usability for ongoing and future experiments, such
as SO and CMB-S4, as well as make the calculator more appealing to potential applications
outside the CMB community.

5.2 Calculator features

BoloCalc has several features that distinguish it from predecessor sensitivity calculators. Its
object-oriented structure makes the code easy to upgrade and modify, and therefore many
these features are the result of user requests.

5.2.1 Foregrounds

BoloCalc provides an option to define the power due to dust and synchrotron emission.
While foreground intensity is far below that of the CMB at ∼ 100 GHz and at high galactic
latitudes, satellite experiments often observe at high frequencies where dust becomes bright,
while radio telescopes often observe at low frequencies where synchrotron becomes bright. In
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Figure 5.5: An example BCG window for editing the “Band Center” parameter. The window on the left
shows the parameter’s name, range, unit, and description while allowing the user to define it either as a float
or via a probability distribution file (PDF) or band file. In this particular example, the detector band is
defined by an uploaded CSV file, and the data points are overplotted onto the assumed (median) atmospheric
profile.

order to accommodate such dust and synchrotron mappers, BoloCalc includes the following
foreground formalisms, which assume a uniform intensity across the sky.6

The synchrotron power spectral density for a single polarization in W Hz−1 sr−1 is
given by the equation

psynch(ν) = AΩ
ν2

c2
kBTs

(
ν

νs

)ns

= kBTs

(
ν

νs

)ns

, (5.1)

where Ts is the synchrotron brightness temperature in KRJ at pivot frequency νs, ns is the
synchrotron spectral index, and the etendue AΩ for a diffraction-limited detector is given by
Equation 3.21. The dust power spectral density in units of W Hz−1 sr−1 is given by the
equation

pdust(ν) = AdAΩ

(
ν

νd

)nd S(Td, ν)

S(Td, νd)
× 10−20 = Ad

c2

ν2

(
ν

νd

)nd S(Td, ν)

S(Td, νd)
× 10−20 , (5.2)

6At the moment, BoloCalc uses the telescope’s boresight elevation above the horizon to monitor atmospheric
emission. However, for space telescopes, it may become useful to monitor foreground emission as a function
of galactic coordinate, and such a capability can easily be added to BoloCalc in the future.
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Figure 5.6: A comparison of the Atacama and the South Pole atmospheric profiles used in BoloCalc, generated
using the AM atmospheric simulator. Each profile’s PWV (left) and elevation dependence (right) is also
plotted. The deviation between sites at high frequency is due to the Atacama’s being at higher elevation
(5,200 m) than the South Pole (2,800 m).

where Ad is the dust amplitude in MJy sr−1 at pivot frequency νd, nd is the dust spectral
index, S(Td, ν) is the blackbody spectral density function defined in Equation 3.19, and Td

is the dust temperature. Note that the conversion from MJy to W is 10−20 W/MJy.

5.2.2 Site and atmosphere

BoloCalc uses atmospheric transmissivity and temperature vs. frequency when calculating
Popt (see Section 2.2). Such a spectrum is often called an atmospheric profile and depends
on the details of the observation site, including elevation above sea level, weather patterns,
and sky access. There are three methods to define the atmosphere in BoloCalc: via a constant
temperature and transmissivity vs. frequency, via a custom profile, and via a simulated profile
selected by PWV and horizon elevation. In this section, we highlight the final method, which
is typically most useful and accurate.

BoloCalc’s atmospheric profiles are generated by the am Atmospheric Model7 devel-
oped at Harvard [151]. am is a C++ command-line tool that processes a configuration file with
details of the atmosphere’s molecular composition from the troposphere to the stratosphere.
BoloCalc includes atmospheric profiles for three different observation sites: the Atacama of
Chile, the South Pole, and the stratosphere, from where balloon-borne experiments typically
observe [206, 65, 6]. BoloCalc’s atmospheric configurations are provided by Scott Paine

7am Atmospheric Model: https://www.cfa.harvard.edu/~spaine/am/

https://www.cfa.harvard.edu/~spaine/am/
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and Denis Barkats, and they are constructed using data from the MERRA-2 meteorolog-
ical reanalysis.8 These atmospheric profiles are well verified, showing excellent agreement
with sky-temperature measurements from the South Pole Telescope (SPT) and the Ata-
cama Cosmology Telescope (ACT). A side-by-side comparison of the Atacama and South
Pole atmospheric profiles, including their dependence on PWV and elevation, is shown in
Figure 5.6.

BoloCalc contains an HDF5 file with atmospheric spectra at [0.1, 0.2, ... 1000.0] GHz
for all three sites at PWVs of [0, 0.1, ..., 8.0] mm and elevations of [0, 1, ..., 90] deg above
the horizon. When the user defines the “site,” “elevation,” and “PWV” input parameters,
BoloCalc accesses the corresponding profile using the h5py Python class.9 HDF5 files are ideal
for atmosphere handling, as they facilitate fast look-up access to large datasets directly from
disk. Quick retrieval becomes even more important when running many MC realizations of
the sky (see Section 5.2.3).

5.2.3 Monte Carlo simulations

From forecasting an instrument’s scientific impact to measuring its performance in the field,
uncertainties are critical to a proper sensitivity estimate. For example, when iterating on
high-level design concepts during an experiment’s earliest stages, large error bars will sur-
round back-of-the-envelope calculations, and propagating these uncertainties to NET esti-
mates can inform questions such as resource allocation, contingency scenarios, and even
science targets. As another example, when using planet observations to characterize detec-
tor responsivity in the field, measurement uncertainties, focal-plane variations, and modeling
limitations must be incorporated into accompanying NET simulations to properly estimate
the telescope’s capabilities. Given the importance of uncertainty handling, BoloCalc uses
MC simulations to generate histograms of output parameters.

BoloCalc accepts either a mean and standard deviation or a custom probability dis-
tribution for every input parameter. For custom spectral bands (see Section 5.2.5), every
data point can be defined with a mean and standard deviation, while PWV and elevation
distributions give rise to variations in the selected atmospheric profile (see Section 5.2.2).
BoloCalc breaks MC simulations into three levels: (1) realizations of the foregrounds, tele-
scope, camera, and optics, (2) realizations of the sky, and (3) realizations of the detector
parameters. The number of realizations at each level are defined separately, meaning that
for each of N experiments, M skies are generated, and for each of M skies, P detectors
are generated. Separating the simulation into these three categories is intended to mimic
the instrument’s progression: (1) build and field a telescope, (2) observe with that telescope
in a variety of sky conditions, and (3) given the sky conditions, calibrate each detector’s

8MERRA-2: https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
9Note that BoloCalc does not make any simplifying assumptions about how the atmospheric loading changes
with elevation or PWV, as suggested by Equations 2.4 and 2.3, but instead relies on AM simulations for
every PWV-elevation combination.

https://gmao.gsfc.nasa.gov/reanalysis/MERRA-2/
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operating parameters. In addition, this division is computationally efficient, allowing the
layers in Figure 5.1 to be simulated from the top down.

In its current form, BoloCalc does not offer any functionality for defining correlated er-
rors. Such a capability would be particularly useful for quantities whose fluctuations are
obviously tied together, such as the temperatures of optical elements or the waist factors
of different channels on the same detector pixels. However, generalized support for error
correlations would require interaction with a large correlation matrix, posing a major devel-
opment project. To counteract this deficiency, BoloCalc offers a comprehensive parameter
sweep functionality, which can be used to calculate input-output covariances manually.

5.2.4 Parameter sweeps

What most clearly separates BoloCalc from its predecessor calculators is its parameter
sweep functionality. When defining instrument specifications, it is often critical to under-
stand the derivatives of NET vs. various instrument performance metrics. The scope of
useful parameter-sweep studies is quite large, and therefore BoloCalc handles a wide variety
of inquiries such as NET vs. elevation, photon NEP vs. primary spillover, and readout NEP
vs. saturation power.

BoloCalc enables the user to sweep any set of parameters across any set of channels. One
can either calculate all possible permutations of input-parameter lists or iterate over inputs in
specified groups.10 The input lists can be defined either with a linear spacing or via a custom
input file. Custom lists enable the user to investigate more specific dependencies using
external codes, such as, for example, NEPph vs. alumina/silicon/sapphire loss tangent (see
Figure 7.6). MC simulations can also be carried out for each input-parameter combination,
allowing the user to inspect not only how parameter sweeps change the median NET but also
how they change the shape of the NET distribution. An example MC-generated parameter
variation is shown in Figure 5.7.

Parameter variations, especially when combined with MC simulations, can be compu-
tationally expensive, and therefore BoloCalc’s sweeps must be performed efficiently. To
do this, an “initial” set of MC-generated experiment realizations is constructed, and as each
parameter is changed, only the affected instrument aspects are resimulated. For example,
if the user changes the detector optical efficiency of a 90 GHz bolometer in “Camera 1,”
only the MC realizations of the 90 GHz detectors in “Camera 1” are recalculated, while
other channels (e.g., 150 GHz), the telescope optics, and all other cameras and telescopes
are left untouched. However, if the spillover fraction of the telescope’s primary mirror is
varied, then all of the cameras and detectors in that telescope are recalculated, while other
telescopes are left untouched. This top-down variation scheme enables efficient iteration over
arbitrary parameter combinations, which is especially powerful when simulating thousands
of instrument realizations.

10For example, when investigating the relative impact of cryostat temperature and window load on Popt,
one can sweep lens, filter, and stop temperatures together in one group and window emissivity, scattering
fraction, and spillover in another group, generating a two-dimensional output.
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Figure 5.7: A BoloCalc sweep of detector NEP vs. detector optical efficiency for two Psat values. This
simulation includes 3,000 realizations of an arbitrarily constructed example experiment. The blue and orange
contours show the distributions’ shapes for each parameter combination, and the central box-and-whisker plot
quantifies the combined distribution. This double-sided violin plot demonstrates how MC-generated datasets
for each parameter-sweep combination can be extracted and manipulated using BoloCalc’s output.py class.

The parameter-sweep output files are constructed in a dedicated directory for user-
friendly inspection, and BoloCalc’s output.py class loads these files into dictionaries for
easy plotting. In addition, BCG’s analyze tool allows the user to plot any output pa-
rameter vs. an arbitrary combination of input parameters, further facilitating quick and
generalized feedback to instrument designers.

5.2.5 Custom bandpasses

BoloCalc offers two methods to handle bands—or input parameters that vary with frequency—
such as those of absorptivity, transmissivity, reflectivity, spillover, and scattering fraction.
The first method is to define a trapezoidal band

B(ν) =


0 if ν < νlo

α(ν) if νlo ≤ ν ≤ νhi

0 if ν > νhi ,

(5.3)

where α(ν) is, in general, a function of frequency, and where the band edges νlo and νhi mark
discontinuities. The most common trapezoidal band is when α(ν) = const., defining what is



CHAPTER 5. BOLOCALC 107

called a top-hat band. The top-hat band definition is convenient because it is defined only
by a band center νc and fractional bandwidth fBW

νlo = νc −
νc fBW

2

νhi = νc +
νc fBW

2
, (5.4)

making an estimate of band-averaged quantities algebraically trivial.
In reality, bands have nontrivial spectral features that arise due to any number of physical

factors. For example, Fabry-Pérot fringes generate peaks/troughs in transmission/reflection
due to constructive/destructive interference within a dielectric optical element. As another
example, ripples develop in detector bands due to internal reflections within on-chip filter
banks or between the antenna and the bolometer (see Section 2.4). Also, realistic band edges
have a finite roll-off, and the steepness of this roll-off can be important for understanding
the impact of, for example, atmospheric emission on Popt (see Figure 2.1). For these rea-
sons and more, BoloCalc accepts custom band files with a mean and standard deviation
defined over an array of frequencies (see, for example, Figure 5.5). BoloCalc also allows the
spectral locations of these custom bands to be either swept or assigned an error bar during
MC simulations. Band-center uncertainty is a major consideration during detector fab-
rication [224, 197], and therefore BoloCalc’s band-placement features have been valuable for
detector characterization within Simons Array (SA) and SO.

The frequency resolution of any BoloCalc simulation can be tuned to ∆f ≥ 0.1 GHz,
providing a lever to optimize computation time vs. accuracy. For example, if an optic’s band
is measured with high frequency resolution, the user might run a BoloCalc simulation with
small ∆f to best capture the measured data. In the other limit, if the user inputs minimalist
bands (such as top-hats) but wants to run a million MC realizations, they can increase ∆f
to maintain a reasonable computation time.

5.3 Calculator validation

In 2014, BoloCalc was conceived to forecast the performance of LiteBIRD’s detector arrays.
To ensure its accuracy, the sensitivity code was checked against that of LiteBIRD’s Japanese
team (Tomotake Matsumura), and all outputs were confirmed to be identical for a variety of
input assumptions. During that same period, several sets of parameter sweeps were compared
against legacy codes, such as those of POLARBEAR-2 (Aritoki Suzuki) [197] and SPT-SZ
(Nils Halverson), to ensure that BoloCalc’s mapping-speed limits and scalings are consistent
with past calculators.

In 2016, BoloCalc was further compared against sensitivity codes from ACT (Suzanne
Staggs and Sarah Marie Bruno) to ensure that mapping-speed scalings were consistent across
various sets of input parameters. This cross-check was especially critical during SO’s early
stages of optimizing mapping speed for a plethora of instrument configurations, some of
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which are discussed in Section 5.4. Shortly thereafter, as SO’s instrument design and science
forecasts matured [215], BoloCalc models were built for POLARBEAR, ACTpol, and ABS,
and each experiment’s published array NETs were compared against BoloCalc’s prediction.
This comparison covered a wide variety of detector, optical, and telescope infrastructures,
and in each case, the achieved array NET was statistically consistent with BoloCalc’s ex-
pectation.11 This final comparison demonstrates that the calculator is detailed and accurate
enough to predict and characterize actual instruments.

5.4 Informing the design of SO

One of BoloCalc’s primary applications has been to inform the design and development of
SO. During its earliest stages, SO contemplated menagerie of instrument designs, and in
order to make progress, it needed an efficient feedback loop between the science team—
which uses map depths to set cosmological constraints—and the instrument team—which
translates science targets into observatory requirements. BoloCalc was a crucial “glue” that
bound these discussions together, and in this section, we discuss some of SO’s most important
BoloCalc studies [81].

SO’s design is discussed as part of Chapter 2, but we review the basics here before diving
into technical details [59]. SO uses dichroic pixels and distributes its frequency bands between
27/39 GHz “low-frequency” (LF) cameras, 90/150 GHz “mid-frequency” (MF) cameras, and
220/270 GHz “ultra-high-frequency” (UHF) cameras. Lenslet-coupled sinuous antennas are
baselined for the LF wafers, while a feedhorn + OMT architecture is baselined for the MF
and UHF wafers. The detector wafers are distributed between cameras in the large aperture
telescope (LAT), each of which houses three wafers,12 and small aperture telescopes (SATs),
each of which houses seven wafers.

5.4.1 LATR architecture

The LAT is the vehicle for SO’s high-` science, and its goal is to achieve arcminute resolution
in 6 frequency bands from 30 GHz to 280 GHz. To achieve this goal, both the telescope and
receiver need to be quite large and are therefore major cost drivers for SO. For this reason
and others, the LAT system is designed from the top-down, with the telescope’s design
driving that of the large aperture telescope receiver (LATR), which drives the design of the
optics tubes, which drives the design of the detector arrays. Of course, there is iteration
and interaction among the teams designing each subsystem, but for the LAT discussions to
follow, larger elements are held constant while smaller elements are varied.

The LAT has a 7.8◦ field of view (FOV) and illuminates a 2.5 m-diameter area at the
telescope’s focus, where the LATR then reimages onto cryogenic detector arrays. An early

11We plan to present these findings in a future publication, and hence we avoid detailing the assumptions
and results in this dissertation.

12The LAT cameras have a FOV that can accommodate up to 4 wafers, allowing for future upgrades.
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Figure 5.8: Figure 5.8a shows three different optics-tube packings that were investigated for the LATR.
Config. A has a maximum of 19 cameras with one wafer per camera, Config. B has 13 cameras with four wafers
per camera, and Config. C has 7 cameras with seven wafers per camera. Red circles represent UHF cameras,
green MF, and blue LF. The outer-most black circle shows the maximum FOV offered by the telescope.
Configs. A and C do not fill the available telescope FOV due to limitations on the magnification and image
quality of their cameras’ reimaging optics. Figure 5.8b shows the relative MS of each configuration for all
six SO bands. Config. B, when fully filled, is favored in all but the UHF bands.

application of BoloCalc was to help determine how many optics tubes to deploy in the
LATR, and while this question involves a complex mixture of telescope optics, cryo-vacuum
engineering, mechanical design and assembly, reimaging optics, cost, and upgradability [59,
60, 240, 44], sensitivity was central to the decision making process.

Figure 5.8 shows a study of three different optics-tube configurations that were considered
for the LATR. This particular investigation imposes a fixed telescope FOV and a hexagonal
camera packing. Config. A has 19 “small-diameter” cameras with a maximum of one wafer
per camera, Config. B has 13 “medium-diameter” cameras with a maximum of four wafers
per camera, and Config. C has 7 “large-diameter” cameras with a maximum of seven wafers
per camera. In this study, pixel size was held constant, and f-number (F/#) was varied with
plate scale to maximize each camera’s FOV. Each LATR configuration impacts its cameras’
subsystems (e.g., detectors, refractive optics, cryogenics, etc.) differently, but Figure 5.8b
shows the relative maximum-achievable13 mapping speed (MS) for each arrangement across
all six frequency bands. Config. B has the best overall MS at LF and MF, with only a
marginal MS degradation at UHF. Driven in part by this MS calculation, Config. B was
chosen as the baseline LATR architecture [240].

13Here, the “maximum” is achieved by fully filling each optics tube with detector wafers.
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Figure 5.9: Relative MS vs. camera F/# in each frequency band in the LAT (Figure 5.9a) and the SAT
(Figure 5.9b). Given a fixed FOV and pixel size, smaller F/# improves MS, but the impact is greater at
lower frequency and in the SAT. The curves for each frequency channel are individually peak-normalized.

5.4.2 Camera magnification

Another important application of BoloCalc within SO was to assess the impact of camera
magnification on MS, which BoloCalc parameterizes using the F/# at the focal plane. For
a fixed FOV and pixel size, a smaller F/# leads to larger spillover efficiency at the cold
aperture stop (Equation 2.10) and thus better sensitivity. However, if the F/# is too small,
the Strehl ratio14 will begin to degrade at the edges of the focal plane, leading to fewer
detectors with acceptable image quality. Therefore, it is useful to understand how rapidly
MS varies with F/# to inform the sensitivity impact of various reimaging optics designs.

The degree to which a smaller F/# improves MS depends on frequency and on the
optical configuration. Figure 5.9 shows the F/#’s impact on MS in both the LAT and the
SAT given a fixed FOV and pixel size for the LF, MF, and UHF cameras. This calculation
is combined with ray-trace simulations to evaluate the performance of various camera-
optics designs [44]. The impact of F/# on MS is most pronounced at low frequencies,
where stop spillover and photon correlations are largest. In contrast, the impact of F/#
on sensitivity is minimal at high frequencies where stop spillover and photon correlations
tend to be small. Additionally, increasing per-detector throughput via a smaller F/# most
benefits the SAT, which does not suffer from parasitic loading due to ambient-temperature
mirrors. Section 5.4.4 has more details on the impact of warm spillover on the LAT’s MS.

14The Strehl ratio is sometimes called the “phase-front error,” as it measures the degree to which the imaged
radiation’s phase varies at the detection point. In a perfect telescope, the image will be fully coherent
across focal plane coupling element’s diffraction-limited aperture (see Section 2.3.3).
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Figure 5.10: Relative MS in each frequency band in the LAT (Figure 5.10a) and the SAT (Figure 5.10b) vs.
pixel pitch, plotted in units of Fλ. Smaller pixels are strongly favored until D ∼ 1.2 Fλ, at which point the
MS curve flattens due to detector-to-detector photon correlations. The curves for each frequency channel
are individually peak-normalized.

5.4.3 Pixel pitch

Another important input to instrument design is the pixel pitch on the focal plane.15 As
described in Section 2.3.4, CMB detectors are single-moded and diffraction-limited, and the
aperture stop spillover efficiency can be approximated as a Gaussian function

ηapert = 1− exp
[
− π2

2

( D

λFwf

)2]
, (5.5)

where D is the pixel pitch (or equivalently, the pixel diameter), F is the F/# at the focal
plane, λ is the observation wavelength, and wf = D/w0, where w0 is the beam waist. Smaller
pixels have lower efficiency through the stop but allow for denser detector packing. Therefore,
for a fixed FOV, there exists a pixel pitch that maximizes MS at each frequency.

Figure 5.10 shows MS vs. pixel pitch, plotted in units of Fλ, for all SO frequencies in the
LAT and SAT. In general, smaller pixels give higher MS, as the MS gain due to increased
pixel density is faster than the MS degradation due to reduced stop spillover efficiency. The
optimal Fλ spacing is largest in the LF camera, as photon noise correlations (see Chapter 4)
are strongest at low frequencies where the photon occupation number is large. Additionally,
the optimal Fλ pixel pitch in the LAT is smaller than that of the SAT, as the LAT has
more parasitic ambient-temperature loading (see Section 5.4.4). We also confirmed that
the trends found from assuming Gaussian beams (Equation 5.5) were consistent with the
integrated ηapert from full-beam simulations16 of prototype feedhorn and lenslet designs at
multiple pixel sizes [183, 182].

15This section describes an SO application of the focal plane optimization discussion in Chapter 4.
16Ansys HFSS: https://www.ansys.com/products/electronics/ansys-hfss

https://www.ansys.com/products/electronics/ansys-hfss
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Figure 5.11: The relative optical power (Figure 5.11a) and MS (Figure 5.11b) in each LAT frequency band
vs. primary spillover fraction. Lower spillover is always better for sensitivity, but the MS impact is more
pronounced at low frequencies. The curves for each frequency channel are individually peak-normalized.

There are many considerations when choosing pixel pitch, including systematic effects
that arise when observing with electrically small antennas [38], diffraction artifacts from ag-
gressive aperture truncation [60], readout multiplexing factor [46], wire-bond density [119],
achievable saturation power [109], feedhorn and/or lenslet fabrication limitations [182], cost,
etc. Therefore, smaller pixel sizes are not always favorable when accounting for these ex-
traneous considerations, but understanding the MS differences between various focal plane
layouts was a critical input to the pixel pitch study.

5.4.4 LAT primary spillover

The LAT has a 6 m-diameter primary mirror, a 7.8 degree FOV, and up to 13 cameras in a
2.4 m-diameter receiver that cover more than a decade in frequency [59, 240, 44]. Given the
immensity and complexity of the LAT system, ambient-temperature spillover and scattering
are major concerns [60], as minimizing optical loading is critical to maintaining low photon
NEP.

Figure 5.11 shows relative in-band optical power and MS in each frequency band as a
function of LAT primary spillover. The impact of primary spillover on both optical power and
MS is largest at low frequencies, where loading due to other sources—such as atmospheric
emission and camera thermal emission—is low and the optical efficiency—determined by the
absorptivity of the lenses, filters, and on-chip transmission lines—is high. Additionally, the
impact of primary spillover on MS is steep, making LAT optical simulations and baffling
design a top priority within SO.
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Figure 5.12: Relative optical power (Figure 5.12a) and MS (Figure 5.12b) in each frequency band vs. SAT
aperture stop temperature. A lower stop temperature is always better for sensitivity, but the impact tends
to be larger at low frequencies, where other sources of parasitic loading are small, and in the low band of
each dichroic pixel, where the detector beams are largest (see Equation 5.5). The curves for each frequency
channel are individually peak-normalized.

5.4.5 SAT stop temperature

Because the SAT does not suffer from loading due to ambient-temperature mirrors, the
most important contribution to its photon NEP is its aperture stop temperature. Therefore,
understanding how stop temperature impacts MS is critical to setting its cooling require-
ment [59]. The SAT’s stop is cooled by the 1 K stage of the dilution refrigerator and is
connected to that stage via a long heat strap. Sky-side IR radiation is filtered out by a
combination of IR shaders, reflective low-pass filters, and alumina absorbing filters (see Sec-
tion 2.5). Therefore, BoloCalc’s calculation of NET vs. stop temperature helped inform the
telescope’s thermal design and heat strapping infrastructure.

Figure 5.12 shows relative in-band optical power and MS as a function of stop temperature
for all SAT frequency bands. The impact of stop temperature is largest at low frequencies
where other sources of parasitic loading—such as the atmosphere and lens emission—are
insignificant. Additionally, the stop’s impact is more dramatic in the low band of each
dichroic pixel, which has a lower stop spillover efficiency due to a smaller D/Fλ pixel size
(see Equation 5.5). Finally, the stop’s impact at high frequencies is negligible because the
SAT UHF pixels are electrically large and therefore spill little power at the aperture.

5.4.6 Detector saturation power

In addition to characterizing sources of optical loading, BoloCalc can also be used to in-
vestigate the impact of detector parameters on sensitivity, including operation temperature,
thermal conductivity to the bath, and on-chip optical efficiency. Such calculations can be
used to set detector fabrication tolerances and provide evaluation criteria for detector
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Figure 5.13: Relative MS for each frequency band in the LAT (5.13a) and the SAT (5.13b) vs. saturation
power Psat, plotted as a fraction of optical power Popt. Psat impacts MS most at low frequencies, where
NEPph is smallest, and the LAT and SAT impacts are similar. The curves for each frequency channel are
individually peak-normalized.

testing and quality control. Figure 5.13 shows relative MS vs. bolometer saturation power
Psat, plotted as a fraction of optical power Popt, for both the LAT and SAT in each frequency
band. The lowest possible value for Psat/Popt is 1, corresponding to zero voltage bias across
the bolometer, and the typical range of values that ensure linear bolometer operation is
Psat/Popt ∼ 2-3.

Selecting a Psat depends on several considerations, including detector linearity [38], the
stability of observing conditions, and uncertainty in the expected telescope-induced loading.
However, in the limit of large loop gain (see Equation 2.17), lower saturation power is
always better for sensitivity. The impact of Psat/Popt is largest in the LF bands where
NEPph is smallest and hence where NEPg makes the largest contribution to NET.17 As
SO has matured, BoloCalc has continued to play a key role in connecting the detector
and optical designs, as an accurate calculation of optical power Popt is critical to setting
detector parameters. Additionally, as SO detectors begin to undergo evaluation [192] and
as uncertainty in the expected optical loading decreases, BoloCalc is increasingly useful for
tuning detector performance to maximize MS.

5.4.7 Scan strategy

Another BoloCalc application is to quantify MS trade-offs of observing at different elevations
and PWVs and across different sky-patch sizes. Such calculations can be used to optimize
the map depth achieved using various scan strategies. BoloCalc utilizes atmospheric sim-
ulations of the Cerro Toco Atacama observation site that are consistent with measured sky

17The impact of Psat/Popt is similar in the LAT and SAT because NEPg
∝∼
√
Psat/Popt/NEPph (see Equa-

tions 3.23 and 3.46), modulated only by wave noise, which is similar in both telescopes.
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(a) (b)

Figure 5.14: Normalized MS vs. PWV and elevation at the Cerro Toco Atacama observation site in the
LAT’s 90 (5.14a) and 150 GHz (5.14b) bands. The impact of elevation is more prominent in the low band,
while the impact of water is more prominent in the high band. Additionally, the gradient of MS vs. sky
conditions is larger at higher frequency. Such plots are easy to generate using BoloCalc and are useful inputs
to scan strategy optimization.

temperatures in existing Atacama experiments (see Section 5.2.2). Figure 5.14 shows the
LAT’s normalized MS vs. PWV and elevation in its 90 and 150 GHz bands. The impact of
elevation is more prominent in low band, while the impact of water is more prominent in the
high band (see Figure 2.1). Additionally, the gradient of MS vs. sky conditions is larger at
higher frequency.

5.5 Informing PB-2c Psats

BoloCalc has also been used extensively to inform the design and characterization of SA,
which includes three POLARBEAR-2 telescopes (see Section 2.1.2): PB-2a and PB-2b ob-
serving at 90 and 150 GHz, and PB-2c observing at 220 and 270 GHz. Unlike SO, SA
was quite mature by the time of BoloCalc’s conception. Therefore, SA has relied on the
calculator for lower-level analyses, including evaluations of anti-reflection coatings, readout
pathologies, and detector bandpasses. In this section, we highlight BoloCalc’s capability
to inform detailed hardware considerations by presenting a sensitivity study for PB-2c’s
saturation power targets.

As described in Section 2.4, saturation power Psat is the total power conducted from the
transition-edge sensor (TES) to the thermal bath to which it is weakly connected. Psat is
tuned during detector fabrication (primarily) by tuning the thermal link’s geometry (see
Equation 3.48), or specifically its A/l ratio. Psat needs to be large enough to avoid detector
saturation but small enough to avoid excess Pbias, which leads to excess readout noise (see
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Equations 3.54).18 In other words, Psat should not be too much larger or smaller than the
expected Popt + Pbias.

The detector’s optical load depends on a plethora of factors, including telescope tem-
perature, sky temperature (see Equation 3.45), telescope optical efficiency, and detector
efficiency. While measurements of individual telescope elements can be made in the lab,
it is typically difficult to estimate telescope temperature precisely until the instrument is
operating in the field. Similarly, detector bands are measurable in the lab, but common
systematics in Fourier-transform spectroscopy can make an accurate estimate of on-wafer
loss difficult. As a result of these realities, the expected Popt often has large uncertainties
that need to be accounted for when selecting a Psat target. In addition, the detectors’ optical
load also depends on weather conditions, which change as a function of PWV and telescope
boresight elevation. The probability of a given sky temperature Tsky therefore depends on
several factors, including the time of year, observation strategy, fridge cycle duration, and
day-to-day weather patterns.

The goal of selecting an optimal Psat is one of minimizing N` (see Section 3.10), which is
related to mapping speed as

N` ∝
1

MS tobsηobs

, (5.6)

where tobs is observation time, ηobs is observation efficiency, and MS is mapping speed.
Assuming that Psat does not impact tobs,

19 minimizing N` is analogous to maximizing MS×
ηobs.

There are several competing factors when optimizing saturation power:

1. Higher Psat leads to higher ηobs, as the experiment can observe in the presence of larger
Tsky and hence larger PWV. Conversely, lower Psat will reduce ηobs. A cumulative prob-
ability distribution of PWV during the second season of POLARBEAR observations
(2013-2014) [212] is shown in Figure 2.2, and it demonstrates that PWV is < 2.2 mm
80% of the time and < 4 mm 90% of the time.

2. Higher Psat leads to higher bolometer thermal carrier noise NEPg and readout noise
NEPread (see Equations 3.51 and 3.54), which reduces MS. Conversely, lower Psat leads
to higher MS.

3. Higher Tsky leads to higher Popt and hence higher photon noise. Therefore, observations
at larger PWV are less sensitive and therefore contribute less weight to the final,
observation-combined map depth (see Equation 3.68).

Given these factors, the problem of optimizing mapping speed is one of estimating Popt and
accurately understanding its scaling with Tsky.

18Excess Psat also leads to excess thermal carrier noise (Equation 3.51), but in SA, readout noise is a more
prominent concern.

19Fabricating a fresh batch of detector wafers takes multiple months. Therefore, any Psat adjustment that
induces project delays should improve mapping speed enough to compensate for lost observation time.
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Figure 5.15: Probability distributions of sky temperature Tsky (left) and telescope temperature Ttel (right)
in PB-2c’s 220 (top) and 270 GHz (bottom) bands. A 50 deg telescope boresight elevation is assumed
throughout, and therefore the Tsky distributions trace the Atacama’s PWV distribution shown in Figure 2.2.
Variability in telescope temperature is dominated by uncertainties in optical throughput due to lens absorp-
tion, lens reflection, and on-wafer detector loss.

5.5.1 Estimating Popt

According to Equation 3.45, there are two contributions to optical power on the detector
Popt: telescope temperature and sky temperature. Telescope temperature has a distribution
that is governed by uncertainties in instrument characterization. In other words, once the
telescope is observing in the field, its temperature is relatively constant. Sky temperature, on
the other hand, follows a distribution that is governed by weather patterns and scan strategy.
Throughout this study, we assume a constant elevation of 50 deg above the horizon, allowing
us to focus on the impact of PWV variations alone. Probability densities for PB-2c’s telescope
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Figure 5.16: Optical power probabilities for both PB-2c bands. Figure 5.16a shows a cumulative distribution
of the expected optical power at 220 GHz given uncertainties in dewar temperature, sky power, and detector
bandpass and assumes a detector efficiency of 60%. Figure 5.16b shows the same distribution but for 270 GHz.

and sky temperatures are shown in Figure 5.15. The sky-temperature distribution traces
that of PWV in Figure 2.2b, while telescope temperatures are reasonably Gaussian with
95% confidence intervals of ± 5 KRJ. Uncertainties in telescope temperature are primarily
due to uncertainties in the performance of the 220/270 GHz anti-reflection (AR) coatings.

Given probability distributions for Tsky and Ttel, we can now use BoloCalc to run thou-
sands of MC realizations of PB-2c observing in various weather conditions. Because Popt ∝
ηdet, we consider four cases of detector optical efficiency: 20, 40, 60, and 80%. This de-
lineation also illuminates the interplay between Psat and ηdet, which are governed by the
detector fabrication process and are often assessed during the same suite of lab tests [224].
The resulting Popt distributions are shown in Figure 5.16. The two bands are very simi-
lar, which may seem surprising given that atmospheric emission is larger at 270 GHz than
at 220 GHz. However, as suggested by Equation 3.28, the refractive optics’ absorptivities
increase with frequency, reducing the telescope’s throughput20 and canceling out the bright-
ening atmosphere.

It is worth emphasizing that the distributions in Figure 5.16 fold uncertainties in the
instrument configuration and variations in sky load together. Therefore, this plot represents
Popt when deploying an MC-generated instrument to observe an MC-generated sky. An-
other approach would be to handle the Tsky and Ttel separately in order to apply different
observation strategies to different telescope realizations. This approach is reasonable, as the
observation strategy can be tuned after studying the instrument in the field. However, such

20In fact, the worst in-band absorbers are PB-2c’s alumina lenses, which have an increasing loss tangent
with frequency. In fact, this quality makes alumina an appealing material for IR absorbing filters, such as
in Figure 2.11a.
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Figure 5.17: Median mapping speed vs. detector saturation power Psat in PB-2c’s 220 (Figure 5.17a) and
270 GHz (Figure 5.17b) bands, normalized to the case of Psat = 5 pW. The impact of Psat is more pronounced
when detector efficiency ηdet is small, as the relative contributions of bolometer thermal carrier noise NEPg

and readout noise NEPread to the total detector NEP increases with decreasing photon noise NEPph (see
Equation 3.57).

an analysis involves too many details and independent variables for the PB-2c discussion,
which is meant to quickly and straightforwardly feed back to detector fabrication efforts.
That said, BoloCalc is fully capable of running arbitrary parameter separations, and a more
detailed study may be interesting for other maturing experiments such as SO.

5.5.2 Maximizing MS× ηobs

Armed with the optical-power distributions in Figure 5.16, we now calculate mapping speed
as a function of both detector efficiency ηdet and saturation power Psat. Figure 5.17 shows
the peak-normalized median mapping speed vs. Psat in both the 220 and 270 GHz bands.
As expected, mapping speed decreases with increasing saturation power, and the impact is
larger when detector efficiency ηdet is smaller. Because the Popt distributions in Figure 5.16
are similar, so are each band’s mapping speed vs. saturation power curves.

To quantify the impact of Psat on observation efficiency ηobs, we must decide on a Popt

cutoff, or an optical load above which the telescope will not observe.21 The Popt cutoff is

21There are practical considerations surrounding weather-driven decisions (e.g., observing in falling snow
is ill-advised), but these extraneous factors typically arise at larger PWVs than those considered in this
analysis.
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Figure 5.18: Peak-normalized mapping speed MS vs. detector saturation power Psat in the PB-2c 220 and
270 GHz bands for various Psat cutoffs Pcut (see Equation 5.7) and detector optical efficiencies ηdet. The
impact of deploying bolometers with overly conservative saturation powers is most pronounced at low Pcut

and high ηdet.

driven by the detector’s saturation point, or when Popt/Pbias is so large that the bolometer
becomes non-linear or even unstable. We can define this cutoff power in terms of Psat as

Pcut ≡ MIN

[
Psat

Popt

]
, (5.7)

where Pcut determines ηobs via the cumulative distributions in Figure 5.16. Pcut is analogous
to a PWV cutoff, which corresponds to a sky temperature Tsky above which the instrument
does not observe.

The cutoff power Pcut is usually determined after measuring how detector responsivity
scales with Pbias in the field. For example, if dRbolo/dTbolo is shallow, then the bolometer’s
loop gain L ∝ Pbias, and maintaining a large Pbias/Popt ratio could be important for detector
linearity. For these reasons, the following analysis is performed for various Pcut values to
illuminate possible MS× ηobs scenarios in the field.

Figure 5.18 shows MS×ηobs vs. Psat for various ηdet and Pcut in . There are several features
of the MS×ηobs optimization that are worth highlighting. First, lower Psat is favored for lower
Pcut. This behavior is expected given the proportionality relation in Equation 5.7. Second,
the optimal Psat is lower for lower ηdet. This behavior is also expected, as Popt ∝ ηdet. Third,
the mapping-speed penalty of fielding a higher Psat than necessary is less pronounced at
higher Pcut and higher ηdet. This behavior arises because the total NEP becomes increasingly
photon-noise dominated with increasing ηdet, and when NEPph is substantially larger than
NEPg and NEPread, the importance of Psat on NET is suppressed. Fourth, along a similar
vein, a larger Pcut allows the experiment to observe in more Tsky scenarios, allowing a broader



CHAPTER 5. BOLOCALC 121

40 100 400

Frequency [GHz]

10�6

10�5

N
oi

se
E

qu
iv

al
en

tT
em

pe
ra

tu
re

[K
C

M
B

p
se

c
]

Synchrotron

Dus
t

CMB

C
O

J1
0

C
O

J2
1

C
O

J3
2

C
O

J4
3

LFT

HFT

LiteBIRD Band Sensitivity

Figure 4: LiteBIRD sensitivity with margin

19

Figure 5.19: The distribution of bands and sensitivities for an early-stage incarnation (2016) of the LiteBIRD
focal plane, as calculated by BoloCalc. The lower 12 bands are located in the low-frequency telescope (LFT),
and the top three bands are located in the high-frequency telescope (HFT). Each detector pixel in the LFT is
trichroic and is labeled with a distinct color. The y-axis is in units of KCMB, and the frequency dependences
of synchrotron and dust emission are plotted with amplitudes that highlight the foreground minimum at
≈ 70 GHz. The carbon-monoxide (CO) emission lines are only slightly polarized but are very bright and
therefore are relegated to one band per line. Since this figure was made, the distribution of bands between
telescopes and the projected sensitivities have changed, but the importance of this initial study resonates
throughout LiteBIRD’s instrument design and mission concept.

range of Psat values to be “viable.” This phenomenon is most clearly seen when contrasting
the highest and lowest Pcut values. Pcut = 2 asserts that the bolometer must satisfy Pbias ≥
Popt, and in this case, for all ηdet, if the Psat ≤ 10 pW, the detector is inoperable in any
sky-loading scenario. However, if the same bolometers are fielded with Pcut = 1.25, then
bolometers with Psat = 10 pW become optimal in the ηdet = (40, 60)% cases.

The presented study was critical to assigning Psat targets for PB-2c’s bolometers and as-
sessing the viability of its fabricated detectors. In addition, this study is a useful demonstra-
tion of how BoloCalc can be used to optimize the detector array during late-stage instrument
development.

5.6 Other applications

In this chapter, we have presented the design and application of BoloCalc within SA and
SO. However, the sensitivity calculator’s impact has been much larger than the presented
research. BoloCalc was originally conceived and first used to inform the detector array design
for LiteBIRD, a Japanese-funded next-generation CMB satellite experiment whose mission
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is to map the entire sky from 40 to 400 GHz [95, 195]. In order to characterize foregrounds
with unprecedented precision, LiteBIRD is deploying 15 observation bands within multiple
telescopes. Therefore, optimizing the satellite’s focal plane layouts was a major undertaking
in the project’s early stages. BoloCalc was at the heart of these efforts, generating a new
“sensitivity memo” every few weeks as the instrument design rapidly evolved. Given this
experience, BoloCalc has demonstrated applicability to CMB satellite missions and could
continue to be useful for upcoming space-based observatories. Figure 5.19 shows a BoloCalc-
generated sensitivity plot for the initial US LiteBIRD proposal to NASA in 2016.

BoloCalc’s ultimate goal is to help inform the upcoming Department of Energy-funded
experiment CMB-Stage 4 (CMB-S4) [204], which will turn hundreds of millions of dol-
lars into the ultimate ground-based measurement of CMB temperature and polarization
anisotropies. Similar to SO, CMB-S4 will bring many institutions together, and a stan-
dardized, user-friendly sensitivity code will be essential to evaluating and advancing the
observatory’s design. Therefore, we anticipate that BoloCalc’s impact will reach into the
next generation of CMB experimentation and beyond.
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Chapter 6

Half-wave plate polarization
modulation

The quest to measure primordial B-modes requires CMB instrumentation not only with
unprecedented sensitivity but also with tight control of systematic effects. One such sys-
tematic for ground-based experiments is low-frequency noise (also called 1/f noise to
indicate increasing noise with decreasing frequency) in the detector data caused by fluctua-
tions in atmospheric intensity due to wind, clouds, and other weather effects. Even though
these fluctuations are unpolarized [71, 189], they are difficult to reject at the level needed to
measure B-modes, especially on large angular scales where long-baseline (and therefore long-
duration) scans are needed. Section 6.1 discusses atmospheric noise in more detail. Another
such systematic is beam distortion caused by telescope optics, focal plane optics, and imper-
fect detector calibration [179]. These beam systematics erroneously convert temperature
fluctuations into polarization fluctuations and are also difficult to suppress below the CMB
polarization signal. Section 6.2 discusses polarized beam systematics in more detail.

There are a plethora of hardware and analysis remedies to mitigate 1/f noise and beam
systematics. One such method is detector differencing, which extracts polarization by
differencing two orthogonal polarimeters as

Q =
〈
|Ex|2

〉
−
〈
|Ey|2

〉
. (6.1)

Here, |Ex|2 and |Ey|2 are the intensities along the x and y directions, the angle brackets de-
note statistical averages, and Q is one of the Stokes parameters presented in Section 6.3.1.
Detector differencing works because unpolarized fluctuations modulate |Ex|2 and |Ey|2 to-
gether, while polarized fluctuations do not. Therefore, Equation 6.1, in theory, nulls the
intensity while revealing polarization. An idealized example of detector differencing in both
the temporal and frequency domains is shown in Figure 6.1. However, in practice, dif-
ferencing |Ex|2 and |Ey|2 leaves an intensity residual, contaminating the polarization data
with so-called intensity-to-polarization leakage (I-to-P) (also called temperature-to-
polarization leakage (T-to-P)). Because the atmosphere is so much brighter than CMB
polarization, even minuscule residuals lead to challenging levels of I-to-P contamination.
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Figure 6.1: An idealized simulation showing how detector differencing rejects unpolarized atmospheric fluc-
tuations. The left panels show “dummy” time-ordered data (TOD), and the right panels show the data’s
power spectral densities (PSDs). In this toy simulation, the x and y polarimeters measure white noise,
which does not correlate between the two, and atmospheric 1/f noise, which does. After the two detectors
are differenced as x − y to extract polarization, only the white noise is left over, and the effective 1/f knee
in polarization is reduced from ∼ 1 Hz to . 10−2 Hz. While 1/f rejection is excellent in this idealized case,
in practice, uncorrelated 1/f noise develops between detectors. If these drifts are not accounted for during
detector differencing, residual 1/f noise pushes the x− y spectrum’s 1/f knee to higher frequencies.

While detector differencing is a common technique at both the Atacama and South Pole
observation sites, the need for tighter control of systematics motivates alternative methods
for polarization extraction.

Another popular technique to reject unpolarized atmospheric fluctuations and improve
polarization sensitivity on long time scales is to employ continuous polarization mod-
ulation. A polarization modulator’s essential function is to modulate the celestial po-
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larization signal while not modulating the atmospheric intensity signal. To illustrate this
idea, consider a polarization rotator oscillating at fmod = ωmod/2π, which modifies a single
polarimeter’s time-ordered data (TOD) dm(t) as

dm(t) ∝
〈
|Ex(t)|2

〉
cos2 [ωmodt] +

〈
|Ey(t)|2

〉
sin2 [ωmodt]

∝
(〈
|Ex(t)|2

〉
+
〈
|Ey(t)|2

〉)
+
(〈
|Ex(t)|2

〉
−
〈
|Ey(t)|2

〉)
cos [2ωmodt]

∝ I(t) +Q(t) cos [2ωmodt] . (6.2)

Here, I(t) is the intensity signal, Q(t) is the polarization signal defined in Equation 6.1, and
the proportionality operator absorbs any gain or normalization factors. This hardware-based
polarization separation technique, quantified by the modulation function cos [2ωmodt], has
several advantages over analysis-based techniques. First, a single polarimeter can measure
both x and y polarization states, and therefore detectors need not be differenced to extract
sky polarization. This capability avoids issues associated with gain mismatch between
orthogonal polarimeters, including mismatched bias parameters, optical properties, and re-
sponsivities (see Section 2.4). Second, the polarization signal

〈
|Ex|2

〉
−
〈
|Ey|2

〉
is modulated

at 2ωmod = 4πfmod, which is a hardware-defined parameter. If fmod is large enough, then
the modulated polarization signal Q(t) cos [2ωmodt] will be “faster” than the atmospheric
fluctuations I(t), improving signal-to-noise in the polarization channel.

A wide variety of optical polarization modulators have been deployed for CMB obser-
vation, and we encourage the curious reader to review the rich modulator literature.1 In
this dissertation, we focus on the half-wave plate (HWP) polarization modulator,
which is the central topic of Chapters 6-9. HWPs are becoming increasingly popular within
the CMB community, and continuously rotating HWPs have been adopted by Simons Ar-
ray (SA) and Simons Observatory (SO) to enable primordial B-mode measurements at the
Atacama observation site. In the following sections, we discuss sapphire HWPs for mul-
tichroic receivers, formalize their mitigation of 1/f noise and beam systematics, and discuss
SA’s HWP requirements.

6.1 Atmospheric 1/f noise

The first systematic mitigated by a continuously rotating HWP is atmospheric fluctua-
tion. As discussed in Section 3.4.7, sky intensity is often expressed as an effective temper-
ature, and as shown in Figure 2.1, a typical sky temperature is 5 ∼ 30 K. In contrast, as
shown in Figure 1.12, the CMB’s primordial B-mode polarization is ∼ 100 nK, meaning that
the target cosmological signal is ∼ 50 million times fainter than the atmosphere. Even so,
ground-based CMB experiments are viable competitors to balloons and satellites because
(a) the atmosphere is unpolarized, and (b) the cosmic signal is fixed while the atmosphere
varies, allowing atmospheric noise to be averaged down over time.

1 The library of polarization modulators includes half-wave plates [99, 105, 111, 139, 27, 6, 199, 82, 162, 72,
26, 157, 37], variable-delay polarization modulators [33, 73], and Faraday-rotation modulators [141].
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There are a few major components to atmospheric noise. First, as discussed in Sec-
tion 5.2.2, atmospheric mm-wave emission increases photon noise in the detector output.
This noise is largely uncorrelated across the focal plane and is best mitigated by observ-
ing at a site with dry, thin air. Second, coordinate-dependent fluctuations in atmospheric
intensity are generated by spatial variations in water-vapor content, such as those due to
clouds. Because these variations change during the course of an observation, they are, in
general, averaged down and therefore do not appear as hot and cold spots in the sky maps.2

However, because the telescope scans through these atmospheric structures, they generate
1/f noise in the detector data. Third, the atmosphere varies in time, and its fluctuations
also follow a 1/f noise spectrum. These final two low-frequency effects are mitigated when
using a continuous polarization modulator.

According to Errard et al. (2016) [50], atmospheric turbulence at the Atacama site
follows a Kolmogorov spectrum Patm ∝ 1/kα, where k is a three-dimensional wave number
and α = −11/3. Then, as the telescope scans through the atmosphere’s spatial structure,
the detector data follows a spectrum3 of Pdet ∝ fα [50]. In addition to its spectral slope α,
atmospheric noise is often quantified by its 1/f knee, which is the frequency where 1/f noise
and white noise are equal and assumes a spectrum

N(f) = Nwhite +N red

(
f

fknee

)α
, (6.3)

where fknee is analogous to the `knee Equation 3.71. In fact, the detector’s audio frequency
f can be roughly related to angular scale ` via the telescope’s scan speed fscan (in degrees
on the sky4 per second) as

` ∼ f

fscan

× 180◦ , (6.4)

where the ∼ acknowledges that the N(f) → N` transfer function is complex in practice.
Nonetheless, a lower fknee (generally) corresponds to a lower `knee, which in turn corresponds
to better low-` sensitivity. Therefore, controlling atmospheric 1/f noise is critical to measur-
ing primordial B-modes between 50 . ` . 150.

The characteristic length scale of Kolmogorov fluctuations is ∼ hundreds of meters, and
detectors whose projection through the atmosphere is closer than this distance will experience
correlated 1/f noise [50]. The degree to which atmospheric 1/f fluctuations are correlated
across the focal plane depends on the telescope’s field of view (FOV) and on whether the

2Ground pickup, on the other hand, does have a fixed spatial dependence and therefore is typically
subtracted using templates that depend on telescope coordinate.

3Even though this spectrum does not strictly follow a 1/f shape with α = −1, it is still referred to as “1/f
noise.” In other words, the term “1/f noise” is synonymous with “low-frequency noise,” which can have
any value for α.

4Note here that the scan speed in sky coordinates fscan is related to the telescope’s azimuthal rotation
frequency in ground coordinates ftel as fscan ≈ ftel cos[θel], where θel is the telescope’s boresight elevation
above the horizon. As a limiting example, if the telescope is pointing along the z-axis (referred to as zenith)
such that θel = 90, spinning it in azimuth does not change its sky location.
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atmosphere is in the telescope’s far field. The telescope’s far-field limit is determined by
its Fraunhofer distance

dfar =
2D2

ap

λ
, (6.5)

where Dap is the telescope’s primary aperture diameter and λ is its observed wavelength.
For example, SO’s small aperture telescope (SAT) has a ≈ 0.5 m primary aperture, a ≈ 20◦

FOV, and a far-field limit of ∼ 200 m at 90 GHz. In this case, atmospheric turbulence
appears in the telescope’s far field and has a correlation length smaller than the telescope’s
FOV. Therefore, 1/f fluctuations are not correlated across the focal plane and hence average
down during detector coaddition. As a counter example, consider an SA telescope, which
has a ≈ 2.5 m primary aperture, a ≈ 4◦ FOV, and a far-field limit of ∼ 4,000 m at 90 GHz.
In this case, atmospheric turbulence occurs in the telescope’s near field and is correlated over
regions larger than the telescope’s FOV [50]. When atmospheric fluctuations are correlated
across the focal plane, they are said to be common-mode and do not average down during
detector coaddition. Therefore, common-mode atmospheric fluctuations must be suppressed5

to maximize low-` sensitivity on SA-style telescopes.

6.2 Polarized beam systematics

The second systematic mitigated by an HWP is I-to-P leakage caused by non-idealities in the
telescope optics or by differential optical response between orthogonal polarimeters. These
inadvertent conversions from intensity to polarization pose several challenges during data
analysis, including CMB temperature fluctuations bleeding into polarization and residual
atmospheric 1/f noise after detector differencing (see Section 6.1). Such beam systematics
are typically described in terms of their monopole, dipole, and quadrupole moments [179],
which are shown in Figure 6.2.

Monopole systematics arise due to differential gain or differential beamwidth and
create a rotationally symmetric residual. Dipole systematics arise from differential point-
ing, where the differenced detectors are not perfectly co-located on the sky. Quadrupole
systematics arise from differential ellipticity,6 where the differenced detectors’ beams
have ellipticities7 that do not align. While monopole and dipole beam systematics can be
removed using beam maps8 during analysis, quadrupolar I-to-P is difficult to distinguish
from the celestial polarization signal, elevating the importance of beam symmetry during
instrument design and evaluation.

5Subtracting (as opposed to suppressing) common-mode fluctuations also removes large-angular-scale CMB
signals and therefore degrades low-` sensitivity.

6Quadrupolar residuals can also arise from higher-order differential-pointing effects.
7CMB detectors are designed to have round beams, but in practice, even the best focal plane optics generate
beams with some degree of ellipticity.

8Understanding the instrument’s beam is critical to an accurate CMB characterization, and therefore polar-
ized beam mapping is an active research area.
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Figure 6.2: A schematic of differential beam systematics. The left (middle) column shows the beam of a
horizontally (vertically) oriented polarimeter, and the right column shows their difference. Differential gain
and differential beamwidth are monopole effects, while differential pointing and differential ellipticity are
dipole and quadrupole effects, respectively.

6.3 Sapphire achromatic HWP

Continuous HWP polarization modulation is a powerful tool to mitigate atmospheric 1/f
noise and beam systematics. At its most basic level, a continuous HWP spins the sky’s
polarization vector at a well-monitored frequency, modulating the signal on each polarimeter.
This operation allows each detector to measure both polarization states, and because the
HWP does not—to leading order—modulate the intensity signal, it eliminates the need for
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detector differencing to extract the sky polarization signal.9 In addition, if this continuous
rotation is fast enough, the HWP up-converts the sky polarization signal to audio frequencies
larger than the atmospheric 1/f knee, dramatically suppressing long-time-scale fluctuations
in the demodulated detector data. In this section, we review the basics of HWP polarization
modulation and discuss its applications to a sapphire achromatic HWP. Then, later in
the chapter, we discuss the utilities of HWP modulators for CMB polarimetry and how they
are being leveraged by SA.

6.3.1 Stokes polarization

Polarization is often decomposed into one of two bases. The first basis, which is perhaps most
familiar to physicists, is that of Jones vectors. The Jones basis consists of two orthogonal
basis vectors (r̂1, r̂2) and describes fully polarized light propagating along the ~r3 direction as

~E =

(
E1(t)
E2(t)

)
=

(
E0,1e

iφ1

E0,2e
iφ2

)
ei(kr3−ωt) , (6.6)

where E0,1 and E0,2 are wave amplitudes and where φ1 and φ2 are phase factors. In this
basis, polarization can be manipulated by a collection of Jones matrices, which are used
to both rotate linear polarization and convert to/from circular polarization. The subset of
these operations most useful to us are(

Ex
0

)
=

(
1 0
0 0

)
~E ;

(
0
Ey

)
=

(
0 0
0 1

)
~E(

Ea
0

)
=

(
1/2 1/2
1/2 1/2

)
~E ;

(
0
Eb

)
=

(
1/2 −1/2
−1/2 1/2

)
~E(

El
0

)
=

(
1/2 −i/2
i/2 1/2

)
~E ;

(
0
Er

)
=

(
1/2 i/2
−i/2 1/2

)
~E , (6.7)

where ~E is 100% linearly polarized in the (x̂, ŷ) basis. These three Jones bases are shown as
part of Figure 6.3.

While Jones vectors are a familiar, simple description of fully polarized light, astronomical
sources are generally partially polarized, and therefore the bases in Equation 6.7 are
inconvenient for CMB applications. Instead, we introduce the Stokes parameters, which
can be written in terms of the Jones vectors as

I ≡
〈
|Ex|2

〉
+
〈
|Ey|2

〉
Q ≡

〈
|Ex|2

〉
−
〈
|Ey|2

〉
U ≡

〈
|Ea|2

〉
−
〈
|Eb|2

〉
V ≡

〈
|Er|2

〉
−
〈
|El|2

〉 (6.8)

9The use of an HWP does not preclude detector differencing, however, as analysis techniques can be used to
further limit common-mode fluctuations during data processing, if desired.
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Figure 6.3: The relationship between Jones vectors and Stokes vectors. Linearly polarized detector pixels
for CMB are sensitive to Q and U but not V.

and are shown in Figure 6.3. The Stokes basis has several advantages over the Cartesian
basis for CMB measurements. First, the Stokes vectors are written in terms of intensity |Ei|2,
which is helpful when using bolometers that detect power (instead of amplitude and phase).
Second, they are inherently statistical and measure expectation values, denoted by the angle
brackets 〈·〉, making them well suited to describe noise power. Third, Stokes parameters
naturally handle partial polarization, where the polarization fraction is defined as

P ≡
√
Q2 + U2 + V 2

I
. (6.9)

Fourth, the Stokes decomposition is natural for extracting polarization via detector differ-
encing, a common CMB analysis technique (see Figures 6.1 and 6.2). Finally, relating back
to Equation 1.36, E-modes and B-modes are constructed in the Stokes basis, and therefore
Q/U maps are necessary precursors to E-mode/B-mode maps. While the math of polariza-
tion modulators can be equivalently described in either the Jones or Stokes bases, we work
in the Stokes paradigm from now on.

6.3.2 Birefringent HWP

A half-wave plate is a birefringent medium whose geometry is tuned to introduce a 180◦

phase shift between light along the medium’s birefringent axes. The dielectric tensor of
such a birefringent material is

εij =

εe 0 0
0 εo 0
0 0 εo

 , (6.10)
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where εe is medium’s dielectric constant10 along the extraordinary axis and where εo is
its dielectric constant along the ordinary axes.

When a wave with an electric field vector ~E = E0k̂ enters the dielectric medium, it can
be decomposed into ordinary and extraordinary waves as

~E1 = E1ê1 ; ê1 ∝ (0, kz,−ky)
~E2 = E2ê2 ; ê2 ∝

(
1− k2

x,−kxky,−kxkz
)
. (6.11)

The phase velocities of the ordinary and extraordinary waves are

v1 = vo

v2 =
√
v2
e (1− k2

x) + v2
ok

2
x , (6.12)

where

vo ≡ c/no

ve ≡ c/ne . (6.13)

In the limit of normal incidence, k̂ = (0, 0, kz), v2 = ve, and the basis vectors for the
ordinary and extraordinary waves defined in Equation 6.11 coincide with the ordinary and
extraordinary axes of the birefringent medium (~e1, ~e2) = (ε̂e, ε̂o).

Assume that the birefringent dielectric is cut as in Figure 6.4 such that (ε̂e, ε̂o) are parallel
to the surface. Given the plate’s thickness d, the generated phase delay between the ordinary
and extraordinary waves is

δφ = 2π

(
d

ve/ν
− d

vo/ν

)
=

2π (ne − no) d
λ0

, (6.14)

where λ0 is the wavelength of the incident light in a vacuum. An ideal HWP has δφ = π
and therefore has an ideal thickness

dHWP =
λ0

2 (ne − no)
. (6.15)

Note that an HWP can only be ideal at a single frequency, and therefore when linearly
polarized incident light has a wavelength 6= λ0, the HWP does not perfectly preserve its
linear polarization.

6.3.3 Mueller matrices

In order to apply the phase-delay discussion in Section 6.3.2 to the Stokes parameters, we
utilize the machinery of Mueller matrices, which are 4 × 4 matrix operators that act on
the Stokes vector ~S = (I,Q, U, V ). We can express a Mueller matrix operation as

~Sout = M~Sin , (6.16)
10The dielectric constant is also called the “relative permittivity.”
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Figure 6.4: A diagram of a perfect HWP, where the phase shift between the ordinary and extraordinary
waves is exactly 180◦. Note that the optical axis and extraordinary axis are synonymous. This figure is
courtesy of Bob Mellish and is taken from the “Waveplate” Wikipedia page [137].

where ~Sin and ~Sout are the input and output Stokes vectors, respectively. As shown in
Figure 6.4, a perfect HWP “flips” the input polarization with respect to the HWP’s extraor-
dinary axis. In terms of the Stokes parameters, this operation is equivalent to inverting the
+U polarization component to −U (and +V to −V) using the Mueller matrix

M ideal
HWP =


1 0 0 0
0 1 0 0
0 0 −1 0
0 0 0 −1

 , (6.17)

where here the extraordinary axis is assumed to be along either the x- or y-axis.
As mentioned earlier, an HWP made from a birefringent substrate is only perfect for a

single input frequency: at frequencies increasingly far from λ0, incident light is increasingly
converted to elliptical polarization, which is a mixture of linear and circular polarization.
In order to calculate this effect, we introduce a more generalized Mueller matrix formalism
for the HWP system. Consider an input Stokes vector

~Sin = I(ν)


1

Pin cos 2αin

Pin sin 2αin

0

 , (6.18)
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where I(ν) is the intensity as a function of microwave frequency ν, Pin =
√
Q2 + U2/I is the

input linear polarization fraction, and αin is the angle between the input polarization
vector and a fixed coordinate system. The effect of the HWP is to introduce a phase delay
between the birefringent axes via the operation

~Sout = R(−χ) Γ(δ)R(χ) ~Sin , (6.19)

where δ is the phase delay defined in Equation 6.14. The first and final operators on Sin are
rotation matrices

R(Ψ) =


1 0 0 0
0 cos 2Ψ − sin 2Ψ 0
0 sin 2Ψ cos 2Ψ 0
0 0 0 1

 (6.20)

and are used to rotate the Stokes vector into and out of the HWP’s dielectric coordinate
system ε̂i = (ε̂e, ε̂o, ε̂o). Once in the frame of the ordinary and extraordinary axes, the phase
delay operator modifies the Stokes vector as

Γ(δ) =


1 0 0 0
0 1 0 0
0 0 cos δ − sin δ
0 0 sin δ cos δ

 , (6.21)

which reduces to the idealized matrix in Equation 6.17 when δ = π.

6.3.4 Achromatic HWP

As noted by Equation 6.15, an HWP is only ideal for a single frequency, and as bandwidth
increases, so too does the HWP’s conversion of linear polarization into elliptical polarization.
Because linear polarimeters are not sensitive to circular polarization,11 this conversion from
linear to elliptical polarization results in a polarization efficiency loss. This loss is quantified
by the HWP’s linear polarization modulation efficiency

εmod =
Pout

Pin

, (6.22)

where Pin and Pout are the input and output linear polarization fractions, respectively.
One popular method to achieve broadband polarization modulation efficiency is to use an

achromatic HWP (AHWP), or one that is less sensitive to the color of the incident light.
There are many ways to realize an AHWP, including via engineered capacitive grids [157] or
metamaterial layers [37], but one particularly common solution is to employ a Pancharat-
nam AHWP [152]. The basic concept of a Pancharatnam stack is to increase the number

11There are theories of cosmological birefringence that predict some level of CMB circular polarization, but
none has yet been detected [143, 148].



CHAPTER 6. HWP POLARIZATION MODULATION 134

Single HWP Three-stack AHWP

Initial state

+U

+Q

+V

One rotation

Two rotations
Three rotations
90 GHz

120 GHz
150 GHz

Figure 6.5: A depiction of the Pancharatnam AHWP using the Poincaré sphere. The polarization components
(Q, U, V) are the basis vectors of a three-dimensional space, and the sphere’s radius R =

√
Q2 + U2 + V 2

only considers the polarized component. The HWP manipulates input light by rotating its polarization
vector about the sphere. An ideal HWP takes an equatorial (linearly polarized) input vector and outputs
another equatorial vector, hence preserving linear polarization fraction, while a non-ideal HWP will convert
some fraction of (Q,U) → V . The left panel shows a single HWP with dHWP tuned to 120 GHz. While
linear polarization is well preserved near the ideal frequency, it is increasingly lost for broader bandwidth.
The right panel shows a three-stack AHWP also tuned to 120 GHz. Here, three operations keep the output
polarization vectors, represented by stars, close to the equator, hence preserving linear polarization between
90 and 150 GHz.

of degrees of freedom that can be used to optimize modulation efficiency12 by adding more
birefringent plates. Equation 6.19 then becomes

~Sout =

Nstack∏
i=1

[R(−χ− θi) Γ(δ)R(χ+ θi)] ~Sin , (6.23)

where θi is the orientation of each plate in the stack of Nstack. The product’s ordering is from
the sky towards the detector, or the order that the plates operate on the input polarization.
Figure 6.5 shows how the Pancharatnam stack preserves linear polarization using a Poincaré
sphere, and Figure 6.6 shows how such a stack is implemented.

12This technique is similar in spirit to that used to increase the bandwidth of anti-reflection coatings, a topic
detailed in Chapter 10.



CHAPTER 6. HWP POLARIZATION MODULATION 135

y

x

𝐸!"(𝜈)

𝑛#

𝜃!"(𝑡)

𝜒(𝑡)

𝜃#$% 𝑡

𝐸$%&(𝜈)

&𝑘 &𝑘

𝑑(𝑡)

Figure 6.6: A cartoon of the sapphire AHWP. Linearly polarized input light, with wave vector k̂ and field
vector ~Ein(ν), is rotated by twice its polarization angle θin(t) with respect to the HWP axis—which coincides
with the first sapphire piece’s extraordinary crystal axis ne—plus a frequency-dependent phase 2φ(ν). A
continuously rotating HWP spins at a constant velocity dχ/dt = 2πfHWP, modulating the output field vector
~Eout(t) at 2fHWP and the detected polarimeter power ~d(t) at 4fHWP.

An AHWP can be composed of any birefringent substrate, but an appealing material
for mm-wave observation is sapphire, which has both a small loss tangent of tan δ ∼ 10−4

(Equation 3.26) and a large differential index (ne − no) ≈ (3.4 − 3.05) ≈ 0.35 at 100 GHz.
These two characteristics minimize attenuation and thermal emission in the AHWP, which
is important to the telescope’s sensitivity (see Sections 3.4.1 and 3.3). For these reasons and
others discussed in Sections 6.1 and 6.2, SA and SO use sapphire AHWPs as polarization
modulators.

6.4 AHWP performance

Armed with the formalism for AHWPs given by Equation 6.23, we now evaluate the per-
formance of an AHWP for SA and SO. To keep the discussion focused, we only discuss the
90/150 GHz instruments, noting that much of the following investigation transfers trivially
to 34/40 GHz and 220/270 GHz cameras.

Consider linearly polarized light ~Sin generated by a narrow-band source that can sweep
in frequency. This source illuminates an HWP with Nstack plates that rotates the input light
to output polarization vector ~Sout. The output light is then detected by a polarimeter ~d with
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Figure 6.7: Detected intensity vs. HWP angle for a one-, three-, and five-stack HWP (top, middle, and bottom
panels) between 50 and 170 GHz. A larger peak-to-peak value indicates a larger modulation efficiency. The
frequency-dependent phase shift is a unique quality of the Pancharatnam AHWP.

Mueller matrix

G =
1

2


1 1 0 0
1 1 0 0
0 0 0 0
0 0 0 0

 (6.24)

such that the detected signal is
~Sdet = G~Sout . (6.25)

The effect of the polarimeter matrix G is to admit intensity Iout and polarization Qout. In the
case of fully polarized output light where Iout =

√
Q2

out + U2
out, the [minimum, maximum] de-

tected power is [0, Iout], while in the case of partially polarized light, it is [(1−Pout)Iout, Iout],
where Pout is the output polarization fraction. Therefore, we can write the HWP’s modula-
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tion efficiency in terms of the detected intensity as

εmod =
Idet,max − Idet,min

Idet,max + Idet,min

, (6.26)

where Idet,max and Idet,min are the maximum and minimum detected power, respectively.
Figure 6.7 shows detected intensity vs. HWP angle for a one-, three-, and five-stack HWP
between 50 and 170 GHz. As suggested by the Poincaré sphere in Figure 6.5, modulation
efficiency improves away from the central frequency as the number of plates is increased.

In the following subsections, we briefly overview the calculation of modulation efficiency
and phase for the AHWP at normal incidence within the context of a 90/150 GHz instrument.
However, the topic of AHWP performance is rich, and we encourage the interested reader
to learn about other AHWP effects, such as the impacts of increasing detection bandwidth,
intensity to polarization leakage, effects at non-normal incidence, and stack orientation op-
timization [134].

6.4.1 Modulation efficiency

Figure 6.8 shows εmod as a function of frequency for a one-, three-, and five-stack HWP [134]
calculated using Equation 6.26, and the table shows the band-averaged quantities. There
are two important findings from this comparison. First, a single HWP provides insufficient
bandwidth to cover the 90 and 150 GHz bands, giving rise to a ≈ 25% polarization efficiency
loss. This problem is exacerbated by thickness and index tolerances, which will scatter the
εmod contour to higher (lower) frequency and further degrade modulation efficiency in the 90
(150) GHz band. Second, the modulation efficiency gain of a five-stack HWP over a three-
stack HWP is only ≈ 0.5%, and because a three-stack configuration is 40% thinner and
hence 40% less absorptive/emissive (see Equation 3.28), the three-stack HWP is favored for
SA’s and SO’s dichroic receivers. That said, the modulation phase φν is also an important
consideration of the AHWP’s design, and we discuss it in the next section.

6.4.2 Frequency-dependent phase

The Idet vs. χ curves in Figure 6.7 can be modeled via the relation

Idet =
Iin

2
[1 + εmodPin cos (4χ− 2αin − 4φν)] , (6.27)

where Iin is the input Stokes intensity, αin is the input polarization angle, Pin is the input
polarization fraction, χ is the HWP angle, and φν is a frequency-dependent phase. We can
invert this relationship to write an analytic function for the frequency-dependent phase as

φν = −1

4
arccos

[
2Idet/Iin − 1

εmodPin

]
+ χ− 1

2
αin . (6.28)
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as well as the bandwidth of SA’s 90 and 150 GHz bands. The table shows the band-averaged modulation
efficiencies and phase difference ∆φν = φ(150 GHz)− φ(90 GHz).

.

Phase vs. frequency for the one-, three-, and five-stack HWPs are plotted in Figure 6.8, and
the band-integrated phase differences between the 90 and 150 GHz bands are shown in that
figure’s table.

The effect of φν is to rotate the detected polarization angle as a function of frequency.
Such a rotation is often called cross polarization (cross-pol) and is of critical importance
to an accurate measurement of E-modes and B-modes. The topic of polarization angle
calibration in CMB telescopes is intensively studied [101, 110, 7, 144], and an accurate
understanding of how E-modes leak into B-modes—a phenomenon called EB leakage—
requires a detailed instrument model [11, 10] that is beyond the scope of this dissertation.
However, we can gain some intuition for the impact of the AHWP’s cross-pol from a relatively
simple analysis.

Consider a measured polarized signal [Q ± iU ]′ that is the true sky signal [Q ± iU ]
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modified by a global polarization angle rotation of ∆α

[Q+ iU ]′ = e−2i∆α [Q+ iU ]

[Q− iU ]′ = e−2i∆α [Q− iU ] . (6.29)

As discussed in Section 1.5, we can decompose these linear combinations of Q and U into
spherical harmonics as

a2,`m =

∫
dΩY ∗`m (n̂) [Q+ iU ] (n̂)

a−2,`m =

∫
dΩY ∗`m (n̂) [Q− iU ] (n̂) , (6.30)

where n̂ denotes sky location. Then, the B-mode Fourier amplitude is written as

aB,`m = i [a2,`m − a−2,`m] , (6.31)

and the B-mode power spectrum amplitude is

CBB
` =

〈
aB,`m a

∗
B,`m

〉
, (6.32)

where the angle brackets denote the statistical average. Using these relationships, we can
roughly quantify the impact of rotating E-modes into B-modes on the power spectrum as

Bias
[
CBB
`

]
≡ CEE

`

CBB
` − CBB′

`

CBB
`

=

(
a′2,`m − a′−2,`m

)2 − (a2,`m − a−2,`m)2

(a2,`m − a−2,`m)2 . (6.33)

In general, a proper estimation of the BB bias due to polarization angle rotation Bias
[
CBB
`

]
requires an end-to-end simulation pipeline that accounts for how the detector data is filtered,
the maps are constructed, and the power spectrum is calculated [11, 10]. However, we can
make a very simple estimate by plugging a2,`m = [Q + iU ], a−2,`m = [Q − iU ], a′2,`m =
[Q + iU ] exp[−2i∆α], and a−2,`m = [Q− iU ] exp[−2i∆α] into Equation 6.33, which reduces
to

Bias
[
CBB
`

]
∼ CEE

` sin2 (2∆α) . (6.34)

Noting that the inflationary parameter r measures the ratio of B-mode power to E-mode
power, we can write

Bias [r] ∼ sin2 (2∆α) . (6.35)

Therefore, any miscalibration of the HWP-dependent phase ∆α needs to be . 1 deg for
Bias [r] . 10−3.

Using the simple BB bias approximation in Equation 6.34, we can estimate the effec-
tiveness of various angle calibration techniques at mitigating EB leakage. The essential
issue is that when using an AHWP, if we measure the telescope’s polarization angle using
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Figure 6.9: The estimated angle error induced by the AHWP when calibrated using Tau-A and an SWG.
The figure shows peak-normalized spectra for each source as well as the frequency-dependent phase for a
three-stack AHWP. The table shows the angle difference between Tau-A/the SWG and the CMB for both
the 90 and 150 GHz bands using Equation 6.39.

a source with a different spectrum than that of the CMB, we will bias the BB power spec-
trum.13 In this sense, the problem raised by the AHWP’s frequency-dependent phase φν in
Equation 6.28 is one of understanding the calibration source’s spectrum.

Consider three example methods for polarization calibration:

1. Self-calibration. This technique assumes no cosmic birefringence and therefore nulls
CEB
` to calibrate the polarization angle [101].

2. Calibration using a celestial source. The Crab Nebula (also called “Tau-A”) is a
polarized supernova remnant that is bright at mm wavelengths [7].

3. Calibration using a terrestrial source. There are many techniques to measure a tele-
scope’s polarization angle from Earth, but we highlight one method that was pro-
totyped on POLARBEAR by Osamu Tajima, which is to reflect ∼ 300 K emission
from the ground using a sparse wire grid (SWG) to generate a small polarized
signal [198].

13The same principle applies to galactic foregrounds, which have different spectra than the CMB.
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The diffraction-limited, single-moded, power spectra of the CMB, Tau-A, and the sparse
wire grid are

pCMB(ν) = εCMB
hν

ehν/(kBTCMB) − 1
(6.36)

pτA(ν) = AτA +BτA (ν/ν0)βτA (6.37)

pSWG(ν) = εSWG
hν

ehν/(kBTgnd) − 1
. (6.38)

The first equation is a TCMB = 2.7 K blackbody spectrum with a frequency-independent
polarization fraction εCMB. In the second equation, AτA and BτA are Tau-A’s coefficients
in units of W/Hz, and βτA is the spectral index, which according to Ritacco et al. (2017)
is βτA ≈ −0.35 [162]. The final equation is simply that of a blackbody with temperature
Tgnd = 280 K, modified by the SWG’s frequency-independent polarizing efficiency εSWG.
Each peak-normalized spectrum between 60 and 180 GHz is shown in Figure 6.9.

To quantify possible misestimation of the CMB’s polarization angle when calibrating the
AHWP’s phase using either Tau-A or the SWG, we find the band-averaged instrument angle

αinst =

∫∞
0
φ(ν)B(ν)p(ν)dν∫∞
0
B(ν)p(ν)dν

, (6.39)

where B(ν) is the detector’s band, p(ν) is the polarized spectrum of the calibration source,
and φ(ν) is given by Equation 6.28. We then compare αinst for each calibration source to
that of the CMB. The values for ∆αinst in the 90 and 150 GHz bands (the primary CMB
channels) are given in the table of Figure 6.9. Even without any mitigation, the angle bias
introduced by the AHWP is < 1◦, which meets SA’s requirements.

There are a few points worth emphasizing about this brief study of the AHWP’s frequency-
dependent phase. First, the presented analysis is rough, and more rigorous studies have been
done for EBEX14 [11, 10], which employed a five-stack AHWP for balloon-borne, trichroic
CMB observation [206]. Nonetheless, EBEX’s conclusions are similar to those shown here:
even with no mitigation techniques, the CBB

` bias introduced by the AHWP’s frequency-
dependent rotation is small. Second, the spectral-mismatch problem presented here for
CMB calibration is also true for foreground subtraction. Because dust and synchrotron
emission have different spectra than the CMB (see Section 1.7), φν must be accounted for
during component separation.

Third, while these frequency-dependent effects have been deemed subdominant for SA
and SO, they could become important for future missions with tighter systematic error
budgets. Therefore, there is ongoing research into how AHWPs can be constructed to have
a frequency-independent angle, and the LiteBIRD team has made substantial progress in this
area [108]. Finally, we note that the sinuous antenna (see Section 2.4) also has a frequency-
dependent wobble that generates its own ∆αinst. However, SA and SO use a technique

14The impact of the AHWP’s frequency-dependent phase is also being actively studied within SO but is not
quite published as of December 2020.
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called wobble cancellation to mitigate the antennas’ frequency-dependent angle [49, 197,
39], where the sinuous’s handedness is mirrored throughout the focal plane, nulling the
wobble when neighboring pixels are coadded. In theory, a similar technique could be used to
cancel the AHWP’s φν by placing a second, mirrored AHWP (immediately) detector-side of
the first. However, because φν is small and can be corrected during analysis, such a hardware
remedy is not considered in this dissertation.

Given its high modulation efficiency and low frequency-dependent phase error, we adopt
a three-stack sapphire Pancharatnam AHWP for both SA and SO.

6.5 Continuous polarization modulation

There are two common modes of HWP polarization modulation. One mode is to use a
stepped HWP, which involves rotating the HWP to discrete angles between observations.
This technique allows sky polarization to be observed with various global rotations, providing
a powerful tool to separate cosmic polarization from instrumental polarization. It also allows
orthogonal polarimeters to measure the same sky polarization, providing a mechanism to
separate beam asymmetries. While a stepped half-wave plate mitigates the beam systematics
discussed in Section 6.2, it does not mitigate 1/f atmospheric fluctuations, and therefore
ground-based experiments instead often employ the second mode: a continuously rotating
HWP.

SA and SO use continuously rotating sapphire AHWPs as polarization modulators, mit-
igating both beam systematics and atmospheric 1/f noise. A continuously rotating HWP
modulates an input polarized sky signal [Qin(t)± iUin(t)] onto a detector with output dm(t)
(see Figure 6.6) as

dm(t) = Iin(t) + εmodRe{[Qin(t)± iUin(t)] exp [∓i4χ(t)]} , (6.40)

where χ is the HWP’s rotation angle andm(χ) = exp [∓i4χ(t)] is the modulation function.
A continuously rotating HWP spins the birefringent stack with a steady velocity fHWP such
that

χ(t) = 2πfHWPt , (6.41)

where
fm = 4fHWP (6.42)

is the modulation frequency. The detector’s output is modulated at 4× the HWP’s rotation
frequency because both the HWP and the detector have a π symmetry (see Figure 6.6).
Equation 6.40 is written in the time domain, but it is often useful to conceptualize the
HWP’s operation in the Fourier domain. To provide some intuition, consider a sky signal
composed of a single Fourier mode

[Iin +Qin ± Uin] (t) = [Iin +Qin ± Uin] exp (iωsigt) , (6.43)
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Figure 6.10: A toy demonstration of amplitude modulation. In this example, the carrier frequency is
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signature of a fsig = (0, 1, 5) Hz sky signal, where ωsig = 2πfsig as in Equation 6.44. The simulated white-
noise amplitude is 0.5% and is arbitrary.

which when plugged into Equation 6.40 and Fourier transformed becomes

dm(ωsig) = I(ωsig) +
1

2
[Qin + iUin] (4ωHWP + ωsig) +

1

2
[Qin − iUin] (4ωHWP − ωsig) , (6.44)

where here ωHWP = 2πfHWP. Three examples of Equation 6.44 are shown in Figure 6.10, and
we discuss a few salient features. First, the polarized sky signals [Qin ± iUin] are “moved”
from frequency ωsig to frequencies 4ωHWP ± ωsig, while the intensity sky signal is left at
ωsig. This is the signature of amplitude modulation, where variations in the polarized
sky signal modulate the amplitude of the HWP-generated carrier signal at 4ωHWP. Stated
mathematically, the modulator multiplies exp(iωsigt) by exp(i4ωHWP), which can be simpli-
fied as sin(ωsigt) sin(4ωHWPt) = 1/2[cos((4ωHWP + ωsig)t) − cos((4ωHWP − ωsig)t)]. Second,
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because sky signals appear at frequencies ±ωsig around the carrier frequency 4ωHWP, the
HWP’s side bands 4ωHWP ± ωmax

sig should be in a white-noise-dominated frequency
regime. Stated another way, the HWP’s rotation frequency fHWP must be large enough
such that polarized sky signals are up-converted to frequencies above the atmospheric 1/f
noise. We discuss this requirement with more detail in Section 6.7.2.

6.5.1 HWP synchronous signals

Equation 6.40, while instructive, is only a portion of the signal from a real HWP. In addition
to the modulated sky signal, the HWP generates HWP synchronous signals (HWPSSs),
which can be decomposed as

PHWPSS =
∑
n=1

Re{An(t)e−inχ(t)} , (6.45)

where An is the amplitude of the nth HWP harmonic. There are many mechanisms that
generate HWPSSs in the detector data, including differential thermal emission between
the HWP’s crystal axes (n = 2), differential reflection of incident intensity along the
HWP’s crystal axes (n = 2), differential transmission of the S and P polarizations at
non-normal incident angles (n = [2, 4, 6, ...]), imperfections in the HWP’s sapphire stack
or AR coatings (any n), rotation-synchronous electromagnetic signals generated by the
HWP’s drive mechanism (any n), and HWP-rotation-induced vibrations (any n), to name a
few. While HWPSSs can appear at any harmonic n, the most prominent are typically those
at n = 2 and n = 4 and are often referred to as the “2f” and “4f” signals.

The most important HWPSSs to control are those at 4fHWP, as A4(t)e−i4χ(t) is essentially
indistinguishable15 from the sky signal Re{[Qin(t)± iUin(t)] exp [∓i4χ(t)]} in Equation 6.40.
This dangerous degeneracy motivates many of SA’s HWP requirements, and we highlight
two particularly important HWPSS mechanisms here.

The first optical mechanism that induces a 4fHWP HWPSS is instrumental polarization
generated by optics that are sky-side of the HWP. In its ideal application, the HWP modula-
tor is the skyward-most optical element [111]. However, in many cases, practical limitations,
such as a large primary aperture or the modulator’s being cryogenic, require the HWP to
reside “behind” some of the telescope’s optics. As shown in Figure 2.3b, the PB-2b CHWP
is located behind the telescope’s mirrors, vacuum window, and IR filters, while Figure 2.4c
shows that the SO SAT’s CHWP is located behind its vacuum window and IR filters. Because
vacuum windows and IR filters do not have perfect AR coatings and because SA’s off-axis
mirrors are not lossless, they generate I-to-P due to differential transmission of the S and
P polarizations at non-normal incidence. This sky-side I-to-P signal is modulated at 4fHWP

by the HWP, and its amplitude A4(t) varies with sky intensity. The second optical mecha-
nism that induces a 4fHWP HWPSS is non-idealities in the sapphire stack. As an example,

15This degeneracy can be broken with an orthogonal data set, such as from thermometers, but it is very
difficult to do effectively in practice.
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Figure 6.11: Differential thermal emission at normal incidence from a three-stack sapphire AHWP at 300 K
and 100 K. The signal with the crystal axes for all three plates aligned is also plotted as a reference. The
AHWP’s thermal emission has 2fHWP and 6fHWP components but none at 4fHWP.

localized imperfections or position-dependent optical properties can both generate polarized
emission that varies with HWP angle. The 4fHWP component of these emissive (reflective)
non-idealities will vary with the HWP’s (sky-side optics’) temperature and contaminate the
cosmic polarization signal. These two optical examples are only a subset of possible HW-
PSSs, and we detail some non-optical contaminants when discussing the PB-2b CHWP’s
hardware requirements in Chapter 8. For a comprehensive discussion of HWPSSs and how
they are handled during analysis, we refer the reader to the work of Satoru Takakura [199,
200].

For a single sapphire HWP, a primary generator of 2fHWP HWPSSs is differential ther-
mal emission between the sapphire’s ordinary and extraordinary crystal axes. Sapphire’s
extraordinary axis has both a larger index and a larger loss tangent than the ordinary axis,
and therefore the two axes have different emissivities. This differential emission corotates
with the HWP and shows up at 2fHWP in the detector data. However, for a three-stack
AHWP, the situation is more complicated, as differential emission from sky-side sapphire
plates is rotated by detector-side plates. An important question for the AHWP is whether
this internally modulated differential thermal emission has a 4fHWP component. Figure 6.11
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shows the Mueller-matrix-simulated time-ordered data (TOD) and power spectral density
(PSD) of the AHWP’s thermal emission at 300 K and 100 K. While there are clear sig-
nals at 2fHWP and 6fHWP, there are no signals at 4fHWP, and therefore, to leading order,16

differential emission from the AHWP does not contaminate the sky signal.

6.6 HWPs for Simons Array

Using the presented mathematical framework to describe and assess AHWPs, we now discuss
their implementation within SA. While a similar discussion for SO is beyond the scope of
this dissertation, many of the presented principles are shared between SA and SO. Before
deriving some SA HWP optical requirements in Section 6.7, we first discuss the general
philosophy of the SA modulator as well as the precedent that motivates it.

6.6.1 The POLARBEAR HWP

As described in Section 2.3.1, SA consists of three telescopes with 2.5 m primary mirrors
that enable CMB polarization measurements up to ` ∼ 2,000. SA’s telescope design is
functionally identical to that of its predecessor experiment POLARBEAR, and therefore we
briefly discuss POLARBEAR’s HWP as a precedent for those in SA [199].

The Huan Tran Telescope’s (HTT’s) primary and secondary mirrors form a compact
off-axis Gregorian configuration, which is designed to optimize telescope mobility and hence
improve low-` sensitivity. To understand how mobility and low-` sensitivity are related,
recall that atmospheric turbulence evolves with time due to wind, cloud movement, and
other weather effects. If this atmospheric evolution is faster than the time it takes to scan
the sky patch, the cosmic signal is buried beneath atmospheric fluctuations. In order to
beat this atmospheric noise, the sky signal must be modulated faster than atmospheric
fluctuations, and one way to accomplish this goal is to scan the sky quickly. When not
using an HWP, the polarized sky signal appears in side bands around the telescope’s scan
frequency fscan, and therefore the larger the scan speed, the smaller the atmospheric 1/f
noise.17

POLARBEAR has a Goldilocks-type telescope design, having both a large aperture and
a small, agile frame, which together enable both low-` and high-` science. For this reason,
among others, the initial POLARBEAR telescope design did not include a continuously
rotating HWP but instead relied on azimuth motion and detector differencing to mitigate
1/f noise in polarization. Using these techniques, POLARBEAR made the first polarization-
only null-hypothesis rejection of lensing B-modes between 600 < ` < 3,000 during 2012-
2014 [213]. However, as POLARBEAR aimed to measure even lower ` ranges in 2014-2016,

16Higher-order considerations such as internal reflections at non-normal-incidence can bleed the 2fHWP

component into 4fHWP.
17As an example, the GroundBIRD CMB experiment is specifically designed to beat atmospheric noise by

rotating the telescope at 20 revolutions per minute in azimuth [117].
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(a)

28 cm 

(b)

Figure 6.12: An overview of the POLARBEAR HWP’s implementation. Figure 6.12a shows a CAD cross-
section and ray trace of the POLARBEAR telescope. The POLARBEAR HWP is located at the prime
focus, between the primary and secondary mirrors. The image is taken from Takakura et al. (2017) [199].
Figure 6.12b shows a photograph of the POLARBEAR HWP at prime focus, which is weatherproofed by
a thin Mylar sheet. The image is courtesy of Satoru Takakura and is taken from Hill, Beckman, et al.
(2016) [82].

it retrofitted an ambient-temperature continuously rotating HWP at its prime focus, as
shown in Figure 6.12 [199].

POLARBEAR’s noise spectrum in both intensity and demodulated polarization, as well
as its achieved N` spectrum (see Equation 3.71), are shown in Figure 6.13. After subtracting
I-to-P due to detector non-linearity [199], the POLARBEAR HWP facilitates white-noise-
dominated stability down to < 5 mHz, in turn enabling an `knee ∼ 90. POLARBEAR’s
HWP demonstration is the foundation of SA’s HWP development. Because the SA optical
design is nearly identical to that of POLARBEAR, the successes of the POLARBEAR HWP
acts as an “existence proof” that guides the SA HWP’s design and evaluation.

6.6.2 The SA HWP

Spurred by the success of the POLARBEAR HWP, SA has adopted continuously rotating
HWPs for their three dichroic telescopes. Before detailing the SA HWP’s requirements in
Section 6.7, we briefly discuss SA’s history and project structure.

When SA was first funded, it comprised three POLARBEAR-2 (PB-2) experiments,
one of which was already under laboratory evaluation at the KEK High Energy Research
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(a) (b)

Figure 6.13: The demonstrated performance of the POLARBEAR HWP. Figure 6.13a shows PSDs of time
streams for coadded detectors cross the full focal plane. An additional I-to-P leakage subtraction is applied
after demodulation to further suppress the 1/f knee in polarization. This figure is taken from Takakura et al.
(2017) [199]. Figure 6.13b shows the N` curve for a full season of POLARBEAR data with the HWP. The
achieved `knee ∼ 90 is a promising demonstration of the HWP’s ability to enable low-` B-mode science on an
SA-style telescope. This figure is taken from POLARBEAR’s third-season CBB

` results paper (2020) [211].

Organization in Japan. PB-2 was originally designed to house a continuously rotating AHWP
near the Lyot stop, but as R&D advanced, it became clear that a 4 K modulator would not
be ready in time for deployment. Therefore, shortly before PB-2 became PB-2a (the first
installment of SA), its HWP was moved outside of the cryostat, decoupling its development
from the PB-2a receiver and accelerating the overall project timeline. When SA’s second and
third telescopes were funded in 2016, the PB-2b and PB-2c AHWPs moved back into the
cryostat to boost instrument sensitivity. However, to avoid the same problems encountered
with PB-2a’s 4 K AHWP, the PB-2b/c HWP is instead located on the 50 K stage, relaxing
several of its mechanical requirements (see Section 8.2) and enabling its parallel development
with the receiver cryostat, just as for PB-2a.

6.7 SA HWP requirements

This dissertation focuses on HWP development for PB-2a and PB-2b, which both observe
at 90 and 150 GHz. While we have also worked substantially on the PB-2c HWP, it shares
many characteristics with that of PB-2b, and therefore we relegate its detail to future papers.
In the following section, we discuss the requirements that are common to the PB-2a and PB-
2b HWPs, including rotational velocity, angle encoder noise, and sapphire tolerances. For
the historical reasons described in Section 6.6.2, the fielded AHWPs are retrofitted to the
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Figure 6.14: PB-2a/b band-averaged modulation efficiency vs. plate orientation for the 3- and 5-stack AH-
WPs. While a 5-stack configuration has more bandwidth, it provides no advantage over the 3-stack configu-
ration for PB-2a/b at the percent level. The optimal relative orientations for the 3-stack AHWP are (0, 54,
0) deg.

“original” PB-2 receiver, and therefore much of the modulator’s design effort focuses on
maintaining “heritage” system performance.

6.7.1 Modulation efficiency

The first requirement for the SA AHWP is to preserve input linear polarization fraction.
As demonstrated in Figure 6.5, an imperfect AHWP converts linear polarization Q/U into
circular polarization V, which manifests as a polarization efficiency loss. Polarized mapping
speed (see Equation 5.6) is related to polarization efficiency as MS ∝ ε2

mod, and therefore we
mandate that the AHWP’s modulation efficiency be > 95%.

An AHWP’s modulation efficiency depends on the thickness and relative orientations of
its sapphire plates. Assuming that dHWP in Equation 6.15 is optimized for 120 GHz,18 band-
averaged modulation efficiency vs. plate orientation for the 3- and 5-stack configurations are
shown in Figure 6.14 [134]. While a 5-stack configuration has more bandwidth, as shown
in Figure 6.8, it provides no modulation efficiency advantage at the 1% level19 for PB-2a/b.
The optimal 3-stack configuration is (0, 54, 0) deg.

Given the 3-stack design, we can now estimate the impact of thickness and relative-
alignment tolerances on modulation efficiency. We assume uniform distributions between

18Equal thicknesses for each sapphire plate best ensures even coverage of the 90 and 150 GHz bands [134].
19While a 5-stack does have better modulation efficiency at the 0.5% level, more sapphire windows increase

absorptivity, thermal emission, and assembly complexity, all of which have stronger impacts on experiment
performance.
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Figure 6.15: The impact of thickness (left) and relative-alignment (right) tolerances on the PB-2a/b AHWP’s
modulation efficiency. Each x value is simulated 1,000 times. The solid lines denote the median, and the
shaded regions denote the (15, 85) percentiles. The leading-order effect of modulating both thickness and
angle is to shift the modulation-efficiency band’s location, and therefore when the 90 (150) GHz band scatters
high (low), the 150 (90) GHz band scatters low (high).

each tolerance’s ± values—as is common practice in manufacturing—and simulate 1,000
Monte Carlo realizations of the band-averaged modulation efficiency at 90 and 150 GHz.
The results of the simulation are shown in Figure 6.15. The dominant effect of scattering
thickness and alignment is to shift the modulation efficiency band such that one band is
favored over the other. Therefore, to keep 90/150 GHz polarization efficiencies well-matched,
we set a thickness tolerance of ±0.2 mm and a relative alignment tolerance of ±2◦.

6.7.2 Rotation velocity

Another common requirement to PB-2a and PB-2b is the HWP’s rotational velocity. Re-
call from Section 6.5 that the polarization modulation frequency fm is related to the HWP’s
rotation frequency fHWP as fm = 4fHWP. There are two requirements on the minimum mod-
ulation frequency.20 First, the HWP must rotate fast enough to suppress 1/f noise in the
demodulated timestream. To do this, its signal side bands (see Figure 6.10) must be in the
white-noise dominated regime of the raw data spectrum. Because faster sky signals appear

20There is technically one requirement on the modulation frequency’s maximum value, which is that the
modulated signal’s period cannot be too close to the detector’s time constant. However, TES bolometers
(see Section 2.4.1) typically operate with τ . 20 ms or fbolo & 50 Hz, which is much faster than the HWP
needs to operate.
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Figure 6.16: A notional depiction of the HWP’s modulation band referenced to the PSD of dummy-generated
intensity data with an fknee = 1 Hz.

further from the carrier, the modulation bandwidth ±∆fsig is determined by the fastest
resolvable sky signal during demodulation.

As discussed in Section 6.1 and shown in Equation 6.4, the maximum resolvable `max is
related to the telescope’s scan speed (in deg/s) as

`max ∼
fmax

fscan

× 180◦ . (6.46)

PB-2a/b each have an angular resolution of ≈ 3 arcmin at 150 GHz (see Section 2.3.1) that
can resolve up to `max ∼ 3,000, and if we assume the same telescope scan speed fscan =
0.4◦/sec used by POLARBEAR [211, 214], then the full range of angular scales are resolved
within ±∆fsig = ±fmax ≈ ±3 Hz of bandwidth. To provide some margin for filtering to
higher `, PB-2a/b’s modulation band is chosen to be

fm ±∆fsig = fm ± 4 Hz . (6.47)

According to POLARBEAR’s intensity PSD in Figure 6.13, the atmospheric 1/f knee at the
Chile observation site is 1 ∼ 2 Hz, and therefore we set fm ≥ 8 Hz and fHWP ≥ 2 Hz, placing
the signal band comfortably clear of unpolarized 1/f noise. The PB-2 HWP modulation
band is shown in Figure 6.16 with respect to a representative intensity PSD.
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6.7.3 Angle encoding noise

The final requirement that is common to both the PB-2a and PB-2b HWP systems is the
accuracy with which the HWP’s rotation angle must be reconstructed. An error in the
measurement of the rotation angle gives rise to an error in the measurement of rotation
synchronous signals, preventing such signals from being fully subtracted during demodula-
tion.

Both the PB-2a and PB-2b HWPs are located behind the telescope’s off-axis mirrors,
which induce I-to-P along the y-direction (see Figure 2.3). POLARBEAR measures up to
≈ 180 mKRJ of I-to-P at the prime focus of an SA-style telescope, largely due to off-axis
emission from the primary reflector [199]. Because the PB-2a/b HWP is located behind the
primary and secondary mirrors, we conservatively21 assert an I-to-P amplitude of

A0
4 ∼ 400 mKRJ , (6.48)

where here KRJ is Rayleigh-Jeans (RJ) temperature. This mirror polarization is modulated
at 4fHWP, and a mismeasurement ∆χ of the HWP’s angle χ modifies the 4fHWP amplitude
A4(χ) as

A4(χ) = A0
4cos(4 [χ+ ∆χ])

≈ A0
4cos(4χ)− 4A0

4sin(4χ)∆χ , (6.49)

such that
∆A4 = −4A0

4sin(4χ)∆χ . (6.50)

Assuming that this angle jitter is random, its average effect on the detected noise spectrum
is

NETHWP
CMB = 2

√
2

dTCMB

dTRJ

A0
4 σχ , (6.51)

where σχ is the root mean square (RMS) of ∆χ, NETHWP
CMB is the noise equivalent CMB

temperature (see Equation 3.58) of the angle jitter, and dTCMB/dTRJ = 1.7 is the conversion
from RJ to CMB temperature at 150 GHz.

All detectors on the focal plane are demodulated using the same angle encoder data, and
therefore any noise in the encoder reconstruction is common to all detectors. In order for
angle encoder noise to not significantly contribute to the noise of the detector array, NETHWP

CMB

needs to be subdominant to the array NET (see Equation 3.62), which is forecasted to be
NETarr

CMB = 5.8 µK/
√

Hz for both PB-2a and PB-2b [196]. Given this constraint, the angle
noise requirement for the SA HWPs is

σχ � 3µrad/
√

Hz . (6.52)

This requirement drives several aspects of the SA HWP designs, including excellent rotation
stability, low encoder noise, and sufficient encoder resolution.
21In reality, we expect the I-to-P from the secondary reflector to be less than that of the primary due to

its being ellipsoidal with a smaller incident angle. However, the secondary mirror’s emission has not been
studied in detail, and so we assert that each mirror generates similar I-to-P leakage in order to set a
conservative angle jitter requirement.
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6.8 Discussion

In this chapter, we have discussed the motivation behind polarization modulators, the prin-
ciples of continuously rotating AHWPs, the precedent for their implementation, and the
AHWP requirements that are common to both PB-2a and PB-2b. Armed with this back-
ground information, we now discuss the mechanical design, construction, and testing of
PB-2a’s ambient-temperature rotation stage in Chapter 7 and PB-2b’s cryogenic rotation
stage in Chapters 8-9. Finally, Chapter 10 discusses the cryogenic anti-reflection coating for
the PB-2b sapphire, which plays an important role in the modulator’s performance.
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Chapter 7

A warm HWP for PB-2a

This chapter overlaps substantially with Hill, Beckman, et al. (2016) [82], which we encour-
age the reader to cite instead of or in addition to this dissertation.

Building on the successes of its predecessor experiment POLARBEAR (PB-1), Simons
Array (SA) employs an achromatic half-wave plate (AHWP) polarization modulator on each
of its three telescopes. POLARBEAR-2a (PB-2a) fields an ambient-temperature HWP—or
a “warm” HWP (WHWP)—operating in front of its receiver cryostat’s vacuum window,
while PB-2b and PB-2c employ a cryogenic HWP (CHWP) located inside the cryostat (see
Chapter 2.3.1 for more details). In this chapter, we discuss the WHWP for PB-2a,
including its requirements, design, construction, and laboratory evaluation.

Mimicking the discussion in Section 6.6.2, we briefly review the historical context sur-
rounding the PB-2a experiment, which motivates several of the WHWP’s design trajectories.
Before SA came to be in 2015, POLARBEAR-2 (prior to the “a/b/c” labels) [133] was a
fully-funded joint venture between researchers at the KEK high energy research organization
in Japan1 and UC Berkeley. The PB-2 receiver cryostat was designed and built in Japan, the
PB-2 detectors and readout were developed and fabricated in Berkeley,2 and the telescope,
which is nearly identical to that of PB-1, was constructed commercially in Italy.3 PB-2’s
design principle is to leverage some of PB-1’s most effective technologies—such as the Huan
Tran Telescope (HTT), lenslet-coupled antennas, and frequency-domain multiplexing—to
build a world-class next-generation instrument. Some of PB-2’s most prominent hardware
upgrades over PB-1 are a dichroic receiver, a larger-diameter optics tube and focal plane to
enable a larger field of view (FOV), and a higher-frequency readout system to facilitate a
larger multiplexing factor.

The original PB-2 design included a continuously rotating AHWP at the 4 K Lyot stop
(see Figure 2.3). However, deploying a modulator deep within the cryostat proved to be an
enormous technical challenge, and as PB-2’s deployment neared, the HWP subsystem was

1KEK CMB group: https://www2.kek.jp/proffice/archives/intra-e/feature/2009/CMB.html
2Marvell Nanofabrication Laboratory: https://nanolab.berkeley.edu/
3General Dynamics Mission Systems: https://gd-ms.it/

https://www2.kek.jp/proffice/archives/intra-e/feature/2009/CMB.html
https://nanolab.berkeley.edu/
https://gd-ms.it/
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descoped. In 2014, PB-2 moved its AHWP from the Lyot stop to outside of the cryostat,
dramatically reducing the technological challenges surrounding the HWP’s development and
construction. Therefore, the presented WHWP research was conducted at UC Berkeley from
2014-2016 in parallel with the commissioning of PB-2’s detectors, readout, and optics tube.
Shortly following the PB-2 HWP descope, SA was born, and PB-2 became PB-2a.

The PB-2a WHWP is a three-stack Pancharatnam sapphire AHWP designed to modulate
linear polarization for 90 and 150 GHz detectors simultaneously. It is located directly in front
of the receiver cryostat’s vacuum window and has a clear-aperture diameter of 480 mm. In
the following sections, we present the WHWP’s requirements, optical and mechanical design,
and laboratory evaluation. The presented system has deployed to Chile and is ready to
operate following the commissioning of PB-2a’s detectors and readout.

7.1 Requirements

The PB-2a WHWP shares several design requirements with all SA HWPs (see Section 6.7),
including a 2 Hz rotational velocity, > 95% modulation efficiency, and an angle encoder noise
of � 3 µK/

√
Hz. However, there are several requirements specific to the WHWP that we

review in this section, including its aperture diameter, reflectivity, and emissivity.

7.1.1 Clear-aperture diameter

There are two possible locations for the WHWP within the PB-2a system, each shown in
Figure 7.1. The first is at the prime focus between the primary and secondary mirrors, as
was used in PB-1 [199]. The advantage of the prime-focus location is that the beam4 only
has a ≈ 330 mm aperture diameter, enabling the reuse of the PB-1 HWP’s rotator design
(see Figure 6.12b). That said, there are several disadvantages to operating the WHWP
between the telescope’s mirrors. First, because the prime focus plane is at the primary mir-
ror’s focal point,5 each detector pixel illuminates a localized region of the HWP’s surface, as
shown in the left panel of Figure 7.1b. This optical configuration is prone to half-wave plate
synchronous signals (HWPSSs) caused by position-dependent (and, therefore, rotation-angle-
dependent) variations in the WHWP’s optical assembly, such as defects in the anti-reflection
(AR) coating or sapphire stack. Second, a prime-focus HWP is far from the cryostat, making
it vulnerable to ambient-temperature stray light, which in turn increases parasitic optical
power on the detectors. In addition, while much of this stray light is, in the reverse-time
sense (Figure 3.3), expected to “land” on the telescope’s comoving6 baffling, some will “es-
cape” the telescope’s structure and “land” on the ground. This ground pickup introduces

4The telescope’s “beam” is defined as the collection of reverse-time-sense rays from all detectors on the focal
plane. See Figure 7.1a for a visual representation.

5The telecentric FOV of the primary mirror is small, and therefore the prime focus is only a “true” focus for
a small subset of detector pixels. Even so, the beam for all detectors at the prime focus is tightly collimated
relative to the rest of the imaging system.

6Comoving describes any structure attached to the telescope.
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Prime focus

Cryostat window

(a)

480 mm

Prime focus Cryostat window
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Figure 7.1: A comparison of the prime-focus and cryostat-window WHWP locations. Figure 7.1a is a Zemax
(https://www.zemax.com/) ray-trace simulation of the PB-2a optical system, including the telescope mirrors
and reimaging optics. Each ray color corresponds to a distinct detector pixel on the focal plane. Figure 7.1b
shows the ray footprint at both the cryostat window and prime focus planes, and the WHWP’s 480 mm
clear aperture is marked with a red dotted circle. Each pixel’s illumination pattern is larger at the cryostat
window location, mitigating HWPSSs due to non-uniformities in the HWP’s AR coating or sapphire stack.
All Zemax outputs are courtesy of Fred Matsuda.

https://www.zemax.com/
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azimuth- and elevation-dependent signals in the detector data that, while removable, de-
grade signal-to-noise, especially on large angular scales. Third, placing an optical element
between the mirrors of a crossed Dragone configuration breaks the Mizuguchi-Dragone
(MD) condition [138, 47], a condition that enables the secondary mirror to correct cross
polarization induced by the primary. This MD breaking was studied in detail for the PB-1
system [130] and is expected to be larger in PB-2a due to a larger FOV and the AHWP’s
frequency-dependent angle.7

For these reasons, among others, the PB-2a WHWP is located at the second possible
location directly in front of the receiver cryostat. While this location requires a larger
clear-aperture diameter,8 it has a few key advantages over the prime-focus location.
First, it is more broadly illuminated by each detector pixel, as shown in the right panel
of Figure 7.1b. This wider illumination pattern better averages each detector’s beam over
any WHWP defects, hence reducing HWPSSs. Second, the vacuum-window location is both
close to the cryostat and deep within the telescope’s comoving baffling. Therefore, any stray
light induced by the WHWP is, in the reverse-time sense, much more likely to land on cold
surfaces, hence reducing optical loading on the detectors. Additionally, any light scattered
by the WHWP is more likely to terminate on the telescope’s comoving baffling, mitigating
ground pickup. Finally, an AHWP at the cryostat window does not break the MD condition
and hence induces less cross polarization.

The WHWP’s clear-aperture requirement is determined using the ray footprint at the
WHWP’s aperture plane, shown in the right panel of Figure 7.1b. The diametrical extent
of the rays from detector pixels across the focal plane is 430 mm, and in order to provide
margin for diffraction effects and alignment tolerances, we set a clear aperture requirement
of ≥ 480 mm.

7.1.2 Emissivity and reflectivity

The most impactful consequence of moving the PB-2a HWP from 4 K to 300 K is the corre-
sponding increase in mm-wave power on the detectors. As discussed in Chapter 3, a CMB
instrument’s noise-equivalent temperature (NET) increases sharply with in-band optical
power,9 and therefore limiting WHWP thermal emission is central to mitigating sensitivity
degradation. Along a similar vein, limiting reflectivity is critical to the WHWP’s success, not
only to maximize throughput but also because WHWP-induced reflections are susceptible
to landing (in the reverse-time sense) on 300 K surfaces,10 further increasing in-band opti-
cal loading. While emissivity and reflectivity are independent physical effects, we address

7MD breaking with an AHWP in PB-2a/b has not been studied in detail, so the cross polarization in
PB-1 [130] can be taken as a lower limit.

8The clear-aperture diameter defines a circle that is optically unobstructed.
9In-band optical power is the optical power within the detectors’ observation bands, which for PB-2a are
centered at 90 and 150 GHz and have bandwidths of ≈ 30 and ≈ 40 GHz, respectively.

10“Warm reflections” are less of a concern for cryogenic optics, which are deep within the cryostat and
therefore more likely to reflect onto cold surfaces.
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Figure 7.2: The impact of WHWP emissivity and reflectivity on PB-2a’s mapping speed in the 90 and
150 GHz bands. The cyan stars mark the measured values in the table of Figure 7.13.

them together because the AR coating optimization, presented in Section 7.2.2, considers
trade-offs between the two. Figure 7.2 shows PB-2a’s mapping speed (see Section 3.10) vs.
WHWP emissivity and reflectivity. As demonstrated by the contour’s orientation, instru-
ment sensitivity depends more strongly on emissivity than on reflectivity.

7.2 Optical design

The PB-2a WHWP’s optical stack is designed for high linear polarization modulation
efficiency, low emissivity, and low reflectivity. It consists of three 512 mm-diameter, 3.75 mm-
thick, α-cut11 sapphire plates manufactured at Guizhou Haotian Optoelectronics Technology
(GHTOT).12 The plates are cut and ground with an α-plane alignment of ±2◦, a surface
parallelism of ±100 µm,13 and a surface roughness of ∼ 0.1 µm RMS.

The AR coating comprises a top layer of 380 µm-thick high-density polyethylene
(HDPE) from New Process Fibre (NPF)14 and a bottom layer of 270 µm-thick RT/duroid

11An α-cut sapphire plate’s ordinary axis is normal to its surface so that normally incident light experiences
optical birefringence. Another common orientation is c-cut sapphire, whose extraordinary axis is normal
to its surface. This latter configuration is not birefringent and is often used for sapphire windows, which
often aim to preserve incident polarization properties. Because there are two α-axes and only one c-axis,
it is easier to grow large-diameter α-cut sapphire windows than c-cut ones.

12GHTOT: http://www.ghtot.com/
13Surface parallelism is determined at the manufacturer using a combination of a deep-throat micrometer

and a coordinate-measuring machine (CMM).
14NPF: http://www.newprocess.com/

http://www.ghtot.com/
http://www.newprocess.com/


CHAPTER 7. PB-2A WHWP 159

HDPE RO3006 Sapphire Stack

Figure 7.3: An exploded view of the PB-2a WHWP’s optical stack, which is composed of the Pancharatnam
sapphire and a two-layer AR coating of HDPE and Rogers RT/duroid RO3006.

RO3006 circuit board laminate from Rogers Corporation.15 The AR layers are pressed onto
the sapphire using ambient pressure, a technique that eliminates thermal emission from glue
layers and avoids potential AR delamination during WHWP operation in the field. The table
in Figure 7.10 presents the measured parameters of the optical stack. The sapphire and AR
indices were obtained using a Fourier-transform spectrometer (FTS) in Figure 7.13, and the
loss tangents were obtained using the thermal emission apparatus described in Section 7.2.1.
In the following subsections, we discuss the details of the WHWP’s optical stack.

7.2.1 Sapphire

PB-2a selects sapphire as its WHWP’s birefringent substrate. Sapphire is single-crystal
aluminum oxide (Al2O3), and it has a large differential index ne − no ≈ 0.35 (see Equa-
tion 6.15) and small loss tangent at ∼ 100 GHz, making it ideal for CMB applications.
The PB-2a sapphire is fabricated by GHTOT, located in the Guizhou province of China.
GHTOT produces among the world’s largest sapphire for an extraordinarily affordable price
that is several times less than U.S. competitors.16 GHTOT’s sapphire boules,17 shown in
the left panel of Figure 7.4a, are grown using the heat exchanger method (HEM) over
28 days. After growth, the boule is inspected for “smoke”—or microscopic defects such as
bubbles or microcracks—the windows are cut from the boule using a wire saw, the crystal-
axis orientation is measured using x-ray diffractometry, and the windows are machined to
their final shape via Blanchard grinding. One of the most challenging aspects of the PB-2a
sapphire manufacturing process is the windows’ high aspect ratio, which makes them vulner-
able to cracking during grinding. Therefore, GHTOT carefully approaches the final thickness
with several passes of the grinding wheel, giving precise control of the part’s thickness and
improving manufacturing yield.

15RO3006: https://rogerscorp.com/advanced-connectivity-solutions/ro3000-series-laminates/

ro3006-laminates
16An example U.S.-based large-diameter sapphire manufacturer is GT Advanced Technologies (https://
gtat.com/).

17“Boule” is an industry term to describe the raw sapphire bulk after its growth.

https://rogerscorp.com/advanced-connectivity-solutions/ro3000-series-laminates/ro3006-laminates
https://rogerscorp.com/advanced-connectivity-solutions/ro3000-series-laminates/ro3006-laminates
https://gtat.com/
https://gtat.com/
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Figure 7.4: Photographs of the GHTOT large-diameter sapphire. Figure 7.4a includes photos of a sapphire
plate being manufactured in China, courtesy of Carl Johnson. The left panel shows a boule of sapphire after
growth, and the right panel shows the Blanchard grinding process. Figure 7.4b shows a photo of the author
holding a finished 512 mm-diameter sapphire plate, courtesy of Chris Raum. The window is ground to ∼
0.1 µm surface roughness, giving it a frosty appearance.

Aside from cost and lead time, there are two primary considerations when assessing the
usability of GHTOT’s sapphire for the PB-2a WHWP. The first consideration is optical
diameter. PB-2a’s sapphire pieces are 512 mm in diameter, allowing the sapphire’s fixture
(see Section 7.3) to clamp ∆R = 5 mm at the edge and still have a 500 mm clear-aperture
diameter. This diameter enables the WHWP to meet its 480 mm clearance specification
with margin for baffling and alignment tolerances. The second consideration is sapphire
purity. To minimize its emissivity, the sapphire should be free of contaminants such as
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titanium, chromium, and vanadium.18 Clean sapphire growth is challenging, and therefore
purity was a fixation of PB-2a’s sapphire selection process. GHTOT measures impurity
levels using glow discharge mass spectroscopy (GDMS), and the bulk has < 1 ppm of
all but tungsten, of which the growth crucible made. A boule of GHTOT sapphire is shown
in Figure 7.4, and its neutral color indicates excellent purity.

7.2.2 Anti-reflection coating

In order to meet PB-2a’s performance targets in both its 90 and 150 GHz bands, the WHWP
employs a dual-layer AR coating, shown in Figure 7.3. The AR coating’s primary objective
is to minimize reflectivity, and because high optical throughput is critical to an experiment’s
sensitivity, AR coatings are an active research area within the CMB community. Chapter 10
discusses AR coatings for cryogenic optics and presents a comprehensive overview of tech-
niques to minimize reflection, but in this section, we focus on the WHWP AR coating’s
construction and its impact on instrument sensitivity.

The WHWP’s AR coating consists of two layers that gradually impedance match from
the index of air nair = 1 to that of the sapphire (ne + no)/2 ≈ 3.21. The optimal AR indices
are nbot = 2.31 and ntop = 1.40 (see Figure 10.2),19 and their ideal thicknesses are λc/(4n),
where λc is the AR band’s central frequency. For PB-2a, νc = c/λc = 124 GHz is directly
between its 90 and 150 GHz detector bands. In addition to achieving low reflectivity, the AR
layers must be low-emissivity to limit parasitic optical loading. According to Figure 7.2, the
coating’s emissivity is more important than its reflectivity, and therefore the PB-2a WHWP’s
AR coating design prioritizes materials with low mm-wave absorptivity.

The available materials for an ambient mm-wave AR coating are limited. Organic com-
pounds, which are prevalent in commercially available products, absorb at ∼ 100 GHz,
and therefore our search is restricted to inorganic materials such as polyethylenes, fluo-
ropolymers, and ceramics. The table in Figure 7.5 presents a catalog of candidate materials
measured using a 50 ∼ 300 GHz FTS at UC Berkeley. Upon simulating the performance
for all two-layer combinations of the evaluated materials, we select the RT/duroid (Duroid)
RO3006 circuit board laminate20 as our bottom layer and high-density polyethylene (HDPE)
as our top layer. RO3006 is a matrix of PTFE loaded with alumina grains to tune its di-
electric constant, while the selected HDPE is manufactured by NPF via a high-precision
extrusion process. Both materials have low loss in PB-2a’s frequency range and have repro-
ducible refractive indices, making them suitable AR solutions.

18Pure single-crystal aluminum oxide is technically called corundum, but the standard industry term is
“sapphire” no matter the purity.

19A fully optimal two-layer WHWP AR coating would itself be birefringent, matching to no = 3.08 along
the ordinary axis and ne = 3.35 along the extraordinary axis. Such birefringent coatings are difficult to
fabricate using conventional techniques but are an attractive feature of metamaterial HWPs [37].

20The Duroid sheets are manufactured with copper cladding into which circuit patterns are typically etched.
Therefore, before using the sheets, we strip the copper using large baths of ferric chloride solution.
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Material Measured n Measured tan δ [10−4]

PTFE 1.45± 0.01 3.0± 1.5

LDPE 1.50± 0.01 10.2± 2.4

HDPE 1.55± 0.01 0.5± 1.0

RT5880 1.56± 0.01 16.0± 1.2

UHMWPE 1.58± 0.01 2.6± 6.2

RO3003 1.77± 0.03 21.1± 0.8

RO3006 2.52± 0.01 56.5± 2.7

RT6006 2.86± 0.02 89.9± 1.7

Frequency [GHz]

(a)

Frequency [GHz]

(b)

Figure 7.5: The table presents measured indices and loss tangents for candidate AR materials using UC
Berkeley’s FTS. Because the films are thin, they were pressed onto an alumina substrate, and the spectra
with and without the AR film are compared. The selected materials for the WHWP are bolded: HDPE for
the top layer, RO3006 for the bottom layer. Figures 7.5a and 7.5b show measured FTS spectra between
80 and 220 GHz for the RO3006 (left panel) and HDPE (right panel). Blue lines show the alumina + film
fringe, the green line shows the alumina-only fringe, and the red line shows the fit using transfer-matrix
calculus [83]. The “fast” fringe pattern is due to the ∼ 6 mm-thick alumina substrate, and the “slow”
modulation of the fast fringe is used to extract the AR layer’s refractive index.

As shown in Figure 7.5, HDPE has an index of nHDPE = 1.55 while Duroid has an
index of n3006 = 2.52. Both of these indices are substantially larger than the targets of
(ntop, nbot) = (1.40, 2.31), increasing reflectivity with respect to the optimal case. In addition,
because thin plastics are difficult to machine,21 PB-2a employs the HDPE and RO3006
at their stock thicknesses, which are both ≈ 25 µm thicker than optimal. While slightly
degrading reflection performance, this programmatically driven design feature facilitated

21The difficulty of machining the WHWP’s AR coatings is partly because we do not glue them down. If we
had affixed the coatings to the rigid sapphire windows, they might have been more easily trimmed using
a milling machine.
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Figure 7.6: The impact of a potential epoxy glue layer, assumed to have an index of nglue = 1.7 and an
ambient-temperature loss tangent of tan δ = 0.01, on the emissivity and reflectivity of the WHWP. Because
the glue layers create index mismatches, reflectivity increases sharply with glue thickness, especially at
150 GHz.

the WHWP’s on-time arrival in Chile.
Because minimizing emissivity and reflectivity is central to the AR coating design, the

impact of glue layers is a major concern for the WHWP’s construction. A common prac-
tice throughout the CMB community is to affix plastic films using adhesives such as epoxy
or rubber cement.22 While adhesives are relatively straightforward to implement during
WHWP fabrication, they introduce several complications to the optical assembly. First, the
glue layers are index-mismatched dielectrics within the WHWP’s optical stack. In order
for these layers to have a negligible impact on reflectivity, they must be much thinner than
the detected wavelength. For example, generic epoxy23 typically has a refractive index of
n = 1.7, which creates index mismatches throughout the WHWP that are especially large
between the sapphire windows.24 In addition, adhesives are quite lossy at room temperature
(tan δ ∼ 10−2), which also necessitates a very thin layer to avoid increasing the WHWP’s
emissivity. Figure 7.6 shows that even a 20 µm glue layer substantially increases both the

22Low-density polyethylene (LDPE) is also often employed by heat pressing the AR coating onto the optic
above the LDPE’s melting temperature. This technique requires substantial R&D for 500 mm-diameter
optics and therefore was not pursued for PB-2a.

23“Generic” describes epoxies without any fillers, such as Stycast 1266.
24Because sapphire is not infinitely rigid, clamping the edge of an unaffixed WHWP causes the first and

third pieces in the Pancharatnam stack to bow away from the second, creating ∼ 100 µm gaps between
the sapphire windows. Therefore, adhesives are needed within the sapphire stack as well as within the AR
coating.
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0.015”-thick HDPE 
0.010”-thick RO3006 
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O-Rings 
Window Clamps 

Sapphire Stack 

Figure 7.7: A cross-sectional view of the AR vacuum module. The HDPE AR layers are glued to aluminum
annuli that mate to o-ring seals on the rotor. When the module is evacuated, atmospheric pressure presses
the optical stack together, eliminating the need for glue layers.

WHWP’s reflection and absorption. Second, adhesive layers are difficult to make uniform,25

and therefore a glue layer is most likely to generate HWPSSs due to position-dependent
emissivities and/or reflectivities. Third, ambient temperatures fluctuate between −20◦ and
20◦ C at the Chilean observation site, and every time the WHWP warms (cools), it expands
(contracts) and the glue layers become stressed due to differential thermal expansion (con-
traction). This repeated stress can lead to progressive AR delamination that is often
difficult to detect during real-time data quality assessments.

In order to avoid adhesive layers, we press the AR coating and sapphire windows together
using a vacuum bagging technique. A cross-sectional CAD drawing of the AR coating
assembly is shown in Figure 7.7, and a photo of the fully-assembled WHWP, including the
AR coating, is shown in Figure 7.8a. The bagging method creates a vacuum space using
the outermost HDPE layers such that ambient pressure forces the sapphire stack and
AR layers together. Each HDPE sheet is glued using Stycast 2850FT26 to an aluminum
“window clamp” ring, and the ring interfaces to the rotor stage via an o-ring seal. After the
vacuum bag is assembled, it is pumped out via a valved vacuum port on the rotor stage,
and the WHWP is ready to operate. Maintaining sufficiently low pressure for ∼ months of
continuous WHWP operation is challenging due to the vacuum chamber’s relatively small
volume. Therefore, a tubular chamber was added to increase the chamber’s volume, as shown
in Figure 7.8b.

7.3 Mechanical assembly

The WHWP’s mount and rotation stage must spin the 510 mm-diameter optical stack at
2 Hz more than 100 million times throughout PB-2a’s lifetime. Furthermore, the WHWP’s

25This reality contrasts to other layers in the WHWP’s optical stack, which are specifically fabricated for
uniformity.

26Stycast 2850FT is often used to seal vacuum spaces, and because its CTE is matched to that of aluminum,
the integrity of its seal is robust to variations in ambient temperature.
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Figure 7.8: Photographs of the PB-2a WHWP’s mechanical assembly. Figure 7.8a shows the fully assembled
WHWP on its test stand at UC Berkeley. Key hardware elements include a vacuum module to apply the
AR coating, a servo motor coupled to a timing belt for modularity and rotational stability, and vibration-
damping mounts to mechanically isolate the HWP from the receiver cryostat. Figure 7.8b shows the WHWP
mounted on the PB-2a telescope. The secondary mirror is covered with blue foam, and the receiver cryostat
was not yet installed during this test fit. The tubular structure on the rotor adds volume to the AR vacuum
module.

assembly must minimize vibrational coupling to the telescope and receiver, maintain ad-
equate rotational stability, accommodate in-field optical alignment, and be robust against
mechanical failure. In this section, we describe several key features of the PB-2a WHWP’s
mechanical assembly, shown in Figure 7.8.

7.3.1 Mount

The WHWP’s mount is designed to maximize configurational flexibility and minimize rotation-
induced receiver vibrations. The mount attaches to the telescope’s boom via a series of 80/20
rails and rotational stages, allowing the HWP’s position to be adjusted along three transla-
tional and two rotational axes. Additionally, the mount is capable of positioning the HWP
either in front of the cryostat window or between the primary and secondary mirrors, as in
PB-1. This locational flexibility allows for in-situ evaluation of HWP-related aberrations,
instrumental polarization, and beam coverage. In order to ensure that WHWP-induced vi-
brations are isolated from the receiver cryostat, the assembly is coupled to the telescope
using a series of independent rubber sandwich mounts oriented both tangentially and axially
to the WHWP’s rotation axis. To isolate the sapphire from vibrations in the bearing, the
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optical stack is clamped by a thin rubber gasket.

7.3.2 Rotation stage

The WHWP’s rotation stage comprises a large-bore bearing, a timing-belt-coupled gear
system, and a servo motor. For rotor-stator coupling, we employ a 635 mm-diameter
matched-pair thin-section ball bearing from SilverThin Bearings.27 This bearing is a
scaled-up version of the one used on PB-1 and is chosen for its demonstrated success at the
observation site. The bearing is preloaded to meet product specifications and is lubricated
with a low-temperature-compatible grease to accommodate on-site weather conditions. The
bearing’s races are stainless steel, and the bearing clamps are 7075 aluminum to minimize
weight. To validate the bearing’s mechanical compatibility with Chilean conditions, we
perform stress and thermal tests to ensure robustness against premature wear and seizing.

The drivetrain is a 400 W, 60 mm AC servo motor from Applied Motion Products.28

This motor accommodates our estimated peak- and continuous-torque requirements with
a safety factor of ≈ 3 and avoids electrical switching noise present in comparable stepper
motors. The servo is tuned to provide loose feedback, keeping the motor from overheating
and utilizing the rotor’s large moment of inertia to maintain stable rotation. The drivetrain
is connected to the rotor via a Kevlar-reinforced timing belt and a commercial tensioner
pulley, allowing for easy installation of replacement parts at the observation site. When on
the telescope, the WHWP operates in the receiver cryostat’s weatherproofed enclosure,
keeping it safe from wind and snow but not from fluctuations in ambient temperature.
Therefore, all WHWP components are rated to −20◦ C.

7.3.3 Angle encoder

To acquire the WHWP’s angle, we utilize a commercial optical encoder from RSF Elek-
tronik29 that consists of a steel tape with 10,000 reflective lines and an infrared read head,
shown in Figure 7.9a. The encoder tape is mounted on a 636 mm-diameter aluminum ring
whose surface maintains a radial distance of 0.75 ± (0.4, 0.2) mm from the read head during
WHWP rotation. This system provides 6.5 arcsec resolution via 4× interpolation.

To read out the encoder, we use an Arduino Leonardo ETH30 microcontroller. The
Arduino samples the encoder signal at 16 kHz to achieve WHWP angle resolution of

σχ =
30µrad√

12

√
1

16× 103 Hz
= 0.07

µrad√
Hz

, (7.1)

where 30µrad = 6.5 arcsec is the encoder’s resolution and 1/
√

12 is the standard deviation of
a uniform distribution, quantifying the Arduino’s sampling randomly between encoder ticks.

27SilverThin Bearings: http://www.silverthin.com/
28Applied Motion: http://www.applied-motion.com/
29RSF: http://www.rsf.at/en/
30Arduino Leonardo: https://store.arduino.cc/usa/arduino-leonardo-eth

http://www.silverthin.com/
http://www.applied-motion.com/
http://www.rsf.at/en/
https://store.arduino.cc/usa/arduino-leonardo-eth
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Figure 7.9: The PB-2a WHWP’s encoder mechanism and performance. Figure 7.9a shows a photograph of
the encoder tape and read head. The read-head gap tolerance is ± (0.4, 0.2) mm, necessitating < 0.03%
ellipticity for the encoder tape’s 635 mm-diameter mounting ring. Figure 7.9b shows a power spectral density
of the HWP’s rotation at ≈ 2.2 Hz for 5 min. The drivetrain’s excellent rotational stability demonstrates
the effectiveness of the servo + timing belt system.

This angle noise level meets the � 3 µrad/
√

Hz requirement presented in Section 6.7.3.
After collecting a preset number of encoder ticks, the Arduino then compiles a UDP packet
containing the WHWP’s angle and a universal timestamp.31 It then sends the packet to a
central computer where the angle data is verified and paired with matching detector data.
The Arduino eliminates the need for a WHWP-dedicated computer and can be replaced
quickly and cheaply if it fails at the site.

7.3.4 Mechanical validation

To validate the WHWP’s rotation mechanism, we evaluate vibration damping, bearing ro-
bustness, rotational stability, and the vacuum module’s hold time. Figure 7.9b shows a power
spectral density (PSD) for five minutes of angle encoder data while the WHWP rotates at
≈ 2.2 Hz. The sharpness of the central peak demonstrates outstanding rotational stability,
validating the effectiveness of the servo/timing belt system. We also run the WHWP contin-
uously in the lab for ∼ 1 week to confirm that rotation does not impact the AR assembly’s
vacuum seal. In addition, after moving it to the Chile site, we rotated the WHWP out-
doors to ensure its robustness to ambient conditions, and we test fitted it to the telescope

31Simons Array is GPS synchronized using the Inter Range Instrumentation Group (IRIG-B) time
code.
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before the receiver was installed, as shown in Figure 7.8b. WHWP-induced vibrations of the
telescope’s structure were found to be negligible.

7.4 Optical evaluation

As described in Section 7.1.2, the primary merit figures for the PB-2a WHWP’s optical
performance are transmissivity, emissivity, and linear polarization modulation efficiency. To
evaluate optical performance, we use two modes that are cross-checked for consistency. In the
first mode, we measure the properties of each optical-stack component. The measured AR
layers are presented in Section 7.2.2, which discusses the sapphire’s loss tangent, index, and
crystal axis orientation. A compilation of the sapphire’s and AR coating’s optical constants
are in the table in Figure 7.10, and these values are used to simulate the performance of the
assembled WHWP. In the second mode, we measure both transmissivity vs. frequency and
band-averaged modulation efficiency of the assembled optical stack directly, and the results
are shown in Figures 7.13 and 7.14.

7.4.1 Sapphire index

In order to both assemble the Pancharatnam sapphire stack (see Figure 6.14) and measure the
sapphire’s ordinary and extraordinary refractive indices, we must first identify the orientation
of each window’s crystal axes. Crystal measurements are most commonly performed using
x-ray diffractometry, but such techniques are unavailable for PB-2a due to the sapphire’s
large diameter. Therefore, we leverage the birefringent window’s mm-wave polarization
properties to identify its axes.32

A schematic of the crystal-axis measurement setup is shown in Figure 7.11a. A polar-
ized thermal source is coupled and aligned to a broadband polarimeter, and the sapphire
window is rotated between them, modulating the detector’s output. The detected intensity
vs. sapphire angle has two local maxima corresponding to where the ordinary/extraordinary
axes align with the source/detector’s polarization axes. An example measurement is shown
in Figure 7.11b. In this particular test, data is collected over 20◦ and is fit with a parabola
that identifies the maximum to < 0.5◦. Including uncertainties in the alignment and polar-
ization leakage of the input and output wire grids, the accuracy with which the axes are
marked, and the precision with which the stack is assembled, the relative alignment between
the plates’ crystal axes is < 1.1◦. This axis-orientation uncertainty drives the uncertainties
of the expected modulation efficiency and phase, which are represented as shaded bands
in Figure 7.10 and are small enough to maintain > 97% polarization efficiency across both
PB-2a bands.

After identifying the orientation of the sapphire’s crystal axes, we measure each piece’s
ordinary and extraordinary refractive indices. We use the FTS system shown in Figure 7.13a,

32We need only determine the relative orientation of each plate’s crystal axes, instead of the absolute orien-
tation.
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Stack Element Thickness [mm] Index of Refraction Loss Tangent [10−4]

Top AR Layer: HDPE 0.38± 0.04 1.55± 0.01 0.5± 1.0

Bot AR Layer: RO3006 0.27± 0.02 2.52± 0.01 56.5± 2.7

Ordinary Axis
3.75± 0.01

3.05± 0.03 0.1± 1.3 at 95 GHz

Extraordinary Axis 3.38± 0.03 1.1± 1.3 at 150 GHz

Figure 7.10: Normal-incidence, Mueller matrix calculations of the PB-2a AHWP (green), compared to a
single HWP (red). The shaded green region represents measurement and assembly uncertainties, and the
magenta and cyan bands show the approximate PB-2a observation bands. Figure 7.10a shows modulation
efficiency as a function of frequency. The dual-band-averaged value is 98%, while that of the single plate
is 75%. Figure 7.10b shows the AHWP’s modulation phase as a function of frequency, while that of a
single HWP is uniformly zero [82]. The table shows the measured ambient-temperature thickness, index
of refraction, and loss tangent for each layer in the AHWP’s optical stack. Indices are measured using an
FTS (Figure 7.13), and loss tangents are measured using a thermal emission apparatus (Figure 7.12). The
sapphire’s loss tangent is averaged over the ordinary and extraordinary axes.

which includes two aligned wire grid polarizers on either side of the sapphire window to
isolate the crystal axis. The measured Fabry-Pérot fringe pattern is then fit to extract
the indices, which are presented in the table of Figure 7.10. While attenuation is also
estimated using the FTS data, the sapphire’s loss tangent and thickness are so small that
constraining tan δ meaningfully is difficult. Nevertheless, a precise estimate of the sapphire’s
loss is critical to validating the WHWP, and therefore we perform a dedicated measurement
of sapphire emissivity.
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Figure 7.11: A measurement of a sapphire window’s crystal axis orientation. The measurement apparatus
is shown in Figure 7.11a. A ∼ 700◦ C ceramic thermal source is chopped at ≈ 20 Hz and collimated by
an absorbing screen. A lens focuses the collimated beam through a wire grid onto the sapphire plate, and
the output is polarized using another wire grid, is collimated by a lens and light pipe, and is detected by
a neutron transmutation doped (NTD) Germanium bolometer at 1.5 K. The detector’s output vs. sapphire
angle is shown in Figure 7.11b, and the maximum corresponds to the extraordinary axis’s location. This
orientation is then marked and used to align the Pancharatnam stack. We also measure the ordinary index
to gather statistics and better estimate uncertainties.

7.4.2 Sapphire loss

PB-2a’s mapping speed is quite sensitive to the WHWP’s emissivity, as shown in Figure 7.2,
and the WHWP’s emissivity is quite sensitive to dielectric loss (see Section 3.4.1) in the
sapphire. Therefore, a precise measurement of the sapphire’s loss tangent tan δ in PB-
2a’s frequency range is critical to the WHWP’s validation. Sapphire is expected to have
tan δ ∼ 10−4 at 150 GHz and 300 K [153, 114], making an emissivity measurement of
3.75 mm-thick windows challenging.33 To meet this challenge, we construct the thermal
emission apparatus (TEA) shown schematically in Figure 7.12.

The TEA measures the temperature increase over a 77 K background due to thermal
emission from a dielectric slab. We use 100 and 300 GHz heterodyne receivers previously
used on the Combined Array for Research in Millimeter-wave Astronomy (CARMA) [20].
The receiver features horn-coupled superconducting-insulating-superconducting (SIS) mixers
cooled to 4 K, fed by a tunable local oscillator (LO) to produce a 1-10 GHz intermediate-
frequency (IF) band that is digitized with a spectrum analyzer.

33CMB optical engineers often test thicker, smaller-diameter samples before purchasing the full-sized optic.
However, sapphire’s quality is sensitive to the properties of its growth, and it is expensive to purchase small
pieces from large-diameter boules. Therefore, we elect to “certify” the 512 mm-diameter, 3.75 mm-thick
pieces directly.
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Sapphire Reflected Transmitted Purpose

- - 77 K Calibrate receiver noise temp

- - 300 K Calibrate receiver gain

Y 300 K 77 K Calibrate reflection

Y 77 K 300 K Calibrate transmission

Y 77 K 77 K Measure emission

Figure 7.12: The PB-2a sapphire’s loss tangent at 300 K. Figure 7.12a shows the apparatus used to measure
the sapphire’s loss at room temperature. Thermal emission from the sapphire slab is detected over a 77 K
background using a heterodyne receiver. A series of configurations involving 300 K absorber are used to
calibrate receiver gain, receiver noise, reflection from the sapphire, and transmission through the sapphire.
Figure 7.12b shows a measurement of the IF-band-averaged, axis-averaged GHTOT sapphire tan δ at five LO
frequencies. The plot includes data points with error bars that account for both statistical and systematic
uncertainties (blue points), a linear fit to those data points (green band), and data presented in Parshin et
al. (red line) [153]. The table shows the TEA configurations used to characterize the sapphire’s loss.

Because the sapphire is not AR coated during this evaluation, it is important that radi-
ation reflected (in the reverse-time sense) from the slab’s front surface terminates at 77 K.
Thus, as shown in Figure 7.12a, the sapphire is mounted at a 45◦ angle to the receiver in
front of a polished aluminum sheet also mounted at 45◦. Both the sapphire and the mirror
reflect to pyramidal absorber submerged in a liquid nitrogen bath. The sapphire is on a
rotating stage, and the receiver is optimized for P polarization to maximize signal transmis-
sion through the slab. Measurements were made at LO frequencies of 100, 110, 220, 230,
and 240 GHz. We made a series of five measurements at each frequency, which are listed in
the table of Figure 7.12, in order to solve for the receiver’s noise temperature and gain as
well as the sapphire’s reflection coefficient, transmission coefficient, and emissivity.
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Several factors complicate the calculation of tan δ. First, the sapphire slab acts as
a Fabry-Pérot etalon, creating a series of transmission peaks with ≈ 13 GHz spacing.
Absorption, and hence thermal emission, in the slab is maximized at these frequencies and
minimized at the reflection peaks between them. Second, measuring the Fabry-Pérot pattern
is complicated by the double-sideband receiver, which folds signals above and below
the LO frequency into a single IF band. Finally, the principal axes of the sapphire were
not accurately known at the time of these measurements.34 Simulations based on analytic
techniques [52, 83] show that averaging the data across the IF band and across a range
of sapphire azimuth angles incurs systematic error that is smaller than the noise in our
measurement. Therefore, we present the band-averaged, sapphire-angle-averaged tan δ values
in Figure 7.12b. The measured GHTOT sapphire tan δ is consistent with the literature
value [153, 114] to within our 1σ uncertainty of ≈ 10−4.

To estimate the sapphire’s tan δ in the PB2 frequency bands, we linearly interpolate
the measured tan δ to 90 and 150 GHz, and the resulting values are given in the table of
Figure 7.10. We find that the sapphire’s in-band absorptivity is smaller than that of the
RO3006 AR layers.

7.4.3 Transmissivity

To validate the HWP’s AR performance, we utilize an FTS coupled to a broadband detec-
tor, shown schematically in Figure 7.13a. The signal from a temperature-modulated source
is collimated by an off-axis parabolic mirror. This beam travels through the WHWP, is split
between a pistoned and fixed path by a 250-µm-thick Mylar film, is recombined by the same
splitter, and is focused onto a 0.3 K bolometer by an ultra-high-molecular-weight polyethy-
lene (UHMWPE) collimator lens. The detector’s output is sent to a lock-in amplifier whose
value is integrated for 0.5 s at each moving-mirror position. The moving mirror’s step size
and dynamic range provide 1 GHz resolution over a 300 GHz bandwidth. We repeat the
described process with the WHWP removed to divide out any spectral effects from the FTS
setup and normalize the WHWP’s transmissivity. Additionally, we repeat the measurement
at various HWP azimuth positions to average over any polarization induced by the chopper
blade or input mirror.

The result of the FTS measurement is shown by the “Data” curve in Figure 7.13b.
We integrate the measured transmission across each PB-2a frequency band to obtain the
90/150 GHz HWP transmissivities in the table of Figure 7.13. To estimate the emissivity,
we simulate [52] HWP transmission vs. frequency using the dielectric layer parameters in
the table of Figure 7.10 and isolate the loss due to absorption. The transmission simulation
result, shown by the theory curve in Figure 7.13b, reveals that the simulated transmission
is consistent with the measured transmission to within 1σ.

34The crystal-axis measurements presented in Section 7.4.1 were performed after these sapphire loss mea-
surements.



CHAPTER 7. PB-2A WHWP 173

Dewar 

Detector 

Ceramic 
Heater 

Parabolic Mirror 

Stationary Mirror 

Moving Mirror 

Beam Splitter 

Collimator Lens 

HWP 

(a)

80 100 120 140 160
Frequency [GHz]

0.70

0.75

0.80

0.85

0.90

0.95

1.00

T
ra

ns
m

is
si

on

Theory
Data

95 GHz 150 GHz 

(b)

Band Transmissivity Emissivity

90 GHz 0.959± 0.014 0.020± 0.009

150 GHz 0.941± 0.015 0.032± 0.014

Figure 7.13: A schematic of the FTS used to measure PB-2a’s WHWP and a plot of the resulting trans-
missivity. Figure 7.13a shows a cartoon of the FTS apparatus. The signal from a temperature-modulated
source is collimated, travels through the optical stack into the FTS, and is focused onto a 0.3 K bolometer.
Figure 7.13b shows the measured transmission for the PB-2a WHWP between 60 and 180 GHz. The blue
points represent the WHWP’s measured angle-averaged transmissivity, while the red line and shaded region
represent the theoretical expectation using a transfer matrix calculator [52] and the individual-layer mea-
surements in the table of Figure 7.10. The measured bandpass agrees with the expectation to within 1σ.
The table presents the band-integrated transmissivity and emissivity across each PB-2a frequency channel.

7.4.4 Polarization efficiency

To measure the WHWP’s modulation efficiency, we utilize the setup shown schematically
in Figure 7.14a. The signal from a chopped thermal source is polarized with an input wire
grid, and the grid is tilted to avoid standing waves. The polarized beam travels through
the WHWP, is again polarized by an output wire grid,35 and is focused by an UHMWPE
collimator lens onto PB-2a-style 90 and 150 GHz detectors. The WHWP’s angle is stepped
in 10◦ increments, and the detector’s output is sent to a lock-in amplifier whose value is
integrated for 1.0 s at each orientation.

The result of the modulation efficiency measurement in Figure 7.14b is fit to

Sdet = ε cos2
[
2(χ− φ)

]
+ (1− ε) , (7.2)

35Even though the sinuous antenna is polarized, the output wire grid mitigates its frequency-dependent
polarization angle [49].
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Figure 7.14: A measurement of the WHWP’s polarization modulation efficiency in PB-2a’s observation
bands. 7.14a shows a cartoon of the polarized measurement apparatus. The HWP is mounted on a rotating
stage to modulate a polarized thermal source with respect to a polarized detector. 7.14b shows normalized
intensity as a function of HWP angle in each PB-2a frequency band. The points are the data, and the dotted
lines are the fits using Equation 7.2. The 90 GHz modulation (in red) is slightly “ahead” of the 150 GHz
modulation (in green) due to the WHWP’s frequency-dependent phase. The error bars for the measured
data points are smaller than the plot’s marker size. The table presents the band-integrated modulation
efficiencies across and the phase difference between the PB-2a bands.

where Sdet is the normalized signal seen by the detector, χ is the WHWP’s angle, φ is its
modulation phase (see Equation 6.28), and ε is its modulation efficiency (see Equation 6.22).
To characterize any cross polarization in the setup, we remove the WHWP and step the
input wire grid’s azimuthal angle in 10◦ increments over a 180◦ range. We fit this data to a
model given by

Sdet = (1− L) sin2
[
χWG − φWG

]
+ L , (7.3)

where Sdet is the normalized signal seen by the detector, χWG is the wire grid’s azimuthal
angle, L is its polarization leakage, and φWG is some phase. We find the setup’s leakage
to be < 1% in both the 90 and 150 GHz bands.

After accounting for cross polarization, the band-averaged polarization efficiencies and
phase differential are given in the table of Figure 7.14. Our measurement is consistent with
the prediction from Figure 7.10a to within the 1σ uncertainty associated with the plates’
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relative orientation and the detectors’ frequency responses. Figure 7.14b shows that the
HWP’s polarization angle is controlled to ≈ 1◦ between the PB-2a bands, which is small
enough to ease angle calibration in the field.

7.5 Discussion

The presented WHWP has deployed to Chile and will see first light on PB-2a following
ongoing commissioning of the detectors, readout, and optics. PB-2a’s HWP is the largest
deployed on any CMB experiment to date and is one of the first AHWP’s to operate on
a large-aperture telescope [37]. Therefore, a demonstration of PB-2a’s data quality will
represent a major step forward for polarization modulators for CMB observation.

While moving the PB-2a HWP from 4 K to 300 K accelerated modulator development,
thermal emission from the sapphire and AR coating substantially degrade the instrument’s
mapping speed (see Figure 7.2). So even though the WHWP improves low-` sensitivity,
the experiment’s overall sensitivity can be improved by cooling the AHWP to cryogenic
temperatures. Therefore, PB-2b and PB-2c adopt cryogenic HWPs, which are the focus
of Chapters 8-10.
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Chapter 8

A cryogenic HWP for PB-2b

This chapter overlaps substantially with Hill, Kusaka, Ashton, Barton, et al. (2020) [79]
and Hill, Kusaka, Barton, et al. (2018) [80], which we encourage the reader to cite instead
of or in addition to this dissertation.

To improve its sensitivity, POLARBEAR-2b (PB-2b), the second installment of Simons
Array (SA), implements a cryogenic half-wave plate (CHWP). Like PB-2a, PB-2b observes at
90 and 150 GHz and uses a sapphire Pancharatnam achromatic HWP (AHWP). Therefore,
PB-2b is able to leverage much of the optical design and characterization in Chapter 7.
However, there are several challenges associated with bringing the AHWP inside the cryostat
that have driven substantial hardware advancements.

Similar to the PB-2a warm HWP’s introductory discussion in Chapter 7, we first outline
the context surrounding the PB-2b polarization modulator. SA was funded in 2015 to build
three POLARBEAR-2-style (PB-2-style) telescopes, at which point PB-2—which was funded
in 2012 and was being built in Japan—became PB-2a, and PB-2b and PB-2c were born. PB-
2b shares many common characteristics with PB-2a, including an identical telescope design,
a nearly identical receiver cryostat design, alumina reimaging optics, lenslet-coupled sinuous
antennas, and transition-edge sensor (TES) bolometers. However, there are a few areas where
PB-2b improves over PB-2a, including higher-throughput anti-reflection (AR) coatings [97],
improved detector wafers and readout [224], and a cryogenic HWP rather than a warm
one [80, 79]. The PB-2b backend—which contains the focal plane infrastructure—was built
at the University of California, San Diego (UCSD) [85, 84], while the optics tube was built
at UC Berkeley. Motivated in part by its being a brand new component, the CHWP was
developed at Lawrence Berkeley National Laboratory (LBNL) under the purview of Akito
Kusaka. CHWP R&D launched in late 2014, the deployable CHWP was built and tested in
2016-2017, and the modulator was integrated into the PB-2b optics tube in 2018. The optics
tube was mated to the backend at UCSD in 2019, and PB-2b was deployed to Chile in early
2020. As of December 2020, PB-2b work in Chile is stunted by the COVID-19 pandemic,
but the CHWP is expected to see first light sometime in 2021. Therefore, the presented
research represents nearly six years of designing, constructing, and testing and includes
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Figure 8.1: Computer-aided-design (CAD) drawings of the CHWP in PB-2b. Figure 8.1a shows an optical
ray trace of the PB-2b telescope (left) and receiver cryostat (right), superposed onto CAD cross-sectional
views. Red boxes mark warm components, and blue boxes mark cold components. The CHWP is located
between the secondary mirror and the field lens and has a 440 mm clear-aperture diameter. Figure 8.1b
shows a zoomed CAD cross-section of the CHWP integrated into the PB-2b optics tube, highlighting CHWP-
relevant optical and thermal components. Red boxes mark warm parts, and blue boxes mark cold parts.
The CHWP’s clear aperture is defined by a stationary, HR-10-lined aperture tube (absorber not shown) that
hides non-optical rotating components from the telescope’s beam.
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several advancements in the research area of optical modulators for CMB polarimetry.
While stepped CHWPs have deployed on a variety of mm and sub-mm experiments [139,

27, 6, 72, 26], the continuously rotating CHWP is an emerging technology [105, 98, 80,
169, 79]. Operating a 500 mm-diameter, tens-of-kilogram, spinning instrument in a cryogenic
vacuum space poses a menagerie of challenges, including differential thermal contraction, fric-
tional dissipation, and cryo-mechanical durability. The PB-2b CHWP design addresses these
challenges with several hardware advancements.

As shown in Figure 8.1, the PB-2b CHWP is located within the receiver cryostat’s optics
tube, which has a 0.8 m-diameter vacuum shell and two cryogenic stages cooled by a pulse
tube refrigerator1 (PTR) to ≈ 50 K and ≈ 4 K. The CHWP operates on the 50 K stage
near the telescope’s Gregorian focus in front of three reimaging lenses and behind a vacuum
window, radio-transmissive multi-layer insulation (RT-MLI) [31], and an alumina infrared
absorbing filter (IRF) [93]. Its drive system consists of a superconducting magnetic bearing
and a synchronous electromagnetic motor, and its rotation angle is monitored by a slot-
chopped optical encoder. In this chapter, we describe the PB-2b CHWP’s design, and in
Chapter 9, we present its evaluation in the laboratory.

8.1 Precedent

CHWPs have been deployed on several experiments prior to SA, and PB-2b’s CHWP design
leverages this preceding work. Most notably, the PB-2b CHWP’s design concept relies on
aspects of the E and B EXperiment (EBEX) continuously rotating CHWP [105, 132], and
we briefly acknowledge this precedent before presenting PB-2b’s modulator.

EBEX was a balloon experiment that flew for 20 days above Antarctica in 2013 and
observed at 150, 250, and 410 GHz [206]. They used a five-stack AHWP and a three-layer
anti-reflection (AR) coating to accommodate their trichroic, broadband receiver design [134].
The EBEX CHWP is located on the 4 K stage just in front of the aperture stop, rotated on a
superconducting magnetic bearing, driven by an external motor coupled to a Kevlar belt, and
monitored by a slot-chopped angular encoder [105]. While EBEX’s telescope control system
experienced critical failures2 during flight [1], the CHWP successfully rotated 584,000 times
at its nominal 1.235 Hz rotation speed and achieved a velocity stability of 0.45% per ten-hour
observation [206]. Given this outcome, the EBEX CHWP is a success story upon which the
PB-2b CHWP can build.

There are a few elements to the PB-2b CHWP implementation that are distinct from
those of EBEX. First, the PB-2b CHWP is located on the 50 K stage, which relaxes its power
dissipation requirements. Second, it is not located at the aperture stop (see the left panel of
Figure 7.1b). Therefore, beams from detectors across the focal plane only partially overlap,
heightening the importance of optical-stack uniformity to suppress HWP synchronous signals

1Cryomech PT415: https://www.cryomech.com/products/pt415/
2It is worth noting that balloon experiments are “high-risk, high-reward,” where successful flights are pow-
erful but “showstopping” issues are common. Therefore, EBEX’s outcome is not unique.

https://www.cryomech.com/products/pt415/


CHAPTER 8. PB-2B CHWP 179

Parameter Requirement Achieved

Assembly outer diameter ≤ 700 mm 690 mm

Assembly height ≤ 100 mm 95 mm

Clear-aperture diameter ≥ 430 mm 440 mm

Rotor temperature Trotor ≤ 55 K < 53 K

Thermal dissipation Pstator ≤ 2 W < 1.3 W

Rotor thermalization time ≤ 36 hr 5 hr

Rotation frequency fHWP ≥ 2 Hz ≤ 2.8 Hz

Angle encoder noise σχ � 3 µrad/
√

Hz 0.1 µrad/
√

Hz

B-field interference σB @ 4fHWP � 20 µG/
√

Hz < 10 µG/
√

Hz

Trotor stability σTrotor @ 1 mHz � 1 mK/
√

Hz < 0.3 mK/
√

Hz

Table 8.1: The CHWP’s numerical requirements and achieved values.

(HWPSSs). Third, the PB-2b CHWP must undergo > 100 million revolutions as opposed
to EBEX’s 100 thousand, elevating the importance of operational durability. And last, SA is
projected to be a more powerful instrument than EBEX, and therefore the PB-2b CHWP’s
systematic effects must be more tightly controlled to avoid degrading data quality. For these
reasons and others, several aspects of the PB-2b CHWP design are fresh and novel.

8.2 Requirements

The CHWP must meet several optical, thermal, noise, and operational requirements to effec-
tively mitigate 1/f noise and intensity-to-polarization (I-to-P) leakage while not introducing
its own systematic effects. These requirements are central to the CHWP design and de-
pend on the specifics of PB-2b’s telescope, cryogenic, and detector systems. When it was
conceived, PB-2b was virtually a copy of PB-2a [133], which does not use a CHWP. As a re-
sult, the CHWP is retrofitted to the original PB-2b design and centers around maintaining
“heritage” system performance. Table 8.1 summarizes the PB-2b CHWP’s numerical re-
quirements and achieved values. In the following subsections, we detail the CHWP’s design
drivers and how they flow into its hardware specifications.

8.2.1 Spatial and optical requirements

The initial set of requirements are on the CHWP’s physical dimensions. As shown in Fig-
ure 8.1, the assembly must fit within the confines of the optics tube’s vacuum shell, limiting
its cryogenic diameter to ≤ 700 mm. Additionally, its height, or dimension along the
z-axis, must be ≤ 100 mm so that the window aperture does not extend too far toward
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Figure 8.2: The reverse-time-sense, peak-normalized, 90 GHz, x-polarization illumination pattern onto the
CHWP aperture plane from detector pixels at the center (left panel) and −y-edge (right panel) of the focal
plane. The 430 mm aperture requirement is marked with a dashed cyan circle about the telescope’s chief
ray, and the total spillover for the center (edge) pixel is 0.2% (0.1%).

the secondary mirror, where the telescope’s beam3 diverges more rapidly than within the
receiver. These dimensional constraints influence much of how the CHWP subsystems are
built and arranged, as well as their clearances and alignment tolerances.

While a presentation of sapphire-stack requirements is relegated to Chapters 6 and 10,
we do discuss the clear-aperture diameter, which is central to the cryo-mechanical design.
The CHWP is located sky-side of the field lens (see Figure 8.1a), and its clear aperture must
be large enough to admit the beam between the secondary mirror and the Gregorian focus.
We use GRASP4 to simulate the polarized, 90 GHz response of detector pixels across the
focal plane, and Figure 8.2 shows the x-polarization illumination of the central and −y-edge
pixels at the CHWP aperture. To set a requirement, we vary the CHWP aperture diameter
and compare the telescope’s far-field beam to that with the CHWP aperture removed.
We evaluate a collection of merit figures, including angular resolution, spill over the primary
mirror, side-lobe amplitude, and differential pointing and ellipticity [179]. We find that a
430 mm aperture has no impact on the central pixel and has edge-pixel impacts that are
subdominant to preexisting systematic effects in the telescope optics. Therefore, we require
that the CHWP aperture encapsulate a 430 mm-diameter circle about the telescope’s chief
ray, including a margin for manufacturing and alignment tolerances.

Additionally, we require all rotating, non-optical CHWP components to be hidden from

3As shown in Figure 7.1a, the telescope’s beam is defined as the collection of reverse-time-sense rays from
all detectors on the focal plane.

4GRASP: https://www.ticra.com/software/grasp/

https://www.ticra.com/software/grasp/
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the beam in order to minimize rotation-synchronous signals. To satisfy this requirement,
the bearing and sapphire must be sufficiently oversized to encapsulate the optical baffling
that defines the CHWP aperture, as shown in Figure 8.1b.

8.2.2 Thermal requirements

The next set of requirements are on the CHWP’s thermal impact. Because the PB-2b
detectors are expected to be photon-noise limited, CHWP-induced optical power can
dramatically degrade experiment sensitivity. Figure 8.3 shows the simulated fractional im-
pact of rotor5 temperature on PB-2b mapping speed (see Section 3.10), compared to that
of a PB-2a-style warm HWP (WHWP) (see Figure 7.2). Mapping speed quantifies the num-
ber of detector-hours needed to reach a specified CMB map depth, and therefore fractional
mapping speed is analogous to detector yield or observation efficiency. In this simulation,
the CHWP is assumed to have an epoxy-based AR coating (see Section 10.4), and sensitivity
degradation with increasing CHWP temperature is primarily due to increasing mm-wave
emission, which in turn increases detected photon noise. As shown by the WHWP points,
some of the sensitivity loss at ≈ 270 K can be reclaimed by optimizing the AR coating
for lower ambient emissivity (see Section 7.2.2), but the biggest sensitivity gain comes from
cooling the HWP to cryogenic temperatures. Mapping speed retention is > 97% when the
CHWP is at < 50 K, and the sensitivity loss vs. CHWP temperature is gentle < 100 K.
Therefore, the dominant driver of the rotor’s temperature is not the CHWP’s mm-wave
emission but instead its IR emission onto the field lens.

In the heritage PB-2b design without the CHWP, the 4 K field lens is radiatively loaded6

by the IRF (see Figure 8.1b). Therefore, if the CHWP becomes warmer than the IRF or if
its dissipation onto the 50 K stage is too large, the CHWP-induced 4 K load will exceed
that of the heritage configuration, which may in turn increase lens and Lyot temperatures
and even degrade the performance of the sub-kelvin stage. Section 8.6 discusses the CHWP
thermal system in detail, and Figure 8.11 shows the relationship between rotor temperature
and field-lens load. We require that the 4 K load not exceed that of the heritage configuration
at 85% confidence, requiring the rotor temperature to be

Trotor ≤ 55 K . (8.1)

It is unavoidable that the CHWP’s motor and bearing will dissipate power onto its stator
stator7, raising IRF and rotor temperatures. The goal, however, is to keep this temperature
rise small enough to not warm 4 K components. Utilizing load-curve8 measurements of the
PB-2b optics tube [84], we mandate that the CHWP warm the 50 K stage < 1 K with respect

5The “rotor” collectively refers to the CHWP’s rotating components.
6The term “load” is most often used to describe power dissipation in electrical systems but is also used to
describe power transfer in thermal systems.

7The “stator” collectively refers to the CHWP’s stationary components.
8A “load curve” is a plot of an object’s temperature as a function of the load (power) on it.
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Figure 8.3: The fractional impact of rotor temperature on CHWP emissivity (Figure 8.3a) and PB-2b
mapping speed (Figure 8.3b) with respect to that of a 4 K HWP. For comparison, the emissivity and
mapping speed impact of a PB-2a-style warm HWP (WHWP) at 273 K are marked with star points (see
Figure 7.2). Note that the mapping speed gain of a 4 K CHWP over a 50 K CHWP is ≈ 1%.

to the heritage configuration and therefore set the CHWP’s 50 K dissipation requirement to
be

Pstator ≤ 2 W . (8.2)

We next require that the CHWP not add to PB-2b’s cooldown time. This mandate is
important both for restarting observations following a disruption in the field and for rapid-
turnaround receiver testing in the lab. The heritage PB-2b system takes about five days to
cool, and that duration is limited by the cooldown of the focal plane,9 which reaches 4 K
about 36 hours after the optics tube [84]. The CHWP’s cooldown time is limited by that
of the rotor, which has a large thermal mass and is heatsinked by unfastened interfaces (see
Section 8.3.4). Therefore, we require that the rotor reach its base temperature before the
focal plane has thermalized, or within 36 hours of the 50 K stage.

Finally, we require that CHWP operation not vibrate the focal plane structure. CHWP-
induced vibrations can generate microphonic heating that may modulate the focal plane’s
temperature and degrade detector gain stability [84]. To avoid such issues, we require no
measurable difference in focal-plane temperature between when the rotor is spinning and
when it is not.

9The focal plane has a large thermal mass, as it consists of detector wafers, readout modules, and a beefy
Invar frame. In addition, the focal plane is well isolated from the 4 K stage in order to reduce the load on
the mK fridge during detector operation.
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8.2.3 Noise requirements

As discussed in Section 6.7.2, for the CHWP to effectively suppress 1/f noise, fm = 4fHWP

must be large enough such that all modulation sidebands, which are contained within
4fHWP±∆f , are above the Atacama’s 1 ∼ 2 Hz knee frequency [199, 111], or the frequency
at which 1/f noise power and white noise power are equal. Assuming a 0.4◦/s telescope scan
speed [214], the sky is fully resolved by ≈ 4 Hz of temporal bandwidth [199]. Therefore, we
require the CHWP’s rotation frequency to be

fHWP ≥ 2 Hz , (8.3)

which places the demodulation band 4fHWP ± ∆f = 8 ± 4 Hz comfortably clear of
atmospheric fluctuations. PB-1 and the Atacama B-mode Search (ABS) also rotate their
HWPs at ≈ 2 Hz in Chile and achieve excellent 1/f suppression in their demodulated detector
data [199, 111].

While rejecting optical 1/f noise, the CHWP introduces other noise sources that can
degrade data quality. These CHWP-induced noise sources are largely common-mode across
the focal plane and hence do not average down during detector coaddition. Therefore, we
require the noise-equivalent CMB temperature (NETCMB) (see Equation 3.62) of each
CHWP noise source to be much less than PB-2b’s forecasted array-averaged NETCMB [196]

NETHWP
CMB � NETarr

CMB = 5.8 µKCMB/
√

Hz . (8.4)

We use this bound to set requirements on three primary CHWP contaminants: encoder
angle jitter, magnetic interference, and rotor temperature stability.

Firstly, angle jitter injects 4fHWP noise into the demodulated detector timestreams, as
discussed in Section 6.7.3, and the requirement for PB-2b is

σχ � 3µrad/
√

Hz , (8.5)

which is identical to that of the PB-2a WHWP.
Secondly, CHWP-induced magnetic interference can also inject noise into the demod-

ulated data. The PB-2b detector array consists of aluminum manganese (AlMn) transition-
edge sensors (TESes) amplified by superconducting quantum interference devices (SQUIDs)
(see Sections 2.4 and 2.4.2). Both AlMn TESes and SQUIDs are sensitive to ambient mag-
netic fields, and because the PB-2b CHWP consists of a magnetic bearing and an electro-
magnetic motor (see Section 8.3), magnetic interference at the focal plane must be carefully
controlled.

PB-2b uses gradiometric Series SQUID Array Amplifiers (SSAAs) [193] fed back using
Digital Active Nulling [67], stabilized by a low-frequency flux-locked loop [14], and shielded
via a combination of µ-metal and superconducting niobium [233]. This particular SQUID
configuration is robust to time-varying magnetic fields, especially those that are uniform over
each SQUID’s ∼ 10 mm2 area. Therefore, the more considerable CHWP-specific concern is
magnetic interference in the detectors themselves.10

10Private communication with Tijmen de Haan (KEK High Energy Research Organization) and Darcy
Barron (University of New Mexico), May 2020.
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Magnetic pickup at 4fHWP mimics modulated sky polarization, especially if the magnetic
signal drifts over the course of an observation. The superconducting transition temperature
Tc of AlMn varies slightly with ambient magnetic field B [43], and a change in Tc changes
the bolometer’s saturation power Psat, which in turn mimics a change in optical power Popt

(see Section 2.4.1). We can convert the CHWP-induced magnetic jitter σB to NETCMB as

NETHWP
CMB =

dTCMB

dPopt

dPsat

dTc

dTc

dB
σB . (8.6)

Measurements of the PB-2b AlMn TESes give dTc/dB = 0.3 mK/G [222] and dPsat/dTc =
0.1 pW/mK [224], while simulations of PB-2b’s optics [81] give dTCMB/dPopt = 12 µKCMB/aW.
We again require that NETHWP

CMB � NETarr
CMB such that

σB @ 4fHWP � 20 µG/
√

Hz . (8.7)

The final noise requirement is on the CHWP rotor temperature stability. Thermal
emission from the CHWP can be modulated at 4fHWP due to non-uniformities in the sapphire
stack [170]. In turn, variations in CHWP temperature will modulate the amplitude of this
thermal signal, mimicking polarized sky fluctuations in the demodulated detector data. At
50 K, the thermal 4fHWP amplitude is expected to arise predominantly due to thickness
and index variations in the AR coating, as sapphire is very transparent at mm wavelengths
and low temperatures [153, 22]. While a more detailed study of AR-coating uniformity is
relegated to Chapter 10, we set an empirical limit by once again invoking the PB-1 HWP’s
4fHWP amplitude (see Equation 6.48), which is ∼ 10% of its thermal emission [199]. We
assume that the PB-2b CHWP’s 4fHWP thermal signal will also be 10% of its thermal
emission to set a conservative11 requirement on its temperature stability.

Rotor temperature fluctuations σTrotor can be converted to NETCMB as

NETHWP
CMB =

0.1ε

η

dTCMB

dTRJ

σTrotor , (8.8)

where ε = 0.02 is the assumed CHWP emissivity (see Section 10.2.2.2), η = 0.9 is the
optical efficiency of the telescope + atmosphere between the CHWP and the CMB, and
dTCMB/dTRJ = 1.7 is evaluated at 150 GHz. Noting that rotor temperature fluctuations
follow a 1/f spectrum, we require NETHWP

CMB � NETarr
CMB on 1,000 s timescales—long enough

to encapsulate many long-baseline telescope traversals—which imposes a rotor temperature
stability requirement of

σTrotor @ 1 mHz� 1 mK/
√

Hz . (8.9)

11While a substantial portion of the PB-1 4fHWP signal is due to polarized emission from the primary mirror
(as discussed in Section 6.7.3), we assume here that it is entirely due to HWP non-uniformity in order to
set a conservative requirement on CHWP temperature stability.
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8.2.4 Operational requirements

As the only moving component inside the receiver cryostat, the CHWP poses unique risks
to experiment operations. PB-2b intends to observe for at least three years in Chile, and the
CHWP must operate robustly for as long as it is needed. This situational constraint gives
rise to several operational requirements, which we highlight below.

First, the CHWP must be robust against component degradation. Because warming,
opening, and cooling the receiver cryostat cost weeks of observation time, the rotor should be
able to undergo > 100,000,000 revolutions without being serviced. This robustness require-
ment drives many aspects of the CHWP design, such as a zero-contact drive and multiple
hardware redundancies. Second, standard CHWP operation must require no human inter-
vention. Critical monitoring data, such as encoder data packet drops, rotational velocity,
temperatures, and gripper status, are automatically logged. Additionally, the CHWP con-
trol software comprises a system of classes, configuration files, and command-line executables
designed to interface with the observatory control program in order to fully automate rou-
tine operations. Rotor temperature monitoring is particularly important and is discussed in
Section 8.6.1.

Third, we mandate an automated shutdown procedure to keep the rotor centered if
site power is lost. Weather events are not uncommon on Cerro Toco and can cause sudden
generator failures. If PTR cooling terminates and site network access is unavailable, the
CHWP must automatically stop and stow such that it can reliably restart with minimal
performance degradation. Shutdown and recovery testing was central to system evaluation
and is discussed in Section 9.3.5. Fourth, in the event of critical equipment failures, an issue
with the sapphire stack, or an otherwise unforeseen problem, the CHWP must be simple to
service on the telescope. This requirement motivates the CHWP’s location near the vacuum
window where it can be accessed with minimal disassembly, as discussed in Section 8.7.

8.3 Cryo-mechanical assembly

Given the requirements presented in Section 8.2, we now discuss the design of the CHWP
mechanism, shown in Figures 8.1b and 8.4. The CHWP consists of a rotor, stator, motor,
encoder, and gripper, all integrated into a compact assembly on the 50 K stage. The following
sections detail the designs of each subsystem.

8.3.1 Location

The CHWP is located on the 50 K stage, which has several advantages over other possible
4 K locations, such as at the Lyot stop. First, the CHWP is skyward of all reimaging
optics, mitigating the impact of I-to-P generated at the lens surfaces. Second, at 50 K, the
sapphire stack’s mm-wave emission is already deeply subdominant to that of other optical
elements, limiting the sensitivity gain of cooling further (see Section 8.2.2). Third, the PTR’s
first stage has substantially more cooling power (∼ 10 W/K) than its second (∼ 1 W/K),
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Figure 8.4: The CHWP rotation mechanism without the sapphire stack. Rotating components are labeled
with cyan boxes, and non-rotating components are labeled with orange boxes. Figure 8.4a shows a CAD
cross-section of the rotation mechanism with the rotor floating 5 mm above the stator. The YBCO ring is
buckled due to residual thermal stress between the YBCO tiles and their aluminum fixture. Figure 8.4b
shows a photograph of the rotation mechanism with the retaining ring removed and the gripper ports, gripper
fingers, and flex circuit added. The magnet and YBCO rings are separated by three 4 mm shims. All internal
wiring, including that of the solenoids, photodiodes, LEDs, and thermometers, exit the assembly via four
25-pin Micro-D connectors at the bottom of the photo.
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relaxing CHWP dissipation requirements. Fourth, the focal plane structure is anchored to
the 4 K stage but not the 50 K, easing CHWP vibrational requirements. Fifth, the 50 K
location necessitates minimal optics-tube assembly/disassembly to install/access the CHWP,
making it easy to both integrate into the receiver and service on the telescope, if necessary.
Finally, the 50 K CHWP is modular, with its addition to the PB-2b instrument requiring
no adjustments to the heritage lens shapes or positions, thermal filtering, or optics tube
assembly procedure. This final feature was particularly powerful for PB-2b integration and
testing, allowing the CHWP and optics tube to be validated in parallel prior to full system
integration, hence accelerating the receiver commissioning process.

8.3.2 Optical design

As shown in Figure 8.1b, the CHWP sapphire stack consists of three ≈ 505 mm-diameter,
3.8 mm-thick sapphire windows (see Section 7.2.1) with a ≈ 0.7 mm-thick dual-layer AR
coating on each of its outermost surfaces. The stack is held in an aluminum cradle, which uses
tubular springs12 to absorb differential thermal contraction and keep the sapphire from
shifting during cooldown and rotation. The cradle has a 490 mm clear-aperture diameter, is
20 mm thick, and weighs ≈ 10 kg including the sapphire stack.

The CHWP’s clear aperture is defined by a stationary 440 mm-diameter tube lined with
HR-10 absorber.13 This aperture tube is 60 mm tall and forms a 5 mm gap with the
back face of the sapphire stack, “hiding” non-optical components from the telescope’s beam
and restricting the propagation of any CHWP-induced stray light. The CHWP’s aperture
diameter is limited by bearing manufacturing constraints (see Section 8.3.3) yet meets the
430 mm requirement while providing ± 5 mm of radial alignment tolerance.

8.3.3 Bearing

The CHWP bearing needs to be low-friction, have a large bore diameter, and be mechan-
ically robust at low temperatures. Cryogenic ball bearings with a ∼ 500 mm bore are not
commercially available and are challenging to develop due to thermal contraction, vibration,
and durability issues. Therefore, the PB-2b CHWP employs a superconducting mag-
netic bearing (SMB), as shown in Figure 8.4. The SMB operates by flux pinning in
an azimuthally symmetric geometry. When suspending a uniformly magnetized ring (the
rotor) above a type-II superconducting ring (the stator) and subsequently cooling the super-
conductor below its transition temperature, the rotor’s permanent magnetic field becomes
trapped in the stator’s superconducting bulk, constraining the rotor in the axial and radial
directions while allowing it to rotate in azimuth. SMBs are implemented in other CHWP
systems for CMB observation [132, 105, 168, 169, 167], and their cryogenic robustness is well
demonstrated.

12Spira Manufacturing Corporation: https://www.spira-emi.com/
13Eccosorb: https://www.laird.com/rfmicrowave-absorbers-dielectrics

https://www.spira-emi.com/
https://www.laird.com/rfmicrowave-absorbers-dielectrics
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The PB-2b SMB is manufactured by Adelwitz Technologiezentrum GmbH.14 The magnet
ring consists of 16 22.5◦, 97 mm × 16 mm annular segments of Neodymium (NdFeB), glued
contiguously into an encapsulating G10 fixture to form a highly uniform, ≈ 5,000 G surface
field. The superconducting ring consists of 46 7.8◦, 35 mm × 13 mm annular segments of
yttrium barium copper oxide (YBCO), which has a Tc ≈ 90 K, glued into an encapsulating
aluminum fixture to form a contiguous type-II superconductor. Both the rotor and stator
have a 470 mm inner diameter, which is large enough to fit around the aperture tube with
a 5 mm radial clearance (see Figure 8.1b).

The SMB’s effectiveness relies on a small separation between the permanent magnet
and YBCO. SMB stiffness is a steep function of rotor-stator separation [91], and therefore
controlling the rotor’s axial position near the YBCO’s transition temperature is critical
to controlling the SMB’s spring constant. The nominal rotor-stator separation in the
PB-2b CHWP system is 5 mm, for which we measure a bearing spring constant of
≈ 300 N/mm. In addition, SMB friction must be small enough to both achieve the required
rotation speed and mitigate heat dissipation. Eddy losses are induced by eddy currents in
nearby metal and scale as ∆B2 [12], where ∆B is the rotor’s peak-to-peak magnetic field
variation. Hysteresis losses arise due to paramagnetic hysteresis in the YBCO and scale as
∆B3 [237]. Therefore, the uniformity of the magnet ring is critical to minimizing dissipation
during continuous rotation. A measurement of rotor friction is presented in Section 9.3.4.

8.3.4 Gripper

Magnetic levitation is a cryogenic phenomenon, and the SMB only engages below the
YBCO’s ≈ 90 K superconducting transition temperature. Above this temperature, the
YBCO does not flux pin, and the rotor is effectively decoupled from the stator. Therefore,
the CHWP employs a gripper to support the rotor during cooldown and keep it aligned
until levitation initiates. The gripper consists of three subassemblies azimuthally distributed
about the rotor (see Figure 9.2): one along −y, and the others ± 40 deg15 about +y. Each
subassembly has a linearly actuating vacuum feedthrough at 300 K, a flexible, ther-
mally isolating “arm” between 300 and 50 K, and a 50 K “finger” that engages the rotor
stage. When the gripper fingers are extended, the rotor is gripped, and when they are
retracted, the rotor is released.

Figure 8.5 shows a CAD rendering and photographs of a single gripper subassembly. The
feedthrough16 consists of a linear actuator17 with a vacuum-compatible bellows assembly
that mounts to a ConFlat port on the vacuum shell. The feedthrough bolts to a rubber
spring assembly, which adds compliance both along and about the radial direction. This
spring assembly in turn connects to the gripper arm, which is composed of a hinged thermal

14ATZ: http://www.atz-gmbh.com/
15The opening angle of the top two subassemblies is less than 120◦ to avoid mechanical interference with the

optics tube’s PTR attachment, as shown in Figure 9.2.
16Huntington Mechanical Laboratories: https://huntvac.com/
17SMC Corporation: https://www.smcusa.com/

http://www.atz-gmbh.com/
https://huntvac.com/
https://www.smcusa.com/
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Figure 8.5: A detailed view of a single gripper subassembly with the retaining ring removed for visual clarity.
Red boxes mark warm components, and blue boxes mark cold components. Figure 8.5a shows a CAD cross-
section of a gripper subassembly with the rotor un-gripped and floating. Figure 8.5b shows a photograph of
a feedthrough actuator attached to a gripper arm. Figure 8.5c shows a photograph of the linear bearing and
the copper gripper finger without the gripper arm.

isolator joined to a 6 mm-diameter, 50 mm-long aluminum bearing shaft. The thermal
isolator comprises two brass hinges epoxied to either end of a 24 mm-long, 0.8 mm-thick-
walled hollow G10 tube. The hinges accommodate differential thermal contraction along
the receiver cryostat’s axial direction and relax alignment tolerances between the 300 K and
50 K stages.

The bearing shaft enters the 50 K assembly through a gripper port, which includes a
10 mm-diameter hole in the 50 K shield and a Frelon-lined linear bearing within which the
bearing shaft slides. Because this port introduces a potential 300 K light leak, the outer
surface of the linear bearing and the inner surface of the 50 K shield are blackened with
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carbon-loaded Stycast [156] to limit the propagation of any stray light. The innermost end of
the bearing shaft bolts to the gripper finger, which is a 6 mm-deep, 90◦-angled, oxygen-free
high-thermal-conductivity (OFHC) copper wedge, attached to the CHWP stator via two
flexible OFHC copper-braid heat straps.18 When the rotor is gripped, the finger fits into an
identically shaped, azimuthally symmetric groove on the rotor stage, heat sinking the rotor
while constraining its axial position.

The gripper finger also contains a spring-loaded probe that contacts an azimuthally sym-
metric flex circuit when the rotor is gripped, permitting four-point readout of a silicon diode
thermometer19 on the sapphire stack’s cradle. The probe is a beryllium copper, four-point
battery contact, and the Kapton-based flex circuit20 has four 2 mm-wide, 2.5 mm-pitch,
gold-plated copper traces soldered to the thermometer’s leads.

The complete gripper assembly is composed of three subassemblies that actuate simulta-
neously to grip and release the rotor. The motors are driven by a parallel-output controller,21

which is commanded using a programmable logic controller (PLC).22 The typical cooldown
configuration for the PB-2b receiver is approximately horizontal (see Figure 9.2), with the
bottom gripper finger supporting the rotor’s 17 kg mass. Therefore, we employ a 450 N-max
motor for the bottom subassembly and 200 N-max motors for the top two.23

The gripper is designed for reliability. Each gripper finger attaches to its bearing shaft
with two titanium24 bolts to avoid fastener fatigue and has two PTFE25 stabilizers that slide
along the bottom face of the retaining ring (see Figure 8.4a) to constrain rotation about the
gripper-port axis. The G10 tubes and hinges are joined with a step to avoid compression
failures, and the hinges are screened to withstand more than 4× the rotor’s weight. In
addition, the rotor’s center of mass lies in the plane of its triangular groove, and the bottom
finger’s copper wedge is slightly V-shaped, forming a 176◦ angle about the radial direction.
These two features allow the rotor to be constrained by the bottom subassembly alone when
the receiver is horizontal, providing insurance against possible gripper failure modes such as
motor control issues and imperfect subassembly synchronization.

8.4 Motor

The CHWP motor needs to drive stable 2 Hz rotation while being low-dissipation, low-
magnetic-interference, and mechanically robust at cryogenic temperatures. While EBEX
successfully operated a belt drive using an external motor during weeks of CMB observation

18The OFHC heat straps were machined and welded at the LBNL main machine shop.
19Lakeshore DT-670: https://www.lakeshore.com
20Q-Flex: https://www.qflexinc.com/
21SMC JXC-831: https://www.smcpneumatics.com/JXC831.html
22Click C0-00DR-D: https::/automationdirect.com/click-plc/
23SMC LEY-32 and LEY-16: https://www.smcusa.com/
24Titanium is both strong and non-magnetic.
25PTFE is low-friction and maintains its slipperiness down to cryogenic temperatures.

https://www.lakeshore.com
https://www.qflexinc.com/
https://www.smcpneumatics.com/JXC831.html
https::/automationdirect.com/click-plc/
https://www.smcusa.com/
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Figure 8.6: A CAD cross-section of the CHWP’s motor and a photograph of the encoder read heads.
Figure 8.6a shows a zoomed CAD cross-section of the CHWP motor. Rotating components are labeled
with cyan boxes, and stationary components are labeled with orange boxes. The slotted encoder plate and
sprocket ring are semi-transparent for visual clarity. Figure 8.6b shows a photograph of the encoder read
heads and nearby solenoids with the slotted encoder plate removed. The collimator holes for the motor
LEDs are circled in green and labeled by phase, while those of the angle LEDs are circled in magenta. The
solenoids are also labeled by phase and are radially aligned with their corresponding motor LED-PD pairs.

[105, 206], the PB-2b CHWP must run for years, motivating a drive system free of mechani-
cal fatigue. Therefore, we utilize a brushless, three-phase, synchronous electromagnetic
motor driven by custom electronics. We discuss the motor’s cryogenic assembly, driver, and
efficiency in the following subsections.

8.4.1 Motor cryogenic assembly

The motor’s cryogenic assembly is shown in Figure 8.6a. Its active component consists of 114
solenoids26 with low-carbon-steel magnetic cores27 glued with equal spacing onto a 650 mm-
diameter low-carbon-steel ring on the stator. Each coil has an 8.6 mH inductance and a≈ 3 Ω
resistance at 50 K, and the motor’s three phases are driven across three regularly interspersed
groups of 38 coils. To reduce the motor’s equivalent resistance and hence reduce the
voltage needed to operate it, the solenoid array is further divided into four sections—two
with 30 total coils, two with 27 total coils—that are driven in parallel. The motor’s passive
component consists of 76 1.5 mm-diameter × 1.5 mm-tall NdFeB magnet sprockets, which
have a 6,700 G surface field and are glued with equal spacing and alternating polarity onto
a 650 mm-diameter low-carbon-steel sprocket ring on the rotor.

The solenoids are energized in three 120◦-separated phases with an alternating drive
voltage ± VD, creating an oscillating magnetic field that couples to the rotor’s magnet
sprockets, driving rotation. The sprockets, solenoids, and cores are carefully chosen to avoid

26APW Company: https://apwelectromagnets.com/fc-6035.html
27Low-carbon steel has a similar magnetic permeability to that of pure iron but is cheaper and easier to

machine. All steel parts are nickel-plated to prevent rusting.

https://apwelectromagnets.com/fc-6035.html
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cogging while providing enough torque to attain the required rotational velocity. At 2 Hz
rotation, the motor delivers only ≈ 5 N-mm of torque, making it susceptible to physical
touches. Therefore, the CHWP assembly includes a system of wire harnesses to facilitate
clean cable management. Additionally, despite the < 2 mm rotor-stator alignment require-
ment presented in Section 8.4.3, we provide 5 mm of clearance around the rotor to further
limit the possibility of a physical touch impacting rotation.

The coils are driven by custom electronics, described in Section 8.4.2, whose sensing
component is an optical encoder on the 50 K stage shown in Figure 8.6b. The encoder
consists of three 940 nm light-emitting diodes28 (LEDs) shining onto three reverse-biased
photodiodes29 (PDs) through a slotted encoder plate on the rotor. The LEDs and PDs
are soldered to printed wiring boards and are housed in aluminum read heads with 1 mm
diameter, 3 mm deep collimation holes. As shown in Figures 8.4a and 8.6b, the LED read
head is mounted to four precision-ground aluminum standoffs on the stator baseplate, while
the PD read head is similarly mounted to the retaining ring on the opposite side of the slotted
encoder plate. Each motor LED-PD pair is azimuthally aligned with the solenoid array, and
the read heads are aligned to each other using dowel pins during assembly. The gallium
aluminum arsenide LEDs and the silicon PDs are cryogenically screened via dunk tests in
liquid nitrogen and have been robust throughout hundreds of hours of testing. Even so, the
CHWP has two identical pairs of read heads, as shown on the right- and left-hand sides of
Figure 8.4, to provide insurance against LED or PD failure. The slotted encoder plate has
38 5 mm-wide motor slots whose edges are azimuthally aligned to the magnet sprockets.
During rotation, the slot pattern chops the PD input, and the motor driver converts this
photocurrent waveform into the solenoid bias voltage, as described in Section 8.4.2. Both
the slotted encoder plate and cap ring are made of G10 to minimize motor-induced eddy
currents on both the stator and rotor.

8.4.2 Motor driver

The motor drive electronics must be robust, low-noise, and simple to operate. While com-
mercial drivers for synchronous motors are abundant, most involve auxiliary control software,
pulse-width-modulated (PWM) waveforms (which can inject high-frequency noise into the
receiver), and awkward interfacing to the PB-2b cryogenic assembly. Therefore, we employ
a custom driver printed circuit board (PCB) that both meets our requirements and
simplifies CHWP operation. The presented PCB is also used to read out the angle encoder
signal, as discussed in Section 8.5.

A single PD amplification chain is shown in Figure 8.7, and the complete driver PCB is
shown in Figure 8.8. Photocurrent from the PD read head travels through 50 K Manganin
ribbon cables,30 a DB-25 vacuum feedthrough,31 and 300 K, double-shielded, twisted-pair,

28Vishay VSMB294008G: https://www.vishay.com/docs/84228/vsmb294008rg.pdf
29Vishay TEMD1020: https://www.vishay.com/docs/81564/temd1000.pdf
30Tekdata Interconnect: https://www.tekdata-interconnect.com/
31Accu-Glass Products: https://www.accuglassproducts.com/25d2-450

https://www.vishay.com/docs/84228/vsmb294008rg.pdf
https://www.vishay.com/docs/81564/temd1000.pdf
https://www.tekdata-interconnect.com/
https://www.accuglassproducts.com/25d2-450
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Figure 8.7: A signal diagram for a single phase of the CHWP motor driver and for a single angle encoder
output. On the cryogenic rotation stage, the slotted encoder plate, which has one lane of slots for motor
encoding and another for angle encoding, chops the signals of the LED-PD pairs. The driver board converts
these photocurrents into voltage signals using transimpedance amplifiers (AMP) with carefully tuned low-
pass feedback (Z) and then converts these analog waveforms into 5 V digital signals using comparators
(CMP) with potentiometer-tunable reference voltages (VREF). For motor control, both non-inverted and
inverted (NOT) signals are passed to an H-bridge driver (H driver), which outputs synchronized, low-pass-
filtered, alternating-polarity voltage waveforms ±VD to the solenoids. For angle encoder readout, which
has a 15× faster signal than that of the motor, the digital signals are opto-isolated (ISO) and sent to a
microcontroller unit for processing. Additionally, the angle encoder digital signal is passed to a frequency-
to-voltage converter (F2V) whose opto-isolated output is used by a PID controller to provide feedback to
the H-driver voltage and stabilize CHWP rotation. To brake or reverse direction, a switched inverter (INV)
applies a global 180◦ phase shift to the H-driver input. The microcontroller is a BeagleBone Black, which
has two programmable real-time units (PRUs) that share a 200 MHz clock. PRU 1 timestamps and decodes
a GPS-synchronized IRIG-B PWM waveform, while PRU 2 timestamps rising and falling edges of the digital
angle encoder waveform. These data are written to a shared buffer, which is emptied by the central processing
unit (CPU) before being sent to an external computer over Ethernet (ETH).

copper cables32 to the driver board where it is converted to an analog voltage by a tran-
simpedance amplifier. The time constant of the amplifier feedback is chosen to suppress
high-frequency noise while outputting a symmetrical waveform. This analog signal is then
converted to 5 V digital, and the TTL waveforms from each PD read head are OR-ed so that
if one LED-PD pair fails, CHWP operation is unaffected. All 12 solenoid chains (three phases

32Alpha Wire 6831: http://www.alphawire.com/

http://www.alphawire.com/
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Figure 8.8: A photograph of the driver PCB, the schematic for which a subset is shown in Figure 8.7. The
photocurrents from all ten encoder PDs enter the board through the “PD input” connector before being
converted to analog signals by the transimpedance amplifiers “AMPs” and converted to 5 V digital signals
by the comparators “CMPs.” At this point, the angle encoder signals are opto-isolated (“ISOs”) and sent
to the microcontroller via the “MCU output” connector. The motor signals from both PD read heads are
“OR-ed” before being inverted (“INV”) and input to the “H drivers,” which in turn power the solenoids
via the “Solenoid output” connector. The motor and encoder LEDs are current biased by potentiometer-
adjustable “LED drivers” via the “LED output” connector. DC supply voltages come through the “PWR
input” connector.

in four sections) are energized in parallel by H-bridge drivers whose output is cleaned by
a single-pole ≈ 300 Hz low-pass filter to suppress any high-frequency interference in the
cryostat. The PCB’s digital logic and H drivers are powered by low-noise, non-switching DC
power supplies,33 and the PCB layout and ground-plane geometry are specifically designed
to avoid contaminating analog signals with digital artifacts.

The CHWP’s rotational velocity is naturally steady due to the rotor’s large rotational
inertia and the motor’s small torque. However, the positioning between the motor’s solenoids
and rotor’s magnet sprockets changes slightly when the CHWP’s gravitational orientation
changes, such as during telescope motion. This modulation in motor coupling slightly mod-
ulates the motor’s efficiency (see Section 8.4.3) and causes small, slow drifts in rotational
velocity. Therefore, we employ proportional-integral-derivative (PID) feedback34 to
the H-driver voltage in order to stabilize the CHWP velocity on long timescales.

Finally, in order to both stop the rotor and spin it in the opposite direction, an inverter
switch applies a 180◦ phase shift to both H-driver inputs when toggled by an external digital
input. Braking is vital during telescope power failure (see Section 9.3.5), and spinning the

33Kikusui PMX: https://www.kikusui.co.jp/en/
34Omega CNi16D52: https://www.omega.com/en-us/

https://www.kikusui.co.jp/en/
https://www.omega.com/en-us/
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CHWP in both directions provides a useful data split during analysis.

8.4.3 Motor efficiency

The motor’s maximum torque is delivered at start-up when the rotor’s sprocket pattern and
the solenoid array’s rotating magnetic field are in phase. However, at non-zero rotation
frequencies, the solenoids’ inductance creates a phase shift between the H-driver voltage and
the solenoid current, degrading motor efficiency. The impact of this inductive phase shift
is shown in Figure 8.9 and is ≈ 20% at 2 Hz rotation.35

Additionally, motor efficiency relies on concentricity between the rotor and stator. When
radially misaligned, the coupling between the solenoids and the magnet sprockets weakens,
reducing motor torque. Radial misalignment36 is most likely to occur along the gravitational
axis when the cold assembly contracts during cooldown. The simulated impact of rotor radial
misalignment on motor efficiency is shown in Figure 8.9 and assumes a 5 mm rotor-stator
axial separation. This simulation motivates a concentricity requirement of ∆R < 2 mm, for
which the efficiency loss is < 20%.

8.5 Angle encoder

The rotor angle is measured by an incremental encoder that uses much of the same
infrastructure as the motor encoder (see Section 8.4). The angle encoder’s signal schematic
is shown as part of Figure 8.7, and its cryogenic components are shown in Figure 8.6. On
each encoder read head, two LED-PD pairs peer through 570− 1 = 569 slots on the slotted
encoder plate with one missing slot to mark the rotor’s absolute position. During 2 Hz
continuous rotation, the PD photocurrents are chopped at 1.14 kHz, are digitized on the
driver board, are opto-isolated to 3.3 V, and are processed by a microcontroller unit
(MCU). The two angle encoder LED-PD pairs are offset by half a slot width, enabling
quadrature readout to monitor rotation direction.

The MCU is a BeagleBone Black (BBB),37 which houses two programmable real-
time units (PRUs) and an on-board CPU running Linux. The PRU is a lightweight,
low-latency processing unit specifically designed to handle single-threaded inputs, making
it ideal for angle encoding. One PRU polls the angle encoder signal and uses a 200 MHz
clock38 to timestamp each rising and falling edge. Simultaneously, a second PRU polls and
decodes a GPS-synchronous inter-range instrumentation group B code (IRIG-B)

35In principle, a microcontroller or equivalent could use the F2V output to time-shift H-driver inputs and
recover this loss. However, as shown in later sections, the existing motor scheme meets the CHWP
requirements, and therefore the phase delay does not need to be corrected for PB-2b.

36Axial displacement is also important for motor coupling but is easily controlled to ∼ 0.1 mm by the
gripper’s wedge-and-groove design.

37Beagle Board: https://beagleboard.org/black
38Specifically, both PRUs access the BBB’s industrial Ethernet protocol (IEP) timer.

https://beagleboard.org/black
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Figure 8.9: CHWP motor efficiency vs. the rotor’s radial misalignment to the motor solenoids and the rotor’s
rotation frequency. The PB-2b rotor alignment tolerance is < 2 mm, limiting positional efficiency loss to
< 20%. At 2 Hz rotation, the phase-delay efficiency loss is ≈ 20%.

PWM waveform39 using the same 200 MHz clock. The encoder and IRIG clock values are
written to a shared memory buffer that is periodically emptied by the CPU, which in turn
sends IPv4 data packets to an external computer. During post-processing, the rotor angle
is reconstructed using the missing reference slot and is interpolated to IRIG time using the
MCU clock values. This time-ordered CHWP angle data can then be used to demodulate
the detectors, which are also synchronized to IRIG.

While the CHWP angle jitter requirement is � 3 µrad/
√

Hz, the encoder only has a
resolution of 5 mrad, necessitating precise interpolation between ticks on the slotted
encoder plate. Such an encoding scheme is feasible because the CHWP’s rotation is very
smooth and the encoder is high-signal-to-noise, enabling clean angle reconstruction (see
Sections 9.3.3 and 9.4.1).

8.6 Thermal design

The effectiveness of the CHWP system depends centrally on its thermal performance. As
shown in Figure 8.1b, the CHWP is located on the 50 K stage, which is cooled by the first
stage of the optics tube’s PTR. The rotor is shielded from sky-side radiation by the vacuum
window, RT-MLI, and IRF, and it floats between the IRF and the field lens. As discussed

39Spectrum Instruments TM-4: http://www.spectruminstruments.net/

http://www.spectruminstruments.net/
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in Section 8.2, the CHWP thermal design’s primary objective is to minimally impact both
the 4 K and 50 K stage temperatures with respect to the heritage PB-2b configuration.

When the rotor is stationary, loading on the 4 K stage is lower than in the heritage
system. The IRF transmits non-negligibly . 2 THz [93], and when present, the CHWP’s
sapphire stack absorbs > 90% of this leaked sky-side power, keeping it from reaching the field
lens. Additionally, because the rotor is floating, it acts as multi-layer insulation (MLI),
further reducing the 4 K load. When the rotor is spinning, however, the solenoids, LEDs,
and rotor generate heat, and if these loads warm the 50 K stage or rotor too much, 4 K
improvements could be negated. Therefore, the CHWP’s thermal design focuses on limiting
50 K dissipation and on keeping the rotor cool.

We use an analytic simulation to predict rotor temperature and CHWP-induced power
on the 50 K and 4 K stages during continuous operation in the field. Figure 8.10 shows a
schematic for the model, and Table 8.2 shows the measured and calculated values for the
schematic. The errors on the measured values contain both measurement and configura-
tional uncertainties, while the errors on the calculated values are driven by uncertainties in
the assumptions. We find that the most important contributions to the CHWP’s thermal
performance (Figures 8.11 and 9.10) are the IRF temperature, 50 K stage temperature, and
the IR emissivity of the IRF and sapphire stack.

The CHWP is an 11.4 mm-thick stack of three sapphire windows. At 50 K, the sapphire
stack has an emissivity of 0.95 at ∼ 3 THz [147], and therefore the CHWP rotor absorbs IR
radiation efficiently, even without an AR coating. The dominant sources of radiative transfer
to and from the rotor are the IRF, stator, and field lens. The IRF is heat-strapped to its
fixture using 24 1 mm-thick, 50 mm-wide, 20 mm-long flexible ribbons of 99.9999% (6N)
pure aluminum, which have superior conductivity between 100 ∼ 50 K [230], are malleable
enough to engage the alumina surface without thermal grease, and are flexible enough to
absorb differential thermal contraction between the IRF and its aluminum fixture. The IRF
fixture is machined from aluminum 1100 and is bolted to six 90 mm-tall, titanium-helicoiled
OFHC copper towers (see Figure 8.4), which provide a thermal path to the stator baseplate.
The measured conductivity between the IRF and the stator baseplate is k2 = 2.5 W/K.
During laboratory testing with a thick window and no AR coatings (see Section 9.3.4), we
see an IRF temperature that is ≈ 5 K warmer than the 50 K stage, suggesting a ≈ 13 W
sky-side load, which is slightly less than the model’s median expectation but within its 1σ
uncertainty.

The sky-side power leaked onto the rotor depends on the IRF’s AR coating. In this
analysis, we assume that the IRF and CHWP sapphire stack are coated with an epoxy-
based AR coating [163], which has a non-negligible transmissivity . 2 THz [69]. Using
the effective temperature of a six-layer RT-MLI stack [31] and the transmission spectra for
Stycast-coated alumina [93], we estimate that ≈ 60 ± 10 mW of sky-side power leaks
through the IRF onto the rotor (or, in the heritage PB-2b configuration without the CHWP,
onto the field lens).

The stator baseplate is made from aluminum 1100, houses the motor and encoder, and
includes a 3 mm-thick 50 K shield (see Figure 8.5) that encloses the CHWP assembly. The
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Figure 8.10: The CHWP’s thermal circuit during nominal operation. The squiggly lines represent radiative
loads, the straight lines conductive loads, and the dotted lines dissipative loads. Loads labeled by p represent
constant power, while loads labeled with k represent power that depends on operating temperatures. Each
conductivity has a red-to-blue color gradient from hot to cold. The switched conductivity k6 represents the
gripper connection, which is closed when the rotor is gripped and open when it is not. The lines’ thicknesses
show the relative magnitudes of the various contributions but are not to scale and are intended only as a
visual guide. The IRF (TIRF), rotor (TR), stator (TS), and field lens (TFL) temperatures are the system’s
merit figures. The measured and calculated values for each symbol are given in Table 8.2.

50 K shield’s inner wall is coated with carbon-loaded Stycast [156] and is intended to absorb
any 300 K photons that leak into the CHWP cavity through the gripper ports. The 50 K
shield is attached to the stator baseplate by only sixteen bolts, and therefore its temperature
is typically ≈ 5 K higher than that of the baseplate. The radiative coupling between the
stator and the rotor is similar to that between the IRF and the rotor.

The encoder consists of two read heads, each with a set of five LEDs shining through
the slotted encoder plate onto five photodiodes. At 50 K, the LEDs are current biased with
30-50 mA at 1.8 V, and therefore the power dissipated by each read head is 300-500 mW.
We attach each read head to the stator baseplate using four 6 mm-diameter aluminum 6061
standoffs with polished ends and interfaced with thermal grease,40 and the estimated read-
head warm-up is < 1 K. The LEDs also shine onto the rotor’s slotted encoder plate, whose

40Apiezon N Grease: https://www.apiezon.com/

https://www.apiezon.com/
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Symbol Description Value

p1 Radiative load from 300 K onto the IRF, including that
of the sky, window, and RT-MLI

17 ± 5 W

p2 Radiative load from the encoder LEDs onto the rotor 10 ± 3 mW

p3 Power dissipated by the encoder LEDs onto the stator 0.8 ± 0.2 W

p4 Eddy current and hysteresis dissipation onto the rotor
due to the motor’s oscillating magnetic field

< 1 mW

p5 Rotor frictional dissipation during 2 Hz rotation 80 ± 10 mW

k1 Radiative coupling between the IRF and the rotor 7 ± 2 mW/K

k2 Conductivity between the IRF and the stator 2.5 ± 0.3 W/K

k3 Radiative coupling between the stator and the rotor 5 ± 2 mW/K

k4 Radiative coupling between the solenoid array and the
rotor

< 1 mW/K

k5 Conductivity between the motor solenoids and the sta-
tor

0.8 ± 0.1 W/K

k6 Conductivity between the rotor and the stator via the
gripper

0.7 ± 0.1 W/K

k7 Radiative coupling between rotor and the field lens 5 ± 1 mW/K

Table 8.2: Parameter definitions and values for Figure 8.10. The bold values are measured, while the non-
bold values are estimates. The error bars represent some combination of uncertainties in the calculation or
measurement as well as configurational variations.

slit patterns have 50% duty cycles. The LED emits between 900 and 960 nm, and its beam
has a peak intensity of 35 mW/sr at 50 mA bias with a full-width-half-max of ± 7◦. In order
to limit stray read-head emission, each LED is collimated by a 1 mm wide, 3 mm deep hole
that truncates its beam at ± 10◦. Upon integrating these LED beams over the collimation
holes, the estimated loading on the rotor from both encoder read heads is 10 ± 3 mW.

During 2 Hz rotation, the motor solenoids carry an RMS current of ≈ 20 mA, generating
a peak-to-peak magnetic field of ≈ 20 G. The field is generated by a 38fHWP, VD ≈ 12 V
square-wave (at fHWP ≈ 2 Hz), which is low-pass filtered above ≈ 300 Hz. To keep the
coils cool, we epoxy41 them to their cores, providing a 7 ± 2 mW/K conductive path to
the stator. At 50 K, each coil’s resistance is ≈ 3 Ω, therefore dissipating ≈ 1 mW per
coil during continuous rotation. This dissipation warms the coils < 1 K, and their radiative
coupling to the rotor is < 1 mW/K. In order to minimize eddy current dissipation on the
rotor due to the motor’s oscillating magnetic field, the encoder plate is made of G10, limiting
eddy losses on the rotor to the sprocket ring. Electromagnetic dissipation within low-carbon
steel at ∼ 10 G and ∼ 100 Hz frequencies induces < 1 mW of heating on the rotor.

41Stycast 2850FT: https://www.henkel-adhesives.com/us/en/

https://www.henkel-adhesives.com/us/en/
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Figure 8.11: Rotor temperature (Figure 8.11a) and CHWP-induced power on the field lens (Figure 8.11b)
as a function of excess, unmodeled power on the rotor. The solid blue line represents the median, while the
shaded regions denote one-sigma uncertainties. Each plot’s y-intercept gives the modeled expectation, and
the IRF is assumed to be 55 K.

The field lens is ≈ 50 mm thick and is therefore assumed to have an IR emissivity of 1
for all calculations. Its coupling to the rotor is determined purely by the CHWP aperture
diameter and the field-lens view factor and is calculated to be 5 ± 1 mW/K.

Assuming the thermal model in Figure 8.10 and Table 8.2, Figure 8.11 shows the rotor
temperature and the CHWP-induced load on the field lens as a function of excess power on
the rotor, where “excess” is that which is beyond the model’s prediction. The expected rotor
temperature is 52 to 54 K, and the expected CHWP-induced field lens load is−70 to−10 mW
with respect to the heritage configuration. CHWP-induced power on the field lens is < 0 mW
at 85% confidence when the rotor is < 55 K, which motivates the rotor temperature require-
ment presented in Section 8.2.2. CHWP-induced power on the 50 K stage is < 1.3 W at
85% confidence and is nearly independent of rotor temperature.

8.6.1 Rotor thermometry

Two modes are used to monitor the rotor’s temperature. First, when the rotor is gripped,
four spring-loaded contacts on each gripper finger touch four flex-circuit traces on the rotor
stage (see Section 8.3.4). These traces are soldered to a four-wire silicon diode thermometer,
which is varnished to the sapphire stack’s cradle. While only one contact current biases the
diode, all three probe the diode’s voltage; therefore this flex-circuit thermometry is also a



CHAPTER 8. PB-2B CHWP 201

Figure 8.12: A photo of the CHWP being installed into the PB-2b optics tube. The cryostat is constructed
vertically on a cart from the focal plane towards the sky. The CHWP is one of the last elements to be
installed and is hoisted using a series of handles that attach to the rotor stage. Once above the receiver, the
CHWP is slowly lowered into the optics tube and is bolted to the 50 K stage.

touch-sensing system used to verify the fit between the gripper’s copper wedges and the
rotor stage’s triangular groove.

Second, during continuous rotation, we use the ring magnet as a thermometer. Neodym-
ium has a temperature-dependent magnetic field42 that generates a ∼ 1 G/K variation
≈ 5 mm from the ring magnet’s face [166]. We varnish a 1 mm thick cryogenic Hall sensor43

to the surface of the YBCO and monitor long-time-scale changes in the ring magnet’s aver-
age field. Limited by the degeneracy with rotor position, the sensitivity of this scheme is a
few K, and therefore Hall-sensor monitoring is intended to flag thermal events rather than
subtract rotor temperature drifts from detector data. If the need to re-calibrate the Hall-
sensor arises, the CHWP can be stopped and gripped to cross-check the diode thermometer
via the touch probes.

8.7 Integration

The CHWP is designed to be modular and assembles almost entirely on the benchtop (see
Figure 8.4), allowing for seamless integration into a nearly-fully-assembled PB-2b receiver.
To secure the rotor to the stator and keep the two concentric during installation, the rotor
stage is bolted to three of the copper towers in Figure 8.4b using aluminum installation

42Neodymium magnetization: http://spontaneousmaterials.com/Papers/TN_0302.pdf
43Lakeshore HGCT-3020: https://shop.lakeshore.com/

http://spontaneousmaterials.com/Papers/TN_0302.pdf
https://shop.lakeshore.com/
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stanchions. Then, four handles are fastened to the top-most face of the rotor stage, which
allows the assembly to be hoisted and maneuvered.

Figure 8.12 shows a photo of the CHWP installation. First, the receiver is tilted with
its boresight at zenith. Then, straps are attached to the four handles on the rotor stage,
and a hoist lifts the CHWP above the optics tube. At this point, the CHWP is lowered and
bolted onto the 50 K stage before the receiver is returned to a horizontal position. Finally,
the gripper subassemblies are installed, the retaining ring is added, and the IRF, RT-MLI,
and vacuum window close the cryostat.

Because the CHWP integrates into a nearly fully assembled receiver, the two systems were
able to be evaluated in parallel prior to full system validation. This facet of the CHWP design
was inspired in part by the PB-2a WHWP’s modularity, and it dramatically accelerated the
PB-2b commissioning process.44 The sapphire stack is also modular, enabling sapphire AR
coatings to be easily replaced in the field, if necessary.

44As a counterexample, if the CHWP were at the 4 K stage, then modulator development would have been
tied to the optics tube, and each subsystem’s cryogenic issues would have been difficult to disentangle.
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Chapter 9

PB-2b CHWP evaluation

This chapter overlaps substantially with Hill, Kusaka, Ashton, Barton, et al. (2020) [79],
which we encourage the reader to cite instead of or in addition to this dissertation.

The PB-2b CHWP development began as a list of requirements and a concept that vaguely
resembled the EBEX modulator. From those earliest stages in 2014 to its Chile deployment
in 2020, the CHWP system underwent many iterations of designing, building, testing, and
revising. This chapter illuminates the endpoints of that maturation, briefly discussing the
CHWP prototype before presenting the laboratory validation of the deployed system. We
show that the completed CHWP meets all of the requirements in Table 8.1 and is ready to
see first light on PB-2b. This chapter is a continuation of Chapter 8.

9.1 Prototype evaluation

To learn about the superconducting magnetic bearing (SMB), synchronous magnetic mo-
tor, encoder system, and gripper, we began the CHWP’s development with ≈ 1.5 years
of ∼ 120 mm-diameter prototyping. The CHWP prototype was designed and built at
Lawrence Berkeley National Laboratory (LBNL), and its testing informed nearly every as-
pect of the PB-2b CHWP presented in Chapter 8. The prototype was cooled eight times
in the CAPMAP dewar [19] at LBNL using a Gifford-McMahon (GM) cooler,1 and each
testing cycle provided rapid feedback to each subsystem. In this section, we briefly discuss
the most prominent differences between the small-scale and large-scale CHWP assemblies,
highlighting lessons learned during the prototyping process.

The biggest difference between the prototype CHWP and the PB-2b CHWP is the grip-
per. The prototype’s entire gripper mechanism, including its linear actuators and bearings,
is within the vacuum space, as shown in Figure 9.1. The gripper assembly is composed of
two subassemblies on the ±x sides of the rotation stage that actuate two gripper panels
on the ±y sides of the stage along the ±y-direction. Each gripper assembly has two 300 K

1Cryodyne 1020: https://www.cv.nrao.edu/~rfisher/Cryogenics/CTIdatasheet.pdf

https://www.cv.nrao.edu/~rfisher/Cryogenics/CTIdatasheet.pdf
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Figure 9.1: The CHWP prototype developed at LBNL prior to constructing the PB-2b system in Chapter 8.
The computer-aided-design (CAD) render (Figure 9.1a) shows the fully assembled prototype, and the photo
(Figure 9.1b) shows the partially assembled prototype in the CAPMAP dewar. Warm components are
marked with red boxes and cold components with blue boxes. The orange arrows in Figure 9.1a denote the
+y gripper panel’s motion, which is facilitated by vacuum-compatible actuators and linear bearings on the
±x sides of the rotation stage. The warm gripper hardware in Figure 9.1b is wrapped in aluminized Mylar.

linear bearings, two 300 K linear actuators, and two gripper guides that move along these
linear bearings and provide thermal isolation between warm components and the cryogenic
gripper panels. Two motors, one on each side of the rotation stage, actuate each gripper
panel, and each panel contains three gripper fingers that fit into an azimuthally symmetric
triangular groove on the rotor. Similar to the PB-2b CHWP (see Section 8.3.4), a slip ring
is used to read out a thermometer on the rotor.

There were several issues with this prototype design that led to an overhauled PB-2b
gripper system. First, six gripper fingers on two moving panels overconstrain the rotor,
making it prone to misalignment. Second, the gripper is itself overconstrained, requiring two
motors to actuate each panel. If the motors are not perfectly synchronized, the panel becomes
crooked, jammed, and difficult to recover. Third, the gripper relies on vacuum-compatible
bearings and motors, whose oil-free parts are susceptible to stiction. If a problem with
any of these mechanical interfaces arises, the CHWP becomes inoperable until the dewar
is opened and the assembly is pulled apart. Fourth, the rectangular assembly was bulky
and difficult to interface with CAPMAP’s tubular vacuum shell. Furthermore, a scaled-up
prototype design would have required a redesign of PB-2b’s optics tube, partially negating
the CHWP’s modularity benefit. For these reasons and others, we abandoned the prototype
gripper system and instead adopted the design presented in Section 8.3.4.

The second prominent difference between the prototype CHWP and the PB-2b CHWP
is the prototype’s system of position sensors. Because the rotor is free to move within
the cryostat during cooldown, we wished to monitor its position and ensure rotor-stator
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alignment. The prototype therefore includes six LEDs shining onto six one-dimensional
photosensors2 through thin slots on the rotor, and the outputs of these sensors are used to
reconstruct the rotor’s position. Both the sensors and LEDs are mounted to 300 K surfaces
and peer through “windows” in a (complexly shaped) 50 K shell that surrounds the rotation
assembly. Despite this linear sensor setup’s demonstration in warm benchtop tests, its utility
inside the dewar was limited. Therefore, as we gained confidence in the SMB’s stiffness and
the improved gripper design’s robustness (Section 8.3.4), we removed the position sensors to
reduce system complexity.3

Despite the prototype’s underperforming gripper and position sensing systems, its bear-
ing, motor, encoder, and thermometry designs worked well and were therefore carried to the
full-scale design. In this way, the prototyping process provided both affirming and halting
lessons, and we emphasize that the deployed design resulted from much ideation, experimen-
tation, and iteration. Provided this historical context, we fast forward to the other endpoint
on the CHWP’s development timeline, presenting the modulator’s laboratory evaluation
prior to its deployment.

9.2 PB-2b CHWP evaluation

The full-scale PB-2b CHWP is evaluated in two laboratory testing phases. The first phase
is conducted in a non-optical configuration of the CAPMAP dewar at LBNL and uses
an IR-blackened aluminum disk instead of the CHWP’s sapphire stack. The second phase
integrates the CHWP into an optical test configuration of the PB-2b receiver at the
University of California, San Diego (UCSD), shown in Figure 9.2. The UCSD setup employs
the full detector array, but the lenses, CHWP, IRF, and vacuum window are not AR coated,
and the sapphire stack only includes one 3.8 mm-thick sapphire plate. Though optically
incomplete, the UCSD configuration allows us to evaluate the cryo-mechanical, thermal, and
magnetic interaction between the CHWP and the rest of the experiment.

We divide a discussion of the CHWP evaluation into two sections. First, we discuss oper-
ational testing, including spin-up, continuous rotation, thermal performance, and shutdown.
Second, we present the CHWP’s data quality and noise impact, including encoder jitter,
magnetic interference, and rotor temperature stability.

9.3 Operational performance

This section reviews CHWP operation, focusing on gripper, motor, bearing, and thermal
performance. We evaluate interfacing between various subsystems and show that the CHWP
executes its essential functions while meeting the requirements shown in Table 8.1.

2Three one-dimensional sensors monitor the rotor’s radial position, and three other sensors monitor its
z-position.

3Nonetheless, a rotor position measurement is appealing, and Simons Observatory is developing a capacitive
position sensing scheme for its CHWPs.
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Figure 9.2: The CHWP mounted in the PB-2b receiver at UCSD. Before the gripper engages, the rotor is
held by three installation stanchions that align it to the stator. The top two “small” gripper subassemblies
are only separated by 80◦ to avoid colliding with the PTR attachment. The single sapphire plate has no AR
coating, and its frosty appearance is due to its ∼ 0.1 µm RMS surface roughness.

9.3.1 Cooldown

When the YBCO is above its ≈ 90 K transition temperature, the gripper must keep the
rotor centered, and between 300 and 50 K, the rotor contracts ≈ 2 mm radially with respect
to the vacuum shell. Therefore during cooldown, the gripper periodically “re-grips” the
rotor, with each gripper finger inching inwards until the grip force is 50% of the rotor’s
weight. This routine both keeps the rotor centered until the YBCO goes superconducting
and maintains a conductive cooling path from the rotor to the stator baseplate. Figure 9.3b
shows gripper-finger position vs. rotor and stator temperature during an LBNL cooldown.
In this particular test, the fingers are moved manually at convenient intervals, and their
relative positions are maintained to < 0.2 mm, resulting in a rotor-stator coupling efficiency
of ≈ 99% (see Figure 8.9).

Also during cooldown, the rotor’s only cooling mechanisms are conduction through the
gripper fingers and radiative coupling to the surrounding environment. Because the rotor’s
heat capacity is ∼ 10 kJ/K at 300 K, good rotor-gripper contact conductance is needed for
the CHWP to thermalize within 36 hours of the 50 K stage. The rotor stage’s triangular
groove and gripper fingers’ triangular wedges are precision-cut to maximize thermal contact,
and the measured rotor-to-gripper conductance is 0.7 W/K at 100 K. Figure 9.3a shows rotor
and stator temperatures during a cooldown in the LBNL cryostat. The rotor lags behind
the stator by only five hours, which is well within the 36-hour requirement.
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Figure 9.3: The results of CHWP cooldown testing at LBNL. Figure 9.3a shows CHWP temperatures during
a thermal cycle to 25 K in LBNL’s dark cryostat. While the rotor lags behind the stator by ≈ 10 K, it
thermalizes within five hours of its surroundings. Figure 9.3b shows radial displacement of each gripper
finger vs. rotor and stator temperature. The gripper-finger labels refer to their locations in Figure 9.2. The
motors are manually commanded at convenient points during the ≈ 100-hour cooldown, and their relative
positions are maintained to ≤ 0.2 mm throughout.

9.3.2 Start-up

After the YBCO becomes superconducting and the CHWP assembly thermalizes, the rotor
is held in place for a few hours to let the bearing “relax.” Flux pinning needs time to find
its lowest-energy configuration [159], and if the rotor moves during this relaxation, pinning
sites are more likely to escape the superconducting bulk, hence reducing the bearing’s spring
constant. This flux migration is logarithmic in time, with the vast majority of equilibration
occurring within hours of the YBCO transition. After the bearing has relaxed, the gripper
fingers retract, and the stator supports the rotor’s weight. When the receiver is horizontal,
as in Figure 9.2, the rotor is observed to “sag” away from its gripped position by ≈ 0.5 mm,
and because the bearing’s spring force is elastic, this displacement decreases with increasing
receiver inclination.

When floating and stationary, forces between the magnet sprockets and the solenoids’
ferromagnetic cores keep the rotor azimuthally constrained. In order to overcome this stic-
tion during start-up, the motor energizes with ≈ 0.4 A (or ∼ 5× its current draw during
continuous operation). Once rotation commences, cogging quickly diminishes, the rotor
transitions into smooth rotation, and the solenoid bias is reduced. Rotation frequency vs.
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Figure 9.4: CHWP rotation frequency vs. time during start-up for various H-driver voltages in the LBNL
cryostat. The motor attains rotation frequencies up to ≈ 2.8 Hz, at which point it becomes limited by
motor-phase-delay efficiency (see Figure 8.9) and rotor friction (see Figure 9.6).

time for various H-driver voltages during spin-up are shown in Figure 9.4. The achievable
rotation frequencies are 1.8-2.8 Hz, and the equilibration time is tens of minutes. While
PID control will reduce the start-up time somewhat, the CHWP is intended to run without
interruption throughout each day’s telescope observations. Therefore, this level of latency
meets PB-2b’s needs.

9.3.3 Continuous rotation

Once spun up, the CHWP enters constant-velocity mode. To measure the CHWP’s open-
loop stability, we collect one hour of continuous rotation data in the LBNL test cryostat
without PID control. Such a test helps identify any pathologies in the drive system that
may manifest as modulations in rotational velocity. While the PB-2b CHWP does not have
a velocity stability requirement, steady rotation helps assess encoding accuracy, as discussed
in Section 9.4.1.

Figure 9.5 shows velocity drift vs. time at fHWP = 2.15 Hz. The total ∆fHWP = 0.8 mHz
corresponds to a rotational stability of 0.04%/hr, which is much better than that of ABS
[111] and PB-1. While changes in telescope inclination will slightly modulate rotor-stator
concentricity, which in turn modulates motor efficiency (see Section 8.4.3), we anticipate
even better stability when using PID control in the field (see Section 8.4).



CHAPTER 9. PB-2B CHWP EVALUATION 209

0 10 20 30 40 50 60
Time [min]

0.0

0.2

0.4

0.6

0.8

1.0

f H
W

P 
[m

H
z]

Figure 9.5: ∆fHWP during one hour of continuous rotation in the LBNL cryostat, sampled once per rotation
and averaged over one-minute intervals. The mean velocity is fHWP = 2.15 Hz, and therefore the fractional
stability is 0.04%/hr.

9.3.4 Thermal impact

The CHWP’s thermal impact is evaluated in three stages. First, we measure rotor friction
and motor dissipation in the LBNL cryostat. Rotor friction is determined by measuring
deceleration vs. velocity with the motor powered off, and motor dissipation is determined
by measuring the current through and resistance of the solenoids. Dissipation as a function of
rotation frequency is shown in Figure 9.6a, and at 2 Hz, rotor and motor heating are 80 mW
and < 200 mW, respectively. A polynomial fit to rotor dissipation vs. fHWP shows that at
2 Hz, most friction is due to eddy currents (Peddy ∝ f 2

HWP) as opposed to hysteresis loss
(Physt ∝ fHWP). The motor dissipation data points represent measured values with excellent
alignment at Trotor = 60 K, and the bands quantify possible variations in motor torque due to
variations in rotor-stator concentricity and solenoid temperature. The motor dissipation’s
steep slope is due to both decreasing motor efficiency and increasing rotor friction with
increasing fHWP.

Second, we evaluate cryo-optical performance in the UCSD test setup shown in Fig-
ure 9.2. Even though this configuration has no AR coatings on the IRF, sapphire stack, or
lenses, bare alumina and sapphire are largely IR absorptive, allowing us to evaluate the ther-
mal model presented in Section 8.6. During UCSD testing, the CHWP’s rotor thermometer
disconnected, leaving us to infer the rotor’s temperature rather than monitor it directly.
Using a load curve of the field lens [84] and comparing field-lens and 50 K temperatures
to a dark run without the CHWP [84], we measure a rotor temperature of < 50 K and a
field-lens temperature of 6.4 K, both of which are ≈ 1σ better than the thermal model’s



CHAPTER 9. PB-2B CHWP EVALUATION 210

0.0 0.5 1.0 1.5 2.0 2.5 3.0
fHWP [Hz]

0

100

200

300

400

500

600

D
is

si
pa

tio
n 

[m
W

]

Rotor friction data
Rotor friction fit
Motor solenoids

(a)

Off
On

Off
On

CHWP status

(b)

Figure 9.6: Measured 50 K dissipation and mK heating during continuous rotation. Figure 9.6a shows
fHWP-dependent dissipation on the 50 K stage during continuous rotation. As described in Section 9.3.4,
a polynomial fit shows that rotor friction at 2 Hz is predominantly due to eddy-current losses, while motor
dissipation is due to resistive heating in the solenoid array. The motor dissipation’s error bars represent
possible variations due to rotor positioning, solenoid temperature, and cryostat angle. Figure 9.6b shows
mK-fridge and focal-plane temperatures as the CHWP is turned on and off. There is no measurable CHWP-
induced heating to within a ≈ 0.3 mK/hr background drift.

expectation after accounting for no AR coatings.4 On the other hand, we measure a 50 K
load of ≈ 2.5 W, which is larger than the 2 W requirement. This test was performed before
adopting the solenoid heat sinking scheme described in Section 8.6, which has been shown
to reduce solenoid heating by ∼ 5× in auxiliary tests. Therefore, we anticipate a stator load
that is consistent with the thermal model’s < 1.3 W expectation when the CHWP operates
in Chile.

Third, we search for any CHWP-induced heating of the focal plane. We spin the ro-
tor up and down at various drive voltages over several hours in the UCSD setup, and as
shown in Figure 9.6b, we see no changes in mK temperatures to within a ≈ 0.3 mK/hr back-
ground drift,5 implying negligible CHWP-induced focal-plane vibrations. This null result
is expected, as the CHWP’s resonant frequency

√
k/m ≈ 130 Hz is much higher than its

≈ 2 Hz rotation frequency.

4With one piece of 3.8 mm-thick sapphire and with no AR coatings, the rotor temperature and field-lens
power in the UCSD test are expected to be lower and higher, respectively, than shown in Figure 8.11.

5No focal plane temperature regulation was employed during this test, and therefore this background drift
is larger than that which is achievable.
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Figure 9.7: Spin-down tests from various rotation frequencies using various braking voltages. These tests
did not employ the PID controller, which will shorten the stopping time for continuous rotation frequencies
< 2.8 Hz.

9.3.5 Shutdown and recovery

A critical capability for long-term field operation is the clean recovery of the rotor following
a power disruption. When the optics tube’s PTR shuts off, the CHWP warms with the rest
of the experiment, and in the absence of a robust recovery procedure, the rotor may become
difficult to recenter without opening the cryostat. Therefore, we employ two redundant
procedures to recapture the CHWP in the event of a cryostat warmup.

The primary procedure is to stop and grip the rotor before the 50 K stage warms appre-
ciably. The CHWP electronics are powered via an uninterrupted power supply (UPS)
that provides a ∼ 30 min window after site-wide power loss during which the CHWP must be
stilled, re-gripped, and stowed. Necessitated by its low friction, the rotor is actively braked
by globally inverting the motor’s H-driver outputs (see Section 8.4.2). Figure 9.7 shows ro-
tation frequency vs. time for various braking voltages, and the measured spin-down time is
≈ 5 min, which is sufficiently shorter than the UPS duration. After rotation stops, the rotor
is gripped loosely to provide a margin for thermal expansion, the gripper motors’ brakes are
applied, and the CHWP electronics are shut down. When site power is later restored, the
cooldown procedure in Section 9.3.2 commences, and nominal CHWP operation resumes.
We have tested this emergency stop and re-grip procedure multiple times in the LBNL
cryostat and have shown that it keeps the rotor centered to within 0.5 mm.

In the event of an issue when stopping and re-gripping, we employ a backup procedure
to recover the rotor after it has “fallen.” As shown in Figure 8.4, the retaining ring includes
six PTFE crash pads designed to gently “catch” the rotor and limit its misalignment after
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the bearing disengages. Once site power is restored, we orient the receiver horizontally, as
shown in Figure 9.2, lift the rotor along the +y direction using the bottom gripper finger
(see Section 8.3.4), and grab it using the top two fingers. This after-the-fact technique is
less than ideal, as it requires the rotor to be secured and realigned from an indeterminate
position. Nonetheless, it provides necessary insurance against opening the cryostat, which
is an expensive operation. We have tested this backup procedure in the LBNL and UCSD
cryostats and have shown it to recenter the rotor to within 1.5 mm of its original position,
which is good enough to reattain 2 Hz rotation.

9.4 Data quality

In this section, we review the impact of the CHWP on experiment data quality within the
context of the noise requirements presented in Section 8.2.3. Specifically, we discuss encoder
jitter, magnetic interference, and rotor temperature stability, highlighting the achieved values
in Table 8.1.

9.4.1 Angle encoder performance

We use the same hour-long data set presented in Section 9.3.3 to evaluate the angle encoder
described in Section 8.5. For purely historical reasons, this test is performed using an Arduino
MCU,6 which employs two separate 16 MHz clocks, instead of the BBB, which employs one
shared 200 MHz clock. Additionally, this test did not utilize PID control and therefore relied
on open-loop motor stability to maintain steady rotation. Our primary goal in this section
is to measure the angle encoder’s white noise level and compare it to the � 3 µrad/

√
Hz

requirement in Table 8.1.
As described in Section 8.5, the rotor angle χ(t) is reconstructed by linearly interpo-

lating angle encoder ticks to IRIG time t as

χ(τEnc)←→ t(τIRIG) , (9.1)

where τEnc and τIRIG are the MCU clocks for the encoder and IRIG signals, respectively.
Deviations between τEnc and τIRIG on the Arduino lead to additional noise that will not exist
when using the BBB in the field. Therefore, we analyze both χ(t) and τIRIG(t) to distinguish
MCU drifts from those of the rotation mechanism and encoder system.

To facilitate the following discussion, we consider two illustrative angle jitter definitions:
the residual after subtracting a quadratic fit

δχpoly
HWP(t) = χ(t)− P χ

2 (t) , (9.2)

and the residual after subtracting a quadratic fit plus an angle-dependent function A(χ)

δχtemp
HWP(t) = χ(t)− [P χ

2 (t) + A(χ)] . (9.3)

6Arduino Leonardo: https://store.arduino.cc/usa/arduino-leonardo-eth

https://store.arduino.cc/usa/arduino-leonardo-eth
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Figure 9.8: A measurement of encoder performance during 1 hour of testing in the LBNL setup. Figure 9.8a
shows a three-second sample of the angle and IRIG jitters. The rotor is spinning at ≈ 2.15 Hz and its angle
is sampled 1,140 times per revolution. Figure 9.8b shows PSDs of the angle and IRIG jitters, including a
zoomed inset of the 1fHWP peak with finer binning. We multiply δτpoly

IRIG by 2πfHWP to covert it from seconds
to radians.

For this test data, we select a simple 2π-repeating template

A(χ) = A(χ− 2πn) ; n ∈ {0, 1, · · · , Nrev} , (9.4)

where Nrev is the number of completed revolutions in the data set and where A(χ− 2πn) is
constructed by taking a window-weighted average of the encoder pattern over all Nrev. In
practice, a more complex function can be used to remove HWP-synchronous signals in the
field [53], but a uniform template works well for lab characterization. Additionally, we
define IRIG clock jitter as

δτpoly
IRIG(t) = τIRIG(t)− P τ

2 (t) , (9.5)

which we use to evaluate MCU clock drifts.
A three-second segment of angle jitters δχpoly

HWP and δχtemp
HWP are shown in Figure 9.8a. The

polynomial-subtracted spectrum δχpoly
HWP shows a distinct peak-to-peak variation of ≈ 1 mrad

at fHWP in addition to higher-order structures, and the template-subtracted spectrum δχtemp
HWP

shows that most of this jitter is removed by A(χ). A unique property of the SMB is that
it does not wobble, even if it is gravitationally imbalanced. Therefore the observed δχpoly

HWP

signal is caused by a slight misalignment between the slotted encoder plate and magnet
ring, while higher-frequency structures are caused by non-uniform patterning of the encoder
slots. Three seconds of IRIG clock jitter δτpoly

IRIG is also shown in Figure 9.8a and is effectively
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a measurement of Arduino clock noise. Because the IRIG signal is GPS synchronized to
≤ 40 ns, the observed drift is due to the instability of the Arduino’s crystal oscillators,
which we discuss further below.

Power spectral densities (PSDs) of the angle and clock jitters are shown in Figure 9.8b.
The sharpness of the peaks in the δχpoly

HWP spectrum demonstrates excellent rotational stabil-
ity, and the suppression of those peaks in the δχtemp

HWP spectrum confirms that A(χ) measures
all but a few δχHWP features with high signal-to-noise. The A(χ) subtraction also sup-
presses side-band power in the fHWP harmonics, better revealing a white-noise level of
≈ 0.1 µrad/

√
Hz.

Both δχHWP spectra have a 1/f knee of ≈ 1 Hz, which is larger than expected from the
∆fHWP measurement in Figure 9.5. Therefore, we compare the angle and IRIG spectra to
analyze the contribution of MCU clock drifts to the observed 1/f noise. The two MCU clocks,
τIRIG and τEnc (see Equation 9.1), fluctuate with ≈ 90% coherence, and because common-
mode clock drifts are subtracted during angle-time interpolation, δχHWP 1/f power dips
beneath that of 2πfHWPδτ

poly
IRIG between ≈ 0.05 Hz and the IRIG’s 0.5 Hz Nyquist frequency.

Below ≈ 0.05 Hz, drifts in rotational velocity begin to contribute and the δχHWP spectra
steepen, but even so, MCU-induced 1/f noise remains dominant down to ∼ 0.01 Hz. This
finding motivated us to replace the Arduino with the BBB, which uses a single shared clock
(τEnc = τIRIG) and has a measured 1/f knee of < 0.1 Hz. This configuration allows the 1 Hz
IRIG signal to fully subtract MCU clock drifts during angle-time interpolation, and therefore
we expect significantly improved low-frequency noise when measuring χ(t) in the field.

9.4.2 Magnetic interference

The CHWP’s motor and rotor both introduce magnetic interference that can affect the
detectors and their SQUID amplifiers. In particular, interference at 4fHWP mimics a sky
signal and must be especially well controlled. The motor energizes three phases across 114
solenoids at 38fHWP, and its large multipole number causes its ≈ 20 G field to decay quickly
with distance. The magnet ring, on the other hand, has only 16 segments—resulting in a
lower multipole number—and a surface magnetization of ≈ 5,000 G, posing a greater 4fHWP

interference concern.
Magnetic field testing is performed at LBNL using a room-temperature magnetometer7

placed 1.5 m behind the CHWP assembly at the approximate location of a detector near
the focal plane’s edge8 (see Figure 2.3). The CHWP rotates steadily at ≈ 2.15 Hz, and the
ambient magnetic field is measured at 150 samples per second for 100 s. The results are
presented in Figure 9.9. The time-ordered data show a DC field of 926 mG9 and a ≈ 5 mG
oscillation at 1fHWP, while the spectrum shows peaks at 1fHWP, 2fHWP, and at harmonics

7Honeywell HMR2300: https://aerospace.honeywell.com/
8We calculate that CHWP-induced magnetic fields are larger near the edge of the focal plane than near the
center. Therefore, this measurement represents a worst-case scenario for potential detector interference.

9This average field applies a ≈ -0.3 mK DC shift to the TES transition temperature Tc, which is less than
Tc variation across the focal plane [224] and is calibrated out during detector tuning.

https://aerospace.honeywell.com/
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Figure 9.9: A measurement of the magnetic field 1.5 m behind the CHWP assembly during 100 s of continuous
rotation at 2.15 Hz in the LBNL cryostat. Figure 9.9a shows 3 s of time-ordered magnetometer data, showing
a clear ≈ 5 mG peak-to-peak variation at 1fHWP. Figure 9.9b shows the B-field’s power spectral density.
Red arrows mark rotation-synchronous peaks, while the magenta arrow marks that of the GM cooler. The
unmarked peaks are environmental and are predominantly GM harmonics.

of the GM cooler’s cycle frequency. However, the 4fHWP component lies beneath the noise
floor, bounding its amplitude to < 10 µG/

√
Hz.

Full-system interference testing is performed at UCSD by monitoring detector outputs
when the CHWP is spinning. During two minutes of rotation at 2 Hz, data is collected from
both optical and non-optical bolometers10 across the full focal plane. While 2fHWP and
4fHWP signals are visible in the optical detectors, as expected, no CHWP-induced signals
are detected in any of the dark detectors. In addition, because 4fHWP magnetic interference
is ≤ 10−6 that at 1fHWP, as shown in Figure 9.9, this test also suggests that no 4fHWP

magnetic features will arise even when ∼ 5×103 detectors are coadded during data analysis.

9.4.3 Rotor temperature stability

To evaluate thermal stability, we simulate the rotor temperature using the thermal model
presented in Section 8.6. Because it is floating, the rotor’s temperature variations are domi-
nated by those of the 50 K stage to which it is radiatively tied. These CHWP fluctuations
are expected to be very slow, as the rotor has a ≈ 900 J/K heat capacity at base temperature
and a ≈ 10 mW/K coupling to its 50 K surroundings. Due to diurnal variations in ambi-
ent temperature and changes in telescope elevation—which impact PTR performance—50 K
temperature drifts in Chile are substantially larger than those in the lab. Therefore, we use

10Non-optical bolometers are often called “dark” detectors.
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Figure 9.10: Power spectra of measured 50 K temperature variations from PB-2a in Chile and of the resulting
simulated rotor temperature variations. The rotor’s large thermal mass and small radiative coupling make
it an effective low-pass filter, suppressing IRF fluctuations by > 100× at 1 mHz.

24 hours of 50 K temperature data from PB-2a, which is operating in the field, to simulate
the expected rotor stability. The selected PB-2a data includes telescope slew testing, and
therefore the presented 50 K-stage variations represent an upper bound on those expected
during science observations.

The measured 50 K-stage and simulated rotor PSDs are shown in Figure 9.10. The rotor
acts as a low-pass filter, and its simulated drift is ≈ 0.3 mK/

√
Hz at 1 mHz, which is

below the 1 mK/
√

Hz requirement in Table 8.1. We note that rotor temperature stability
can be substantially improved by regulating the 50 K-stage temperature, which may become
necessary for future experiments with tighter noise requirements.

9.5 Discussion

Chapters 8 and 9 have presented the design and evaluation of the PB-2b CHWP. This
research advances the area of cryogenic polarization modulators for mm-wave astronomi-
cal observations, introducing a new motor, encoder, and grip-and-release mechanism while
pushing the superconducting magnetic bearing and sapphire diameters to the largest ever
deployed. The CHWP has been evaluated in both a non-optical standalone cryostat and an
optical test configuration of the PB-2b receiver. Its performance satisfies all PB-2b-specific
requirements and includes a 430 mm clear aperture, a rotor temperature of < 53 K, < 1.3 W
of dissipation during continuous operation, rotation frequencies up to 2.8 Hz, 0.1 µrad /

√
Hz

of encoder noise, and < 10 µG /
√

Hz of magnetic interference at 4fHWP. Additionally, an
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emphasis has been placed on system robustness to ensure years of continuous operation in
the field. The presented CHWP instrument has deployed to the Chilean observation site
and is expected to see first light in 2021. However, one important component is yet to be
completed: the sapphire AR coating, which we discuss in Chapter 10.
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Chapter 10

Sapphire anti-reflection coating

The final component of the cryogenic half-wave plate (CHWP) system is the sapphire’s
anti-reflection (AR) coating. Sapphire has a crystal-axis-averaged refractive index of
nsapphire ≈ 3.2, and therefore its Fresnel reflection coefficient at normal incidence1 is

R =
(nsapphire,avg − nvacuum)2

(nsapphire,avg + nvacuum)2 ≈ 0.3 , (10.1)

where nvacuum = 1 is the refractive index of vacuum. This level of reflection at any refractive
surface in the experiment has several problematic ramifications, including decreased opti-
cal throughput, beam distortions, and multiple reflections within the cryostat that generate
ghosting, or the formation of “ghost” images. In addition, sapphire’s birefringence induces
differential transmission between its ordinary axis with no ≈ 3.08 and extraordinary
axis with ne ≈ 3.35, generating 2fHWP and 4fHWP HWP synchronous signals (HWPSSs)2

in the detector data (see Section 6.5.1). This intensity-to-polarization (I-to-P) is diffi-
cult to remove during data analysis and can induce detector pathologies such as non-linear
responsivity [199]. AR coatings limit these systematic effects by minimizing reflectivity
(Equation 3.37), and developing high-performance sapphire coatings is an imperative of the
CHWP’s development.3

There are many methods to AR coat cryogenic mm-wave optics, and given the recent
rise of polarization modulators, many of these methods are being on investigated on sapphire.
In this chapter, we review several coating technologies developed for the Simons Array (SA)
CHWP. For a discussion of the CHWP’s sapphire—which is identical to that of the PB-2a
warm HWP (WHWP)—see Section 7.2.1, and for a related discussion of the WHWP’s AR
coating, see Section 7.2.2.

1Reflectivity increases at non-normal incidence, and therefore Equation 10.1 represents a lower limit.
2Sapphire’s differential reflectivity is ∆R = Re − Ro ≈ 3%, which for 10 K of atmospheric loading (see
Figure 2.1) corresponds to a 2fHWP signal of ≈ 300 mK with a harmonic component at 4fHWP for light at
non-normal incidence [170].

3Note that we cannot adopt PB-2a’s warm HWP AR coating in Section 7.2.2 on PB-2b’s cryogenic HWP
for reasons discussed in Section 10.1.
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Figure 10.1: A schematic for a quarter-wave AR coating. The electric field oscillates with a free-space
wavelength λ0 and is decomposed into the transmitted component Etrans and the reflected component Erefl.
The two AR layers have indices nair < n1 < n2 < nsapphire such that the index gradually transforms from that
of air/vacuum to that of the sapphire substrate. Each layer has a thickness dλ/4 according to Equation 10.2
such that the transmitted and reflected waves are 180◦ out of phase, destructively interfering the reflected
wave and maximizing transmission.

10.1 AR coating design

An AR coating suppresses reflectivity by gradually transforming the refractive index from
that of air/vacuum nair = nvacuum = 1 to that of the refractive optic. The more gradual the
transformation, the less light is reflected, and therefore in the absence of practical consid-
erations, more AR layers generally corresponds to lower reflectivity.4 In addition, reflection
can be further suppressed by tuning each layer’s thickness to

dλ/4 = λ0/(4n) (10.2)

to maximize destructive interference between forward- and backward-traveling light.
Here, λ0 is the wavelength of the incident light in vacuum, and n is the AR layer’s re-
fractive index. This thickness construction is called a quarter-wave coating, and if all
layers are dλ/4, it achieves zero reflection for incident light of wavelength λ0. A schematic of
the quarter-wave coating is shown in Figure 10.1.

4This statement is not always true, as the wavelength, layer thicknesses, and indices matter, but if the
coating is properly optimized, more layers indeed perform better.



CHAPTER 10. SAPPHIRE AR COATING 220

40 60 80 100 120 140 160 180 200
Frequency [GHz]

0.0

0.1

0.2

0.3

0.4

0.5

R
ef

le
ct

iv
ity

0.0

0.2

0.4

0.6

0.8

1.0

N
orm

alized band transm
ission

1 layer
2 layers
3 layers

Layers nAR dAR [µm] R90 [%] R150 [%]

1 (1.70) (367) 11.6 9.7

2 (1.41, 2.29) (437, 269) 1.1 1.1

3 (1.21, 1.80, 2.67) (494, 339, 223) 0.3 0.1

Figure 10.2: A comparison of one-, two-, and three-layer AR coatings optimized to maximize average trans-
missivity across the 90 GHz (magenta) and 150 GHz (cyan) detector bands. The sapphire substrate is
assumed to have a thickness of 3.75 mm and an axis-averaged refractive index of nsapphire,avg = 3.23. The
optimal AR indices, thicknesses, and resulting reflectivities in each band are shown in the table. The largest
transmissivity improvement comes between the one- and two-layer coatings.

From the perspective of PB-2b, which has a fixed observation bandwidth, adding more
layers to the AR coating adds more degrees of freedom over which the coating can be
optimized. Figure 10.2 shows fully5 optimized [83] one-, two-, and three-layer coatings and
their integrated reflectivities across PB-2b’s 90 and 150 GHz bands. A single-layer coating
has insufficient bandwidth to achieve reasonable reflectivity in both bands, and therefore the
PB-2b CHWP must employ a multi-layer coating. A two-layer coating does substantially
better, achieving 1.1% reflection in each band, while a three-layer coating does even better,
achieving (0.3, 0.1)% reflection at (90, 150) GHz.

Multi-layer AR coatings are a relatively new technology in the field of CMB instrumen-
tation. While multichroic CMB receivers have become increasingly prominent, the problem
of achieving high optical throughput across broad bandwidths remains a considerable chal-

5“Fully” means that all layer thicknesses and indices are allowed to vary during the optimization.
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lenge. Therefore, even though the three-layer coating in Figure 10.2 performs better than the
two-layer coating, the PB-2b CHWP’s development focuses primarily on two-layer coatings
to minimize technical complexity.6

Just as for the PB-2a WHWP’s AR coating (Section 7.2.2), the CHWP’s AR materials
must have close to optimal indices and must be transparent at 100 GHz. Because 100 GHz
loss tangents (Equation 3.28) are generally lower at cryogenic temperatures, and because
thermal radiation is ∼ 10× fainter at 50 K than at 300 K, the catalog of optically viable AR
materials is larger for the CHWP than for the WHWP (Figure 7.5). However, diminished
concerns about finding index-matched, low-loss dielectrics are replaced with concerns about
cryo-mechanical reliability, which is a major driver of this chapter’s AR investigations.

10.1.1 Tolerances

The contours and values in Figure 10.2 represent idealized coatings, but in reality, there will
be variations and uncertainties in each layer’s thickness and refractive index. Figure 10.3
shows the impact of index and thickness tolerances on reflectivities in the 90 and 150 GHz
bands. As we discuss in Section 10.2.1.2, the index of each is layer is usually measured
before it is machined to thickness, and typical index measurement uncertainties are < 1%.
Therefore, assuming the coating’s indices are close to optimal, thickness tolerances are
the primary performance driver for this chapter’s AR technologies. “Standard” machining
uncertainties are ± 100 µm, which is far too large to ensure adequate AR transmissivity.
Therefore, thickness control is an important R&D item for the CHWP coating’s fabrication
process.

To set a thickness tolerance, we consider not only the performance impact shown in
Figure 10.3b but also the practical limitations of the machining process. While we use a
numerical mill to machine the AR layers (see Section 10.2.1.3), several challenging factors
impact the milling process, including temperature control, bit wear, and fixturing repeata-
bility. Taking these practical considerations into account, we impose a thickness tolerance
of < 25 µm, which maintains an absolute reflectivity of < 2% and a reflection uniformity of
± 0.5%.7

10.1.2 Objectives

There are several figures of merit when evaluating an AR coating technology. The first
merit figure is reflectivity. Because the instrument’s noise-equivalent temperature (NET) is a
strong function of the telescope’s optical throughput (see Section 3.8), achieving percent-

6That said, three-layer coatings can be used to combat challenges associated with material selection and
fabrication limitations, and for this reason, we consider three-layer coatings with lower priority in parallel.
One such consideration is described in Section 10.4.2.

7As discussed in Section 6.5.1, non-idealities in the CHWP’s optical stack can lead to HWPSSs, and therefore
AR uniformity is an especially important consideration for the sapphire coatings in this chapter.
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Figure 10.3: The impact of index (Figure 10.3a) and thickness (Figure 10.3b) tolerances on the two-layer
AR coating’s reflectivity in PB-2b’s bands. Each tolerance denotes the ± spread of a uniform distribution
centered on the ideal index and thickness values in Figure 10.2, and each case is Monte Carlo simulated 1,000
times. The solid lines denote the medians, while the shaded areas denote the (15, 85)% confidence regions.

level reflectivity8 on each optic, including the CHWP, is critical to fielding a cutting-
edge instrument. The second merit figure is cryo-mechanical robustness. The CHWP
is cooled to ≈ 50 K, introducing challenges such as differential thermal contraction,
cryogenic adhesion, low-temperature material properties, and vacuum compatibility. The
third merit figure is manufacturability. For example, there is a finite number of readily
obtainable materials available for mm-wave AR coatings (see, for example, Section 7.2.2).
In addition, the coating must be applied with excellent thickness and index control, the
fabrication process must be repeatable and reliable, and the application procedure must be
of reasonable cost and lead time. The fourth merit figure is implementation risk. To
reduce project risk both during technology development and after deployment, we aim to
leverage the successes of existing technologies. For this reason, many of the AR coatings
considered for the PB-2b CHWP utilize materials and techniques used for past experiments.

In Sections 10.2 and 10.3, we review two sapphire AR coating technologies developed for
the PB-2b CHWP, recount their development paths, describe their pros and cons, and assess
their viability. Each section is titled “A + B AR,” indicating that the bottom AR layer is
composed of “A” and the top AR layer is composed of “B.”

8There is no clear-cut requirement on the PB-2b AR coating’s reflection or absorption, as the question
of deploying an “acceptable” optics tube is a complicated convolution of robustness, project schedule,
technology risk, and other factors.
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1090 2850FT Sapphire Stack

Figure 10.4: A cartoon schematic of the epoxy + epoxy AR coating. The bottom layer is Stycast 2850FT,
and the top layer is Stycast 1090. The coating is applied to the outward face of the outermost sapphire
pieces in the Pancharatnam stack.

10.2 Epoxy + epoxy AR

Early AR coating development for POLARBEAR-2 demonstrated a two-layer epoxy +
epoxy AR coating comprising a bottom layer of Stycast 2850FT9 + Catalyst 23LV
and a top layer of Stycast 109010 + Catalyst 9 [163]. Stycast 2850FT is an epoxy resin
loaded with microscopic alumina grains that both raise its mm-wave refractive index and
reduce its coefficient of thermal expansion (CTE) to match that of aluminum. Because it
is ≈ 30% alumina by weight, 2850FT is an excellent thermal conductor and is therefore
a common adhesive in cryogenic engineering. Catalyst 23LV, the chosen hardening agent,
offers a stable refractive index vs. mm-wave frequency, gives the pre-cured mixture a low
viscosity, and provides a ≈ 2-hour pot life, which is comfortably long enough for most
AR application processes. Stycast 1090 is an epoxy resin loaded with ∼ 50 µm-diameter,
hollow silica, nitrogen-filled microspheres that lower the epoxy’s density, and Catalyst 9
is chosen to minimize the 1090’s cured refractive index. During POLARBEAR-2’s initial
R&D in 2013 [163], the measured refractive indices of each epoxy layer were n2850FT = 2.28
and n1090 = 1.42, and the resulting transmissivity vs. mm-wave frequency on an alumina
substrate is shown in Figure 10.5.

Because the epoxy + epoxy coating is moldable and shows excellent performance on a
50 mm-diameter sample, PB-2a selected the technology for its lenses’ curved surfaces. The
process of applying 2850FT + 1090 to full-scale alumina optics was adopted from a procedure
developed at Stanford for BICEP Array [90], and the PB-2a lenses were epoxy coated at UC
Berkeley between 2014 and 2016. The lenses’ flat surfaces were coated at the High Energy
Research Organization (KEK) in Japan using a bottom layer of thermal-sprayed mullite
and a top layer of an expanded polyimide foam called Skybond.11 For more information

9Stycast 2850FT: https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_

stycast_2850ft.html
10Stycast 1090: https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_

stycast_1090bk.html
11Skybond foam: https://www.istcorp.jp/en/industrial_material/skybond-foam/

https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_2850ft.html
https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_2850ft.html
https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_1090bk.html
https://www.henkel-adhesives.com/us/en/product/potting-compounds/loctite_stycast_1090bk.html
https://www.istcorp.jp/en/industrial_material/skybond-foam/
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Figure 10.5: Measured performance of the epoxy + epoxy AR coating on a 50 mm-diameter, 3 mm-thick
alumina sample at both 300 K and 140 K. While the epoxy coating is lossy at room temperature, its
emissivity decreases substantially at cryogenic temperatures. The measured fractional bandwidth is ≈ 65%,
which is wide enough to cover PB-2b’s 90 and 150 GHz bands. This figure is taken from Rosen, Suzuki, et
al. (2013) [163].

about the mullite + plastic AR combination,12 see Section 10.4.2.
The AR-coated PB-2a lenses were not measured directly, as taking the spectrum of a large

optic at cryogenic temperatures requires dedicated infrastructure that is time-consuming and
expensive to develop. Instead, they were installed in the PB-2a receiver cryostat, and the
band-averaged optical throughput of the full instrument was measured at KEK. In addition,
the receiver’s near-field beam was mapped in the lab to assess its Gaussianity and angular
extent. These tests’ results were satisfactory for deployment, and the PB-2a epoxy coatings
were deemed a success [100]. Leveraging the work done for PB-2a, PB-2b adopted the epoxy
+ epoxy coating for all of its alumina and sapphire surfaces, both curved and flat. In this
section, we review the epoxy coating process and present the results of its application to
sapphire.

10.2.1 Fabrication

The process for applying the epoxy + epoxy coating is:

1. Prepare the substrate.
2. Mold Stycast 2850FT onto the substrate’s bare surface.
3. Mill the 2850FT layer to its target thickness.
4. Mold Stycast 1090 onto the machined 2850FT layer.

12Note that Skybond foam was discontinued and is therefore not considered as a possible AR layer in this
dissertation.
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1 mm

Figure 10.6: A microscope comparison of a sapphire surface after 24-grit sandblasting at 50 PSI (left) and of
a different sapphire surface after abrading with 60-grit diamond sandpaper (right). Sandblasting cracks the
sapphire’s surface, making it vulnerable to fracture, while sanding roughens the surface without any visible
damage.

5. Mill the Stycast 1090 layer to its target thickness.
6. Strain relieve the layers.
7. Thermal cycle to cryogenic temperatures and inspect for mechanical degradation.

We describe each of these steps in the following subsections, highlighting advancements made
as part of PB-2b’s CHWP development.

10.2.1.1 Surface preparation

The first step in Section 10.2.1 is to prepare the sapphire’s surface. Aluminum oxide, of
which both sapphire (single-crystal) and alumina (polycrystalline) are composed, is inert
and does not easily bond to organic compounds. Therefore, a mechanical bond, one in
which the epoxy “grabs” microscopic crevices in the sapphire’s surface, is critical to robust
adhesion. As manufactured, the sapphire’s surface has an RMS roughness of ∼ 0.1 µm (see
Figure 7.4), which auxiliary tests have shown to be insufficient for a strong epoxy bond.
Therefore, we roughen the surface before coating it.

While PB-2a found sandblasting13 to be adequate for robust epoxy-to-alumina adhe-
sion, sapphire requires a more nuanced abrasion approach. Figure 10.6 shows a comparison
of a sapphire surface that has been sandblasted with 24-grit silicon carbide vs. a surface that
has been sanded with 60-grit diamond sandpaper. As is evident in the left photo, sandblast-
ing introduces microcracks at the sapphire’s surface, and these fractures can propagate
when stressed upon cooling. For this reason, we sand the surface using diamond sandpaper,
making sure to roughen both evenly and gently.

13Metal Fusion: https://www.metalfusioninc.com/

https://www.metalfusioninc.com/
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Figure 10.7: Photographs of the AP-134 application technique used for the PB-2b sapphire. The photo on
the left shows a bottle of AP-134 (right) next to the felt applicator tip (left) used to apply it. The photo
on the right is a snapshot of the application process. The bottle is turned upside-down and squeezed, and
the solution soaks the felt tip. The AP-134 is then “painted” onto the sapphire, and its dispensation rate is
controlled by how hard the tip is pressed against the surface.

After the surface is roughened, we clean it thoroughly using Scotch-Brite14 and solvents,
and we apply a thin film of Lord AP-134 adhesion promoter.15 AP-134 is a ceramic-
compatible primer that allows the epoxy to chemically bond to the sapphire and consists of an
organosilane dissolved in solvents. When the primer is applied to the sapphire substrate, the
solvents quickly evaporate, the agent hydrolyzes, and the organosilane bonds to dangling
hydroxyl groups on the surface. This curing process sets up a stout, crosslinked silane
network with free-radical groups that the epoxide molecules can bond to. The adhesion
promoter’s efficacy relies on the AP-134 layer being thin and on the silane network being
sufficiently hydrolyzed. During PB-2a’s epoxy development, the AP-134 was wiped across
the optic’s surface with a Kimwipe. Because this process has poor thickness control, PB-
2b uses felt applicator tips from Designetics16 to provide thinner, more even coverage.
The AP-134 layer is left to hydrolyze for 2-3 hours at 50-80% humidity17 before the coating
process advances. Figure 10.7 shows an example applicator tip as well as a photo of the
adhesion promoter being applied to the sapphire’s surface. After hydrolyzation is complete,
the cured AP-134 leaves a hazy finish whose uniformity can be verified by eye.

10.2.1.2 Coating

After the sapphire surface is prepared, the Stycast 2850FT is mixed and applied. We note
that the 1090 application follows a nearly identical procedure, and therefore this section

14Scotch-Brite: https://www.scotch-brite.com/3M/en_US/scotch-brite/
15Lord AP-134: https://www.lord.com/products-and-solutions/chemlok-ap-134-primer
16Designetics: https://designetics.com/
17If the ambient humidity is less than 50%, as is sometimes the case during summertime in Berkeley, the

cure time is extended appropriately.

https://www.scotch-brite.com/3M/en_US/scotch-brite/
https://www.lord.com/products-and-solutions/chemlok-ap-134-primer
https://designetics.com/
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500 mm

Figure 10.8: Photographs of the epoxy AR application and cure. The left photo is of the epoxy resin being
mixed in the can to evenly distribute the fillers. The right photo is of the epoxy mixture on the sapphire’s
surface right after application. It is coated all the way to the edge, and a barrier of masking tape keeps the
epoxy from leaking over the edge. A leveling table keeps the layer flat as it cures.

describes both steps 2 and 4 of the fabrication process in Section 10.2.1. The Stycast appli-
cation’s foremost goal is to achieve a thin, uniform layer free of air bubbles.18

First, to ensure that the fillers are evenly distributed throughout the epoxy, we warm the
resin to ≈ 40◦ C to reduce its viscosity and mix it with a hand drill and paddle for ≈ 5 min,
as shown in the left panel of Figure 10.8. This step is especially important when opening
a fresh can of resin, as the fillers may sink (float) to the bottom (top) during the epoxy’s
shelf life. After the resin cools to < 30◦, we extract ≈ 700 g of 2850FT and mix it with
≈ 50 g of Catalyst 23LV (by hand) for ≈ 5 min or until the mixture’s color is even. We
then evacuate the mixture to ≈ 3 Torr over 8 min using a high-throughput roughing pump,
removing trapped air.19

After the epoxy is mixed and evacuated, we monitor its temperature with an IR ther-
mometer until it is < 30◦ C. It is important to control the epoxy’s temperature throughout
the mixing process,20 as epoxide catalysis is an exothermal reaction that can cause ther-
mal runaway and hence make the epoxy difficult to handle. Once the epoxy is cool, it is
slowly poured into a blob at the center of the sapphire’s surface, and the plate is rotated so
that gravity spreads the epoxy to the sapphire’s edges. After the surface is fully coated, it
is stored on a leveling table to cure for 24 hours in ambient conditions.

For each 2850FT and 1090 layer, we fabricate and measure a 50 mm-diameter, ≈ 20 mm-
thick witness sample to determine the layer’s refractive index. Fluctuations in index arise
due to fluctuations in filler fraction, and we find variations in both n2850FT and n1090 as large

18Voids act as mm-wave scatterers, which can substantially reduce the AR coating’s transparency (see
Equations 3.36 and 3.35). We do not have an air-bubble requirement for PB-2b, but a good “rule of
thumb” at 150 GHz is for bubbles to be < 100 µm and sparsely populated.

19The evacuation step has been tuned carefully, as pumping for too long can cause the epoxy to overheat,
and pumping too little results in populations of > 0.1 mm air bubbles throughout the AR layer.

20This is especially true during evacuation, as the epoxy cannot cool in a vacuum space.



CHAPTER 10. SAPPHIRE AR COATING 228

500 mm

Vacuum nozzle

Figure 10.9: Photographs of epoxy-AR machining and metrology. The left photo shows a roughing cut on a
cured 2850FT layer. The roughing cut is followed by a pre-finish cut to check for any z-offsets in the spindle,
and the finish cut trims the layer to its target thickness. The photo on the right shows the Renishaw contact
probe used to measure both the bare optic surface before the epoxy is cured and the epoxy surface after
machining.

as 5% between batches.21 Because the ideal thickness for the coating is tied to its refractive
index (see Equation 10.2), this index verification is important to minimizing reflectivity.

10.2.1.3 Machining

After the epoxy layer has cured, we machine it to its target thickness. We use a vacuum
chuck to affix the piece in a Haas VM322 computer numerical controlled (CNC) mill, and
we use a diamond-coated end mill to remove the epoxy. The diamond-coated bit is necessary
because the fillers in both epoxies abrade tooled steel and silicon carbide. Stycast particles
are hazardous to breathe, and therefore machining dust is evacuated using a vacuum nozzle
coupled to a high-efficiency particulate air (HEPA) filter.

Because the tolerance on each layer’s thickness is tight, the spindle height must be care-
fully controlled throughout the machining process, in turn relying on control of the mill’s
temperature. The UC Berkeley physics machine shop is not climate controlled as of
December 2020; therefore, we schedule machining cycles during times of stable ambient tem-
perature23 to avoid thickness gradients. In addition, we find that the mill’s spindle length
increases by ∼ 100 µm during the first ∼ hour after it is started. Therefore, we run an hour-

21The manufacturing batch number is printed on the front of each resin can.
22Haas VM3: https://www.haascnc.com/machines/vertical-mills/mold-machines/models/vm-3.

html
23For example, we typically perform finish cuts during the afternoon, and we are wary about working on

especially hot days.

https://www.haascnc.com/machines/vertical-mills/mold-machines/models/vm-3.html
https://www.haascnc.com/machines/vertical-mills/mold-machines/models/vm-3.html
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long “warm-up” cycle prior to each epoxy cut, after which we use gauge blocks to calibrate
the spindle’s elongation. To minimize the impact of any additional spindle growth during
the machining cycle, we employ an aggressive stepover to keep the process time to . 1 hour.

After the warm-up cycle, we machine the epoxy layer in three steps: a rough cut to remove
most excess material, a pre-finish cut to cross-check and calibrate the cutter’s z-dimension,
and a finish cut. After the pre-finish and finish cycles, the surface is probed using a Renishaw
contact probe24 with a 1 mm-diameter ruby tip. We probe four points at three diameters
as well as one point at the center, and these thirteen measurements are differenced with an
identical measurement of the bare sapphire surface (or in the case of the 1090 top layer, the
2850FT’s machined surface) to extract the layer’s thickness and uniformity. This machining
and metrology procedure has reliably met our ± 25 µm tolerances.

Voids within the cured epoxy layer sometimes appear during the machining process, and
sometimes they need to filled. Therefore, after the pre-finish cut, which is typically ≈ 100 µm
over the target thickness, we mix a small amount of epoxy, roughen the cavities using a steel
brush, and fill them in place on the mill. These patches then cure overnight before proceeding
to the finish cut.25

10.2.1.4 Strain relieving

After both the 2850FT and 1090 layers have been applied and machined, the sapphire is
‘officially” AR coated, and if the HWP operated at ambient temperature, we would at this
point be finished. However, there are substantial CTE differences between the epoxy layers
and the sapphire substrate, and therefore we must strain relieve the coating to avoid
delamination when cooling the CHWP to 50 K.

As was done for the PB-2a optics, we laser dice the epoxy at Laserod.26 Laserod uses a
355 nm, ∼ 10 W, nanosecond-pulsed laser to separate the AR coating into detached islands.
The ultraviolet wavelength is necessary to achieve a . 30 µm kerf, which is required to avoid
polarized diffraction induced by the strain-relief cuts. Also following the findings of PB-2a,
we dice with a 1 cm pitch along two orthogonal directions, which discretizes the epoxy layer
into a grid of 1 cm × 1 cm squares. To calibrate the cut’s depth, the machinist looks
for laser light to shine through the sapphire’s semi-transparent backside and adds ≈ 10%
additional passes to ensure complete epoxy separation. Verifying complete separation is
critical, as PB-2a found that incomplete dicing leads to widespread delamination upon
cooling.

Additional investigations of the laser dicing process were performed to better understand
how the epoxy is ablated, how the heat-affected zone changes with pulse duration, and how

24Renishaw OMP400: https://www.renishaw.com/en/omp400-high-accuracy-machine-probe--6089
25This filling process does not remedy any voids below the (250, 450) µm-thick (bottom, top) layer’s surface.

However, we have machined a few AR layers completely off and have empirically seen that bubbles tend
not to form at material interfaces. When embedded voids do appear, they tend to reside near the optic’s
edge, where their optical impact is diminished.

26Laserod: https://laserod.com/

https://www.renishaw.com/en/omp400-high-accuracy-machine-probe--6089
https://laserod.com/
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500 mm

Figure 10.10: Photographs of the epoxy-coated sapphire before thermal cycling. The photo on the left shows
the fully fabricated epoxy + epoxy AR coating on a 500 mm-diameter sapphire window mounted in the
CAPMAP dewar prior to thermal cycling. The faint 1 cm × 1 cm grid lines are laser cuts for strain relief.
The photo on the right is that same piece held with its bare, semi-transparent backside to the window,
showing that the dicing lines cut all the way through the AR coating.

overdicing impacts the sapphire’s mechanical strength. These investigations were part of the
epoxy + Duroid AR campaign and are therefore discussed in Section 10.3.1.3.

10.2.1.5 Thermal cycling

The final step of the AR fabrication process is to validate cryo-mechanical performance.
As demonstrated by Figure 10.5, the refractive indices of 2850FT and 1090 are largely
consistent with temperature,27 and the coating’s transmissivity is excellent (on a 50 mm-
diameter sample) at ∼ 100 K. Therefore, this final step needs only to assess the AR coating’s
(full-scale) cryogenic adhesion.

The fully coated sapphire is cooled to ≈ 20 K and warmed back to ≈ 300 K over
≈ 48 hours using a Gifford-McMahon (GM) cooler in the CAPMAP dewar at Lawrence
Berkeley National Laboratory (LBNL), shown in Figure 10.10. After the piece is returned
to ambient conditions, its surface is inspected for any delaminated epoxy islands, and the
adhesion layer is inspected through the sapphire’s semi-transparent backside. If substantial
damage is found, then the fabrication process is, in most cases, deemed unsuccessful. On
the other hand, if the adhesion is unaffected by thermal cycling, the piece is cooled several
more times to assess the coating’s long-term viability. If the piece survives this gauntlet of
cryogenic testing, then it is qualified for optical use.28

27This statement has also been verified by independent measurements at Tohoku University in Japan (Makoto
Hattori) and at Stanford (Keith Thompson).

28Note that we do not optically measure each full-scale sapphire piece, as doing so at cold temperatures
requires dedicated, expensive infrastructure. Instead, we use index measurements of the witness pieces
and thickness measurements of the machined layers to calculate each part’s expected performance. This
technique is a valid approximation of the realized performance in the absence of any mechanical degradation
(see Figure 7.13b).



CHAPTER 10. SAPPHIRE AR COATING 231

10.2.2 Performance

We consider two performance metrics for the epoxy + epoxy AR coating: reflectivity at low
temperatures and cryo-mechanical robustness. Because a comparison of the epoxy coating’s
warm and cold transmissivity has already been published on a 50 mm-diameter, un-diced
piece, this section focuses on the performance of larger-diameter, diced parts, which are
representative of deployable optics. We will discuss the cryo-mechanical performance first,
which informs a discussion of optical performance.

10.2.2.1 Cryo-mechanical performance

The primary differences between small-scale epoxy coatings, which have been characterized
and published, and full-scale epoxy coatings, which have not, are the diameter and the
laser strain relieving. The dominant mechanism for full-scale performance degradation is
cryogenic delamination, or separation of the AR coating from the optical substrate at
low temperatures. Therefore, cryogenic robustness is the most important assessment of
the performance evaluation process. If full-scale cryogenic robustness is adequate, then the
performance of small-scale pieces will likely represent that of full-scale pieces.

Figure 10.11 shows the results of thermal cycling epoxy-coated 500 mm-diameter and
95 mm-diameter sapphire pieces. Cryogenic delamination is evident, and the epoxy separates
by pulling “chunks” from the substrate,29 leaving the surface severely damaged. Even when
this delamination occurs only in areas, it progresses with each cooldown and therefore affects
a larger fraction of the surface over time.

10.2.2.2 Optical performance

As discussed in the previous section, the epoxy AR coating breaks the sapphire substrate
upon cooling. While this result is undesirable, we use an optical measurement to quantify
its impact on reflectivity. To eliminate polarization effects in the measurement, we coat a
150 mm-diameter, 3 mm-thick piece of alumina, which has nearly identical optical properties
to sapphire, and measure it in a reflectometer at the University of Michigan.

Figure 10.12a is a photo of the alumina sample, which is coated on both sides, suspended
over a bath of liquid nitrogen (LN2), and cooled to ≈ 140 K. It is subtle to see, but the square
islands are raised at the dicing lines, and this partial delamination creates a non-uniform
air gap between the bottom 2850FT epoxy layer and the alumina substrate. Measurements
of reflectance between 140-170 GHz at various temperatures are shown in Figure 10.12b, and
the air gap clearly increases reflectance with decreasing temperature. This measurement was
performed several times, and the result was shown to be repeatable.

29This surface damage occurs even sanding, which is gentler than sandblasting.
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Figure 10.11: Photographs of cryogenically delaminated Stycast 2850FT + Stycast 1090 on sapphire. The
top panel shows the 500 mm-diameter piece in Figure 10.10 after one cooldown. Though nearly every epoxy
square delaminates and “curls” at 20 K, most squares flatten again at room temperature, making damaged
AR difficult to detect by eye. The bottom panel shows the epoxy’s adhesion layer through the transparent
backside of a 95 mm-diameter, polished sapphire sample. The left (right) panels present the sapphire before
(after) cooling. Greyed areas indicated AR separation, while shimmering patches indicate fractured sapphire.

10.2.3 Assessment

The epoxy + epoxy AR coating of Stycast 2850FT + Stycast 1090 has several issues. Despite
advancements in the coating technique, including gentler roughening and better-controlled
adhesion-promoter application, the AR coating separates from the sapphire when cooled to
cryogenic temperatures. In fact, the epoxy pulls chunks out of the substrate itself, best shown
in Figure 10.11b, indicating that the AR coating’s large CTE and large tensile modulus
may be more than the sapphire can withstand. There are two clear potential remedies to
this problem. The first remedy is to laser dice with a finer pitch, shrinking the isolated
islands and reducing the stress due to differential contraction. While this modification is
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Figure 10.12: Partial delamination of epoxy from 150 mm-diameter alumina coated on both sides, and
the resulting impact on reflectance vs. temperature. Figure 10.12a is a photo of the sample at ≈ 140 K
suspended above a liquid nitrogen bath. Figure 10.12b shows the resulting reflectance vs. temperature
between 140∼300 K. The increased reflectance is well modeled by a non-uniform air gap of 50∼100 µm
between the sapphire and bottom 2850FT epoxy layer. Both figures are courtesy of Shreya Sutariya.

straightforward to implement, it is expensive30 and would quickly make the epoxy + epoxy
AR coating unaffordable. In addition, as discussed in Section 10.3.1.3, laser dicing introduces
its own risks to the coating’s adhesion.

The second remedy is to change the AR coating’s top layer. Successful cryo-mechanical
tests of the 2850FT layer alone on 95 mm samples suggest that the 1090 layer is to blame
for the observed delamination. Stycast 1090 both shrinks more quickly than 2850FT and
is stiff at low temperatures, therefore attempting to peel the bottom layer away from the
substrate.31 In addition, Stycast 1090’s index has drifted over time, presumably due to
changes in the epoxy’s manufacturing process,32 with its index in 2019 of n1090 = 1.53 being
higher than n1090 = 1.42 in 2014. This shift increases the coating’s idealized band-averaged
reflectivity from < 1% to ≈ 2%, while also tightening tolerances. For these reasons and
others, we deem the epoxy + epoxy AR technology to be unfit for the PB-2b CHWP, and
we look to other AR solutions in the Sections 10.3 and 10.4.

30Machining time on Laserod’s 355 nm laser is expensive, and process time scales with the square of the
dicing pitch.

31This peeling issue is less problematic for single-layer AR coatings, where (nearly) all of the force due to
differential CTE is tangential to the surface, where adhesion is strongest. For this reason, among others,
single-layer coatings are substantially simpler to implement for cryogenic applications, and the presented
cryo-mechanical challenges are largely unique to multichroic coatings.

32We have reached out to Loctite several times about whether the filler concentration in Stycast 1090 may
have decreased over the years, but the manufacturer assures us that the formula remains unchanged. Keith
Thompson at Stanford has also seen 1090’s index increase since 2014, and therefore it is unlikely that the
detected drift is due to measurement error alone.



CHAPTER 10. SAPPHIRE AR COATING 234

5880LZ 2850FT Sapphire Stack

Figure 10.13: A cartoon schematic of the epoxy + Duroid AR coating. The bottom layer is Stycast 2850FT,
and the top layer is Duroid 5880LZ. The coating is applied to the outward face of the outermost sapphire
pieces in the Pancharatnam stack.

10.3 Epoxy + Duroid AR

Section 10.2 demonstrates that Stycast 1090’s CTE, cryogenic tensile modulus, and refrac-
tive index are too large to be a viable sapphire AR candidate. Therefore, we replace the
1090 top layer with a circuit board laminate from Rogers Corporation called RT/duroid
5880LZ.33 Duroid 5880LZ is a matrix of PTFE densely loaded with a filler of ∼ 50 µm
hollow, nitrogen-filled, aluminosilicate microspheres.34 It is specifically engineered to have
a low CTE, and its material composition is more flexible than epoxy’s at cryogenic tem-
peratures.35 Furthermore, Duroid has a refractive index of n5880LZ = 1.41, which is nearly
identical to that of the idealized two-layer coating shown in Figure 10.2, and its manufac-
turing tolerances are remarkably tight, nullifying concerns about batch-to-batch variability.
Lastly, Duroid is readily available at low cost and with short lead times, making it amenable
to rapid prototyping and development. Motivated by these advantages, we investigate the
viability of a Stycast 2850FT + Duroid 5880LZ AR coating.

10.3.1 Fabrication

The fabrication process for epoxy + Duroid is nearly identical to that of epoxy + epoxy,
except for a few modifications that are marked with an asterisk:

1. Prepare the substrate.
2. Mold Stycast 2850FT onto the bare substrate.
3. Mill the 2850FT layer to its target thickness.
4. * Glue the Duroid to the machined 2850FT layer.
5. * Machine the Duroid to its target thickness.

33Rogers Duroid 5880LZ laminate: https://www.rogerscorp.com/Advanced-Connectivity-Solutions/

RT-duroid-Laminates/RT-duroid-5880LZ-Laminates
34While the microspheres found in 5880LZ are similar to those in Stycast 1090, 1090’s spheres are silica while

5880LZ’s are aluminosilicate. Duroid’s fillers are specifically engineered to improve thermal stability.
35Duroid’s cryogenic modulus has not been measured, but 5880LZ is certainly flimsier than 1090 at room

temperature, and PTFE is known to maintain its properties to low temperatures.

https://www.rogerscorp.com/Advanced-Connectivity-Solutions/RT-duroid-Laminates/RT-duroid-5880LZ-Laminates
https://www.rogerscorp.com/Advanced-Connectivity-Solutions/RT-duroid-Laminates/RT-duroid-5880LZ-Laminates
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Epoxy + epoxy 1.6 2.6

Epoxy + Duroid 0.9 1.2

Figure 10.14: A comparison of the epoxy + epoxy and epoxy + Duroid AR coatings overplotted onto PB-2b’s
90 (magenta) and 150 GHz (cyan) detector bands. The sapphire substrate is assumed to have a thickness
of 3.75 mm and an axis-averaged refractive index of nsapphire = 3.23. The band-integrated reflectivity for
each band is shown in the table. Using Duroid instead of Stycast 1090 for the top AR layer substantially
improves reflectivity.

6. * Strain relieve the layers.
7. * Anneal the AR coating.
8. Thermal cycle to cryogenic temperatures and inspect for any mechanical degradation.

We cover the starred steps in the following subsections and refer the reader to Section 10.2.1
for details about surface preparation, 2850FT application, and thermal cycling.

10.3.1.1 Duroid application

Duroid 5880LZ is procured from Rogers Corporation as a 600 mm × 600 mm × 0.5 mm
panel plated with 30 µm of copper. We send the Duroid panels to Westak Circuits,36 who
uses conveyorized ammonium chloride baths to strip the copper and water rinses to wash

36Westak Circuits: https://www.westak.com/

https://www.westak.com/
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Figure 10.15: Photographs of the EpoTek 301-2 application for bonding the Duroid 5880LZ top AR layer to
the machined Stycast 2850FT bottom AR layer. The left panel shows the author spraying the transparent
301-2 onto the 2850FT layer in a fume hood. The right panel shows the EpoTek-covered 2850FT layer after
spraying is complete.

away etchant residue.37 After the copper is removed, one side of the Duroid sheet is gently
roughened using 140 grit aluminum oxide sandpaper to improve adhesion to the bottom
2850FT layer. Note that we do not roughen the machined Stycast, as the mill’s stepover
size leaves a large enough residual roughness to facilitate strong bonding.38

To affix the Duroid to the 2850FT, we use EpoTek 301-2, an optical epoxy with a
viscosity of ∼ 300 cPs, a pot life of 8 hours, and a low storage modulus of ∼ 300 kpsi that
persists to cryogenic temperatures. These properties are favorable for the Duroid-on-epoxy
application, as a low viscosity enables a < 10 µm bondline,39 a long pot life provides flexibility
to the fabrication process, and a low storage modulus absorbs differential contraction
between the Duroid and 2850FT. EpoTek 301-2 was recommended to us by Ed Wollack at
NASA Goddard and was used to bond the AdvACT metamaterial ambient HWP at the
University of Michigan [36]. Therefore, we have imported aspects of ACT’s procedure into
our own.

We investigate two methods to apply the EpoTek 301-2. The first application method
is a variation of the adhesion-promoter application process described in Section 10.2.1.1.
Designetics makes custom applicator tips for a wide range of fluid viscosities, and they
designed a specialized tip to paint a ≈ 5 µm-thick EpoTek layer onto the 2850FT. The
second application method is to spray EpoTek using a paint gun. This spraying can be done

37In a circuit board’s typical application, a circuit pattern is etched into the copper, but for AR coating, we
etch away the conductor entirely.

38It is worth noting that we use an epoxy to glue the Duroid to the 2850FT, and because the interfacing
epoxy chemically bonds to 2850FT epoxy, surface roughness is less important than when bonding to the
2850FT than when bonding to the sapphire substrate.

39See Section 7.2.2 for a discussion of how glue-layer thickness impacts HWP reflectivity. Note that the
glue’s emissivity is much less important at cryogenic temperatures than in ambient conditions.
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without a thinning agent,40 as the EpoTek has a low enough viscosity to aerosolize under
& 20 psi of pressure. In this dissertation, we pursue the second method, which consistently
achieves a thinner bondline than the painting method.

Figure 10.15 shows the EpoTek application process. When spraying, close attention is
paid to the discharge rate, air pressure, raster scanning speed, and the nozzle-to-surface
distance to ensure even coverage. After the 2850FT is sufficiently coated with EpoTek,
the Duroid is laid onto the bondline, and the assembly is vacuum bagged for 48 hours.41

Vacuum pressing the Duroid and Stycast-covered sapphire together provides a large amount
of even and repeatable pressure.

10.3.1.2 Duroid machining

To machine the Duroid to its target thickness, we adopt the procedure in Section 10.2.1.3,
with a few modifications. The Duroid’s manufactured thickness is 500 µm, and the AR
coating’s target thickness is 430 µm; therefore, the machining process only removes ≈ 15%
from the Duroid stock. In order to skim the Duroid effectively, we run a 70 mm-diameter
fly cutter, whose tip is angled at 15◦ to the surface, at 5,000 RPM. We do a pre-finish cut
≈ 25 µm above the target thickness to calibrate the spindle’s z-offset before proceeding to
the final cut. Because the Duroid’s softness causes it to recoil when pressed, we use both
gauge blocks and the Renishaw contact probe to check the layer’s dimension.

10.3.1.3 Strain relieving

One possible explanation for AR delamination (see Section 10.2.2.1) is that laser cutting
seeds separation between the bottom 2850FT layer and the sapphire substrate. Therefore,
during the epoxy + Duroid development, we performed several tests to better understand
the impact of laser ablation on adhesion. As described in Section 10.2.1.4, we use a ∼ 10 W,
355 nm, nanosecond-pulse laser at Laserod to cut strain relief lines, and we study three laser
parameters: pulse duration, the number of passes on each cut, and pulse repetition rate.

The first investigated parameter is pulse duration. When laser machining, a shorter
pulse duration reduces the laser’s heat-affected zone (HAZ)—or the area around the
laser’s beam that is “heated” rather than “ablated”—leading to a cleaner cut. Minimizing
the HAZ is important for AR strain relieving, as a large HAZ can melt the epoxy and weaken
adhesion at the dicing lines.42 The AR squares’ corners are particularly vulnerable, as they
are ablated along both orthogonal directions and they experience more contraction along the

40Avoiding thinners, such as toluene, is important for a maximally strong bond, as solvents weaken the
epoxy’s polymer cross-linking.

41EpoTek’s cure time at room temperature is two full days.
42Because the AR coating has two layers, this weakened edge allows the top layer to more easily peel the

bottom layer away from the sapphire.
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Pieces viewed through fully-transparent backside before cooling
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Figure 10.16: Microscope photos of the laser dicing lines for various pulse durations and pass numbers.
The left panel shows scanning electron microscope (SEM) images of cuts with nanosecond and femtosecond
pulses. The right panel shows optical microscope images through the fully-transparent backsides of two
AR-coated sapphire samples (similar to those in Figure 10.11b): one with 100% of the passes needed to fully
separate the epoxy AR islands, and another with 150% of the needed passes.

island’s diagonal direction.43 For these reasons, we abandon a nanosecond pulse duration
for a femtosecond pulse, and the difference is shown in the left panel of Figure 10.16. As
is evident in the scanning electron microscope (SEM) images, a shorter pulse results in a
cleaner cut with less melted epoxy.

The second investigated parameter is the number of passes made by the laser on each
dicing line. PB-2a found that if the Stycast 2850FT + 1090 AR coating’s 1 cm × 1 cm
islands are not completely independent, the AR coating delaminates in sheets at cryogenic
temperatures. Therefore, during the early stages of PB-2b’s AR development, we found
the number of passes needed to sever the AR coating,44 and then multiplied by 150%.45

These “excess” passes ensured that the diced islands were truly detached from one another.
However, as epoxy + Duroid development progressed, we became concerned about the effect
of this overcutting on the sapphire substrate. The right panel of Figure 10.16 compares
a sapphire sample with 100% of the needed passes to one with 150%. As seen under the
microscope through the sapphire’s transparent backside, overcutting cracks the sapphire,
and these weaknesses seed separation between the coating and the substrate. To avoid
overcutting and ensure complete separation, we calibrate the number of passes by cutting
a test line at the optic’s edge46 and looking for laser light to peek through the sapphire’s

43We investigated the possibility of “skipping” over existing lines when cutting along the second orthogonal
direction. While we think this technique can be implemented using Laserod’s equipment and expertise, it
falls just beyond the scope of this dissertation’s research.

44We calibrate the number of passes on free-standing epoxy squares that had delaminated from earlier optics.
45While 50% extra cuts might seem excessive, cut depth is not linear with the number of passes. Most

material is ablated during the first ∼ 20% of passes, but as the groove deepens, it acts as an aperture that
decreases laser power at the cut’s base.

46We oversize the CHWP’s AR coated area such that these calibration cuts lie outside the optically active
region.
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transparent backside.47 Using this technique, we avoid sapphire cracking that may seed
delamination.

The third parameter is pulse repetition rate, which, when holding the feed rate con-
stant, determines the pulse overlap. In PB-2a, the laser was run at 100 kHz, which, given
a 40 mm/s feed rate and a ∼ 30 µm laser spot size, corresponds to a pulse overlap of ∼75%.
This level of overlap is often desired in typical laser machining applications, as it ensures
a clean-cut edge. However, because we are concerned about HAZ-induced melting, such
an overlap is undesirable for epoxy AR dicing. Therefore, we reduce the repetition rate to
25 kHz.48

These three laser dicing modifications together improved the strain relief cuts’ integrity
and therefore improved adhesion performance on 95 mm samples.. Given the dicing’s
1 cm × 1 cm length scale, we expect these laser-cutting improvements to transfer to 500 mm
pieces.

10.3.1.4 AR annealing

The final step before thermal cycling the epoxy + Duroid AR coating is to relax the Stycast
2850FT layer. As the bottom layer cures, epoxide molecules in the resin are joined by
amine molecules in the catalyst to form a three-dimensional, cross-linked web of long-range
polymer chains. However, as it phase transitions from a liquid to a solid, the epoxy
shrinks, and because cross-linking is a stochastic process, complex stress profiles develop
within the epoxy’s bulk. Such effects are typically not a concern when using Stycast 2850FT
for potting, but because PB-2b’s epoxy coatings are large-volume (∼700 g of resin) and
high-aspect-ratio (500 mm in diameter but only 250 µm in thickness), these stresses can
compound CTE-induced stresses and increase the probability of cryogenic delamination.

To demonstrate the phenomenology of cure-induced stress, Figure 10.17 shows the
impact of annealing a 50 mm-diameter, 300 µm-thick, freestanding epoxy sample milled on
a vacuum chuck, just as for a cured epoxy layer on sapphire. Without annealing, the epoxy
wafer is demonstrably warped, indicating substantial cure-induced and machining-induced49

stresses. Following the advice of epoxy experts at Ellsworth Adhesives,50 we alleviate these
stresses via annealing.

The goal of the annealing process is to relax the epoxy while not thermally shocking it.
We use a large Despatch oven51 at LBNL, which has an in-chamber thermocouple and can

47Even though 355 nm is technically outside the visible spectrum, the human eye has a logarithmic roll-off
into the UV, and because the laser is so bright, our eyes can see a faint blue hue when the laser’s beam is
scattered.

48Power conservation suggests that decreasing the repetition rate by 4× should mandate more 4× more
passes to achieve the same cut depth. However, this relationship was found to be less severe in practice,
with the decreased pulse rate only requiring a moderate increase in overall machining time.

49We notice that three samples similar to that in Figure 10.17 bow toward the end mill, a trend that
implicates some amount of machine-induced stress.

50Ellsworth: https://www.ellsworth.com/
51Despatch V-series oven: https://www.despatch.com/

https://www.ellsworth.com/
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Figure 10.17: The impact of annealing on epoxy stress. The left panel shows a 50 mm-diameter, 300 µm-
thick epoxy sample at both 300 K and ∼ 100 K after dunking in LN2. Warping indicates cure-induced
and machining-induced stresses. The right panel shows the same piece after annealing. Post-annealing low-
temperature bowing is likely due to stochastic variations in the epoxy’s cross-linked structure, which appears
to be sub-dominant to the cure-induced stresses alleviated by annealing.

simultaneously house several full-scale optics. The annealing profile is preprogrammed
and includes the following steps:

1. Warm to 60◦ C over 3 hours.
2. Soak at 60◦ C for 3 hours.
3. Cool to 40◦ C over 1 hour.
4. Warm to 65◦ C over 2 hours.
5. Cool to 25◦ C over 2 hours.

When cured at room temperature, the glass transition temperature of Stycast 2850FT
is ≈ 40◦ C, and therefore steps 1 and 2 soften the epoxy and allow it to relax.52 After
soaking, steps 3-5 again soften the epoxy and slowly cool it to harden. This annealing profile
is similar to those used for other plastics, such as polyethylenes, and is well established in
industrial settings.

10.3.2 Performance

Similar to with the epoxy + epoxy AR coating, we consider both the optical and cryo-
mechanical performance of the Stycast 2850FT + Duroid 5880LZ coating. Guided by our
experiences with epoxy + epoxy, we focus particularly on cryogenic adhesion, knowing that if
the coating survives thermal cycling, its optical performance will likely match expectations.53

52Raising the epoxy above its glass transition temperature makes it slightly malleable and rubbery. However,
it does not reflow, and therefore the annealing process has no impact on the bond between the 2850FT
and the sapphire.

53As noted in Section 7.4.3, the expectation is set by the simulated AR performance assuming measured
indices and thicknesses for the individual layers.
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10.3.2.1 Optical performance

The first sample fabricated for optical testing is a 150 mm-diameter, 3 mm-thick piece of
alumina coated on both sides, shown in Figure 10.18a. This piece is first measured at
ambient temperature using two coherent-source setups: one that measures reflectivity at
the University of Michigan and one that measures transmissivity at UC Berkeley.54 Both
setups use narrow-band, tunable sources and coherent detectors to measure the frequency-
dependent amplitude and phase of the sample’s reflected/transmitted signal. The results
of both measurements are shown in Figure 10.18b, and the measured reflectivity at (90,
150) GHz is (0.6, 1.1)%. Attenuation in the transmissivity measurement arises because both
Stycast 2850FT and Duroid 5880LZ are lossy at room temperature. However, measurements
of both materials at ∼ 100 K show substantial loss reductions at cryogenic temperatures,55

and therefore the expected band-averaged transmissivity is ≈ 98% at the CHWP’s operating
temperature.56

Encouraged by the outstanding reflectivity of the warm sample in Figure 10.18 and by
the index stability of 2850FT and Duroid down to cryogenic temperatures, we next measure
the sample’s reflectivity at ≈ 140 K. We employ the same reflectivity setup used for the
warm measurement, except with the sample suspended over an LN2 bath. Careful analysis
models the impact of adding LN257 to the optical path, and heaters prevent ice from forming
on the Styrofoam58 cryogen bucket. Several calibration measurements are made with both
a fully-reflective plate and a slab of high-density polyethylene (HDPE) to cross-check for
systematic effects in the setup. The results of the cryogenic reflection measurement are
shown in Figure 10.19.

Unfortunately, a similar effect to that seen with the epoxy + epoxy AR coating is also
seen with epoxy + Duroid. Upon cooling, the epoxy squares delaminate at the dicing lines
and curl to form an air gap between the bottom 2850FT AR layer and the alumina substrate.
While the resulting reflectivity increase is not as severe as for epoxy + epoxy (Figure 10.11),
epoxy + Duroid’s cryogenic reflectivity is 3-4× larger than nominal, necessitating improved
adhesion.

10.3.2.2 Cryo-mechanical performance

While epoxy + Duroid’s cryogenic reflectivity is unacceptable, its warm reflectivity in Fig-
ure 10.18b is nearly ideal. Therefore, we launched a dedicated R&D campaign to “fix” the
epoxy + Duroid’s cryogenic adhesion and “save” the technology’s viability. This adhesion
R&D was largely performed on 95 mm-diameter sapphire samples, which are quick to coat,

54The measurement apparatuses at Michigan and Berkeley are courtesy of Jeff McMahon and Dick Plambeck,
respectively.

55Cryogenic loss measurements of Stycast and Duroid are courtesy of Makoto Hattori at Tohoku University.
56The quoted transmissivity is actually across Simons Observatory’s mid-frequency bands, which are nearly

identical to those of PB-2b.
57LN2 has a refractive index of nLN2 ≈ 1.2 at millimeter wavelengths.
58Styrofoam, which is expanded polystyrene, is essentially transparent at ∼ 100 GHz.
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Figure 10.18: An ambient measurement of epoxy + Duroid on a 150 mm-diameter alumina sample. Fig-
ure 10.18a shows a photo of the sample at room temperature before any thermal cycles. The sample is coated
on both sides, and the dicing pattern is 1 cm × 1 cm, just as for the epoxy + epoxy coatings. Figure 10.18b
shows the results of the transmissivity (left) and reflectivity (right) measurements. The dotted lines are a
simultaneous fit to both datasets, and the shaded bands represent the expectation from measurements of
the individual-layer indices, loss tangents, and thicknesses. The fit and expectation are largely consistent.
The observed frequency shift is likely due to a slight mismeasurement of the alumina substrate, which was
measured before coating. The shaded cyan and magenta regions are Simons Observatory’s 90 and 150 GHz
detector bands, which are nearly identical to those of PB-2b. The transmission and reflection data are
courtesy of Dick Plambeck and Shreya Sutariya, respectively.
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Figure 10.19: A cryogenic measurement of epoxy + Duroid on the 150 mm-diameter alumina sample in
Figure 10.18a. The left panel shows the square islands curling at ≈ 140 K, and the right panel shows
the resulting reflectivity increase between 300 K and 140 K. The reflectometry data is courtesy of Shreya
Sutariya.

cheap to laser dice, and easy to cool. A dozen or so rapid-turnaround experiments led to
many of the fabrication advancements presented in Section 10.3.1, and the combination of
these process improvements eliminated delamination on small samples. Because the length
scale of differential-CTE-induced stress is set by the dicing’s 1 cm pitch, improvements on
95 mm sapphire should, in theory, transfer to 500 mm sapphire. Therefore, once the epoxy +
Duroid fabrication process was demonstrated on small pieces, we coated the PB-2b CHWP’s
sapphire.59

The result of thermal cycling the PB-2b sapphire to ≈ 20 K in a vacuum chamber over
≈ 48 hours is shown in Figure 10.20. As is most clearly seen through the sapphire’s semi-
transparent backside, the AR coating delaminated over > 90% of the surface, an unexpected
result given the success on 95 mm pieces.

10.3.3 Assessment

Although Duroid 5880LZ’s CTE and tensile modulus are lower than those of Stycast 1090, the
epoxy + Duroid coating does not solve the defunct epoxy + epoxy technology’s delamination
problems. Therefore, the sapphire pieces in Figure 10.20 were deemed unfit for deployment
on PB-2b. The degree of cryogenic delamination witnessed on the PB-2b sapphire was
surprising. As mentioned in Section 10.3.2.2, the robustness of epoxy + Duroid AR on
95 mm sapphire should transfer to 500 mm, as the length scale of differential-CTE-induced

59The CHWP has coatings on one side of its two outermost sapphire pieces. See Section 6.4 for more details
about achromatic HWPs.
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After thermal cycling to 20 K
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Figure 10.20: The results of thermal cycling epoxy + Duroid on 500 mm-diameter sapphire to ≈ 20 K.
The top panel shows the coated (left) and uncoated (right) sides of a PB-2b piece before cooling, and
the bottom panel shows the same piece after cooling. The color contrast observed through the sapphire’s
semi-transparent backside before and after cooling demonstrates widespread delamination.

stress is 1 cm for both diameters. However, this reasoning proved to be flawed, and in this
section, we pose a few theories that are being examined by ongoing R&D.

The first theory for the epoxy + Duroid’s large-piece delamination is that adhesion de-
grades with increasing diameter. During the epoxy’s cure, the formation of tight-knit poly-
mer chains shrinks the Stycast 2850FT bulk by 0.3%.60 This shrinkage occurs slowly during
the cure61 and amounts to a maximum ∆L = (25, 150) µm for the (95, 500) mm-diameter
samples. Because the coating is diced, this stress is relieved before the coating is cooled;
however, the epoxy’s cure shrinkage might compromise its adhesion to the sapphire or even
introduce microfractures at the sapphire’s surface.62 This effect would be more impactful at
larger diameters and could therefore explain the discrepant performance between 500 mm

60Stycast 2850FT datasheet: https://webaps.ellsworth.com/edl/Actions/GetLibraryFile.aspx?

document=7673&language=en
61According to conversations with consultants at Ellsworth Adhesives, the shrinkage is not linear in time,

but instead, the vast majority of cross-linking occurs during the cure’s first ∼ 12 hr.
62After cooling the AR coated 500 mm-diameter sapphire, we indeed find widespread surface damage similar

to that shown in Figure 10.11b.

https://webaps.ellsworth.com/edl/Actions/GetLibraryFile.aspx?document=7673&language=en
https://webaps.ellsworth.com/edl/Actions/GetLibraryFile.aspx?document=7673&language=en
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and 95 mm pieces. The second theory is that the sapphire plates themselves may have vary-
ing degrees of cryogenic robustness due to differences in the sapphire’s growth or machining
practices. Therefore, we are investigating the sapphire’s quality, finish, and manufacturing
technique more carefully as AR development continues.63 The final theory is that the base
temperature of the thermal cycle impacts robustness, as the 500 mm pieces were cooled to
20 K while the 95 mm pieces were cooled to 80 K. Most materials—including sapphire and
plastics—experience nearly all cryogenic contraction above ∼ 100 K. Therefore, tests using
LN2 are typically indicative of cryo-mechanical behavior at lower temperatures. However,
it could be that an unexpected physical mechanism causes the coating to fail between 80 K
and 20 K, and this hypothesis is testable by cooling small samples to 20 K.

In summary, replacing the Stycast 1090 top AR layer with Duroid 5880LZ improves
ambient optical performance and improves cryo-mechanical performance on 95 mm samples.
However, widespread adhesive failure on 500 mm samples requires further R&D to validate
the epoxy + Duroid technology for use on PB-2b’s CHWP.

10.4 Ongoing work

As of December 2020, the PB-2b CHWP remains without an AR coating. Coating the
sapphire is an urgent outstanding item for PB-2b, and several research thrusts are being
pursued in parallel. We briefly review each pursuit in this section, highlighting their strengths
and challenges.

10.4.1 Epoxy + Duroid

The primary problem with the Stycast 2850FT + Duroid 5880LZ coating is adhesion between
the bottom layer and the sapphire. One hypothesis for this issue is that the Stycast’s
shrinkage when curing on the sapphire’s surface prevents a sufficiently robust bond. To solve
this problem, we aim to cure the epoxy as a standalone wafer, glue this cured wafer to the
sapphire using a thin layer of EpoTek 301-2, machine the glued wafer to its target thickness,
and proceed with the remaining AR fabrication as presented in Sections 10.2.1 and 10.3.1.
The primary challenge with this technique is to achieve an EpoTek layer that is < 10 µm
(see Figure 7.6) and free of air pockets. The Stycast wafer technique is currently being cryo-
mechanically demonstrated on both small and large samples, and an optical measurement
will soon follow.

10.4.2 Mullite + Duroid

The problematic player in the Stycast 2850FT + Duroid 5880LZ AR coating appears to
be the bottom Stycast layer. One strategy is to replace that layer with a material that
better adheres to the sapphire, and we look to PB-2a’s experience for guidance. PB-2a

63For example, annealing the sapphire after grinding could improve its surface’s robustness.
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used two different coatings on its alumina optics: epoxy + epoxy on all curved surfaces (see
Section 10.2) and mullite + Skybond [92] on all flat surfaces. Mullite (3Al2O32SiO2) is
a silicate with a refractive index of nmullite = 2.52 and a small CTE that is well matched
to sapphire. Skybond is an expanded polyimide foam whose density is tuned for an index
of nSkybond = 1.43. The mullite + Skybond coating was cryogenically robust on PB-2a’s flat
surfaces and achieved reflectivities of (2.1, 1.1)% in the (90, 150) GHz bands [92]. However,
mullite + Skybond is not considered for the PB-2b CHWP because shortly after PB-2a’s
AR fabrication, Skybond manufacturing was discontinued. Nonetheless, we seek to leverage
PB-2a’s success by replacing the Skybond layer with Duroid 5880LZ, which has an index of
nDuroid = 1.41 that is well matched to mullite.

Mullite is applied via thermal spraying (sometimes called plasma spraying). During
thermal spraying, mullite powder is heated into a plasma, is accelerated using an electric
field, and is discharged through a nozzle. The mullite plasma then sticks to the sapphire and
cools upon contact, and the spray gun is raster scanned across the surface to achieve even
coverage. Thermal spraying is an attractive technology for mm-wave AR coatings because
the spray parameters—such as deposition rate, raster rate, nozzle distance, etc.—can be
tuned to control each layer’s density, uniformity, and thickness [97]. Mullite spraying is
conducted commercially in Japan64 and is facilitated by our collaborators at the KEK High
Energy Research Organization and the University of Tokyo. After the mullite is applied, we
use aerosolized EpoTek 302-1 (Section 10.3.1.1) to apply the Duroid 5880LZ layer, which is
pre-machined to the target thickness. After the EpoTek has cured, the Duroid is diced using
a razor blade into ∼ 5 × 5 cm square islands while the mullite layer is not diced.

The mullite + Duroid coating has shown promising optical and cryo-mechanical perfor-
mance on small samples, and large-scale testing on both alumina and sapphire is ongoing.
Inspired by mullite’s successes and by EpoTek 301-2’s cryo compatibility, we are also in-
vestigating a three-layer AR coating of mullite + Duroid 6002 (n6002 ≈ 1.7) + porous
PTFE (npPTFE ≈ 1.2), which would achieve < 1% reflectivity in both PB-2b bands. This
technology leverages many lessons learned during previous sapphire AR coating campaigns
and could become an attractive option for both Simons Observatory and CMB Stage-4.

10.4.3 Vespel SF-0940

The fundamental cryo-mechanical challenge with any two-layer AR coating is that the top
layer shrinks more quickly than the bottom layer65 and therefore peels the coating away
from the substrate. Therefore, we investigate replacing the top Duroid layer with a material
that has an even lower CTE and lower tensile modulus. Inspired by the Skybond polyimide
foam in PB-2a, we consider the Vespel SF-0940 polyimide foam from DuPont,66 shown in

64TOCALO: https://www.tocalo.co.jp/english/index.html
65CTE, density, and index trend together in all conventional (non-exotic) materials.
66DuPont SF-0940: https://www.dupont.com/knowledge/vespel-sf-polyimide-foam.html

https://www.tocalo.co.jp/english/index.html
https://www.dupont.com/knowledge/vespel-sf-polyimide-foam.html
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1 mm

(a)

Expected 
density range

(b)

Parameter Duroid Vespel

Index 1.40 ∼ 1.42 1.32 ∼ 1.47

300→ 77 K contraction [%] 0.67 0.59

Tensile modulus at 300 K [kpsi] 240 76

Figure 10.21: A photograph and performance of the Vespel SF-0940 foam. Figure 10.21a shows a cross-
sectional photo of the foam, highlighting how density and thickness are tuned by heat pressing intermediate
layers. The left panel of Figure 10.21b shows how density variations in a single 500 mm × 500 mm × 1 mm
piece correspond to index variations. The right panel of Figure 10.21b shows the resulting reflectivity
variation in PB-2b’s 90 and 150 GHz bands. The table shows the refractive index, thermal contraction
between 300 and 77 K measured using liquid nitrogen, and tensile modulus at room temperature.

Figure 10.21a. Vespel polyimide is thermally stable,67 and SF-0940’s open-cell foam structure
gives it a low composite density and a low refractive index. Every Vespel SF part is made
to order, and the foam’s density is tunable via a heat-induced densification process. The
fabrication techniques are proprietary, but DuPont’s manufacturing capabilities are quite

67To evidence polyimide’s thermal stability, Kapton tape is a polyimide film also from DuPont that is widely
used for applications in extreme temperatures.
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flexible68 to customer-defined specifications. A summary of Vespel’s optical and mechanical
properties is shown in the table of Figure 10.21, and its low modulus is particularly appealing
for a cryo-mechanically robust AR coating.

DuPont manufactured several 500 mm × 500 mm × 1 mm Vespel sheets for both SA
and Simons Observatory (SO) in mid-2019. Due to the limitations of the heat-pressing
infrastructure, each piece has a positive radial density gradient, such that the edges are at
a higher density than the center. These density variations modulate the foam’s void density
and hence modulate its refractive index. To measure the relationship between density and
index, we take one Vespel sheet, cut it into many small pieces, measure each piece’s density,69

and measure each piece’s index (at room temperature).70 The results of these measurements
are shown in the left panel of Figure 10.21b, and the relationship between index and density
is well-described by a linear fit. The index is 1.32 ∼ 1.47 and increases away from the sheet’s
center. In addition, we measure the index of a single piece at 77 K and find that Vespel’s
index is stable with temperature.71

The primary concern with a position-dependent Vespel index is that the CHWP’s AR
coating will then have a position-dependent reflectivity, which may introduce HWPSSs.
Because different detectors on the focal plane “see” different regions of the CHWP (as shown
in Figure 7.1b), the reflectivity “seen” by each detector depends on the HWP’s angle. To
quantify these possible HWPSSs,72 the right panel of Figure 10.21b shows reflectivity vs.
Vespel density, and the resulting range of reflectivities in the (90, 150) GHz bands is (0.5,
0.7) ∼ (1.0, 1.8)%. These HWPSSs are mitigated by the density’s radial gradient but are
nonetheless a substantial concern for the epoxy + Vespel AR coating.

Since mid-2019, DuPont has upgraded its heat-press infrastructure to improve the density
uniformity over 500 mm diameters,73 and therefore we continue to pursue Vespel foam as a
potential CHWP AR material.

68Vespel is developed primarily for aerospace applications and is often used as an interface material in
turbines, which come in a wide variety of geometries.

69As expected for the heat-pressing process, density correlates nearly perfectly with thickness.
70Measurements performed by Dick Plambeck and UC Berkeley.
71Cryogenic index measurements performed by Makoto Hattori at Tohoku University. PB-2a also found

Skybond’s index to be stable with temperature [93].
72We have not yet modeled AR-induced HWPSSs in detail, but if Vespel is further considered for mm-wave

AR coatings, such investigations will become important.
73This effort is useful not only for two-layer AR coatings but also for three-layer coatings, which need a low-

density top-most material. SF-0940 is the highest-density Vespel offering, but Dupont also manufactures
SF-0930, which is ∼ half the density of that shown in Figure 10.21. Therefore, improving Vespel uniformity
has multiple application pathways.
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Chapter 11

Research impact

This dissertation advances the research areas of sensitivity forecasting and hardware-based
systematic error mitigation for cosmic microwave background (CMB) polarization measure-
ments. These advancements address needs within Simons Array (SA) and Simons Observa-
tory (SO), but their applications are broad, and they are influencing developments across
the field. In this chapter, we briefly discuss the research impacts of the BoloCalc sensitivity
calculator and SA’s half-wave plate (HWP) polarization modulators.

11.1 BoloCalc

We have written a unified, broadly applicable noise-equivalent temperature (NET) simu-
lation code called BoloCalc [81], whose comprehensive feature set has helped quantify a
wide variety of optimization questions. For example, SA, SO, and LiteBIRD have used
BoloCalc to quantify requirements on pixel packing, optic temperatures, manufacturing tol-
erances, and validation metrics. Chapter 5 demonstrates how BoloCalc can inform high-level
telescope design, such as the arrangement of optics tubes in SO’s large-aperture telescope
receiver (LATR), as well as low-level fabrication targets and tolerances, such as the satu-
ration power for SA’s detectors. BoloCalc’s ability to assemble arbitrary combinations of
telescopes, optics tubes, and detector arrays, to import measured histograms and spectra,
to sweep over arbitrary combinations of input parameters, and to generate layered Monte
Carlo simulations provides value at every stage of a CMB project, from conceptualization to
in-field characterization.

In addition, BoloCalc is the first sensitivity calculator, to our knowledge, that includes the
impact of Hanbury Brown-Twiss (HBT) correlations on the array-averaged NET of densely
packed detector arrays. Chapter 4 explores the implications of these photon noise correlations
for observatory design, and we have studied their effects both on a generic telescope system
and on the performance of SO’s focal planes. The importance of accurate HBT correlation
calculations will grow as larger and denser detector arrays deploy on future experiments,
such as CMB-S4.
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Figure 11.1: A standalone photo of the SO CHWP (similar to Figure 8.4b), taken at LBNL during laboratory
evaluation. The sapphire, 50 K shield, and retaining rings are removed for visual clarity. Many aspects of
the SO CHWP design are functionally identical to those of the PB-2b CHWP, including a superconducting
magnetic bearing, a magnetic motor, an optical encoder, and a three-pronged gripper with ambient actuators.
This photo is courtesy of Peter Ashton.

BoloCalc is already being used across the CMB community, not only within SO and
SA but also for LiteBIRD detector modeling [131], CMB-S4 band selection [205], and in-
dependent cosmology forecasting studies [112]. We anticipate that BoloCalc will become
increasingly prolific over the coming decade as CMB projects conglomerate and need uni-
fied simulation tools. In addition, BoloCalc’s modular, object-oriented structure makes it
amenable to feature addition and functionality expansion in the future. Finally, BoloCalc’s
graphical user interface (GUI) has boosted its accessibility, and as the calculator continues
to mature, we foresee a broad, diverse userbase for years to come.

11.2 HWPs

We have designed, built, and validated two HWP polarization modulators for SA: a warm
HWP (WHWP) for POLARBEAR-2a (PB-2a) and a cryogenic HWP (CHWP) for POLARBEAR-
2b. The PB-2a WHWP (Chapter 7) is the largest-diameter HWP ever deployed for CMB
observation and introduces innovative techniques for sapphire characterization, dichroic anti-
reflection (AR) coatings, and HWP laboratory validation. The PB-2b CHWP (Chapters 8-
10) advances the research area of large-diameter cryogenic polarization modulators in several
areas, including low-dissipation rotation, cryo-mechanical robustness, high-precision angle
encoding, and experiment-integrated performance. While the PB-2b CHWP’s design is sim-
ilar in spirit to that of EBEX [105], it is distinctively the first of its kind and improves the
feasibility and lucrativeness of polarization modulation for CMB observation.

The PB-2b CHWP design is already making its way into other experiments. PB-2c, the
third installment of SA, is building an identical CHWP for observation at 220 and 270 GHz,
while SO has adopted the presented system, with some experiment-dependent modifications,
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450 mm

Figure 11.2: CAD of LiteBIRD’s polarization modulator unit (PMU) for its CHWP system, taken from
Sakurai et al. (2018) [169].

for cryogenic polarization modulation on their small aperture telescopes (SATs) [59, 4]. Fig-
ure 11.1 shows an SO CHWP for the first SAT, which will observe at 90 and 150 GHz. SO’s
modulator has an even larger diameter than PB-2b’s and therefore has a different set of
dimensional constraints. However, its core systems—including the motor and driver, grip-
per, angle encoder, and sapphire—are effectively identical to the CHWP described in this
dissertation.1 The first SO CHWP was built at LBNL, and a second SO CHWP is un-
der construction (as of December 2020) at the University of Tokyo.2 In addition, a similar
CHWP is being developed for LiteBIRD [169]—a Japanese CMB satellite mission [131]—and
computer-aided-design (CAD) images of LiteBIRD’s modulator are shown in Figure 11.2.
Several design aspects are shared between the LiteBIRD and PB-2b modulator systems, and
their simultaneous development has resulted in a fruitful collaboration between the R&D
teams. That said, the LiteBIRD CHWP faces additional challenges and stricter require-
ments, as the stakes are higher for a satellite experiment than for a ground-based telescope.
Nonetheless, PB-2b’s CHWP serves as a pathfinder for LiteBIRD’s polarization modulation
efforts.

The PB-2b CHWP has also been designed with portability in mind so that its hardware
may be seamlessly adopted for non-SA telescopes. For example, the motor driver is easy to
implement and includes universal built-in features like noise suppression, ground-isolation,
solenoid-signal cleaning, and simple operation. These design choices will ease the adapta-
tion of PB-2b’s CHWP system into other experiments, and their utility has in fact helped
accelerate SO’s CHWP development. Furthermore, once the scientific power of the PB-2b
CHWP is solidified, we foresee variants of the presented system making their way into a
wider range of telescopes within mm-wave and sub-mm astronomy.

1SO uses a different manufacturer for its superconducting magnetic bearing and achieves an inner diameter
of ≈ 500 mm, larger than SA’s 470 mm [167].

2Kusaka Lab at the University of Tokyo: http://www.cmb.phys.s.u-tokyo.ac.jp/

http://www.cmb.phys.s.u-tokyo.ac.jp/
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The major outstanding item for the PB-2b CHWP development is its sapphire anti-
reflection (AR) coating, described in Chapter 10. Despite the epoxy + Duroid coating’s
lucrative (warm) performance and an advancing understanding of its cryo-mechanical prop-
erties, we have not yet demonstrated a robust sapphire AR solution. We are pursuing several
technologies in parallel, including an improved epoxy + Duroid application process and a
mullite + Duroid hybrid. Given the non-overlapping nature of each technology’s strengths
and weaknesses, we anticipate one or more of these options to converge in time for CHWP
operation on PB-2b.

11.3 Conclusion

The search for primordial B-modes is at the center of cutting-edge CMB science, and this
dissertation advances the efforts of SA and SO to discover inflation through improved sensi-
tivity and systematic error mitigation. The presented research is only a fragment of a much
greater effort, and exciting instrumentation developments throughout the CMB community
indicate a bright future for mm-wave telescope technology. So while this dissertation’s work
comes to a close, the hunt for inflation is far from over.
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Appendix A

Quantum and classical expectation
values

In this appendix, we discuss the relation between the quantum and classical expectation
values in Equation 4.19. Given the coherent-state eigenbasis, the expectation value of the
first-order coherence operator Ê

(+)
i (t)Ê

(−)
j (t) can be written as〈

{α~kp}
∣∣∣ Ê(+)

i (t)Ê
(−)
j (t)

∣∣∣{α~kp}
〉

=
∑
~k,~k′

∑
p,p′

~√ωkωk′
2ε0v

(ε̂~kp · ε̂~k′p′)α∗~k′p′ α~kp e
i(~k′~r2−~k~r1)−i(ωk′ t2−ωkt1)

= ~E∗(~r1, t1) · ~E(~r2, t2) , (A.1)

where |{α~kp}〉 =
∏
~k |α~kp〉 and where the classical amplitude ~E(~r, t), which is the observable

quantity, is defined as the Fourier transform of the coherent state amplitude α~kp

~E(~r, t) ≡
∑
~k,p

√
~ωk
2ε0v

ε̂~kp α~kp e
i(~k~r−ωkt) . (A.2)

For a generalized mixed state, we can define the density matrix in the coherent-state basis
as

ρ̂ =

∫
· · ·
∫
{d2α~kp} p({α~kp})

∣∣∣{α~kp}
〉〈
{α~kp}

∣∣∣ . (A.3)
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Therefore, the expectation value of the first-order quantum coherence for the mixed state is
given by〈

Ê(−)(~r1, t1)Ê(+)(~r2, t2)
〉

≡ Tr
[
ρ̂Ê(−)(~r1, t1)Ê(+)(~r2, t2)

]
=
∑
{n~kp}

∫
· · ·
∫
{d2α~kp} p({α~kp})

〈
{α~kp}

∣∣∣ Ê(−)(~r1, t1)
∣∣∣{n~kp}

〉
·
〈
{n~kp}

∣∣∣ Ê(+)(~r2, t2)
∣∣∣{α~kp}

〉
=

∫
· · ·
∫
{d2α~kp} p({α~kp}) ~E∗(~r1, t1) · ~E(~r2, t2) , (A.4)

where {α~kp} are the coherent state eigenvalues and
∣∣∣{n~kp}

〉
are the Fock states, which form

a complete orthogonal basis on which we take the trace Tr.
On the other hand, the classical probability distribution of ~E(~r1, t1) and ~E(~r2, t2) can be

written as a convolution of p({α~kp}) following Equation A.2:

p( ~E1, ~E2;~r1, t1, ~r2, t2) ≡∫
· · ·
∫
{d2α~kp} p({α~kp}) δ

(
~E1 − ~E(~r1, t1)

)
δ
(
~E2 − ~E(~r2, t2)

)
. (A.5)

This leads to the fact that the first-order coherence is the same between the quantum and
classical calculations〈

~E∗(~r1, t1) · ~E(~r2, t2)
〉

c
≡

∫
d ~E1

∫
d ~E2 p( ~E1, ~E2;~r1, t1, ~r2, t2) ~E∗1 · ~E2

= 2ε0v
〈
Ê(−)(~r1, t1)Ê(+)(~r2, t2)

〉
, (A.6)

where 〈· · · 〉c denotes the classical expectation value. The equality between the mean of
the classical field and the expectation value of the quantum field operator is a result of the
optical equivalence theorem, which was first noted by Glauber and Sudarshan (1963) [61,
194].

There are two useful outcomes of the quantum-classical equivalence for coherence calcu-
lations. Firstly, according to Equation 4.1, the number of photons detected at output i can
be decomposed into a summation over input modes a†k, modified by the optical scattering
matrices, and according to Equation 4.10, the electric field operator is a modal decomposi-
tion of photon operators. Therefore, we can calculate the quantum mutual intensity in the
basis of the electric field operators

Bij(ν) =
〈
b(~r, ν)b†(~r, ν)

〉
= 2ε0v

〈
Ê(−)(~r1, t1)Ê(+)(~r2, t2)

〉
=
〈
~E∗(~r1, t1) · ~E(~r2, t2)

〉
c
, (A.7)

where we have defined the output modes {bi, bj} by their space-time coordinates (~r, t) and

the input modes by the Fourier complement (~k, t). Secondly, according to Equation A.6, the
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ensemble average of the mutual intensity for the quantum field is described by the statistics
of the classical field. Therefore, we can utilize the machinery of classical coherence and
superposition to describe the coherence between quantum detectors.

A.1 Thermal photon density matrix

The statistical state, or the mixed state, of thermal photons can be described using the
density matrix ρ̂. We first consider a state that is single-moded in both the spatial and
frequency domains as well as in the polarization state. Using the creation and annihilation
operators a† and a, the density matrix can be written as that of a Bose-Einstein distribution

ρ̂ =
e−γa

†a

Tr
(
e−γa†a

) =
∑
n

p(n; n̄) |n〉 〈n| , (A.8)

with

γ ≡ hν

kBT
and p(n; n̄) ≡ 1

1 + n̄

(
n̄

1 + n̄

)n
. (A.9)

Here, {|n〉} is the Fock state and n̄ is the mean occupation number. We consider a detection
process whose integration time τ is significantly longer than the coherence time 1/∆ν, where
∆ν is the detection bandwidth. In this case of τ � 1/∆ν, the occupation number n̄ can be
written as

n̄ = n(T, ν) =
1

eγ − 1
. (A.10)

We can rewrite the density matrix in terms of Glauber’s coherent state |α〉 as

|α〉 ≡ eαa
†−α∗a |0〉 , (A.11)

which satisfies
a |α〉 = α |α〉 . (A.12)

Then, the density matrix can be rewritten using the Glauber-Sudarshan P representa-
tion [194, 61] as

ρ̂ =

∫
d2α pg(α; n̄) |α〉 〈α| with pg(α; n̄) ≡ 1

πn̄
exp

(
−|α|

2

n̄

)
, (A.13)

where the integral is over the entire complex plane. Here, the complex amplitude α follows a
Gaussian distribution pg(α; n̄), in agreement with the expectation in the classical limit. The
photon counting of a coherent state follows a Poisson distribution as∣∣∣〈n∣∣α〉∣∣∣2 = exp

(
−|α|2

) |α|2n
n!

. (A.14)

Equations A.13 and A.14 immediately lead to a special case of Mandel’s formula [125, 126]
as

〈n| ρ̂ |n〉 =

∫ ∞
0

dW e−W
W n

n!

e−W/n̄

n̄
= p(n; n̄) . (A.15)
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Appendix B

Classical intensity correlations

As described in Section 4.1.2, the equivalence between the statistics of the quantum and
classical electric fields allows us to calculate the photon bunching term |Bij(ν)|2 for ther-
mal photons in Equation 4.8 using classical intensity fluctuations, and in this appendix, we
show this equivalence and highlight its key assumptions. To simplify the calculation, we
assume scalar fields, noting that fluctuations between orthogonal polarizations do not cor-
relate. While effects within the optical system, such as scattering and diffraction, can cause
mode mixing that induces polarized correlations, we reserve a discussion of these effects to
Section 4.2, which investigates photon correlations within a model telescope system.

To begin, we define the classical mutual intensity of the scalar field E(~r, ν) at location ~r
and frequency ν as

Γ(1,1)(~ri, ~rj, ν) = 〈E(~ri, ν)E∗(~rj, ν)〉 , (B.1)

where the superscripts (1, 1) indicate the moment and symmetry of the ensemble average.
Using this notation, the intensity at location ~r and frequency ν is I(~r, ν) = Γ(1,1)(~r, ~r, ν).
Intensity fluctuations at a given location and frequency are given by

∆I(~r, ν) = I(~r, ν)− 〈I(~r, ν)〉 , (B.2)

and intensity correlations take the form

〈∆I(~ri, νi)∆I(~rj, νj)〉 = 〈[I(~ri, νi)− 〈I(~ri, νi)〉] [I(~rj, νj)− 〈I(~rj, νj)〉]〉 δ(νi − νj)

= 〈I(~ri, ν)I(~rj, ν)〉 − 〈I(~ri, ν)〉 〈I(~rj, ν)〉
= Γ(2,2)(~ri, ~rj, ν)− Γ(1,1)(~ri, ~ri, ν)Γ(1,1)(~rj, ~rj, ν) , (B.3)

where we note that different frequencies do not correlate such that νi = νj = ν and where
we have defined the symmetric fourth probability moment of the field to be

Γ(2,2)(~ri, ~rj, ν) = 〈E(~ri, ν)E∗(~ri, ν)E(~rj, ν)E∗(~rj, ν)〉 . (B.4)

In the case of thermal light, the field amplitude is drawn from a Gaussian distribution with
a variance equal to its average intensity σ2 = 〈I〉 [136], allowing us to factorize Γ(2,2)(~ri, ~rj, ν)
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as [229]

Γ(2,2)(~ri, ~rj, ν) = 〈E(~ri, ν)E∗(~ri, ν)〉 〈E(~rj, ν)E∗(~rj, ν)〉
+ 〈E(~ri, ν)E∗(~rj, ν)〉 〈E(~rj, ν)E∗(~ri, ν)〉

= Γ(1,1)(~ri, ~ri, ν) Γ(1,1)(~rj, ~rj, ν) +
∣∣Γ(1,1)(~ri, ~rj, ν)

∣∣2 . (B.5)

Plugging Equation B.5 into Equation B.3 yields the following form for intensity correlations

〈∆I(~ri, ν)∆I(~rj, ν)〉 =
∣∣Γ(1,1)(~ri, ~rj, ν)

∣∣2 , (B.6)

which allows us to equate the photon bunching term |Bij(ν)|2 in Equation 4.8 to classical
intensity correlations via Equation 4.20.

B.1 Polarization correlations

The relationship in Equation B.6 is derived for a scalar field but can be straightforwardly gen-
eralized to polarization using classical Stokes vectors (see Section 6.3.1), which are commonly
used to describe polarization in mm-wave instruments (see Section 2.4). We specifically focus
on linear polarization states Q and U , which are central to CMB characterization, but we
note that the following formalism generalizes to circular polarization V as well. In a similar
way to Equation B.3, consider the linear Stokes polarization at location ~ri and frequency ν

Si(~ri, ν) = [Qi(~ri, ν) + iUi(~ri, ν)] . (B.7)

The polarized intensity correlation between Stokes polarimeters1 at locations ~ri and ~rj is
then

〈∆Si(~ri, ν)∆Sj(~rj, ν)〉 = 〈∆Qi(~ri, ν)∆Qj(~rj, ν)〉+ 〈∆Ui(~ri, ν)∆Uj(~rj, ν)〉
+ i [〈∆Qi(~ri, ν)∆Uj(~rj, ν)〉+ 〈∆Ui(~ri, ν)∆Qj(~rj, ν)〉] . (B.8)

Assuming idealized polarization properties of the instrument, as described in Section 4.2,
we fix a global polarization basis such that Qi = Qj = Q and Ui = Uj = U . In addition,
Appendix B.2 shows that 〈∆Q∆U〉 = 〈∆U∆Q〉 = 0 such that

〈∆S(~ri, ν)∆S(~rj, ν)〉 = 〈∆Q(~ri, ν)∆Q(~rj, ν)〉+ 〈∆U(~ri, ν)∆U(~rj, ν)〉 . (B.9)

Given the globally-applied polarization basis, the relative sensitivities of S(~ri, ν) and S(~rj, ν)
to Q/U are determined only by the Stokes pixels’ relative orientation φij,

2 and the correlation
relation can be written as

〈∆S(~ri, ν)∆S(~rj, ν)〉 = 〈∆Ip(~ri, ν)∆Ip(~rj, ν)〉 cos (2φij)

=
∣∣Γ(1,1)(~ri, ~rj, ν)

∣∣2 cos (2φij) , (B.10)
1A Stokes polarimeter is defined to be two orthogonal polarimeters whose outputs are subtracted to extract
Q or U, as described in Section 6.3.1.

2For example, a pixel oriented as a “+” and another oriented as an “×” have φij = π/4 and are therefore
orthogonal.
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where Ip(~ri, ν) =
√
Q2(~ri, ν) + U2(~ri, ν) is the total polarized intensity at Stokes polarimeter

S(~ri, ν), and where the second equality follows from Equation B.6. Given the above rela-
tion, it is advantageous to orient otherwise correlated Stokes pixels with φij = π/4, which
orthogonalizes their outputs and nullifies their photon noise correlation.

B.2 Stokes orthogonality

In this appendix, we show that correlations between Stokes vectors Q and U are zero under
the assumption that fluctuations between the field vectors Ex and Ey are uncorrelated. The
correlation between the two pixels Q and U is

〈∆Q∆U〉 = 〈QU〉 − 〈Q〉〈U〉 . (B.11)

We can write out this correlation coefficient as

〈∆Q∆U〉 = 〈ExE∗xExE∗y〉+ 〈ExE∗xE∗xEy〉
− 〈EyE∗yExE∗y〉 − 〈EyE∗yE∗xEy〉
− 〈ExE∗x〉〈ExE∗y〉 − 〈ExE∗x〉〈E∗xEy〉
+ 〈EyE∗y〉〈ExE∗y〉+ 〈EyE∗y〉〈E∗xEy〉 . (B.12)

Noting that
Γ(2,2)(a, b, c, d) = 〈E∗aE∗bEcEd〉 (B.13)

and that
Γ(1,1)(a, b) = δab〈E∗aEb〉 (B.14)

due to the mode independence of orthogonal polarizations (x, y), we can rewrite

Γ(Q,U) = Γ(2,2)(x, y, x, x) + Γ(2,2)(x, x, x, y) + Γ(2,2)(y, y, x, y) + Γ(2,2)(y, x, y, y) . (B.15)

Because the correlations for electromagnetic wave noise are inherently thermal and hence
fluctuate with a Gaussian random distribution (see Equation B.5), we can write the fourth-
order correlation function in terms of the second order correlation function as

Γ(2,2)(a, b, c, d) = Γ(1,1)(a, c)Γ(1,1)(b, d) + Γ(1,1)(a, d)Γ(1,1)(b, c) , (B.16)

which allows us to simplify the expression in Equation B.15 as

Γ(Q,U) = 2Γ(1,1)(x, x)Γ(1,1)(y, x) + 2Γ(1,1)(x, x)Γ(1,1)(x, y)

+ 2Γ(1,1)(y, y)Γ(1,1)(y, x) + 2Γ(1,1)(y, y)Γ(1,1)(x, y) . (B.17)

Noting that Γ(1,1)(a, b) = Γ(1,1)∗(b, a), the above can be simplified to

Γ(Q,U) = 4Re{Γ(1,1)(y, x)}
(
Γ(1,1)(x, x) + Γ(1,1)(y, y)

)
. (B.18)

Finally, due to orthogonality between the x and y polarizations, Γ(1,1)(y, x) = 0 and therefore

Γ(Q,U) = 0 . (B.19)
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