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ABSTRACT OF THE THESIS

Learning Safety Certificates for Neural Controllers

by

Zhizhen Qin

Master of Science in Computer Science

University of California San Diego, 2021

Professor Sicun Gao, Chair

Learning-based methods are promising for tackling the inherent nonlinearity and model

uncertainty in path-tracking control problems, but the lack of safety guarantee of neural controllers

restricts their practical use in self-driving vehicles. We propose methods for training and certifying

barrier functions that are themselves represented as neural networks, for ensuring safety properties

of learning-based neural controllers in self-driving with realistic nonlinear dynamics. We describe

how to identify safe and unsafe regions of the state space and minimize the violation of the

barrier conditions to train neural barrier functions. We then show how to leverage the recent

advances in robustness analysis of neural networks to bound the Lie derivatives of the barrier

functions and certify the barrier conditions. Although understanding the vehicle dynamics

ix



is important for designing the training and certification procedures, the proposed algorithms

are sampling-based and do not assume access to analytic forms of the dynamics. Thus the

methods are generally applicable to nonlinear vehicle dynamics with model uncertainty and

partial observability. We demonstrate the effectiveness of the methods for quantitatively certifying

safety of neural controllers in different simulation environments ranging from simple kinematic

models to the TORCS high-fidelity vehicle dynamics modeling environment as a blackbox

simulator.
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Chapter 1

Introduction

Safe motion control for path-tracking is crucial for reliable autonomous driving. Widely-

adopted control methods [1, 2] have inherent difficulty with nonlinearity and uncertainty that

cannot be ignored when the vehicles are operating at relatively high speed or under adverse road

conditions. As a result, many commercial self-driving systems exhibit unsafe motion control

that led to serious accidents. This challenge of nonlinear control is actively studied in ongoing

research, with best performance typically obtained through Model-Predictive Control (MPC)

schemes [2, 3], which requires high-frequency online optimization, precise dynamic modeling,

and good initialization through human intervention (parallel autonomy) [4]. However, the reliance

on online computation in MPC-based approaches makes it very difficult to provide general safety

guarantees without drastic simplification of the control problems. The question of whether there

exist direct feedback control laws for path-tracking with strong safety guarantees for realistic

vehicle dynamics remains largely open.

Learning-based methods have shown great promise as the new framework for nonlinear

control design. With appropriate training, control laws represented by neural network functions

can often show better performance on highly nonlinear systems with model uncertainty. For

instance, in Figure 1.1 we show the control performance of the standard Stanley control method [5],
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Figure 1.1: Left: Control performance comparison among Stanley, MPC and the neural con-
troller. Right: Snapshot of the TORCS environment for high-fidelity simulation of vehicle
dynamics.

Model Predictive Control (MPC) [2, 3] and and that of a neural network controller trained by

standard policy optimization methods [6, 7]. The environment simulates vehicle dynamics with

inertia effects and lateral slip on a curvy road. Although the Stanley controller is exponentially

stable under simple vehicle dynamics, its performance is clearly unsafe in this case. In comparison,

the neural controller delivers impressive tracking performance. However, the widely-held concern

about the neural controller is in its use of highly nonlinear functions that can unlikely be analyzed

and understood as well as the Stanley controller. How can we become confident that neural

control policies can indeed deliver safe path tracking in realistic self-driving vehicles?

In this paper, we propose the first systematic approach towards obtaining safety guarantees

for neural control methods for path-tracking under realistic vehicle dynamics. We develop

learning-based methods for synthesizing and certifying neural barrier functions for the neurally-

controlled dynamics of the vehicle. The safety property of the system is established by showing

that the neurally-controlled dynamics can not escape the learned barrier and reach unsafe states

that correspond to drifting off the paths. To this end, we leverage recent advances in robustness

certification of neural networks [8, 9]. The core of the certification procedures is to rigorously

bound the Lie derivatives of the learned neural barrier function around sampled states along the
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flow of the vehicle dynamics. With these methods, we are able to certify the safety boundary of

neural controllers for over 99% of the barrier in the simple kinetic model, 86% for the dynamic

model with inertial effects and lateral slip, and 91% in the TORCS racing environment. Moreover,

we can completely visualize the sparse regions where the barrier conditions fail the certification,

and such regions can be used as monitoring mechanisms to safeguard the use of the neural policies

away from potentially unsafe circumstances.

We demonstrate the full pipeline of synthesizing and certifying neural control policies for

autonomous path tracking with guaranteed safety margin, by learning neural barriers. Overall we

make the following contributions:

• We learn neural barrier functions for learning-based neural controllers for path-tracking

with either full-state or partial-state observably (Chapter 4). We show how to identify safe

and unsafe regions of the state space and how to learn neural barrier functions with access

to only partial state information.

• We show how to certify neural barrier functions by rigorously analyzing the interval bounds

on the Lie derivatives of neural barrier functions (Chapter 5). We analyze the numerical

properties of the barrier functions with sampling-based estimate of the system dynamics

and leverage recent advances in robustness analysis of neural networks.

• We evaluate the proposed methods (Chapter 6) using the following three types of simu-

lation environments of increasing difficulty: kinematic low-speed model with arbitrary

sampling access, dynamic model with lateral slip and sampling access, and the blackbox

simulator TORCS with high-fidelity vehicle dynamics and limited sampling access. We

give quantitative certification results for the neural controllers in all three cases.

To the best of our knowledge, the proposed approach is the first demonstration of the feasibility

of quantitative certification of the safety of neural controllers for path-tracking control for

autonomous driving under realistic vehicle dynamics.
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Chapter 2

Related Work

2.1 Safety of Path-Tracking Control for Autonomous Driving

Certification of safety of path tracking control has been widely studied through reach-

ability analysis [10, 11, 12, 13, 14, 15, 16, 17]. Such methods guarantee safety by certifying

reach-avoid sets. Reachability analysis methods are computationally intensive especially for

nonlinear dynamical systems. Many approaches have thus focused on reducing the practical

computational complexity for using these methods. For instance, [11, 12, 13, 14, 15] partitioning

the region into smaller regions with simpler dynamics or finding dynamics within the reachable

set. [16, 17] reformulates Hamilton-Jacobi equations to make the computational complexity only

be exponential to state variables. [18] uses simple dynamic models to roughly bound tracking

errors first, and then fine-tune the planning behavior close to obstacles to guarantee overall safety.

barrier function-based methods have major advantages because of their inductive nature for

making infinite-horizon guarantees and that the barrier conditions only need to be checked around

the safety boundaries rather than the entire state space. The Stanley controller is a standard and

well-studied feedback control law for path-tracking in self-driving cars, after Stanford’s entry of

the same name won the DARPA Grand Challenge 2005 [5, 19, 1, 20, 21]. Although the Stanley
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controller has exponential stability properties under low speed and tire no-slip assumption for

the kinematic bicycle model, its performance degrades in more challenging scenarios[5]. This

challenge of nonlinear control is actively studied in ongoing research, with best performance typi-

cally obtained through MPC [2, 3], which typically requires high-frequency online optimization,

precise dynamic modeling, and good initialization through human intervention [4].

2.2 Synthesis and Learning of Control Barrier Functions

Barrier certificates [22] and control barrier functions [23, 24] were proposed for certifying

the safety of controlled dynamical systems by guaranteeing that all states of a system are contained

within a forward invariant set. Sum-of-squares programming [25] and quadratic programming [26]

are typical computational approaches for synthesizing polynomial barrier functions for polynomial

dynamical systems. Synthesizing barrier functions for general nonlinear systems is a well-

known challenge, with various analytic and optimized-based approaches for systems with known

dynamics [27, 28, 29]. The work in [30] uses control barrier functions to ensure safety of

learned control policies. The work in [31] proves stability properties throughout learning by

taking advantage of the robustness of control-theoretic priors. Moreover, our methods allows the

verification of barrier functions with approximation of the dynamics within small bounded errors,

and do not require accurate modeling. This feature is important for quantitative certification of

barrier functions with only blackbox access to high-fidelity dynamics simulation.

2.3 Neural network robustness verification

As deep neural networks become prevalent in machine learning and achieve the best

performance in many standard benchmarks, their unexpected vulnerability to adversarial ex-

amples has raised serious concerns in the machine learning community and thus motivating
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the need of formally quantifying the level of vulnerability of well-trained DNN models. As an

example, for image classification tasks, the primary goal of robustness quantification tools is

to provide a robustness certificate of a given data sample x and a trained DNN such that the

top-1 prediction is consistent for perturbation with magnitude less than the robustness certifi-

cate. A common model is an `p-norm bounded perturbation to x, where p usually takes the

value p ∈ {1,2,∞}, approximating the similarity measure of visual perception between x and

its perturbed version. Nevertheless, computing the maximum (exact) robustness certificate is

computationally intractable for DNNs [32]; hence, recent verification methods based on local

Lipschitz constant and convex/linear relaxation have been proposed to compute a non-trivial

lower bound of the maximum robustness certificate [33, 34, 35, 8, 36, 37, 38, 39, 40, 41, 9]. In

this work, we primarily adapt the efficient linear bounding framework in [8, 36, 40] to certify the

barrier functions.
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Chapter 3

Preliminaries

3.1 Kinematic and Dynamic Models of Car-like Vehicles

We consider two types of models: a simple kinematic bicycle model with tire no-slip

assumption, and a dynamic model that considers slipping of tires in lateral direction. The

kinematic bicycle model gives us the ability to learn a barrier function on full-state information,

where we can certify safety over the whole space. The dynamic model contains more dimensions

and is more accurate compared to the real world, where we were able to train and verify a barrier

function over partial observation.

Kinematic Bicycle Model. A standard model for vehicle motion is the kinematic bicycle model

in Figure 3.1. This model does not consider inertial effects or lateral slip and is only usable at

low-speed. The x,y coordinates and vehicle yaw angle θ are the state variables with the following

dynamics:

ẋ = vcos(θ), ẏ = vsin(θ), θ̇ =
v tan(δ)

L
, v̇ = a

where the acceleration a and steering input δ are actions given to the controller, and L is the wheel

base of the vehicle. From a given x,y and θ, it is straightforward to compute distance error de and

angle error θe, which we will use as the state variables for the neural control policies.
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Figure 3.1: Left: kinematic model. Right: dynamic model

Dynamic Model with Inertial Effect and Lateral Slip. When the speed is high, the no-slip

assumption of wheels are no longer valid. In this case, a more realistic model uses vehicle

dynamics to model the lateral control. The velocities of the vehicle is modelled by the following

equations:

ẋ = vx cos(θ)− vy sin(θ), ẏ = vx sin(θ)+ vy cos(θ), θ̇ = r

The acceleration variables are determined by

v̇x = a− 1
m

Ff y sin(δ)+ vyr

v̇y =
1
m

(
Ff y cos(δ)+Ff r

)
− vxr

ṙ =
1
Iz

(
l f Ff y cos(δ)− lrFry

)

where δ is the steering input; vx,vy and r are longitudinal speed, lateral speed and yaw rate,

respectively. l f and lr are distances from the center of gravity to the front and rear axles. m and Iz

are the mass and yaw inertia of the vehicle, respectively. Applying linear approximation for tire

cornering stiffness assumption, the lateral forces are

Fi,y =−ciαi

where i ∈ { f ,r}, c f and cr are coefficients for the linear approximation of cornering stiffness

8



parameters of the front and rear tires. α f and αr are tire slip angles, with

α f =
[

tan−1 (vy + l f r
vx

)
−δ
]

αr =
[

tan−1 (vy− lrr
vx

)] (3.1)

Similar to the kinematic model, the distance error and angle error can be derived from x,y,θ and

the path geometry.

3.2 Barrier Functions

We express an n-dimensional controlled dynamical system as

ẋ(t) = f (x(t),u(t)), u(t) = g(x(t)), x(0) = x0 (3.2)

where f : D×Rm→ Rn is a Lipschitz-continuous vector field, g : D→ Rm is a control function,

and D ⊆ Rn with 0 ∈ D defines the state space of the system. Each x(t) ∈ D is called a state

vector and u(t) ∈ Rm is a control vector.

Definition 1 (Lie Derivatives). Consider the system in (3.2) and let B : D→ R be a continuously

differentiable function. The Lie derivative of B over f is defined as

L f B(x) =
n

∑
i=1

∂B
∂xi

dxi

dt
=

n

∑
i=1

∂B
∂xi

fi(t) (3.3)

It measures the rate of change of B over time along the direction of the system dynamics of x(t).

When the vector field is clear in the context, we also use Ḃ(x) as a shorthand of L f B(x).

Safety properties are formally defined as forward invariance requirement, in the sense that

the system dynamics should be contained within safe sets that are disjoint from the unsafe states.

Formally we have the following definitions.
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Definition 2 (Forward Invariant Sets). Consider the dynamical system f with domain D in

Equation 3.2. We say I ⊆ D is a forward invariant set for f if for any x(0) ∈ I and any t ≥ 0, we

have x(t) ∈ I, i.e. any trajectory that starts in I stays in I forever.

Definition 3 (Barrier Functions [22, 27]). Consider a dynamical system ẋ = f in state space X ⊆

Rn with safe region Xs and unsafe region Xu. We call a continuous scalar function B(x) : Rn→ R

a barrier function if:

B(x)≤ 0,∀x ∈ Xs and B(x)> 0,∀x ∈ Xu

L f B(x)< 0,∀x such that B(x) = 0
(3.4)

The third condition can be replaced and robustified [24] by

L f B(x)<−γB(x),∀x ∈ X

for some positive parameter γ. Note that this condition reduces to the standard requirement on the

Lie derivatives at the barrier boundary (B(x) = 0) and poses a slightly stronger requirement at

other places. The benefit of using this condition is that it avoids solving the equation B(x) = 0

and can be easily turned into a loss function for learning-based approaches.

Because of the third condition L f B(x)< 0,∀x such that B(x) = 0, all trajectories starting

inside of the barrier would not cross out of the barrier, thus staying in the safe set forever, which

implies invariant set.

3.3 Policy Optimization

We will use the following standard notations for reinforcement learning, in which a

learning agent interacts with an environment modelled as a Markov Decision Process (MDP)

with state space S , action space A and a distribution P : S × S ×A → [0,1]. P(s′|s,a) is the

probability of transitioning into state s′ from state s after taking action a. A reward function
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r : S ×A×S → R defines the reward for taking action a in state s and transitioning into s′. Let

πθ denote a stochastic policy πθ : S ×A → [0,1], parameterized by θ. When running a policy

πθ(a|s), we observe a trajectory τ, which includes states st ∈ S , actions at ∈ A selected according

to the policy, and rewards rt ∈ R for every time step t. The goal of the agent is to maximize

the expected discounted cumulative return J(θ) = Eτ [∑
∞
t=0 γtr(st ,at ,st+1)]. Policy optimization

methods [42, 43, 44, 45] estimate policy gradient and use stochastic gradient ascent algorithms

to directly improve policy performance. Policy gradient methods [42, 43] use an estimator of

policy gradient to improve the policy. A standard gradient estimator is ĝ = E∇θ logπθ(at |st)Ât

where πθ is a stochastic policy and Ât is an estimator of the advantage function. The expectation

is estimated by the empirical average over finite batch of samples [46].

3.4 Robustness of Neural Networks

Given a neural network function h(z) : Rd → Rn and a data sample z0, our goal is to

quantify how the output h(z) changes when the input z0 is perturbed with some perturbation ∆

that lies within an `p ball with radius ε, i.e. ‖∆‖p ≤ ε. In other words, we aim at finding an output

lower bound hL(x) and upper bound hU(z) of h(z) such that

hL(z)≤ h(z)≤ hU(z), ∀‖z− z0‖ ≤ ε.

In the linear bounding framework proposed in [8, 36, 40], the authors derived hU(z) and hL(z) to

be a linear function of z by applying linear upper/lower bounds on each neuron’s activation (e.g.

ReLU, tanh, sigmoid, etc):

hL(z) = ALz+BL, hU(z) = AU z+BU ,

11



where the linear coefficients and constants are a function of z0,ε, parameters of linear bounds as

well as the parameters of the neural network h.

12



Chapter 4

Learning Neural Barriers for

Path-Tracking

Figure 4.1: Overall flowchart for learning and certifying neural barrier functions.

In this chapter and the next, we describe the detailed procedures for learning and certifying

neural barrier functions. The overall pipeline is shown in Figure 4.1 and we will go through each

component in the sections below.

We use standard policy optimization algorithms (Proximal Policy Optimization [6] and

Soft Actor Critic [7]) to learn a control policy g(·) : D → Rm. Although a wide range of

13



regularization techniques can be used to ensure safe learning, our goal is to develop techniques for

generic learning-based methods for neural control, and thus did not use special reward engineering.

For path tracking, we use a natural design of reward – penalizing the distance error and angular

error with the nominal path. When the training of neural policy converges, our main task is to

learn a barrier function that can indeed separate the safe and unsafe regions of the trained neural

policy (controller). The learning of the neural barrier has the following major steps: generating

safe and unsafe samples, sampling-based estimation of Lie derivatives under partial observability,

and training the barrier function. The overall algorithm is given in Algorithm 1 and we will

describe the details of each step in this chapter.

Algorithm 1 Learning Neural Barrier Functions
1: Input: Control policy π, unsafe set size Nu, number of nearest neighbors k, number of epochs

K, barrier function learning rate α, weight parameters for barrier function loss function
ws,wu,wl,γ

2: Run the neural control policy to collect Ns safe samples Xs, together with the dynamics on
these safe samples, which are the differences between adjacent states x′ and x for each x ∈ Xs

3: Initialize unsafe set Xu =∅
4: while |Xu|< Nu do
5: Sample a batch of candidate observations Xc with size M uniformly randomly from the

space
6: Initialize to-be-removed observation set Xr
7: for every xc ∈ Xc do
8: Neighbors Xn = kNN(xc,Xs∪Xu∪Xc)
9: if |{x ∈ Xn|x ∈ Xs}|> k/2 then

10: Xr← Xr∪{xc}
11: end if
12: end for
13: Xu← Xu∪

(
Xc \Xr

)
14: end while
15: Initialize barrier function network Bθ

16: for episodes = 1, . . . ,K do
17: Sample mini-batches of size n from Xs∪Xu
18: θ← θ−α∇θL(θ)
19: end for

14



4.1 Sampling Safe and Unsafe States

We identify the set of safe states Xs and unsafe states Xu as follows.

First, to collect the set Xs of safe state samples, we run the trained control policy for path

following from randomized initial positions that are around the path center. Assuming that the

control policy is well trained, the vehicle should be able to finish laps without going off the track,

and we add all the states that are visited in the sampled trajectory into Xs.

Second, after collecting a number of safe state samples, we generate unsafe state samples

xu ∈ Xu with k-Nearest Neighbor (kNN) approach. Suppose we want Nu unsafe state samples,

at each iteration of generation process, we uniformly sample M observations in the state space

and add them into a temporary candidate set Xc. Then, for each candidate observation xc ∈ Xc,

we find its k nearest neighbors inside Xs∪Xu∪Xc. If more than k/2 neighbors are from the safe

set, Xs, we remove xc from Xc. After going through all candidate observations, we add remaining

candidates from Xc into unsafe set Xu. We repeat this procedure until we have Nu samples in Xu.

4.2 Learning Neural Barrier Functions

After labeling the safe and unsafe states sets, we train the barrier function using the

following loss function, which is similar to the proposals in the recent work [47].

L(θ) = ws
1
Ns

Ns

∑
i=0

ReLU(B(xi
s))+wu

1
Nu

Nu

∑
i=0

ReLU(−B(xi
u))

+wl
1
Ns

Ns

∑
i=0

ReLU(L f B(xi
s)+ γB(xi

s))),

(4.1)

where ws,wu,wl,γ are hyper parameters for balancing the weights of the different components of

the loss. The design of such loss function is to encourage B(x) to satisfy the three conditions of

barrier functions in Definition 3: The first term of the loss function pushes the learned barrier

function to output positve values on the safe set; the second term pushes it to output negative for
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the unsafe set, and the third term governs the lie derivative to be negative for samples around the

barrier. Intuitively, L(θ) is non-negative, and when L(θ) = 0 we have a barrier function that fully

satisfies the conditions in Definition 3. Note that the Lie derivative requirement in the third term

only operates on the safe set, since we do not have such constraints outside of the barrier.

For generality of the proposed methods, we do not assume analytic knowledge of the

system dynamics f . Instead, we approximate the Lie derivative L fV along sampled trajectories

of the system through L f ,∆tB(s) = 1
∆t

(
B(s′)−B(s)

)
, where s and s′ are two consecutive states

and ∆t is the time difference between them and it is clear that lim∆t→0L f ,∆tV (s) = L fV (s). In

practice, the approximation error due to this discretization is taken into account in the certification

step, which can be bounded by analyzing the underlying vehicle dynamics.

In the experiments, we trained barrier function with both full state information and partial

state observation. We further justified why a barrier function on partial observation is valid in

Section 6.3. Also note that the loss function only uses lie derivative on safe samples, which is

simultaneously collected as adjacent states x and x′ in the trajectories.
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Chapter 5

Certifying Neural Barrier Functions

In the previous chapter, we discussed how to learn a neural barrier function by minimizing

the barrier loss in Equation 4.1 over the training samples. However, the learned neural barrier

function does not guarantee that the barrier conditions of Equation 3.4 hold until it is certified.

In this chapter, we propose to certify the neural barrier function along with the neural controller

based on recent neural network certification tools. The central idea is to analyze whether the

barrier conditions are satisfied within local neighborhoods for the state space. In the ideal case,

we may be able to certify the entire barrier function for the neural controller, but even if we can

not obtain complete certification, the coverage of validated neighborhoods gives us an explicit

measurement of the valid regions of the neural barrier. This metric can be used to evaluate the

safety of the neural controller, and the validated regions can be turned into a monitor to safeguard

the use of the neural policy in real-time. The overall algorithm is given in Algorithm 2 and we

will describe the details of each step in this chapter.

To certify a learned neural barrier function, we need to ensure the barrier conditions in

Equation 3.4 are all true. The first two conditions involve only the value of the learned barrier

function, and are easy to verify. The third condition involves the Lie derivative of the samples on

the boundary, which is much harder to ensure and is the main focus of this chapter.
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Algorithm 2 Certifying Neural Barrier Functions
1: Input: Control barrier function B
2: Initialize certified safe set Xcs, unsafe set Xcu, boundary set that satisfies lie derivative

requirement Xcb, and boundary set that violates the requirement Xvb
3: for each point x in the grid do
4: Calculate lower and upper bounds of barrier function BL(x) and BU(x) within an ε box

using section 5.1
5: if BU(x)< 0 then Xcs← Xcs∪{x} . safe
6: else if BL(x)> 0 then Xcu← Xcu∪{x} . unsafe
7: else
8: Calculate lower and upper bounds of barrier function derivatives dL← (∂B(x)

∂x )L and

dU ← (∂B(x)
∂x )U using Section 5.1

9: Find the dynamics of state x using Section 6.3, and calculate lower and upper bounds
of dynamics fL(x) and fU(x) using Section 5.2 (abbreviated below as fL, fU )

10: Calculate lie derivative upper bound
[
L f B(x)

]
U , which is initialized as l← 0

11: for each dimension i of the observation space do
12: l← l +max

[
dU,i fU,i, dU,i fL,i, dL,i fU,i, dU,i fU,i

]
13: end for
14: if l < 0 then
15: Xcb← Xcb∪{x} . certified boundary
16: else
17: Xvb← Xvb∪{x} . boundary violation
18: end if
19: end if
20: end for

5.1 Bounding Partial Derivatives of Neural Barriers

Our goal for certifying the Lie derivative condition is to find all states that are close to

the boundary (B(x) = 0) and ensure that L f B(x)< 0 is true for all these states. This is a stronger

condition than the original condition, but it is necessary because we can not expect to solve the

zero-crossing problem precisely and need to aim for certifying the Lie derivative conditions in a

neighborhood around the boundary.

To achieve this, we grid the whole state space and compute the interval bounds (BL,BU)

of B(x) at the center of each cell. We only need to consider the cells with BL < 0 and BU > 0,

which means that they are zero-crossing. For such cells, we could set ε as half cell width and
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verify if L f B(x)< 0 for the cells. If the upper bound of the Lie derivative is negative, then the

barrier condition is satisfied for the full local neighborhood ‖x− s‖∞ ≤ ε. Recall that the Lie

derivative is a dot product between the partial derivatives of B over the state variables and their

dynamics:

L f B(x) := ∑
i

∂B(x)
∂xi

dxi

dt

The main difficulty is to bound the partial derivative of the neural barrier function ∂B(x)
∂xi

. This can

be achieved by using Holder’s inequality at each layer. Below, we describe the technique on a

barrier function B(x) parameterized by 1 hidden layer NN with tanh activation, denoted as

B(x) =W (2)
1,: σ(W (1)x+b(1))+b(2)1 .

Through differentiation, we know the partial derivative of the neural barrier function is:

∂B(x)
∂xi

=W (2)
1,:

[
σ
′(W (1)x+b(1))�W (1)

:,i

]
, (5.1)

where � is the element-wise multiplication and σ′(·) is the derivative of tanh function.

Given a state s and its local neighborhood ‖x− s‖∞ ≤ ε, we write the interval bounds of
∂B(x)

∂xi
as (l(2)i ,u(2)i ). Namely,

l(2)i ≤
∂B(x)

∂xi
≤ u(2)i ,where‖x− s‖∞ ≤ ε.

We can then derive u(2)i and l(2)i via Holder’s inequality:

u(2)i = ∑
k

[
W (2)

1,k W (1)
k,i

]+
max{σ′(l(1)k ),σ′(u(1)k ),σ′(0)}+

+
[
W (2)

1,k W (1)
k,i

]−
min{σ′(l(1)k ),σ′(u(1)k )},
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l(2)i = ∑
k

[
W (2)

1,k W (1)
k,i

]+
min{σ′(l(1)k ),σ′(u(1)k )}+

+
[
W (2)

1,k W (1)
k,i

]−
max{σ′(l(1)k ),σ′(u(1)k ),σ′(0)},

where u(1)k = ε||W (1)
k,: ||1 +W (1)

k,: s + b(1)k and l(1)k = −ε||W (1)
k,: ||1 +W (1)

k,: s + b(1)k . Thus, we can

propagate the interval bounds on the input x through these equations and obtain bounds on the

partial derivatives of ∂B/∂x. The bounds for NN of more layers can be computed by applying

this method recursively on each layer.

5.2 Bounding the Dynamics

To find the interval bounds on the Lie derivatives, we need to bound the variation of the

dynamics of the system in the neighborhood of a sampled state. Let a be a sampled state, and we

write the hyperbox around a as [a]ε.

First, we estimate the value of f (a) through finite difference over time:

f (a)≈ x(t +∆t)− x(t)
∆t

∣∣∣∣
x(t)=a

where we assume ẍ(t +λ∆t)∆t is tiny, λ ∈ [0,1]. Then consider an arbitrary state a+ p in the

neighborhood of a:

f (a+ p) = f (a)+ J f (a)p+
1
2

pT H f (a+λp)p

where J f and H f are the Jacobian and Hessian-tensor of f ( f is vector-valued). We use finite

differences to estimate the Jacobian. Writing f = ( f1, ..., fn), with ε→ 0, we have

∂ f j

∂xi

∣∣∣∣
x=a
≈

f j(a+ εei)− f j(a)
ε

where ei is the unit vector in the xi coordinate. Thus by taking n (the number of dimensions)
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samples of f (x+ εei), we can get the estimate of the Jacobian of f , J f (a) (each sample used to

estimate all functions in f ), where ei is the unit vector in the xi coordinate, and again assuming

that the second-order deviations are negligible by slight bloating of the estimated range. Note that

each dimension of sample f (x) requires 2 states to compute the dynamics, so overall we need 2n

state samples for bounding f ([a]ε). Also note that to cover a hyperbox we need to consider the

gradient direction for the most rapid change in it.

When we learn barriers on partial state dimensions, the range in unobserved dimensions

implicitly affects the bounds on f (a). For a full state x, we partition it and write the observation

as a and unobserved dimensions as y. To get the dynamics bounds, besides [a]ε, we also need to

consider a hypterbox around y, [y]β. To do so, when finding dynamics in the observation space,

after using kNN to find the full state, we sample εea,i and βey,i for each coordinate, to find the

dynamics bounds f ([a]ε, [y]β). At deployment, we need to verify that a new state x′’s unobserved

dimensions y′ must be within the corresponding [y]β that is used during certification.

5.3 Retraining Neural Barrier Function

To further improve our neural barrier function, we can retrain it by adding the points

that violate the third Barrier condition: L f B(x) > 0, ∀x s.t. B(x) = 0. One idea is to leverage

the verification bounds in the earlier chapter to first find the violated observations: for each

observation x, it is a violation if (1) BL(x)< 0 and BL(x)> 0, and (2) L f B(x)> 0.

A violation can be found with the following procedues. First, use methods described

in Section 5.1 to find the interval bounds of barrier function values BU and BL for states in the

state space, and those with BU > 0 and BL < 0 are identified with boundary states xb. We then

calculate for the lie derivatives of the boundary states, which consists of the bounds of barrier

function network derivatives and the bounds of dynamics. The former can be found using the

methods in Section 5.1. To find dynamics bounds, we firstly need to generate the dynamics of
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the states, which is further described in Section 6.3. Then, using the method from Section 5.2,

we can get the bounds on the dynamics. With these information, we are able to compute the

upper and lower bounds of L f B(xb) in an ε box for all boundary states, and identify the ones with

upper bounds
[
L f B(xb)

]
U > 0 as violations. For each violation state, it is labeled using a KNN

approach. Then, define ρ ∈ (0.5,1] for the threshold of KNN classification. For each observation,

find k nearest labels from Xs∪Xu. If more than ρk neighbors are from Xs or Xu, it is added into

Xs or Xu, respectively. Otherwise the violation set remains the same. We can then retrain the

neural barrier functions with the updated safe and unsafe sets by minimizing the loss function in

Equation 4.1. We continue doing so until the number of violations is smaller than some threshold.
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Chapter 6

Experiments

6.1 Environments

Figure 6.1: Evaluation environments. Left:A path for the kinematic and dynamic model
simulation environments. Right: Path in the TORCS vehicle dynamics simulation environment.

We tested the training and certification pipeline on three environments: (a) 2-D path-

tracking kinematic bicycle model with no-slip assumption (abbreviated as kinematic model

below), (b) 2-D path-tracking dynamic bicycle model with tire-slip lateral control (abbreviated

as dynamic model below), and (c) TORCS racing environment, which is the most realistic
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environment among the three compared to the real world. Figure 6.1 shows the paths of dynamic

model and TORCS. The path used for kinematic model is very similar, but with x and y in smaller

ranges (i.e. shorter tracks with the same shape). In (a), the kinematic model contains three state

dimensions: cross-track error, angle error and longitudinal speed. In (b), the dynamic model

contains two additional state dimensions: lateral speed and vehicle yaw (spin) rate. In (c), the

state information for TORCS is more complex and can be found in [48]. The kinematic model

assumes the tires do not have lateral slip, while the dynamic model and TORCS environment

take inertial effect and lateral slip into account. In addition, in kinematic and dynamic model, we

have the ability to arbitrarily sample the vehicle states (arbitrary reset), while in TORCS we are

limited to sample a small range of initial configurations which poses additional difficulty for the

sampling procedures. The action space in the three environments is the same.

6.2 Training the Neural Controller

We use a two-layer fully connected neural network, with 128 hidden nodes in each layer

and ReLU activations, to represent the control policy. The neural controllers for kinematic and

dynamic models use full state information, while the one for TORCS used selected state including

distance error, angle error and longitudinal speed. The distance error measures how far the vehicle

deviates from the track, and the angle error measures the difference between the track’s direction

and the vehicle’s heading direction. We used standard policy optimization methods (Proximal

Policy Optimization [46] and Soft Actor-Critic [7]) to train the neural controllers. We used the

following reward function to train the neural controller with PPO and SAC:

rt =


−|es

t |− |e
p
t |− |ea

t |, st is not terminal

100, st is goal

−100, st is out of the track

(6.1)
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Where es
t ,e

p
t ,ea

t represent speed error, distance error and cross-angle error, respectively.

6.3 Evaluating Lie Derivatives in Different Environments

As mentioned above, certifying the control barrier functions requires computing the Lie

derivatives of the states on the boundary, which needs the information of the dynamics of these

points. This could be challenging when we only have partial state information and when the

environment does not allow resetting to arbitrary states. To overcome the challenges, we propose

the following three methods that enable us to estimate the dynamics of the grid.

Full-State Barriers with Arbitrary Reset When the barrier function operates on full state

information, finding the dynamics is straightforward: we can set the environment to the desired

states and simulate one time step forward with the action from neural controller to obtain the

dynamics. This is the method used to find the dynamics of the kinematic model.

Partial-State Barriers with Arbitrary Reset We observed that in the dynamic model, when

a sharp corner is encountered with high speed, it is necessary for the vehicle to decelerate in

order not to deviate from the track and crash. Plotting the trajectories in the distance error, angle

error and (longitudinal and lateral) speeds, we get the Figure 6.2. In practice, it is hard to train

a neural network to output the shape like the one shown in the figure. In addition, since we

need to verify for each cell in the grid, the computation complexity increases exponentially as

more dimensions are added. This makes it infeasible to train and verify a barrier function on

the full state for the dynamic model. Thus, it is important to design methods for capturing the

barrier in low-dimensional projections of the states. Intuitively, it is feasible because even though

the vehicle has high-dimensional states, its key safety properties are typically observed in the

2D or 3D physical environment (not hitting obstacles on a 2D plane) and the certificate can be

low-dimensional.
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The challenge then comes in how to find the dynamics with missing state information.

Figure 6.2: Trajectories of neural controller on dynamic model. Left: angle error, distance error
and longitudinal speed. Right: angle error, distance error and lateral speed

By further examining longitudinal speed, lateral speed and yaw rate in Figure 6.2, it can be

shown that at the boundaries where distance error and angle error are large, the other dimensions

are within a small range.

Figure 6.3: Vector field of the system dynamics calculated with nearest neighbor approach for
the dynamic model.

Moreover, in Figure 6.3 we plot the vector field of the the dynamic model. The left figure

shows the dynamics of the points that are close to the collected trajectories, and the right figure
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shows the dynamics of the whole grid (note that we do not have to find the dynamics for the

whole grid: here we are just computing it to show the calculated dynamics). As can be shown, at

the boundary, the arrows tend to converge to the center, implying the barrier behavior when we

only consider distance and angle errors.

Based on the observations above, we proposed a method of using Nearest Neighbor to

find the dynamics in unobserved regions.

Suppose the full states of the environment is x ∈Rn and we want to train a barrier function

with partial observation o ∈ Rm, where m < n. After collecting many trajectories with full state

in Rn, we select the observation dimensions we want to train barrier function on and form an

observation set Ot in Rm. Then, we can find the system dynamics for a boundary observation in

the observation space Rm by finding its nearest neighbor in Ot . We then find the nearest neighbor’s

corresponding full state in Rn, and replace the observation dimensions with the one from the

boundary observation. Using the newly generated full state, we simulate one step forward to find

the system dynamics of the boundary state. This is the technique we use to find the dynamics for

the dynamic model.

Partial-State Barriers without Arbitrary Reset Without the ability to set the system to ar-

bitrary state, we rely solely on the nearest neighbor approach to find the system dynamics for

the boundary observations. Here, for each point in the grid, we find its nearest neighbor in

the collected trajectories, and use that neighbor’s dynamics as the dynamics for the boundary

observation. Although the method leads to some inaccuracy for observations that are far from the

observed samples, since we only need accurate dynamics around boundary and the certification

step utilizes a range of dynamics, the verified barrier function using this method is still valid. We

use this method to find the dynamics of the TORCS racing environment
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6.4 Training the Barrier Function

To train the control barrier function, we firstly obtain a neural controller that performs

well in the tracking environment, collect safe samples and generate unsafe samples. We then

begin the training, verification and retraining loop of barrier function.

Figure 6.4: Full-state control barrier function of kinematic model with target speed of 30m/s.
The points show barrier function boundary, and the red points represent the region with lie
derivative violations. The violation rate on the boundary is 0.95%

Certification Results on the Kinematic Model. In the kinematic model, we have a simple

bicycle vehicle model without wheel slipping. In this setting we can arbitrarily reset the vehicle

to any state, allowing us to approximate the dynamics and Lie derivatives at any state.

Figure 6.4 shows the full-state barrier function on the Kinematic Model. In this experiment,

we let the vehicle follow a speed of 30m/s. The points are boundary states of barrier function

where BL(x)< 0 and BU(x)> 0. The green points are where the boundary conditions are satisfied

(i.e.
[
L f B(x)

]
U < 0 within the range of the ε box, and the red points show violations. In this
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barrier function result, the violation rate among the boundary is 0.95%, which sufficiently certified

that a vehicle starting from inside the barrier function is guaranteed to never leave the safety set

except for the violation region.

(a) Target: 10m/s. Boundary violation: 13.6% (b) Target: 20m/s. Boundary violation: 8.86%

Figure 6.5: Barrier function of dynamic model and TORCS environment, certified on partial
observation with distance and angle errors. The blue points are the barrier, and yellow points are
the collected (safe) observations.

Partial-State Barriers with Arbitrary Reset To understand safety of neural controllers in

more realistic setup, we trained and verified the barrier function on dynamic model, which

contains wheel slipping so that the vehicle would crash out of the track if a hard turn was applied

under high speed. Because of the deceleration at sharp corners and increased dimensionalities,

it is infeasible to train and verify a barrier function on the full state space. Thus, we trained

and verified barrier function with partial state observation in the 2D space of distance error and

angular error.

In the dynamic model, we let the vehicle follow a target speed of 10m/s. Figure 6.5a and

Figure 6.6a show the certification results. The final barrier function separates the safe trajectories

from the unsafe observations, and on the boundary, and 86.4% boundary states satisfy the lie
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(a) (b)

Figure 6.6: 2D barriers of dynamic model and TORCS environment. The surface plot shows the
value of learned barrier function, and the x-y plane shows the level sets, with vehicle trajectories
within the safe set. The zero-level set is colored in black.

derivative requirements. The decrease of the number of certified boundary points is due to two

factors. First, as can be seen in Figure 6.1, the curvatures of corners are very large, making it

more delicate for the barrier function to satisfy boundary conditions. Second, although we have

the ability of setting the vehicle to arbitrary state, since we are training on partial observation,

the additional dimensions has to be estimated using nearest neighbor, making the dynamics error

range larger (as opposed to the full state barrier function on kinematic model, where there is no

such information that requires estimation).

Certification Results on the Dynamic Model with Lateral Slip. In a more realistic setting,

we train and verify the barrier function on dynamic model, which contains wheel slipping - the

vehicle can crash if a hard turn was applied under high speed in this model. We train barrier

functions with partial state observation in the 2D space of distance and angular errors. We can

sample arbitrary states in this simulation for estimating the system dynamics.

In the dynamic model, we let the vehicle follow a target speed of 10m/s. In Figure 6.5a,
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we show the trained barrier projected in 2D, and in Figure 6.5a, we show the value of the barrier

function, with level sets plotted in the x-y plane. The final barrier separates the safe trajectories

from the unsafe observations, and 86.4% boundary states satisfy the lie derivative requirements.

The decrease of the number of certified boundary points is because we are training on partial

observation, and the range in unobserved dimensions increases dynamics bounds, making it

harder to satisfy Lie derivative requirements on the boundary.

Figure 6.7: Illustration of the barrier on TORCS model: when the vehicle is approaching the
boundary, the neural controller applies brake and steers the vehicle to the side where the barrier
function value decreases.

Certification Results in the TORCS Simulator. The third environment we consider is TORCS

racing environment, where the car would slip under high speeds, and we cannot reset the vehicle

to arbitrary states, making it hard to precisely estimate system dynamics on all states. We train

and certify a neural barrier function on TORCS using partial observation with angle and distance

errors. In this experiment, we let the vehicle to follow a speed of 20m/s. Figure 6.5b and

Figure 6.6b show the full-state barrier function for the TORCS environment, with a violation rate

of 8.86%. The lack of the ability to reset to arbitrary states makes it only possible to use nearest

neighbor to estimate the dynamics, decreasing boundary satisfiability. However, the controller

still demonstrates great barrier behaviors. Figure 6.7 shows one instance where the vehicle is

heading toward the barrier, with the vehicle in the middle on the barrier. In these short clips,
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the controller is continuously applying hard brake while turning the wheel on the left, to keep it

inside the learned barrier.

(a) Stanley, MPC and neural controller in kinematic
model, with respect to the learned neural barrier.

(b) Tracking performance of the three con-
trollers in the kinematic model environment.

(c) 2D projections of the vehicle trajectories un-
der the three controllers in the dynamic model.

(d) Tracking performance of the three con-
trollers in the dynamic model environment.

Figure 6.8: Performance comparison among Stanley controller, MPC and neural controller in
path tracking tasks.
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6.5 Consistency of Performance with Learned Barriers

In this section, we further validate that the learned neural barriers certify safety of the

neural controllers. In Figure 6.8, we see that the vehicle trajectories using the neural controller

are indeed contained in the safe set defined by the neural barrier. In contrast, we show trajectories

using the Stanley and MPC controllers violate the safety barriers. Figure 6.8b and 6.8d show the

control behavior of the neural, Stanley and MPC controllers on the evaluation path, for kinematic

and dynamic models. Figure 6.8a and 6.8c compare the trajectories on the dimensions where the

barrier functions are defined. For both models, the trajectory from the neural controller never

leaves the barrier, while the vehicle trajectories under the other controllers do not respect the

learned neural barriers and escape the corresponding safe set.

Figure 6.9: Illustration of continuous training. Left: initial barrier (blue and red) and original
safe data (green); Right: final barrier after continuous training and relabeled violations (safe:
light green; unsafe: yellow).

6.6 Importance of retraining

In Figure 6.9, we show how the barrier for dynamic model changes during continuous

training, where we train until convergence, relabel violations as safe or unsafe data, and retrain
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the barrier function with amended dataset. As shown from the left figure, the barrier function

does not capture the true shape of the barrier, and there are a large portion (more than 50%) of

violations on the learned barrier. For final barrier function as shown on the right, we can see the

added safe data are close to the collected trajectory, while the added unsafe data are far from it,

which also gives a barrier function with desired shape and reduces violation rate.
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Chapter 7

Conclusion

We proposed new methods for training and certifying neural barrier function for neural

controllers in the path-tracking control problem for self-driving vehicles. We described methods

for generating safe and unsafe data and the iterative training of barrier function, as well as

certification methods that analyze the numerical robustness of the neural barrier functions for

checking that the lie derivative requirements are satisfied around sampled states. By conducting

experiments on three environments ranging from simple to realistic dynamics, we showed the

feasiblilty of the proposed approach for quantifying the safety of neural controllers. In future work

we believe the neural controllers can be tested on physical vehicles with the neural barriers serving

as runtime monitoring of safe control of the vehicles. We believe the learned neural barriers

provide an important interface between low-level control with planning and perception layers

for autonomous driving, and can provide useful information for safe human-robot interaction in

these systems.

The thesis is currently being prepared for submission for publication of the material. It is

a joint work with Tsui-Wei (Lily) Weng and Sicun Gao. The thesis author was the primary author

of this material.

35



Bibliography

[1] J. M. Snider, “Automatic steering methods for autonomous automobile path tracking,” Tech.
Rep. CMU-RI-TR-09-08, Carnegie Mellon University, Pittsburgh, PA, February 2009.
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