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BUOYANCY-DRIVEN CONVECTION IN A RECTANGULAR ENCLOSURE: 
EXPERIMENTAL RESULTS AND NUMERCIAL CALCULATIONS 

Fred Bauman, Ashok Gadgil, Ronald Kammerud, and Ralph Greif* 
Passive Solar Analysis and Design Group 

Lawrence Berke 1 ey Laboratory 
Berkeley, California 94720 

ABSTRACT 

Within the building sciences, little attention has been given to buoyancy­
dr·i ven convect ·jon in room geometries at the 1 arge Rayleigh numbers which 
typify full-sea 1 e structures. Natura 1 convective heat trans fer processes 
are fundamental to the operation of many passive solar systems. In order 
to fully understand system performance and to allow design optimization, 
the characteristics of this heat transfer process must be examined from 
first principles. For this reason, an investigation of two- and three­
dimensional buoyancy-driven convection in rectangular enclosures at Ray-
1 ei gh numbers approaching 1010 has been initiated at Lawrence Berke 1 ey 
Laboratory. This report will focus on the technical details of the experi­
mental analysis performed to date and on the comparison of the numerical 
results with published data. Initial results are also presented from the 
application of the convection analysis computer program to simulate convec­
tive heat transfer ar·ising from a few representative room surface tempera­
ture distributions. 

I. INTRODUCTION 

Natura 1 convection heat trans fer 
processes are expected to play a fundamental 
role in the operation of many passive solar 
systems. Recent research results (1) have 
shown that convective heat exchange can have 
a surprisingly large magnitude in passive 
systems in which conduction had been expected 
to be the dominant process. This reference 
indicates that convection between the 
attached greenhouse and occupied space in the 
Balcomb house in Santa Fe, New r~exico, is 
nearly an order of magnitude larger than con­
duction through the solar collecting adobe 
wall separating the two spaces. The impl ica­
tion of this finding is clear: natural con­
vection can be a significant component in the 
coupling of thermal zones within a building. 
This is especially important in passive solar 
systems where successful operation relies 
upon proper utilization of the bas·ic heat 
transfer processes--radiation, conduction and 
convection--rather than upon mechanically 
assisted heat transfer. 

Beyond the general problem described 
above, natural convection is utilized in 
other, more specific passive solar systems. 
Among these are: 

11 thermae i rcul at ion in storage wa 11 chan­
nels; 

e convection in double-envelope configura­
tions; 

® stack effect ventilation in multi-story 
atria; 

e solar chimneys; 

e natural convection air collectors con­
nected to rock storage units. 

In order to understand the therma·l operation 
of these systems and to provide relevant 
building design guidelines, improved under­
standing of natura 1 convection processes is 
necessary. 

Past convection research (see Appendix 
1) has dealt primarily with geometric confi­
gurations which do not typify buildings 
and/or with forced convection; as a result, 
these studies are of 1 imited application to 
passive solar research. More recently there 
has been renewed interest in natural convec­
tion within the building sciences. Thermo­
circulation has been studied experimentally 
by Hocevar and Casperson (2) and analytically 
by Akbari and Borgers (3,4). Similitude 
and/or full-scale experimental investigations 
of convective heat transfer within and 
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between thermal zones have been reported by 
Honma (5), researchers at MIT (6), Los Alamos 
Scientific l.aboratory (7,8), and by one of 
the present authors (9); limited preliminary 
numerical results from the present study have 
been presented ( 10). To date there has been 
little analytic v10rk addressing the general 
problem of natural convection in either sin­
gle or mult~-room geometries. 

The objective of the work reported here 
was to develop and validate computer codes 
for analysis of buoyancy-driven, reci rcul at­
ing laminar flow in two and three dimensions. 
In order to validate these codes, a small­
sca-le natural convect·ion experiment has been 
performed, 

Append ·i x 1 describes a genera 1 problem 
in buoyancy-driven convection in rectangular 
enclosures. The prototypical problem 
presented there is representative of several 
passive solar configurations; for example, it 
is analogous to an unvented Trombe wall 
delivering heat to an occupied space or to a 
direct solar gain system losing heat through 
the south glazing. Representative values of 
the dimensionless parameters describing the 
convection process for a rectangular room 
twice as long (5.5 m) as it is high (2.75 m), 
filled with air at 21oc, and with at least a 
1 °C temperature difference between vert i ca 1 
walls of at least 1°C are: 

A = 0.5 

Pr = 0.71 

RaL GrLPr > 1 x 1010 

This range of RaL implies that convective 
flow within build1ngs can be either laminar 
or turbulent in nature, depending on the 
specific temperature distributions on the 
boundary surfaces and the geometry of the 
enclosure. 

Section I I be 1 ow describes the ex peri­
ment and summarizes the results. Section III 
outlines the numerical analysis and presents 
comparisons of the results with several 
experiments; these validations have used data 
cited in the literature and the results from 
the experiment described in Section II. Sec­
tion IV presents a few results that have been 
obtained by applying the computer program to 
specific passive solar configurations and 
briefly outlines the future directions of the 
natural convection studies at Lawrence Berke­
ley Laboratory. 
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II. NATURAL CONVECTION EXPERIMENT 

A. 1::2:<.E_erimental Overviev1 

The experimental apparatus is shown 
schematically in Fig. 1; it was scaled to 
table-top size and utilized water as the 
working fluid. The apparatus was designed to 
measure natural convection within a single 
zone and between two geometrically identical 
zones separated by a partition. ~1ost of the 
results presented here considered the single 
enclosure configuration, in which the experi­
ment covered the fo 1·1 01vi ng range of pa rame­
ters: 

A ~ 0.5 

2.6 < Pr < 6.8 

1.6 X 109 ;;_ Ral 

The opacity of 1vater to therma 1 rad i a­
t ion makes the data from this experiment 
especially appropriate for validation of the 
convection analysis code.* In addition, the 
use of water was convenient because it 
allov1ed representative Ra values to be 
obtained in a small-scale apparatus; however, 
strict similarity to fun-scale rooms could 
not be obtained due to Prandtl number differ­
ences. Ra i thby ( 11) has pointed out that the 
heat transfer processes are insensitive to 
Prandtl number for Pr > 5. This partially 
covers the range of Prandtl numbers encoun­
tered in the present experiment, and implies 
possible limitations to the use of this data 
in the development of correlations represent­
ing enclosures using air as the working fluid 
[Pr(air) " O.l]. Thus, while the magnitude 
of Nusselt numbers measured in this experi­
ment are not accurate for air, the general 
fluid behavior and parametric relationship 
can be expected to be similar. 

B. Apparatus 

A rectangular enclosure with inside 
d·imensions 12.7 em x 25.4 em x 76.2 em was 
fabricated from 1.3 em clear plexiglas, 
except for the two vertical opposing side 
walls (12.7 em x 76.2 ern), which 1vere 0.5 m 
cold-rolled copper sheets. The 76.2 em 
length of the enclosure was designed to 

*The maximum contribution of thermal radia­
tion to the measured Nusselt number has 
been calculated to be 1 ess than 2% for the 
range of Rayleigh numbers covered by the 
experiment. 



m1n1m1ze the relative end effects and create 
a tv10-dimensional problem. For studying the 
two-zone problem, a partition (0.6 em plexig­
las) could be l mvered from the top midway 
between the two copper plates, thus forming a 
two-dimensional opening between thermal 
zones. A cross-sectional vie\v of the test 
enclosure is shown in Fig, 2. 

Constant heat input was provided by six 
ther~ofoil heaters (maximum power = 3.1 
W/cm ) attached to the outside surface of one 
copper plate. Heat was removed through the 
opposite copper plate, 25,4 em away, by run­
ning cool tap water (15°C) through four hor­
izontal lengths of 1.0 em 0.0. cold-rolled 
copper tubing glued to the outside surface 
with a high conductivity cement. The entire 
enclosure was covered with a 10 mil layer of 
polyethylene sheeting, to reduce convective 
losses, and a shell of 5.1 em polystyrofoam 
·j nsul at ion board. The closed cell construc­
tion of the styrofoam acted as an additional 
vapor barrier. 

All temperature measurements were made 
with calibrated copper-constantan thermocou­
ples, which were read on a standard 100 mV 
potentiometer to a total accuracy of! 0.6°C. 
Figure 3 shows a schematic of the thermocou­
ple locations. Ten thermocouples were embed­
ded 1.5 mm beneath the inside surface of each 
copper plate to monitor temperature varia­
tions over the heat transfer surface. Five 
thermocouples were positioned along the bot­
tom edge of the partition as well as along 
the bottom of the enclosure directly beneath 
the partition to measure top and bottom sur­
face temperature at the centerline ( s i ng·l e 
enclosure) or central opening (two-zone 
enclosure). A vertical array of thermocou­
ples was placed beneath the midpoint of the 
partition to measure the centerline (central 
opening) vertical temperature profile in the 
fluid. Holes in the plexiglas ceiling 
allowed thermocouple probes to be lowered to 
desired depths at various locations in the 
enclosure. 

The experimental procedures are 
described in Appendix 2. 

C. Results and Discussion 

The dimensionless temperature, = (T -
Tav )/6T*, measured along the vertical 
cen~erline of the enclosure (at y/L = 0.5), 
\vhen plotted as a function of the dimension­
less height x/H, displayed a constant slope 
in the central region.* This indicates a 

*These profiles are shown in Figs. 13 and 15 
where comparison of this data t~ the pred­
ictions of the convection analys1s code are 
discussed. 
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rather ·large inactive core, in which only 
conduction in the vertical direction is sig­
ni f·icant. The non-zero slopes of the pro­
tiles at x/H " 0.0 and 1.0 also demonstrate 
that there is heat loss through both the top 
and bottom surfaces of the enclosure. Heat 
lasses through the insulated surfaces (top, 
bottom, and two ends), as measured by the 
difference between heat input and output, 
ranged from 7-18% (calculated for 6Tcw > 
5.6°C). 

The heat trans fer data is presented in 
the form of log1o(NuL

1
N) vs. loglo(RaL) in 

Fig. 4. Results of the studies by Raithby, 
Hollands, and Unny (11) and by MacGregor and 
Emery (12) are also shown in the figure; 
results from the experiment appear to be con­
sistent with both of these studies. As 
expected, the smaller aspect ratio of this 
experiment yields higher average Nusselt 
numbers in the laminar regime compared to the 
predictions of Raithby et al. for A "' 5. 
Although Raithby's analysis does not claim 
validity for aspect ratios less than five, 
the measured temperature profiles in the core 
region of the enclosure in the present study 
appear to support an extension of his results 
to ·lower aspect ratios. This extrapolation 
is shown in Fig. 4; it is in agreement 1vith 
the data from the present experiment to 
within the experimental error. The retarding 
influence of the relatively larger horizontal 
surface areas in an enclosure of aspect ratio 
0,5 (rather than Raithby' s 5.0), as well as 
the known heat losses through these horizon­
tal surfaces, may make a large contribution 
to the observed difference. 

Isothermal vertical walls were assumed 
in the study by Raithby et al. MacGregor and 
Emery, while maintaining a constant cool wall 
temperature, imposed a constant heat flux 
condition on the heated wa 11 • As noted by 
the authors, this constant heat flux boundary 
condition will result in a portion of the 
fluid bei nq hotter than the average heated 
1va ll temperature, and in effect, will 
increase the predicted net heat transfer 
rate. In the present study, vertical boun­
dary conditions were not perfectly isother­
mal; the experimental calculations are based 
on single average temperatures. 

A plot of the data obtained in prelim­
inary tests using the two-zone configuration 
is presented in Fig. 5. For these cases the 
convective heat transfer rate was calculated 
by measuring the conductive heat transfer 
through the central partition (Qp) and sub­
tracting this amount from the heat input 
(OrN) and heat output (QouT). This correc­
tion resulted in a redefinition of the 
Nusselt number for the two-zone problem: 



Data was collected for three different 
opening heights (H0), The results demon­
strate the expected thermal behavior of 
decreasing convective heat transfer rates 
w"ith decreasing opening heights. When the 
opening height Ho/H was reduced from 1.0 
(full open) to 0.55, the measured Nusselt 
numgers dropped by about 25% at RaL " 3. 7 x 
10l • At lower values of Ral, a relatively 
smaller decrease in the Nusselt number was 
observed. The measured temperature profiles 
in the central opening indicated that most of 
the heat transfer from the warm zone to the 
cool zone was confined to a small region at 
the top of the opening. This result is in 
qualitative agreement with the results of 
\~eber et a l. ( 5), The opposite hori zonta 1 
mot·ion of fluid from the cool zone to the 
v1arm zone vias contained in a thicker layer 
along the enclosure bottom. 

III. NUMERICAL ANALYSIS 

A. Description 

As pointed out in Appendix I, there has 
been little published numerical work on 
natural/buoyant convection at Rayleigh 
numbers in excess of 107, where relatively 
large fluid velocities are encountered. If 
the popular Central Difference Scheme (CDS) 
is used for casting the Navi er-Stokes equa­
tions into finite difference form, these 
large velocities necessitate an impracticably 
fine mesh size for numerical stability of the 
solution. The Upstream Difference Scheme 
(UDS), which takes into account the 
overwhelming effect of convection (vis ~ vis 
conduction/diffusion at large fluid veloci­
ties) cannot be used to simulate recirculat­
ing flow s·ince the fluid velocit·ies are not 
1 arge everywhere and the direction of the 
f'luid velocity is not known at all points 
before solving the problem. 

In recent years Spalding (13) has pro­
posed a differencing scheme that switches 
betv1een the CDS and UDS depending on the 
relative magnitudes of (local) convection and 
(loca'l) conduction/diffusion. Thus, grid 
spacings can be chosen to be relatively 
coarse without serious 1 y compromising accu­
racy (i4), 

A computer program was deve 1 oped based 
on this differencing scheme to solve the cou-
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pled two-dimensional Navier-Stokes equations 
with the Boussinesq approximation, The 
Alternating Direct Implicit scheme (ADI) was 
used for solving the difference equations 
(15). The resulting program structure was 
similar to that described in detail by Patan­
kar (16). 

The mesh sizes used in all the results 
presented in this paper were relatively 
coarse (the finest mesh size was 17x20). The 
grid lines were distributed evenly throughout 
the interior of the fluid volume with a con­
centration of grid lines near the enclosure 
boundaries; this allows the numerical solu­
tion to account for the sharp changes in flow 
properties associated with a developed boun­
dary layer, For this purpose, it was found 
to be adequate to position three grid 1 i nes 
parallel to and adjacent to each enclosure 
surface. The computer program, presently 
limited to laminar flow, can simulate enclo­
sure flows driven by buoyancy, and/or pres­
sure, and/or velocity. For more details, see 
Ref. (17), The comparisons of the calculated 
results of the above numerical scheme with 
various published numerical and experimental 
results are described below. 

B. Comparison at Rayleigh Numbers Near 1.0 x 10 5 

de Vahl Davis (18) used an 11x11 grid to 
solve the Navier-Stokes equations for buoy­
ancy driven fluid flow inside a two­
dimensional square cavity, The two vertical 
walls of the cavity were maintained at con­
stant, but different temperatures; the ceil­
ing and the floor of the cavity had a linear 
surface temperature profile. For this prob­
lem, the boundary layer regime starts for RaL 
> 104, Figures 6, 7, and 8 compare the 
numerical results with those of de Vahl 
Davis, for three different Rayleigh numbers. 

de Vahl Davis used an evenly-spaced grid 
and a forward differencing procedure to cal­
culate the local Nusselt numbers at the wall. 
The boundaries of his temperature grid coin­
cided with the surfaces of the cavity, so the 
nearest temperature node in the direction 
normal to the surface was at a distance equal 
to 10% of the cavity dimension. In contrast, 
the grid system used here allowed evaluation 
of the temperature gradient at the boundary 
without using a forward differencing pro­
cedure. These results were calculated using a 
15x15 grid size. 

Due to his choice of the grid scheme, de 
Vahl Davis calculated the local Nusselt 



number at the top and bottom of the cold wall 
to be identically equal to 1.0 (see Figs, 6 
to 8). This resulted from locating the tem­
perature node exactly at the corner of the 
cavity, the nearest temperature node a 1 ong 
the surface again being at a distance of 10% 
of the cavity dimension, The grid scheme 
used in the present analysis does not have 
this limitation; for this reason the local 
Nusselt numbers at the tv.Jo ends of the wall 
differ from 1.0. 

In these calculations, two grid lines 
v1ere outside the physical boundary, two more 
grid J·ines 1~ere in the boundary layer; the 
grid cell size inside the volume of the cav­
Hy was therefore the same as for de Vahl 
Davis (1/10 x 1/10). The computation for 
eac9 run took 31 seconds to reach residues of 
10- for velocity fields. 

C. Comparisons at Higher Rayleigh Numbers 

A quantity of special interest in this 
problem is the Nusselt number. In Fig, 9, the 
average Nusselt number, defined here as: 

H 

l Jill dx 
TH - T C ;Jy 

0 

as calculated by the convection analysis 
code, is plotted as a function of Rayleigh 
nwnber, This figure also shows relevant 
results from various other numerical and 
experimental studies (18-23), The agreement 
is quantitatively acceptable, All of the 
present results were calculated using a 17xl7 
grid similar that described above. For Ray-
1 ei gh numbers of 107 or 1 ess, the code con­
verged in 20 seconds on the CDC-7600 at LBL. 
The execution time for higher values of the 
Rayleigh number was 40 seconds. 

D. _[;.!_llll.Jl..i!_rison 1vith a Full-Scale Three-Dimen­
sional Experiment 

In 1978, Ruberg reported a full-scale 
experiment performed at the Massachusetts 
Institute of Technology; the experiment is 
schematically depicted in Fig. 10. Tempera­
ture distribution inside the enclosure was 
measured in plane AA by means of an array of 
thermistors mounted on a rail-mounted, mov­
able boom. Videotapes of the flow induced 
inside the enclosure 1~ere also made using 
smoke and soap bubbles as tracers. The 
videotapes clearly demonstrated that the flow 
(at Rayleigh number of LO x 1010 based on 
enclosure height) was not yet turbulent, but 
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showed oscillations typical of the transition 
regime, Unfortunately, no temperature meas­
urements of surfaces other than the heater­
plate and window were made; for the present 
analysis, these temperatures have been 
estimated using available data. 

Ruberg's measurements of air temperature 
were made in a way that could not exclude the 
effects of radiation. In particu·lar, these 
effects are expected to bias the measured air 
temperatures directly above the heater plate 
towards higher values, 

The isotherms generated for three sets 
of measurements of air temperatures in the 
measurement plane are shown in Fig, 11; the 
isotherms predicted by the present numerical 
scheme applied to three dimensions are shown 
in Fig. 12. The agreement between the numer­
ically predicted and experimentally measured 
isotherms is qualitatively satisfactory. In 
light of the limitations described above, a 
disagreement of 33% betv1een numerically 
predicted and experimentally estimated con­
vective Nusselt numbers (180 vs. 270) is seen 
to be acceptable. 

E. Comparison with Present Experimental Data 

In order to simulate the experiment 
described in Section III, modifications were 
made to the computer program to account for 
the temperature- dependent v ari at ions of the 
Prandtl number, (Pr), and the coefficient of 
thermal expansion, (S), of the working fluid, 
The combined effect of these two parameters 
tends to enhance the effect of the tempera­
ture difference on the flow; a stronger buoy­
ant force and a weaker viscous force will be 
encountered in the hotter fluid. Sensitivity 
runs of the computer program demonstrated an 
increase of up to 10% in the Nusselt numbers 
when Pr and s were a 11 owed to vary, as 
opposed to fixing them at their average 
values. A typical computer run for this 
prob 1 em on the CDC-7600 at LBL required 57 
seconds of execution time. 

The accuracy of the calculated numerical 
solution is largely dependent on an accurate 
specification of the two-dimensional surface 
temperature distribution. As described ear­
lier, both of the vertical copper plates in 
the experiment were well monitored. However, 
during the experimenta 1 design, it was not 
anticipated that horizontal surface tempera­
tures would also be a crucial measurement. 
As a result, a best estimate of the tempera­
ture profi 1 es on both horizontal surfaces had 
to be made from the available data. 



Comparisons were made at two values of 
Ral spanning the range of experimental 
results. Vertical and horizontal centerline 
temperature profiles for Ral = 2. 4 X 1 o9 are 
shown in Figs. 13 and 14. The agreement is 
excellent, particularly in the numerical 
predictions of the degree and extent of the 
central core stratification. The reasonable 
agreement of Nusselt nUinbers (see Table 1) 
and temperature profiles seems to indicate 
that the program is addressing the fundamen­
tal characteristics of the flow successfully 
at this Rayleigh number (2.4 x 109). 

Compar·i sons at the higher Rayleigh 
number (Ral = 4.7 x 1010) are presented for 
the Nusselt number in Table 1, and the verti­
cal and horizontal centerline temperature 
profiles in Figs. 15 and 16. At th·is value 
of Ral two numerical analyses 1vere performed 
(Runs 2a and 2b). Run 2a represented an 
attempt to duplicate experimental surface 
temperatures. In run 2b, the heated and top 
surf aces were he 1 d constant at the measured 
average hot plate temperature (TI:J) and the 
cooled and bottom surfaces were held constant 
at the measured average cold plate tempera­
ture (Tc). This was motivated by the experi­
mental observation that the measured center-
1 i ne temperatures of the top and bot torn hor­
izontal surfaces were very close (with·in 4%) 
to the measured average temperatures of the 
hot and cold vertical surfaces, respectively. 
In this way the attempt was made to quantify 
the effect of the uncertainty in the estima­
tion of the horizontal surface temperatures. 
on the numerical results. 

As seen in Table 1, the numerical ·ly 
predicted NulrN is increased by only 16% in 
going from run 2a to 2b. While this result 
is certainly encouraging, it also demon­
strates the degree of sensitivity of the 
predicted Nusselt number to a detailed 
specification of the surface temperatures. 
The numerical vertical centerline tempera­
tures shown in Fig. 15 exhibit a shift to 
smaller temperature gradients in the central 
core region associated with an increased gra­
dient near the horizontal surfaces. The 
potential for turbu.lent or at least transi­
tional flow at this value of Ral could con­
tribute to the noted differences between 
experimental and numerical results. The pos­
sibility also exists that the surface tem­
peratures immediately upstream from the 
center! ine region have a significant effect 
on the magnitude of the calculated tempera­
ture profile at the centerline. \~ork is 
presently under way to investigate the sensi­
tivity of the vertical centerline temperature 
gradient to such surface temperature specifi­
cations. 
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IV. APPLICATIONS AND FUTURE WORK 

The numerical analysis program 1vas used 
to investigate convective heat transfer 
processes in a single thermal zone in a 
building. In particular, the validity of the 
assumption (made by most existing building 
energy analysis programs) that the convective 
heat transfer coefficients for interior sur­
faces are constant,* is being tested. 

The calculated convective heat fluxes 
from the surfaces of a two-dimensi anal room 
are displayed in Fig. 17 for three different 
specifications of surface temperature distri­
butions on the cool vertical wall; the aver­
age temperature of the wall was maintained at 
15.60C in all three cases. The average (con­
vective) Nusselt number for each of the six 
interior surfaces of a three-dimensional cub­
ical room are shown in Fig. 18, again for 
three different surface temperature confi­
gurat ions. /\s indicated in both of these 
figures, the numerical scheme predicted sub­
stantial changes (up to 50%) in the heat flux 
from the various surfaces resulting from 
re 1 at i ve 1 y small changes in the surface tem­
perature distributions. The effect of these 
changes on building load profiles and on 
internal air temperatures are currently being 
investigated. 

In addition to more extensive valida­
tions and applications of the convection 
analysis program, efforts are also under way 
to refine the three-dimensional numerical 
model • The inc 1 us ion of a model of buoyancy 
driven turbulence is under consideraton, 
allowing a wider range of applicability of 
the computer program. 

Work is now under way on an improved 
experimental apparatus which 1vill (1) have 
the capability of controlling the heat flux 
distribution on the heated wall in an effort 
to produce an i sotherma 1 wall (or constant 
heat flux wall); (2) have an improved cooling 
system with a grooved manifold milled 
directly into the backside of the cooled 
plate; ( 3) be instrumented more comp 1 ete l y 
with smaller and more precise thermocoup 1 es 
and thermistors; (4) have improved insulation 
to reduce uncontrolled shell lasses; and ( 5) 
be capable of investigating single and two­
zone enclosures with aspect ratios of 

*Some of the existing programs include a 
convection coefficient dependence on heat 
flov< direction for non-vertical surfaces. 
These dependences typically do not include 
explicit temperature or geometry depen­
dence. 



0.1 <A< 0.5. 

The primary emphasis in this second 
series of experiments wi 11 be to perform a 
thorough examination of convective heat 
transfer between thermal zones, The results 
from these experiments wn 1 provide complete 
data for comparison to and validation of the 
numerical analysis for single and two-zone 
enclosure configurat-ions, Extensive experi­
mental work on the two-zone enclosure problem 
·is needed to (1) study the functional depen­
dence of the convective heat transfer rate on 
the central opening height and width; (2) 
determine the characteristic temperature 
difference between thermal zones; (3) perform 
flow visualization and fluid velocity stu­
dies; and (4) determine the applicability of 
the model to full-scale buildings. 

V, SUMMARY AND CONCLUSIONS 

Buoyancy driven convective heat transfer 
in the range 1,6 x 10~ i Ral i 5,4 x 10lO has 
been experimentally investigated in a small, 
two-dimensi anal rectangular enclosure with an 
apsect ratio of 0,5 using water as the work­
·ing fluid, Preliminary results are also 
presented for natura 1 convection in a tv/O­
zone enclosure. The heat transfer results 
obtained in this study for the single zone 
configuration compare well with previous stu­
dies, Direct scaling of these results to a 
full-scale room with air is not possible due 
to Prandt 1 number differences, The ex peri­
mental data are seen to be useful in validat­
ing analytic techniques and in planning 
future full-seale experimental studies, 

The results of the numerical simulation 
of buoyancy-driven convection reported here 
have been compared with both experimental and 
numeri ca 1 results of olher invest wators' 
covering the range of 10 i Ral i 10 , The 
agreement is exce 11 enL The numeri ca 1 pred­
ict~ on of buoyancy driven flow (at Ral ~ 
10l ) in a three-dimensional full-scale 
enclosure is shown to be satisfactory within 
the limitations of existing data, A detailed 
comparison of numerically predicted Nusselt 
numbers and temperature profiles with the 
results of the experiment reported here exhi­
bits good agreement. The numerical technique 
appears to be successful in simulating buoy­
ancy driven flows in rectangular enclosures 
for Ral < 1010, The computer program is used 
to simulate the convective flow resulting 
from a fe11 representative surface temperature 
distributions in a full-seale room. It was 
found that the assumption (made by most 
existing state-of-the-art building energy 
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analysis programs) of constant convective 
heat transfer coefficients for various inte­
rior surfaces may not be warranted, 

NOMENCLATURE 

A aspect ratio, H/L 

Ap area of heat transfer plate, m2 

g acceleration of gravity, m/sec2 

GrL,GrH Grashof number, gB6TL3fv2, 9B6TH3fv2 

H height of enclosure, m 

Ho height of central opening 

k thermal conductivity, w;moc 

Pe 

Pr 

t 

T 

length of enclosure, m 

1 

L/ <lT average Nusselt number, 6T ax 
0 

average Nusselt number (2-zone enclosure) 

(QIN- Op)L (QOUT- Op)L 
kAp6T kAp6T 

P~clet number, VL/f 

Prandtl number, v/a 

average heat flux input, ~J;m2 

average heat flux output, W/m2 

variation in v
2
ertical plate surface 

heat flux, W/m 

heat input, W 

heat output, W 

rate of heat conduction through cen­
tral partition, vi 

gB6TL 3Pr 
Rayleigh number, 2 

v 
thickness of central partition, m 

temperature, oc 



Tvar 

liT 

ll T CvJ 

liT* 

v 

X 

y 

8 

r 

p 

\) 

8 

(1) 

(2) 

average temperature, ::: (TH + Tc)/2, 
oc 

average temperature of heated plate, 
oc 

average temperature of cooled plate, oc. 

cooling water inlet temperature, °C 

cooling water outlet temperature, °C 

variation in vertical plate tempera­
ture, oc 

vertical plate temperature differen­
tial , 
TH - Tc, oc 
cooling water temperature differen­
tial , 
TouT - TIN• oc 
(maximum heated plate temperature) -
(minimum cooled plate temperature), 
oc 

local fluid velocity, m/sec 

direction parallel to the height of 
the enclosure, m (Fig. 1) 

direction parallel to the length of 
the enclosure, m (Fig. 1) 

thennal diffusivity, m2Jsec 

coefficient of cubical thermal 
expansion, l/°C 

diffusivity (=a for energy, = v for 
momentum) 

density, kg/m3 

k i nernat i c vi seas ity, 1n2/ sec 

dimensionless temperature, (T-Tavg)/ 
liT* 
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IN 

NUMER- SURFACE TEMPS FOR 
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2.4x109 
79 ± 6 105 ESTIMATED FROM EXP 1T 

} 4 o 7 X 101 
Q } 165 ± 12 

168 ESTIMATED FROM EXP 1 T 

201 HOT & TOP WALL "" T 
COLD & BOTTOM WALL H= T c 
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FIG. 1. SCHEMATIC DIAGRAM 

(a) Single enclosure 

(b) Two-space enclosure 

XBL802·6623 

FIG. 2. APPARATUS CROSS-SECTION 

(l) - l/2" Plexiglas 

( 2) - 3/16" Copper Sheet 

(3) - Water 

(4) - Thermofoil heaters 

(5) - 3/8" O.D. copper tubing 
containing coo 1 i ng \'later 

(6) - High conductivity cement 

(7) - l/4" Plexiglas partition 

(8) - Adjustable rod 

® 

@ 

(9) - 2" Polystyrofoam insulation 
board 

(10) - Inside surface of polystyrofoam 
lined with polyethylene sheeting 

(ll) - Airspace 

(12) - Thermocouple probe 

(13) -Central Thermocouple array 

(14) - Fiberglas insulation (2-layers) 

(15) -Wood base 
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FIG. 3. THERMOCOUPLE LOCATIONS ( <~>) 

CD Copper plates 

® Top of centra I opening 

@ Bottom of centra I opening 

@ Centerline vertical array 

® Thermocouple probes 

@ Central partition temperature differential 

(J) Cooling water inlet 

® Cooling water outlet 

II 
II 

(/)>-----
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FIG. 4. HEAT TRANSFER RESULTS AND COMPARISON 
Present study (water,A=0.5) I NuL. 
Raithb~Holland,Unny (A~5) --'" 
Railhbyetal, (Pr=5-6,A=5)----
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FIG. 5. HEAT TRANSFER RESULT, TWO-ZONE 
ENCLOSURE 
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FIG. 9. Dependence of-~ On Ra, for 
Two~Dimensional Flow Inside a 
Square Cavity. Comparison with 
Published Results. 
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FIG. 10. Schematic Diagram of Ruberg's 
Full-Scale Test. 
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FIG. ll. Isotherms Measured in Ruberg's 
Exper·iments 
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FIG. 12. Numerically Predicted Isotherms for 
Ruberg's Experiment 
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FIG. 13. Vertical Centerline (y/L=0.5) Temperature 
Profile 
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FIG. 14. Horizontal centerline (x/H=0.5) Temperature 
Profile 
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FIG. 15. Vertical Center'line (y/L=0.5) 
Temperature Profile 
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FIG. 16. Horizontal Centerline (x/H=0.5) 
Temperature Profile 
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FIG. 17. Sensitivity of Convection Coefficients 
to Temperature Boundary Conditions 
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FIG. 18. Nusselt Numbers for Different Surface 
Temperature Distributions 
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APPENDIX 1: NATURAL CONVECTION IN ENCLOSURES 

A. Problem Definition 

A prototypical prob l ern in buoyancy-
driven convection in an enclosure is shown 
schematically in Fig. A-L The isothermal 
vertical walls in a two-dimensional cavity 
with adiabatic ceiling and floor surfaces are 
maintained at different temperatures, TH and 
T~. Recirculating flow is established due to 
tne temperature-induced density variations in 
the working fluid. 

Batchelorl was the first to describe the 
complex problem of the single enclosure and 
define the various flow regimes. He demon­
strated that natural convection in a two­
dimensional rectangular enclosure can be 
described completely by three independent 
dimensionless parameters: 

(1) Aspect ratio, A ~ H/L 

(2) Prandtl number, Pr = v/a 
3 

(3) Rayleigh number, Ral =GrLPr=g!3flT~ Pr 
\) 

where fiT and L establish temperature and 
length scales, respectively, for the problem. 
In the present work, the characteristic 
dimension, L, is taken to be the enclosure 
length, and the characteristic temperature 
difference, /IJ, is the temperature difference 
between the isothermal surfaces (TH- Tc). 

Defining the Rayleigh number based on 
the enclosure length (RaL) instead of the 
enc 1 osure height ( Ra 11 ) is done here for pur­
poses of comparison to other studies. RaH 
would be a more meaningful choice, since heat 
transfer rates and transition to turbulence 
are dominated by the height of the vertical 
surfaces. The use of enclosure length (L) as 
the characteristic dimension tends to artifi­
cially increase the rnagnitude of the Rayleigh 
number (Ral " 8RaH for H/L = 0.5) in enclo­
sures of aspect ratio less than one. 

The boundary condit-ions and fluid pro­
perties determine the nature of the recircu­
lating flow. For low Rayleigh numbers, 
stable laminar flow is observed; as Ral 
·increases, transition to turbulent flow can 
take place. The following discussion indi-

lsatchelor, G.K., "Heat Transfer by Free 
Convect ion Across a Closed Cavity Between 
Vertical Boundaries at Different Tempera­
tures," ~)uart. ~· Math., 12, (3), 209-
233 (195 • -- -
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cates that fully developed turbulence was not 
reached in the experimental runs reported 
here. 

For a free-standing vertical plate of 
height H and at temperature, T p, in a qui es­
cent flu1d at temperature, TF one can define 
a Rayleigh number, Ra'H bas~d on the ol ate 
height and the temperature difference between 
the plate and the ambient fluid [RaH " gB(Tp 
- TF)H3Prfv2]. It is commonly accepted tnat 
a turbulent boundary layer is established for 
R{H > 109, In rec i rcul at i ng flow confined 
inside an enclosure, the horizontal surfaces 
of the enclosure will have a stabilizing 
influence which can delay the onset of tur­
bulence by up to one order of magnitude in 
the Rayleigh number (1010). Another factor 
of 2 must be included to take into account 
the difference in the definition of 6T (TF = 
(TH + Tc)/2 for enclosure flow). It is there­
fore expected that transition to turbulence 
will occur for RaH > 2 x 10lO; this 
translates to Ral > 1.6 X roll for the 
geometry (A= 0.5) of the present experiment. 

B. Historical Perspective of Related Research 

1. Heat Transfer Studies 

Despite the large number of studies of 
natural convection in enc 1 osures, a majority 
have been motivated by an interest in verti­
cal air slots found in wall cavities or 
double-pane windows, and have therefore dealt 
with high aspect ratio (A> 1). The dimen­
sions of most small-scale-test facilities 
have limited the experimental results for air 
to the range 104 < Ral < 107. Numerical stu­
dies, due to numerical instability at high Ra 
values, have also usually been restricted to 
boundary layer flow up to Ral " 107· In 
short, there has been little motivation or 
interest, and substantial difficulties, in 
approaching the problem of high Rayleigh 
number natural convection of air or other 
fluids in enclosures of aspect ratio slightly 
less than one (room- shaped geometries), A 
brief reviev1 of a few of the pertinent stu­
dies follows. 

Elder2,3 carried out extensive experi­
menta 1 studies in both the laminar and t ur­
bulent flow regimes using medicinal paraffin 

2Elder, J.W., "Laminar Free Convection in a 
Vertical Slot," J. Fluid Mech., 23, 77-98 
(1965). - -- -- -

3Elder, J.~J., "Turbulent Free Convection in 
a Vertical Slot," J. Fluid Mech., 23, 99-
111 (1965). - ---- -



and silicone oil (Pr "" 103). He presented 
some results for A = 1, but only in the lam­
inar regime. An experimental and numerical 
study of moderate and high Prandt 1 number 
fluids was performed by MacGregor and Emery4. 
They presented some numerical results for A = 
1 and 0.1~Pr < 10, but again limited to 
104 ~ RaL ~ 10S: Their experimental data 
included results for water at large values of 
RaL (Ra1 > 1010) with an aspect ratio of 10, 
Although limited to A > 5, Raithby et al.5 
use an approximate anaTysi s to present some 
general heat transfer results covering Pr > 
0.71 and all flow regimes (conduction lam­
inar, turbulent). Only three studies6-~ (two 
experimental and one numerical) are reported 
in the aspect ratio range of 0.1 to 1.0. 
Sernas and LeeS d·iscuss the importance of 
representative boundary conditions on the 
horizontal boundaries, Their results, how­
ever, are limited to a sman range in the 
laminar flow regime (1.9 x 106 < RaL < 
3. 9 X 106), ~ 

2. Studies in Building Sciences 

Past investigations of natural and 
forced convection within the bui"lding sci­
ences have been motivated 1 arge l y by a few 
specific situations in which these processes 
are known to be important. Among these, 
McCaffrey and Quintiere9 have analyzed the 
role of natural convection between thermal 
zones as it affects the propagation of fires 

4ivJacGregor, R.K. and Emery, A.F., "Free Con­
vection Through Vertical Plane Layers-­
Moderate and High Prandtl Number Fluids:\" 
J. Heat Transfer, Trans. ASME, 91, 392-4u1 
Tl9tl'JJ, --- -- -- -

5Raithbf., G.D., Hall ands, K.G. T., and Unny, 
T.E., 'Analysis of Heat Transfer by Natural 
Convection Across Vertical F"luid Layers;(" 
J. Heat Transfer, Trans. ASME, 99, 287-2~3 
T1977}: ---- -- -- -

6Boyak, B.L and Kearney, D.\~.. "Heat 
Transfer by Laminar l~atural Convection in 
Low-Aspect Ratio Cavities," ASME Paper 72-
HT-52, presented at the AIChE-ASME Heat 
Transfer Conf., Denver, Colo. (August 
1972). 

7sernas, V., Fletcher, L.S., and Rago, C., 
"An Interferometric Study of Natural Con­
vection in Rectangular Enclosure of Aspect 
Ratio Less Than One," ASME Paper 75-HT-63, 
presented at AIChE-ASME Heat Transfer 
Conference, San Francisco (August 1975). 

8sernas, V. and Lee, E. I., "Heat Transfer in 
Air Enclosures of Aspect Ratio Less than 
One," ASME Paper 78-\~A/HT -7, presented at 
the 1\SME Winter Annual ~,1eeting, San Fran­
ci sea (December 1978). 
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and fSe fY- products of fires (e.g., smoke L 
Shaw ,1~ has exper1mentally investigated the 
convective mass trans fer between roorns in 
hospitals in order to better understand the 
potential spread of contaminants. This 
investigation also attempted to evaluate the 
influence of the conventional air-handling 
system operation on the convective processes; 
however, since this study was performed in a 
specific room-diffuser configuration, one 
must question the applicability of these 
results to other configurations. Nielson12 
has performed numerical studies of convection 
driven by the room diffusers in convention a 1 
air systems. In these cases, the convection 
·is driven by pressure gradients; the effect 
of buoyancy forces resulting from temperature 
differences is not significant. 

APPENDIX 2: EXPERIMENTAL PROCEDURE 

In this appendix, the procedures used in 
perforrni ng the natural convection experiment 
are described and the major sources of error 
are i dent i fi ed. The heaters and water flow 
rate were set to desired levels and the sys­
tem was all owed to equ·i 1 ibrate (3-4 hours). 
Thermocouple readings were made individually 
over a period of about 15 minutes. The heat 
input rate (OrNl was read directly from three 
wattmeters; the heat output rate (OouT) was 
obtained by measuring the cooling water 
inlet-to-outlet temperature differential and 
by timing and weighing the flow of cooling 
water. 

9~1cCaffrey, B.J. and Quintiere, J.G., "Buoy­
ancy Driven Countercurrent Flows Generated 
by a F·i re Source," presented at Turbulent 
Buoyant Convection 1976 Int'l Centre for 
Heat and Mass Transfer, Dubrovnik, Yugosla­
via, 30 August to 4 September 1976. 

10shaw, B. H., "Heat and ~lass Transfer by Na­
tural Convection and Combined Natural Con­
vection and Forced Air F"1 ow Through Large 
Rectangular Openings in a Vertical Parti­
tion," Proceedings, lnt'l Mech. Engrg. 
Conference on Heat and Mass Transfer by 
Combined Forced and Natural Convection, 
Manchester, September 1971; vol, C.819 
31-39 (1972). , 

llshaw, B.H. and Whyte, \1., "Air Movement 
Through Doorways--The Influence of Tempera­
ture and Its Control by Forced Air Flow," 
Bldg. Serv. Engrg., 42, 210-218 (1974). 

12Nielson, P.V., "Flow in Air Conditioned 
Rooms," Ph.D. Thesis, Technical University 
of Denmark (1974). 



The thermocouple error (+ 0.5°C) and the 
observed fl uctuat"ion error (+ 0.30C) due to 
incomplete mixing of outlet water resulted in 
some uncertainty in measuring the cooling 
water outlet temperature. The cooling water 
flow rate was kept low to produce suff·i­
ciently large values of llTcw (in the range 
3-SOC), yi~lding a more accurate calculation 
of the heat removed through the cooled copper 
plate. This temperature difference intro­
duced a horizontal temperature gradient on 
the cool plate of similar magnitude, 

The method used for heating and cooling 
the copper plates resulted in nearly isother­
mal boundary r8nditions under small heat 
loads (Ral < 10 ); the maximum measured tem­
perature variation across the surfaces of the 
heated and coo 1 ed p 1 ates were 1 °C and 2°C, 
respectively, [This produces a characteri s­
tic error of Tv r/(TH - Tel~ 25%.] However, 
for Ral > 1010, ~arge temperature stratifica­
tion in the fluid combined with high rates of 
heat transfer to the vertical surfaces, 
resulting in a large vertical temperature 
gradient on each plate; the maximum varia­
tions on both plates were between 10-15°C and 
Tvari(TH - Tc) ~ 45%. 

For each experimental setting, average 
plate temperatures (T H and Tc) were cal cu­
lated and used in the evaluation of the 
characteristic Rayleigh number, Ral, Fluid 
properties were determined at the average 
temperature Ti;J.vg = (TH + Tc)/2. Heat input 
and output values were used to find average 
Nusselt numbers for the hot plate (Nul ) and 
the cold plate (Nul ): IN 

QINL 
Nu 

LIN kApllT 

OUT 

Nul 
OUT 

The difference between these two Nusselt 
numbers was a measure of the heat losses from 
the insulated end walls and top and bottom 
surfaces. 

Heat flux input qiN ranged from 1100-
20,200 w;m2 and the plate temperature dif­
ferential, DT = TH - Tc, ranged from 6-42°C, 
yiglding a corresponding Ral range of 1.6 x 
10 i Ral i 5.4 x 1010, Cooling water flov1 
rate varied from 0.27 to 3.7 liters/sec, 
resulting in 0°C < llTcw < s0c. 

The main sources of error in this exper­
iment were: (1) vertical surface temperature 
variations; (2) horizontal surface heat 
losses; ( 3) measurement of cooling water 
outlet temperature; and (4) measurement of 
average vertical surface temperatures from a 
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few representative room surface temperature 
distributions, 

F1G. A-1. 

Vertical 

Recirculatinq flow induced in a fluid 
inside a two~dimensional square cavity, 
defined by adiabatic floor and ceiling 
and isothermal walls, at temperatures 
TH and TC (TH > TC). 






