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Converting 
Statistical Literacy 
Resources to Data 
Science Resources 
Juana Sanchez
 UCLA Dept of Statistics and Data Science 

Joint Statistical Meetings, 2023, Toronto, Canada. 

https://ww2.aievolution.com/JSMAnnual/index.cfm?do=ev.viewEv&ev=1104


Thank you to the ISLP for inviting me to be here

• In my 25 years teaching at UCLA, Statistics was always understood and 
introduced to undergraduates as the science of data. Labs with multivariate 
datasets, use of software, the PPDAC cycle, and the latest in stats education  
was used (GAISE, the ISLP resources, Census@School, statistics education 
journals, ASA resources, all have played a role.) 

• In recent years, a new challenge emerged: students were hearing about ML, 
AI, NN;  Data Science majors were created. Words such as “data science,”  
“data literacy,” were popping up everywhere. 

•  So an existential question came up: what are they doing that we are not? 

• This presentation is about some strategies and  examples of how  I help 
undergraduate learners realize that the traditional statistics as the science of 
data curriculum is a crucial component of the emerging data science 
environment. 
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I do not tell learners the obvious: data scientists do what statisticians have 
always done, extracting knowledge from data,  but with larger VVV of data 
and computing power not available to everybody in the past.  
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Problem to 
solve

Data 
literacy

Data 
Wrangling

Assessing 
appropriat

eness 

Statistical 
modeling 

and 
conclusions

Keller, S.A, et al. (2020): Doing Data Science: A 
Framework and Case Study. 

GAISE I, GAISE II, Census@School, ISLP, OECD, 
and many world venues and intro stats books 
for many years now. 

PPDAC



I tell learners about 
language barriers
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Action Statistics name ML name

Orders given to software 
algorithm functions

Arguments of 
functions  

Hyper-parameters

Given names for data 
collected 

Variables Features

Transformations or 
combinations of 
variables

Data wrangling or 
data management 

(cleaning, preparing, 
linking, exploring)

Features engineering

Finding the population 
model

Estimating the model Learning the model

Data about the data 
(metadata, provenance)

Who, what, when, 
how, where.

Data literacy 

Creating knowledge 
from data

Investigative process Data pipeline

What lets us generate 
multivariate random 
numbers

Joint probability 
distribution  

Generative model 

• Data science practitioners come from 
different fields (computer science, 
statistics, engineering, humanities, 
economics, accountants, business 
employees, etc. ).

• There are different skill sets in each data 
science practitioner. 

• The names we use in statistics have 
been renamed in different ways as a 
result. We need to make students aware.



The depth and breadth of the connection  I make between classical 
statistics and the data science practitioner’s environment depends 
on the skill set of the learners.
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Problem to 
solve

Data 
literacy

Data 
Wrangling

Assessing 
appropriat

eness 

Statistical 
modeling 

and 
conclusions

• Minimum skill set: “be able to understand 
information extracted from data and summarized into 
simple statistics, make further calculations using 
those statistics and use the statistics to make 
decisions.” Bonikowska et al. (2019) –more than this 
done is done in College

• Broader skill set: “the ability to ask and answer a real 
world question from large and small data sets through 
an inquiry process, with consideration of ethical use of 
data.” Wolff et al. (2016)- Sounds like the whole 
PPDAC. With different levels of computer skills in 
between. 

• Narrow definition: ability to make a data inventory, 
be able to use all kinds of data available in as many 
forms as possible. Keller, S.A, et al. (2020)



Example 1 Intro Probability 

Are artificial intelligent algorithms fair?  
Data science practitioner’s context: algorithms used to extract knowledge 
from data. They are allegedly unknown to the user, some, or too complex,  
but we can measure their fairness with data about their outcomes and a 
simple intro stats/intro probability concept. Generative models.

Intro Probability context: conditional probability, joint probabilities, 
marginal probabilities, construction of contingency tables from data. 

https://www.nytimes.com/2019/12/06/business/algorithm-bias-fix.html



Algorithmic fairness

An artificial intelligence algorithm is going to be used to make a binary 
prediction for whether a person will repay a loan. The question has 
come up: is the algorithm "fair" with respect to a binary protected 
demographic?  Notation: G=1 (predict person will pay loan);  
D =demographic group;  T=1 (person pays the loan)

Source: 
https://chrispiech.github.io/probabilityForComputerScientists/en/examples/fairness/
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adolfoeliazat.com



Algorithmic fairness 
concept 1:demographic 
parity 
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Source (see this source for other algorithmic fairness concepts applicable in your 
intro probability class).  
https://chrispiech.github.io/probabilityForComputerScientists/en/examples/fairness/



After being trained thus, for 
formative assessment, the 
learning community does a 
survey of UCLA students to 
answer questions of interest to  
and construct similar tables 
and demonstrate Bayes 
theorem. See the similarity 
between algorithmic fairness 
and other problems. 
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For further discussion, learners are 
exposed to  and talk about how 
generative AI models use joint 
probabilities to create new (synthetic) 
data and how discriminative AI models 
use conditional probabilities and 
existing data to classify it. They find 
literature in their major that uses those. 

All this can be done during the first two weeks of an 
Intro probability class. Some foundations of AI are 
learned in those first two weeks. 



Example 2 –   Time Series

Forecasting electricity usage in Southern California
Data science practitioner’s context: Features engineering, multiple and 
ML regression. Supervised machine learning. 

Statistics: data wrangling, multivariate data, intro stats descriptive 
statistics,  regression, inference, with variables that convey the time nature 
of the data-month,day, hour…. 



Most data collected nowadays is timestamped data
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• Hourly demand for electricity supplied 
by Southern California Edison  
2018/07/01 8:00 AM- 2023/3/31 
12:00AM.EIA, www.eia.gov 

Source: Sanchez, J. (2023) , case study for  Chapter 10, 
found in timeseriestime.org 

Data 
literacy



Prepare data for ML (RF, GB, NN) and  regular multiple 
regression  (and intro stats multivariate data analysis)-The 
teacher or the student does it, depending on skill set. 
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• Hourly demand for electricity supplied 
by Southern California Edison  
2018/07/01 8:00 AM- 2023/3/31 
12:00AM 

Features 
engineering (data 

wrangling) 

The data on the left is put in a multivariate data set 
format familiar to intro stats students for basic 
multivariate analysis, or more advanced students 
for training  ML models, such as NN, RF, GB  (or just 
do multiple regression, which is usually the 
benchmark model). The date variable is now not 
needed. 



Surprisingly the ML-ready multivariate data put together 
from one time series allows us to complete the PPDAC cycle. 
Many possible questions to start with. 
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• Hourly demand for electricity supplied by 
Southern California Edison  2018/07/01 
8:00 AM- 2023/3/31 12:00AM feature 
engineered. The date variable can be 
now ignored.

Features (variables) 

Does the hour of the day affect electricity 
demand?  You can do this seasonal boxplot 
with intro stats students using the featured 
data set (variables y, hour)



Questioning throughout the analysis. Is the day of the week 
important? 
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Features (variables)  



Do some months have more demand than others?
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• Hourly demand for electricity supplied by Southern 
California Edison  2018/07/01 8:00 AM- 2023/3/31 
12:00AM 

Features  (variables) 



Other questions: is demand at hour t affected by demand at 
time t-1 (lag_hour) etc. 
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Features (variables) 

If we did a regression, which variable 
would be most important? 

Difficult to answer with a multiple 
regression, but 
easier with a regression tree. A good 
excuse to talk about regression trees. 



For further formative 
assessment, use Uber 
movement 
anonymized data to 
help urban planning

Uber already publishes its data in 
contemporary data science format ready 
to be used in ML models. 
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For further discussion, how 
would a regression tree be 
formed if we used just 
regression at each step as 
the algorightm? With pen 
and pencil how would you 
describe it? 

Or do citizen science, 
use Kaggle or the many 
large data repositories. 

Source: Uber movement (https://movement.uber.com) 

https://movement.uber.com/


Example 3 – Intro Probability 

Micromobility at a small scale. Where are  scooters 
more demanded or supplied?  

Data science practitioner’s context:  Smart cities. Predictive 
modeling incorporating uncertainty. 

Statistics: the whole PPDAC cycle. Data wrangling. 



Learners read about scooters micromobility
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Learners are trained 
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Source: Sanchez, J. 2020. 



Learners go to the field at UCLA, collect and describe (seeing 
the work done by smart cities but at a smaller scale that can be 
handled with the intro concepts they learn. 

Group  plans and collects data 
Group tallies and summarizes (data 
wrangling)
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Learners fit estimated probability model (some by 
hand, some with computers)

Calculate what is needed Realize that probability is also used 
to draw inferences
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Source: students’ paper.



Learners criticize the approach and suggest 

More variables would help predict better  

The data collection was not done the 
same day or hour
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More data and better coverage of areas 
of campus in the sampling needed. 



Learners realize what it would be like to solve the 
same problem at the scale of the whole Los Angeles 

Realize why they need to learn more computing to 
handle the bigger data. 

Realize the need to automate the data 
collection due to size of the data.
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Realize what more sophisticated 
methods they still need to learn could 
do to help in the task. 



Example 4 – Time Series

What do rivers in California have in common? 

Data science practitioner’s context:  Features engineering, unsupervised 
machine learning. Discriminant models. 

Statistics context :  Data wrangling, The whole PPADC cycle. 



Time series data converted to summarized features data – 
simple features, for unsupervised machine learning.  
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Simple features 
engineering (data 

wrangling)

Sanchez, J. (2023), Chapter 1. 

Raw annual data on annual average river discharge. 

Summary features form 
multivariate data set of summary 
features.  Appropriate for 
unsupervised learning



Learners think about more meaningful features to 
include in the data and review automated feature 
generation software. 

Perhaps the number of turning points should be a 
feature? 

Perhaps the rainfall the average 
temperature in the region should be 
included? 
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Are all features produced by software’s 
automated feature generation programs 
applicable to the rivers data? We should not 
use features applicable to financial data to 
river discharge data, should we? Discuss 



Conclusions

• In all the examples mentioned, everything 
involved one or more steps in the data science 
cycle, (equivalently the PPDAC cycle) at the level 
appropriate for the moment and skill set of 
students, has been used.  

• The examples involve  a variety of data sets, and 
some very large data sets. In some, we present 
the same data in very different ways, depending 
on our goals. Most ML applications consist of 
converting types of data to our familiar 
rectangular observation-variable format (called 
feature engineering) to prepare the data for NN  
and ML.  Data literacy is emphasized.

• But all the activities involve introductory 
statistics concepts in our traditional statistics 
curriculum for introductory stats, probability or 
time series. Students do both that curriculum 
and ML at the same time. The vocabulary 
emphasis is important for them to realize that. 
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I finish with two favorite data and statistical literacy quotes used 
to discuss with students what social media does with their 
personal data, and a quote from students. 

“Let me assume that I am told that some cows 
ruminate. I can not infer logically from this that 
any particular cow does so, though I should feel 
some way removed from absolute disbelief, or 
even indifferent to assent, upon the subject; but if 
I saw a heard of cows I should feel more sure that 
some of them were ruminant than I did of the 
single cow, and my assurance would increase with 
the numbers of the herd about which I had to 
form an opinion. Here then we have a class of 
things as to the individuals of which we feel quite 
in uncertainty, whilst as we embrace larger 
numbers in our assertions we attach greater 
weight to our inferences. It is with such class of 
things and such inferences that the science of 
Probability is concerned.” (Venn, 1888) 
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“Behavior modification, especially the modern 
kind implemented with gadgets like 
smartphones, is a statistical effect, meaning 
it’s real but not comprehensively reliable; over 
a population, the effect is more or less 
predictable, but for each individual it’s 
impossible to say.”  (Lanier 2018)

“After taking this probability course, I 
finally understand what the ML course I 
took before this course is about.” 
    (Several students) 
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Thank you 
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