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Abstract

Analyzing mass spectrometry-based metabolomics data presents a major challenge to metabolism 

researchers, as it requires downloading and processing large data volumes through complex 

“pipelines”, even in cases where only a single metabolite or peak is of interest. This presents a 

significant hurdle for data sharing, reanalysis or meta-analysis of existing data sets, whether 

locally stored or available from public repositories. Here we introduce mzAccess, a software 

system that provides interactive, online access to primary mass spectrometry data in real time via a 

web service protocol, circumventing the need for bulk data processing. mzAccess allows querying 

instrument data for spectra, chromatograms, or two-dimensional MZ-RT areas in either profile or 

centroid modes through a simple, uniform interface that is independent of vendor or instrument 

type. Using a cache mechanism, mzAccess achieves response times in the millisecond range for 

typical LC-MS peaks, enabling real-time browsing of large data sets with hundreds or even 

thousands of samples. By simplifying access to metabolite data, we hope that this system will help 

enable data sharing and reanalysis in the metabolomics field.

Introduction

Metabolomics is an increasingly important methodology in biological and biomedical 

sciences, given the renaissance in metabolism and biochemistry based research1 and the 

expanding usage of clinical metabolomics data. In particular, liquid chromatography-mass 

spectrometry (LC-MS) based methods have developed rapidly over the past years, with 

greatly improved mass accuracy, sensitivity, and scan rates2,3. This creates exciting new 

opportunities for metabolomics research, but also leads to steadily growing data volumes. 

For example, a full-scan, high resolution LC-MS analysis with an Orbitrap mass 
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spectrometer, a commonly used instrument, can easily produce 10Mb of data per minute of 

run time, so that 100 samples analyzed with a 10 minute LC-MS method will result in a 

10Gb data set. At this rate, analyzing large sample collections can quickly result in data sets 

that are computationally and logistically difficult to handle.

A common paradigm for metabolomics data analysis is the “pipeline” model (Figure 1A), 

where primary instrument data is transformed through a series of steps into a condensed 

form (typically, peak areas) that can be further analyzed depending on the research question 

at hand. This approach is suitable for large-scale, untargeted data analysis involving 

thousands of peaks, and sophisticated software has been developed to handle tasks like peak 

picking, peak alignment, and normalization, including open source analysis suites such as 

XCMS, OpenMS and MZmine4–8. However, the pipeline approach is impractical for 

“interactive” analysis, where the user seeks to explore specific metabolites in a hypothesis-

driven manner, since one must process gigabytes of data in order to extract a handful of LC-

MS peaks of interest. Vendor software on the other hand is typically designed for interactive 

analysis, but is not widely available and offers only a limited set of functions. Moreover, 

reanalysis of published data is difficult and time-consuming with current data analysis 

software. Although metabolomics data repositories are now emerging9,10, there is no facile 

way of accessing primary data without first downloading and re-processing an entire data 

set, even if only a single metabolite is of interest. This situation contrasts with that of 

sequence-based “omics” technologies, where genome-wide data is available online for 

thousands of datasets and can immediately be queried by gene symbols or sequence, greatly 

facilitating secondary analysis and data sharing11,12. An analogous mechanism for access to 

mass spectrometry-based metabolomics data would be valuable to promote data reanalysis, 

cross-comparisons and meta-analysis.

In this paper, we describe a new model for interactive, online analysis of metabolomics data 

(Figure 1B). Within this paradigm, direct, programmable access to primary mass 

spectrometry data is provided by an online service that users can browse in real-time for 

peak data of interest, thereby removing the need for data downloading and processing. As 

proof-of-principle, we present the mzAccess web service framework that implements the 

interactive model, and demonstrate its performance. With mzAccess, users can work with 

mass spectrometry data from any supported instrument or vendor in a uniform manner, from 

any internet-connected location and virtually any data analysis software. We anticipate that 

this model can be useful for public data repositories as well as local data servers in 

metabolomics labs or core facilities.

Methods

Software implementation

The mzAccess server software was implemented on a Microsoft Windows platform in C# 

4.0 with Microsoft Visual Studio 2015, for use with the Microsoft Internet Information 

Service (IIS) web server software v7.5. Since IIS and the .NET framework contains its own 

parallelization mechanism, the web-service was designed to benefit from parallel requests 

processing. The server software reads primary data from instrument native formats 

(currently, Thermo .raw and Agilent .d formats supported) by interfacing with vendor APIs, 
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and was designed in a modular fashion so that support for additional formats can be easily 

added as “plug-ins” by implementing a single C# class. Binaries and source code for the 

server software are freely available under the Apache License 2.0 for download from 

www.mzaccess.org.

The web service API was designed based on the SOAP (Simple Object Access Protocol) 

remote procedure call protocol, and consists of a small set of functions for reading 

chromatograms, spectra and MZ-RT areas. The web service was designed to be stateless 

(meaning that every service call is self-contained and does not require any previous or 

subsequent calls) in order to simplify simultaneous communication with multiple users.

The cache access mode was implemented by introducing an additional “cache” file for each 

primary data file, which contains centroid mode data only, sorted by MZ and indexed to 

fixed length data chunks. These cache files are generated automatically by an accompanying 

data conversion tool, which requires only an intensity threshold parameter that defines the 

minimum centroided peak intensity to include in the cache file. A full description of the web 

service API and the cache file structure is provided in Supporting materials.

Test environment and data

Performance test were carried out on a Dell PowerVault R610 server equipped with two 

Xeon E5645 CPUs (12 computational cores total), 32 Gb RAM and 4 WD20NPVX 2Tb 

HDD drives in software RAID 5 array, running Windows Server 2008 R2 64-bit operating 

system and IIS v7.5. The client computer was a laptop with Intel i7-2820QM CPU (4 cores) 

and 16 Gb RAM, running Windows 7 64-bit operating system. We tested the web service on 

two data sets, one acquired on a Thermo QExactive Orbitrap instrument (71 files) and one 

from an Agilent 6550 QTOF instrument (26 files).

For testing purposes, we generated a collection of MZ-RT coordinates of LC-MS 

chromatograms for these files using an in-house untargeted algorithm, which resulted in 

20,870 chromatograms per file for the Thermo data set, and 99,576 for the Agilent data. We 

then generated client calls to the server by randomly selecting traces from this collection. 

Response time for each call was measured on the client side as the time interval from 

initiating a call until receiving complete data. We performed 100,000 test queries for 

chromatograms and 20,000 for MZ-RT areas (due to the longer response time in primary 

data mode in this case).

The IIS 7.5 web server software that hosts the mzAccess web service has its own 

parallelization mechanisms and can process multiple queries simultaneously in different 

threads. To investigate web service performance during intensive multi-user load, we 

emulated multiple users by separate instances of the client application running in parallel, 

each submitting 5000 service requests in sequence, and measured server CPU usage (using 

the operating system performance monitor) and response time as before. We tested up to 15 

parallel instances, at which point the client computer CPU usage reached 70%, so that 

further testing was not possible. Due to this difficulty, the actual server load may have been 

slightly less than that of 15 fully independent clients.
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Performance profiling was done using a single client submitting 20,000 requests for 

chromatograms in sequence. Two rounds of testing were performed, using either a 1Gbit 

Ethernet connection E (ping time ~1ms) or a 55Mbit WiFi connection W (ping time ~8ms), 

both for primary data and cache files. For both network conditions we estimated (1) network 

transfer time NE and NW, which consists of network latency time and data transfer time; (2) 

data retrieval time RE and RW, which is the time to read data from media and provide it to 

IIS for transfer to client side; (3) SOAP overhead time SE and SW, which comprises XML 

processing time on both client and server side plus overhead for IIS processing and for 

libraries and networking subsystem on both sides. Total response times for the mzAccess 

service AE and AW were measured as before, while data retrieval times RE and RW were 

measured directly on the server. In both cases, the data was binned with respect to 

chromatogram length and the median of each bin was taken as the final measure. Based on 

network speed tests, we also estimated that WiFi transfer time NW is about 15 times the 

Ethernet time NE. Finally, we assume that SE and SW are equal, since SOAP processing is 

independent of the network connection used. Hence, we have the equations

By solving this system, we obtain NE = DE / 14, NW = 15 DW / 14, SE = SW = (15 DW − 

DE) / 14, where DE = AE − RE and DW = AW − RW.

Results and discussion

Design and main features

To enable fast and easy access to large-scale mass spectrometry-based metabolomics data 

for end users, we chose a design where all data is hosted on a central server that users access 

over the internet via a web service (Figure 1B). This interactive model allows the bulk of 

sensitive primary data to be stored in a central and secure location, while end-users need 

only manage a small amount of processed data, such as peak areas for metabolites of 

interest. A typical metabolomics laboratory, core facility or public repository would 

maintain a central mzAccess server, while end users (lab members, collaborators, or external 

users of public data) only need a minimal amount of client software on their local computers 

to access the server.
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To ensure reproducibility and prevent loss of information, mzAccess provides direct access 

to the primary, unprocessed instrument data via vendor-supplied software libraries. The 

system provides users with three common types of data: m/z spectra at a given retention time 

(RT), extracted ion current chromatograms at given a mass/charge ratio (MZ), and MZ-RT 

area data, which provides detailed information for deeper analysis of signals of interest 

(Figure 1C). Spectra and MZ-RT areas can be accessed in both centroid and profile mode. It 

is also possible to extract MS2, MS3, or higher order fragmentation events, provided that the 

underlying file format supports this. In the current version, Thermo and Agilent formats are 

supported by the mzAccess server software, while support for other data formats can be 

added as needed in the form of plug-ins. Since all major instrument vendors only support the 

Windows platform, mzAccess servers must be Windows machines. However, client software 

can easily be implemented on any computer platform and in any software environment. At 

present, clients for the R programming language and the Mathematica computing platform 

are available from www.mzaccess.org.

As an example of typical interactive usage of the mzAccess system using the R client, 

Figure 2 shows an analysis of glutamate in extracts from cultured cells labeled with a 

U13C,15Nglutamine tracer, analyzed on a Thermo QExactive Orbitrap instrument. To 

identify the retention time of glutamate in this data set, we first retrieved a full-length 

chromatogram at the [glutamate + H]+ ion m/z from a standard mixture sample containing 

glutamate, revealing a single peak at 8.3 minutes (Figure 2A). To confirm the identity of this 

peak, we next viewed chromatograms from cell extracts at this retention time window, and 

observed a clear 13C5 mass isotopomer peak in extracts from labeled cells, indicating that 

this species is indeed glutamate (Figure 2B). To verify separation of carbon and nitrogen 

mass isotopomers (which differ by 0.006u), we retrieved profile mode m/z spectra at the 

peak retention time, and observed two clearly resolved m/z peaks (Figure 2C). This is also 

shown across the elution of the chromatographic peak using MZ-RT area data in profile 

mode (Figure 2D).

mzAccess also provides access to MS/MS spectra in any MZ-RT area of interest. Figure 2E 

shows an example of analysis of bilirubin in a human plasma sample analyzed on an Agilent 

QTOF instrument. Here, we first checked the bilirubin MS1 chromatogram for presence of 

MS/MS fragmentation events, and then retrieved one MS/MS spectra of interest, which 

indeed exhibits peaks indicating fragments of bilirubin. These analyses are instantly 

accessible from the web service, in this case using a few lines of R code (Figure 2), and 

require no preparation by the user other than knowing the MZ-RT coordinates of interest. R 

client including code mentioned on Figure 2 is available and test server to access the data is 

up and running (see mzAccess.org for links to resources).

Server performance

For interactive analysis of metabolomics data, it is crucial to achieve fast server response 

times, even for very large datasets. While vendor data formats offer the most accurate data 

representation and provide fast access to individual spectra, they are typically not optimized 

for fast access to chromatograms and MZ-RT area data13. We therefore developed an 

indexing/caching mechanism, here referred to as “cache mode”, which is used for most 

Lyutvinskiy et al. Page 5

Anal Chem. Author manuscript; available in PMC 2017 July 21.

A
uthor M

anuscript
A

uthor M
anuscript

A
uthor M

anuscript
A

uthor M
anuscript

http://www.mzaccess.org
http://mzAccess.org


interactive browsing, while primary data is used only when maximal accuracy is needed. In 

cache mode, accessing a typical 1 minute chromatogram (~100 scans) takes about 10 ms, 

increasing linearly with chromatogram length (Figure 3A). The effect of caching becomes 

noticeable for long chromatograms, with cache mode being ~5 times faster than primary 

data access for a 25 minute chromatogram. For MZ-RT area queries, cache mode is 

essential, being ~100 times faster than primary data access (Figure 3B). Moreover, cache 

mode is optimized for accessing the same feature across a large number of files, which can 

give substantial performance gains. For example, accessing a single metabolite peak, or even 

multiple isotopomers of a metabolite, across more than 400 files is accomplished on the 

order of 1 second (Table 1). These results demonstrate that mzAccess allows browsing of 

metabolomics data in real time, even in large data sets.

For large laboratories and public data repositories, it is vital that servers maintain fast 

response times also when multiple users are simultaneously accessing data. In benchmarking 

experiments with up to 15 client programs continually requesting data from the server, 

mzAccess consistently maintained less than 10 ms response time in cache mode (Figure 4). 

This is because the caching mechanism of cache mode makes use of multiple processor 

cores: the server used for testing had 12 cores, and reached only 20% processor load at 15 

simultaneous clients (Figure 4). These results indicate that the mzAccess system can support 

large multi-user environments.

Finally, we determined the network transfer speed required for optimal performance of 

mzAccess. We performed in-depth performance profiling of chromatogram access in cache 

mode on 1Gbps and 55Mbps connections, measuring the contribution of mzAccess 

processing time and network transfer to the total response time (Figure 5). On the 1Gbit 

network, processing time was the major component; however, this was in large part due to 

overhead of the SOAP web service protocol, suggesting that further optimization of our 

server software would not substantially improve overall performance. On the 55Mbps 

connection, transfer time was comparable to mzAccess processing time, indicating that this 

network speed is sufficient for optimal performance. Hence, mzAccess can be used with 

most modern internet connections, and can therefore provide immediate access to 

metabolomics data from any location.

Conclusion

Herein we have introduced the mzAccess web service framework and demonstrated that it 

achieves the performance necessary to support interactive online analysis of metabolomics 

data. We believe this approach fills a need for fast, easy access to mass spectrometry data for 

non-expert users, particular when a small number of metabolites are of interest. This 

approach is complementary to, but does not replace, the “pipeline” approach (Figure 1), 

which is more suitable when very large amounts of data must processed. We envision that 

the interactive approach could have an important role in enabling direct access to published 

data sets for data sharing, reanalysis and meta-analysis purposes, which is less developed in 

the metabolomics community today.

The mzAccess system is open software, publicly available at www.mzaccess.org, and is 

designed to be extensible to new data formats and new computational environments. The 
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central web service protocol (see Supplementary material) specifies only the fundamental 

operations for requesting spectra, chromatograms and MZ-RT areas, and we have strived to 

avoid any unnecessary assumptions that might not hold for future instruments. The 

simplicity of the protocol makes it easy to develop client software for various platforms, 

ranging from programming languages to graphical user interfaces. On the server side, 

support for any instrument data format can be added in the form of plug-ins (Windows DLL 

files), which can be developed independently by advanced users. While we prefer using 

primary vendor-format instrument data whenever possible for the sake of accuracy, we will 

provide plug-ins for the commonly used mzML and mzXML formats to handle cases where 

the original data is no longer accessible.

Finally, we anticipate that mzAccess might serve as a foundation on which to build more 

sophisticated, higher-level data services. It must be emphasized that our web service only 

provides the most fundamental level of access to mass spectrometry data files, assuming that 

the user knows MZ-RT coordinates for metabolites of interest. However, it is easy to 

imagine combining mzAccess with established mass spectrometry databases10,14 that can 

automatically provide such coordinates for a given metabolite on a specific instrument and 

analytical method, enabling analysis of metabolomics datasets by non-expert users. 

Similarly, our framework could be integrated with sample annotation databases9,10 to 

automatically retrieve data from the relevant files according to the experimental design of a 

dataset. We hope that our contribution will help stimulate development of such services, and 

promote data exchange, exploration and re-use in the metabolomics community.

Supplementary Material

Refer to Web version on PubMed Central for supplementary material.
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Figure 1. The interactive metabolomics data analysis
(A) In the pipeline model for metabolomics data processing, primary data is stored on a 

local computer and processed in a programmatic fashion in several steps, according to 

various parameters, to obtain peak data. (B) In the interactive model, primary data is hosted 

on a server, which provides peak data to clients on demand. (C) The main types of data 

provided by the mzAccess framework, illustrated on a full scan LC-MS data set.
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Figure 2. Example use case
(A) Chromatogram at the [glutamate + H+] ion m/z, extracted from an analysis of a standard 

mixture on an LC-MS instrument with a 16 min chromatography method. (B) 

Chromatograms for the putative [glutamate + H+] ion from analyses of extracts of cells 

cultured in unlabeled (black lines) and U-13C-glucose, U-15C,15N-glutamine labeled 

medium (red lines). Left, chromatograms at the 12C5 (base) isotopomer m/z; right, 

chromatograms at the 13C5 (fully carbon-labeled) isotopomer m/z. Peak heights were 

normalized to total peak area over all isotopomers. (C) Single-scan spectra for same samples 
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as in B, at RT = 8.35 minutes, for the indicated m/z range. Present mass isotopomers are 

indicated. (D) RT-MZ area accessed in profile mode for one unlabeled cell extract, with 

mass isotopomers indicated. (E) MS/MS fragmentation events (red circles) overlaid on a 

chromatogram of m/z =583.25Da. (F) Selected MS/MS spectrum for precursor mass of 

583.25Da.
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Figure 3. Performance of the mzAccess server
(A) Measured access times for chromatograms of indicated length using the primary (black) 

and cache (blue) access modes. Solid lines indicate running medians, while shaded area 

indicate running 10% and 90% percentiles, with a window size of 100 scans. (B) Measured 

access times for MZ-RT areas, as in A.
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Figure 4. Server performance in multi-user context
Access times (filled circles) and server CPU usage (open circles) in cache mode, averaged 

over all data requests, for a varying number of users (here simulated as client processes).
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Figure 5. Profiling of server performance
Median access times in cache mode, partitioned into SOAP overhead, data retrieval time, 

and network transfer time, for chromatograms of indicated length, using a 1 Gbps network 

connection (left), or a 55 Mbps network connection (right).
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