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Abstract

Young language learners are able to map a word onto its ref-
erent from an infinite number of possible word-to-world map-
pings at early stage and further this learning ability turns to
be much more effective at the later stage. What mechanisms
underlie behavioral changes during word learning? This pa-
per presents a developmental model of statistical associations,
suggesting that as far as human minds are equipped with gen-
eral associative learning mechanisms, ambiguity in the word-
learning situation can be significantly reduced by recruiting cu-
mulative lexical knowledge in statistical computations. Conse-
quently, this leads to increasingly fast subsequent learning and
abrupt behavioral changes, such as the vocabulary spurt and
fast mapping. We provide a formal account of this argument
by developing a computational model fed with the data col-
lected from a series of picture-book reading sessions to sim-
ulate word acquisition in natural contexts. The results show
that previously learned lexical knowledge can not only nar-
row the search space but also bootstrap the subsequent learn-
ing process, which greatly improves learning results without
the change of the underlying learning mechanism. Hence,
this work suggests that using lexical knowledge accumulated
in subsequent statistical learning is a scaffold for vocabulary
growth in early language acquisition.

1. Introduction
From scratch, young children need to solve many complex
learning problems in early word acquisition, such as speech
segmentation to discover word units, conceptual learning to
identify the meanings (prelinguisitic concepts) of words, and
then word-to-world mapping to associate words with mean-
ings. Gleitman, Cassidy, Nappa, Papafragou, and Trueswell
(2005) argued that among these tasks, a considerable part of
the bottleneck for young language learners resides in the tools
for solving the word-to-world mapping problem – how to map
a phonological form to a conceptual representation. A com-
mon conjecture is that children map sounds to meanings by
seeing an object while hearing an auditory word-form. The
most popular mechanism of this word learning process is as-
sociationism. Richards and Goldfarb (1986) proposed that
children come to know the meaning of a word through re-
peatedly associating the verbal label with their experience at
the time that the label is used. Smith (2000) argued that word
learning is initially a process in which children’s attention is
captured by objects or actions that are the most salient in their
environment, and then they associate it with some acoustic
pattern spoken by an adult.

However, the associative approach has been criticized on
the grounds that it does not provide a clear explanation about
how infants map a word to a potential infinity of referents
when the word is heard, which is termed reference uncer-
tainty by Quine (1960). Quine presented the following puz-
zle to theorists of lexical learning: Imagine that you are a
stranger in a strange land with no knowledge of the language
or customs. A native says ”Gavagai” while pointing at a rab-

bit in the distance. How can you determine the intended ref-
erent? Quine offered this puzzle as an example of the inde-
terminacy of translation. Given any word-event pairing, there
are, in fact, an infinite number of possible intended meanings
– ranging from the rabbit as a whole, to its color, fur, parts,
or activity. One explanation termed “cross-situational learn-
ing” has been proposed by many theorists, such as Pinker
(1989) and Gleitman (1990). The idea is that when a child
hears a word, she can hypothesize all the potential meanings
for that word from the non-linguistic context of the utterance
containing that word. Upon hearing that word in several dif-
ferent utterances, each of which is in a different context, she
can intersect the corresponding sets to find those meanings
which are consistent across the different occurrences of that
word. Presumably, hearing words in enough different situa-
tions would enable the child to rule out all incorrect hypothe-
ses and uniquely determine word meanings. In light of this
and with recent empirical evidence demonstrating that chil-
dren and even infants, possess powerful statistical learning
capacities (Saffran, Newport, & Aslin, 1996), Yu and Bal-
lard (2004a) (see also Yu, Ballard, & Aslin, in press) devel-
oped a computational model of how young language learners
perform statistical computations on cross-situational observa-
tions, which is reviewed in Section 3.

Based on our previous work, this paper attempts to apply
the statistical learning mechanism to interpret developmen-
tal changes in word learning. Specifically, we investigate
whether the associative learning mechanism can account for
discontinuities in behaviors during the second year of life,
such as the vocabulary spurt and fast mapping (see Section
2). These phenomena has attracted much attention in the
field of cognitive development since they are difficult to ex-
plain in terms of simple and transparent causes, and pose
theoretical challenges that require sophisticated and highly-
constrained learning principles. Nonetheless, complementary
studies in connectionist modeling (e.g. Elman et al., 1996;
see a good review in Regier, 2003) suggest that abrupt internal
changes may not be needed to produce discontinuous external
changes in behaviors. These works show that some factors,
such as limited memory at the starting point of learning (El-
man et al., 1996), nonlinearity of neural networks (Plunkett,
Sinha, Miller, & Strandsby, 1992), and gradual emergence of
attention to some aspects of the world (Regier et al., 2001),
may contribute to nonlinear behaviors of human learning. In
light of this, the present paper suggests another possible ex-
planation of discontinuous behaviors in early word learning –
the performance of the same learning mechanism can signif-
icantly improve by storing lexical knowledge previously ex-
posed and then recruiting it in subsequent learning. This idea
may seem obvious and it is certainly consistent with many
formal theories of learning. However, the main contribution
of this paper is to propose and implement such a learning
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mechanism and demonstrate how the mechanism works us-
ing the data obtained from everyday learning environments.

The organization of the paper is as follows: Section 2 re-
views empirical evidence in developmental literatures. Sec-
tion 3 briefly presents our statistical learning model which
provides a basis for further discussion. Section 4 describes
a cumulative learning mechanism that utilizes partial lexical
knowledge in subsequent learning within the framework of
statistical learning. We conclude with general discussions in
Section 5.

2. Developmental Changes in Word Learning
Most global descriptions of early vocabulary growth report
that for the majority of children, development proceeds from
a slow and gradual increase in the number of new words
produced to a faster and more noticeable increase (Bates,
Bretherton, & Snyder, 1988; Gopnik & Meltzoff, 1987; Lifter
& Bloom, 1989). This increased rate has been called the
“naming explosion” or “vocabulary spurt”. Early researchers
often conceptualized this change in rate in terms of a quali-
tative shift in some underlying process (e.g., an insight that
objects have names, MaShane, 1979). Under these concep-
tualizations of the “naming explosion”, a rate shift was of-
ten located at a particular point in development, measured as
the first “substantive” jump in vocabulary. However, recent
research suggests that the conceptualization of the “vocabu-
lary spurt” is probably wrong. Although some children show
a readily identifiable shift in the rate of new word produc-
tions, others show a steady but more gradual rise (Goldfield
& Reznick, 1990; Ganger & Brent, 2004).

As children know more and more words, they become
faster learners of new words, becoming able to learn a new
word based on only a few exposures (Carey & Bartlett, 1978;
Markson & Bloom, 1997; Schafer & Plunkett, 1998; Wood-
ward, Markman, & Fitzsimmons, 1994; Smith, Jones, Lan-
dau, Gershkoff-Stowe, & Samuelson, 2002). Woodward et al.
(1994) showed that 13-month-olds can learn novel words
from as few as nine presentations. Schafer and Plunkett
(1998) provided similar evidence about 15-month-olds under
controlled conditions. Although researchers have pointed to
a variety of kinds of knowledge likely relevant to this acceler-
ating pace of new word acquisitions – from increasing knowl-
edge about syntax (Gleitman, 1990; MacWhinney, 1998), to
knowledge about categories (Smith et al., 2002), to linking
rules between syntactic categories and meaning (Waxman &
Markow, 1995), there is little evidence to explain how this
knowledge is acquired and only vague proposals about the
relevant internal mechanisms.

Can we explain these phenomena by statistical learning?
This is a theoretically very difficult but important problem.
We need a mechanism that is both a rapid (nearly single trial)
learner of word-referent mappings but that does not make
mistakes. Statistical associative learning seems problematic
in this regard for two reasons. First, if language learners as-
sociate a word with a meaning based on just a very few co-
occurrences (that is fast mapping), then one should predict
that they make lots of wrong associations because there are
many irrelevant co-occurring word-meaning pairs in natural
environments. However, the fact is that they make such mis-
takes only rarely. Second, statistical learning relies on the
inference based on relatively large amount of data, which is

contradictory with the key idea of fast mapping – a very few
exposures.

The theoretical resolution to this problem is to imagine a
learning system that does NOT learn single associations be-
tween individual words and referents but that learns a system
of associations, and that generalizes on the basis of partial
knowledge. More generally, the acceleration of word learn-
ing and fast mapping are partially due to accumulated knowl-
edge during development. With more knowledge accumu-
lated from more exposures to a language and then recruited
in subsequent learning, children become more efficient word
learners. In the present paper, we seek to characterize such a
learning system.

3. Statistical Word Learning from
Cross-Situational Observation

In early word learning, children need to start by pairing spo-
ken words with the co-occurring possible referents, collect-
ing multiple such pairs, and then figuring out the common
elements. Although no one doubts this process, there has
been little systematic investigation. Yu and Ballard (2004a)
introduce a formal model of statistical word learning which
provides a probabilistic framework for encoding multiple
sources of information. Given multiple scenes paired with
spoken words collected from natural interactions between
caregivers and children, the model is able to compute the as-
sociation probabilities of all the possible word-meaning pairs.
We first apply this model to the new data collected in this
work.
Data. Three native speakers of English participated in data
collection. Each of them was asked to narrate 2 picture books.
The books were for 1-3 year old children. They were also
instructed to act as a caregiver and pretend that they were
telling this story to a child so that they should keep verbal de-
scriptions of pictures as simple and clear as possible. During
the experiment, the video was recorded from a head-mounted
camera to provide a dynamic first-person view. Furthermore,
an eye tracker was utilized to track the time-course of the
speaker’s eye movements and gaze positions. These gaze po-
sitions were indicated by a cursor that was superimposed on
the video of the book to indicate where the speaker was at-
tending (as shown in Figure 1). The data used for this simula-
tion study were our descriptions of video clips. More specif-
ically, our description of the audio input – what we feed into
the statistical simulated learner – is the entire list of spoken
words. Our description of the video stream, again what we
feed into the statistical learner, is the list of all (basic-level)
objects in picture books that a narrator was attending to from
moment to moment when spoken utterances were produced.
Table 1 shows the statistics of the data.

Table 1: Statistics of the training data
picture book 1 2 3 4 5 6
vocabulary 467 215 403 490 1034 468
objects 29 20 30 23 38 32

Method. In this kind of natural interaction, the vocabulary
is rich and varied and the central items (object names) are far
from the most frequent words. This complex but perfectly
natural situation can be easily quantified by plotting a his-
togram of word frequency which shows that few key words
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Figure 1: The snapshots from a first-person view when a speaker
is narrating picture books. The white circles indicate current gaze
positions.

– object names – make themselves into the top items of the
list as shown in Figure 2. Similarly, even with gaze informa-
tion that indicates a speaker’s focus of attention, there are still
multiple objects temporally co-occurring with spoken narra-
tions. However, by considering linguistic and contextual in-
formation together, we find what is helpful is to partition the
object sequences (attended contextual information when the
speech was produced) into intervals where within each in-
terval a single object or small number of co-occurring ob-
jects is the central subject or meaning, and then categorize
spoken word sequences using the contextual bins labeled by
different objects. The hypothesis is that mothers use tempo-
ral synchrony to highlight novel word-referent relations for
young infants. That is, presenting information across multi-
ple modalities simultaneously serves to highlight the relations
between the two patterns of stimulation.

Formally, associating meanings (objects in picture books,
etc.) with words (object names, etc.) can be viewed as the
problem of identifying word correspondences between En-
glish and a “meaning language”, given the data of these two
languages in parallel. With this perspective, we apply a word-
correspondence model from machine translation to address
the word-to-world mapping problem and use an Expectation-
Maximization (EM) based learning algorithm. Briefly speak-
ing, the algorithm assumes that word-meaning pairs are la-
tent variables underneath the observations which consist of
spoken words and extralinguistic contexts. Thus, associa-
tion probabilities of these pairs are not directly observable,
but they somehow determine the observations because spo-
ken words are produced based on speakers’ lexical knowl-
edge. Therefore, the objective of language learners or compu-
tational models is then to figure out the values of association
probabilities so that they can increase the chance of obtaining
the observations. In this way, correct word-meaning pairs are
those which can maximize the likelihood of the observations.
We argue that this strategy is an effective one that young lan-
guage learners may apply during early word learning. They
tend to guess most reasonable and most co-occurring word-
meaning pairs based on the observations from different con-
texts. The technical details of our learning method can be
found in Yu and Ballard (2004a) and Yu et al. (in press).

Results. Figure 2 shows the results of statistical associa-
tive learning on the data of one picture-book reading session.
Many words at the top of the frequency list are associated
with the NON meaning because they are function words. The
word girl is correctly mapped to the meaning “girl”, flowers
to “flowers” and bear to “bear”. Meanwhile, the simulated
learner also makes some errors, such as of and to to “bear”.
That is because the picture book is about a brown bear. There-

Figure 2: The row is a sorted list of most frequent words and the
column is a list of (a subset of) meanings. Each cell is the association
probability of a specific word-meaning pair. Dark color means low
probability while white means high probability.

fore, the narrator spent significantly more time on describ-
ing the “bear” and his activities. Consequently many words
co-occur more frequently with the meaning “bear” compared
with other meanings. Note that mom is likely to be associated
with “mom” but not significantly, so is bed with “bed”, which
we term partial lexical knowledge – the knowledge (repre-
sented by gray areas in the figure) that has not been learned
yet. The role of partial knowledge in subsequent learning will
be discussed in next section.

Siskind (1996) developed a cross-situational learning
model based on inference rules and logic learning. In con-
trast, our model is based on probabilistic learning and is able
to explicitly represent and estimate the association probabil-
ities of all the co-occurring word-meaning pairs in the train-
ing data. The results demonstrate the potential value of this
mechanism – how multimodal correlations may be sufficient
for learning words and their meanings. We can also go be-
yond demonstrating the mechanism to making new and unex-
pected predictions that derive from knowing more about the
correlations. For example, the model makes predictions about
the naming and comprehension errors that should be most
likely. These predictions are based not merely on phonologi-
cal nor visual similarity nor temporal proximity in the stream
of events but on the correlational blend across all of these.
Moreover, this formal model of statistical word learning sug-
gests that in addition to learned words (white cells in the fig-
ure), the simulated learner also potentially accumulates lots
of partial knowledge (gray and dark cells) of all the word-
meaning pairs previously exposed. And further, the model
provides a probabilistic framework to explore the role of the
partial knowledge in subsequent word learning.
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4. Cumulative Subsequent Learning
Section 2 reviews experimental evidence of developmental
changes in early word learning. We suggest that one reason
for these changes is that young children learn how to use pre-
viously acquired knowledge to learn new words. To support
this idea, we propose a cumulative mechanism based on sta-
tistical associative learning and show that with more lexical
knowledge learned and recruited in subsequent learning, the
model is able to learn words in a more effective way and re-
quires less exposures before a word is learned, which is simi-
lar to the behaviors of human language learners. In this study,
we use the data collected from a series of picture-book read-
ing and treat one picture-book reading session as an episode
in developmental learning. The computational model pro-
cesses the data in each individual episode sequentially. Two
conditions in this experiment are termed cumulative learn-
ing and one-session learning. In one-session learning, we ap-
ply the statistical associative model (described in Section 3)
on each individual session of picture-book reading and then
merge the results at the end of each session. The merging
process involves adding lexical items obtained from a current
session to a list of learned words. In contrast, the cumulative
learning method recruits previously learned word-meaning
associations in subsequent learning as shown in Figure 3.

Method. We propose that acquired lexical knowledge can
facilitate subsequent learning in several ways. The cen-
tral principle is that with more words learned, the subse-
quent learning only needs to deal with a simpler learning
problem in a smaller hypothesis space. More specifically,
we propose and implement three mechanisms to utilize pre-
viously exposed word-meaning pairs in cumulative subse-
quent learning. First, previous learning episodes can identify
many words that are function words and irrelevant to con-
crete meanings, such as “is”, “the” and “it”. To do so, we
add a “NON” item in each meaning stream, compute asso-
ciation probabilities of word-”NON” pairs, and then select
those words with high association probabilities. At the end
of each learning episode, the cumulative method updates a
list termed non-grounded list by adding new items, many of
which are function words (e.g. pronouns). At the beginning
of next episode, we then first filter the input data stream and
remove those items that are in the non-grounded list. Conse-
quently, the number of words is significantly reduced in new
episode because as an experienced learner, the model already
knows that the words in non-grounded list are irrelevant to
any concrete meaning. In this way, previously acquired lexi-
cal knowledge is directly used to narrow the search space.

Second, the simulated learner has already acquired a set of
correct word-referent pairs from previous episodes. There-
fore, we maintain a list of learned word-meaning pairs and
then recruits those pairs in subsequent learning. For example,
if three words and three objects are temporally co-occurring
in a current episode, there are 9 possible word-meaning asso-
ciations. However, if the model knows that one of the words
and one of the objects are reliably associated, they should
be removed from the input and as a result, we need to esti-
mate only 4 possible association probabilities. To summa-
rize so far, the effect of the above two steps, as the introduc-
tion of knowledge learned before, is to reduce the number of
items in both the word stream and the meaning stream. In this

textdog---"dog"
rabbit---"rabbit"

chicken---"chicken"
hen---"hen"

bear---"bear"
tree---"tree"

"house"---"house"
pant---"pant"
boy---"boy"

there
is

are
the

I
you
did
that
will

narrowing the
search space

initialization of word-
meaning pairs

statistical associative
learning

girl---"girl"
road---"road"
bed---"bed"

be
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spoken words

visual contexts
...... ...... ......

lexicon non-grounded
word

word-meaning
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lexical knowledge

Figure 3: Cumulative Learning. The previously learned knowl-
edge is stored and then utilized in subsequent learning.

way, word-to-world mappings are constrained by previously
learned lexical knowledge, which leads the model to focus on
some possible word-meaning mappings and rule out others.
This process not only significantly reduces the computational
load of the algorithm but also makes statistical associative
computations in subsequent episodes more accurate and ef-
fective by removing irrelevant word-meaning associations.

The third mechanism is to utilize previously exposed (but
not learned) word-meaning pairs (e.g. mom-”mom” in Fig-
ure 1), which we term partial lexical knowledge. This kind
of knowledge corresponds to a larger proportion in Figure 1
(gray or dark areas) compared with learned word-meaning
pairs (white areas). Based on previous exposures, language
learners somehow know that a word is taught before but are
uncertain about which meaning goes for this word. Thus,
language learners may accumulate partial lexical knowledge
that cannot be directly detected from standard familiar testing
methods. Nonetheless, this knowledge could also play a role
in subsequent learning. For instance, assume that a word-
meaning pair (e.g. mom-”mom”) is not spotted from previ-
ous learning episodes because the corresponding association
probability is not significant enough. In subsequent episode,
we can initialize the association probability of this pair us-
ing the previous result rather than based on a flat distribution,
then it is more likely that when the EM-based learning algo-
rithm converges, the new association probability will be in-
creased based on the initial value and the model will be more
likely to acquire this pair. More generally, many learning al-
gorithms in computational modeling could be formalized in
terms of the optimization problem with constraints – finding
a set of the parameters (association probabilities in our case)
that correspond to global maxima or minima of an objective
function. In this context, initial values of those parameters de-
termine where the algorithm starts from and significantly in-
fluence where it will finally converge to. In light of this, using
partial lexical knowledge to initialize association probabili-
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ties of word-meaning pairs can lead the model to favor some
interpretations of latent lexical items underlying the training
data over others. In this way, the same statistical associative
learning mechanism can potentially get much better results.
Results. The data collected from six picture-book reading
sessions is the input to the simulated learner and we compare
the vocabulary growth of one-session learning and cumula-
tive learning as illustrated in Figure 4. Our results are quite
in line with evidence from other studies (e.g. Elman et al.,
1996; Bloom, 2000; Ganger & Brent, 2004), suggesting that
the pace of vocabulary development exhibits a gradual linear
increase and there is no qualitative shift. Moreover, our work
shows that cumulative knowledge contributes to the increase
of the learning rate. From this perspective, the computational
model provides a plausible mechanistic explanation of why
the rate of vocabulary learning increases. However, since the
model does not encode other cognitive changes, it does not
rule out the possibility that vocabulary spurt does exist due
to other reasons. Hence, we suggest that the increase of the
learning rate is partially due to accumulated results of previ-
ous exposures.
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Figure 4: Vocabulary growth. Top: the results on each individual
session. One-session learning purely depends on the co-occurrences
of words and meanings in the training data while the performance
of cumulative learning improves with more knowledge acquired and
used. Bottom: the accumulated results. The increase in cumulative
learning is significantly greater than that of one-session learning.

As shown in Figure 5, the model is also able to learn cor-
rect word-meaning associations based on a few exposures,
which is intended to simulate fast mapping. Again, previ-
ously learned lexical knowledge plays a key role by reducing
the hypothesis space. With more knowledge, the model be-
comes more “confident” associative learner while applying
the same statistical learning machinery. One way to explain
fast mapping is to use the concepts of recall and precision.
In the context of modeling lexical acquisition, we define pre-
cision as the proportion of selected word-meaning pairs that
the model correctly acquires and recall is defined as the pro-
portion of correct word-meaning pairs (among all the pairs)
that are learned by the model. Generally, we can tune up the

0%

20%

40%

60%

80%

100%

20+ 10---20 7---9 5---6 4 3
occurrences of object names

cumulative learning

one-session learning

Figure 5: Fast mapping. Both one-session learning and cumulative
learning can acquire the correct word-meaning pairs if the words and
the meanings co-occur more than 20 times during the six episodes.
With the decrease of the times of co-occurrence, the performance of
both approaches get worse accordingly. However, cumulative learn-
ing maintains relatively good performance that is much better than
one-session learning.
parameters in the model to trade off precision and recall. For
instance, we can easily increase the performance of recall by
discovering more word-meaning pairs, among which some of
them are relevant and many others are not. Meanwhile, we
have to accept the decrease in precision. One intriguing ques-
tion is how children learn words based on only one or a very
few exposures to get a good recall while making few mis-
takes (maintaining high precision). The results here cannot
perfectly simulate the learning abilities of young children but
are strong enough to suggest a promising direction. In fu-
ture work, we plan to collect more data to explore the role of
previously acquired knowledge in subsequent learning.

5. General Discussions and Conclusion
McClelland, McNaughton, and O’Reilly (1995) suggested
that the discovery of structure in the environment is based on
gradual learning in which changes in connection weights in
neural networks result from whole ensembles of inputs rather
than the single most recent experience. Our model estimates
the association probabilities of word-meaning pairs through
multiple learning episodes, suggesting a similar interpretation
of developmental changes in early word learning. We illus-
trate how the same statistical learning mechanism, operating
incrementally and without any significant internal changes, is
able to give rise to dramatically different behaviors during a
series of learning sessions. This result may seem obvious and
it is certainly consistent with many formal theories of learn-
ing. But that does not reduce its profound importance for
how we think about development and the role of accumulat-
ing partial and incomplete knowledge in an emerging system
of knowledge and in creating the developmental trajectory. A
system of partially learned regularities – even if insufficient
to show up in overt behavior – shapes, constrains, and poten-
tially speeds current learning. This kind of mechanism may
take the mystery out of the phenomenon known as the vocab-
ulary spurt.

We also want to note two major assumptions in this com-
putational study: (1) young children can segment words from
continuous speech; and (2) they can recognize visual objects
in the picture books. These two assumptions are addressed
in Yu et al. (in press), in which we propose and implement
a computational model that is able to discover spoken words
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from continuous speech and associate them with their percep-
tually grounded meanings. Similar to infants, the model spots
word-meaning pairs from unprocessed multisensory signals
collected in everyday contexts. Nonetheless, the focus of this
work is to understand the mechanistic nature of developmen-
tal changes of vocabulary growth. To do so, we simplify some
aspects of the learning to focus on the key issue – the word-
to-world mapping problem.

Moreover, we argue that statistical learning is just one of
important driving forces in language acquisition. In addition
to distributional information, there are at least two other im-
portant factors. The first one is about social cues. It has been
shown that social cues, such as joint-attention, guide children
to find the referents of words (Baldwin, 1993; Yu & Ballard,
2004b). In addition, Gleitman (1990) proposed that syntactic
information is also a potentially powerful cue for the acqui-
sition of meaning. In future work, we will study how these
cues interact with statistical cues and how all these factors
could be integrated in a general learning mechanism.
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