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## ABSTRACT OF THE DISSERTATION

# Performance Analysis of Multi-Carrier Modulation Systems 

by<br>Andrew Shin-Chiun Ling<br>Doctor of Philosophy in Electrical Engineering<br>(Communication Theory and Systems)<br>University of California, San Diego, 2008<br>Professor Laurence B. Milstein, Chair

This dissertation considers the following question: "Should the sub-carriers in a multicarrier system be spread or non-spread?" We approach this problem by comparing the theoretical bit error rates of multi-carrier direct sequence code division multiple access (MC-DS-CDMA) and multi-carrier code division multiple access (MC-CDMA) for an asynchronous uplink. To ensure a fair comparison, we constrain both schemes to the same bandwidth, information rate, and energy-per-bit. Since MC-DS-CDMA uses direct sequence spreading at each sub-carrier, while each MC-CDMA sub-carrier is unspread, MC-CDMA employs a larger number of sub-carriers than MC-DS-CDMA over a given bandwidth. As a result, there potentially exists between the two schemes a trade-off between diversity gain and channel estimation errors. Initially, we compare MC-DS-CDMA and MC-CDMA under a single-input single-output (SISO) system and for two different channel scenarios (i.e., two different cases for the coherence bandwidth of the channel), but we then extend the comparison to a multiple-input multiple-output (MIMO) system
employing dual transmit/receive diversity and space-time block coding. For both cases, we derive closed-form expressions of the bit error rates for both multi-carrier schemes, and we compare the numerical results for different information rates, number of users, and number of pilot symbols per channel estimate to determine the performance trade-offs that may exist between the two schemes. We also compare the MIMO results against those of the SISO system to determine the impact of additional diversity on these trade-offs.

## Chapter 1

## Introduction

Multi-carrier systems have received considerable interest over the years because of their ability to support high data rates and to effectively combat a frequency-selective multipath fading channel. Several multi-carrier schemes ${ }^{1}$ have been proposed, but two of which have been studied extensively are multi-carrier direct sequence code division multiple access (MC-DS-CDMA) [1-7] and multi-carrier code division multiple access (MC-CDMA) [8-16]. MC-DS-CDMA involves the parallel transmission of several narrowband DS-CDMA waveforms over multiple sub-carriers. These sub-carriers can be used to achieve either (1) frequency division multiplexing (i.e., each subcarrier is used to transmit a different data symbol), (2) frequency diversity (i.e., each sub-carrier is used to transmit the same data symbol) $[2,5]$, or (3) some combination of the two $[1,3,4]$. At each sub-carrier, each input data symbol is modulated by multiple chips of a pseudonoise (PN) sequence or spreading sequence, ${ }^{2}$ where the chip rate is higher than the symbol rate. This operation results in an increase in the sub-carrier bandwidth by a factor known as the processing gain. In MC-CDMA, on the other hand, each symbol in the input data sequence is transmitted

[^0]over multiple sub-carriers. Each repetition of a symbol is modulated by a different chip in the spreading sequence, ${ }^{3}$ such that the processing gain is defined as the number of sub-carriers over which a bit is repeated. Since the input symbol at each sub-carrier is modulated by only a single chip, the chip rate is equal to the symbol rate, and the "spreading" operation leaves the sub-carrier bandwidth unchanged. As in MC-DS-CDMA, multiple data symbols may also be transmitted in parallel over the sub-carriers, but this requires a reduction in the processing gain per data symbol.

### 1.1 MC-DS-CDMA vs. MC-CDMA

Given the above discussion, we conclude that the main difference between MC-DSCDMA and MC-CDMA, from the perspective of the frequency domain, is in the widths of their sub-bands. Any systems engineer looking to incorporate multi-carrier signaling into his/her design is thus faced with the decision of whether to use spread or non-spread sub-carriers. This decision can be aided by examining plots comparing the bit error rates of MC-DS-CDMA and MC-CDMA. There exist several works in the literature [17-23] which provide such performance comparison studies of the two schemes, but to the best of our knowledge, the numerical results of these works are all based on computer simulations.

Therefore, in this dissertation, we take an analytical approach to comparing the error probability performances of MC-DS-CDMA and MC-CDMA for an asynchronous uplink. In order for this to be an "apples-to-apples" comparison, we constrain both multi-carrier schemes to the same bandwidth, information rate, and energy-per-bit. The implications of these constraints are as follows. First, given that MC-DS-CDMA uses spread sub-carriers, while the MC-CDMA sub-carriers are unspread, MC-CDMA employs a larger number of sub-carriers than MC-DS-

[^1]

Figure 1.1: Spectra of the MC-DS-CDMA and MC-CDMA signals.

CDMA over a given bandwidth. Since both schemes are also forced to transmit at the same information rate (that is, to transmit the same number of data symbols in parallel), each data symbol is repeated across a larger number of sub-carriers in MC-CDMA than in MC-DS-CDMA (see Fig. 1.1). While, on the one hand, this means that the achievable frequency diversity gain is potentially higher in MC-CDMA, on the other hand, this also implies that the operating signal-to-noise ratio (SNR) at each sub-carrier is lower in MC-CDMA, because the energy of each data symbol is spread out over a larger number of sub-carriers. ${ }^{4}$ This, in turn, implies that MC-CDMA is more susceptible to channel estimation errors if the complex channel gains at each sub-carrier frequency in both schemes have to be estimated. Thus, given the imposed system constraints, there potentially exists between these two multi-carrier schemes a trade-off between diversity gain and channel estimation errors.

Since many variations of MC-DS-CDMA and MC-CDMA have been proposed in the literature, we now highlight the differences between conventional implementations of these two schemes and the versions used in this dissertation. Most MC-CDMA systems consist of orthogonal sub-carriers ${ }^{5}$ with overlapping sub-bands. In contrast, there are two main types of MC-DSCDMA systems: ones which use disjoint (non-overlapping) sub-bands [2], and ones in which the sub-bands overlap $[1,7]$. In this dissertation, we consider the MC-DS-CDMA system proposed

[^2]in [2] and studied further in [3-6]. This version of MC-DS-CDMA employs bandlimited, nonoverlapping sub-bands, which are obtained by using waveform shaping at each sub-carrier and by using a larger frequency separation between successive sub-carriers. As in $[3,4]$, we allow for the transmission of multiple parallel data streams, wherein higher information rates can be achieved at the expense of frequency diversity. At the receiver, the diversity branches of each of these data streams are combined via maximal ratio combining (MRC). It is well-known that MRC is the optimal combining scheme for a single user operating in an additive white Gaussian noise (AWGN) channel with no interference; in the presence of multiple access interference (MAI), however, MRC yields sub-optimal performance. ${ }^{6}$ This latter detail is actually not a concern to us in this work, because our main goal is not to optimize the performances of the two multi-carrier schemes, but rather to analyze the bit error rates of MC-DS-CDMA and MC-CDMA under equal bandwidth, information rate, and energy-per-bit constraints, and to study the performance tradeoffs that may exist between the two schemes. With this in mind, we construct an MC-CDMA system that matches our MC-DS-CDMA system as closely as possible, yet maintains the bare essence of MC-CDMA - that each sub-carrier is modulated by only a single chip in the spreading sequence, and that each repetition of a data symbol is modulated by a different chip. Thus, like the MC-DS-CDMA system we just described, our version of MC-CDMA also consists of bandlimited, non-overlapping sub-bands and employs MRC at the receiver as well.

The final element in our "apples-to-apples" comparison between MC-DS-CDMA and MC-CDMA that we need to consider is the channel estimation scheme. Given the use of MRC in both systems, knowledge of the complex channel gains at each sub-carrier frequency is required at the receiver. In practice, these channel gains have to be estimated, and the most common approach is to derive the channel estimates from transmitted pilot symbols. The penalty incurred

[^3]from transmitting these pilot symbols is a loss in the data rate. This loss can be minimized by making the distribution of pilot symbols in the time-frequency domain as sparse as possible, and by using interpolation to obtain estimates of the channel gains at the remaining frequencies and time slots $[14-16]$. Such a scheme, however, assumes that the channel is correlated in both frequency and time, and will not be able to give accurate channel estimates in a scenario where either the sub-bands fade independently or the channel changes rapidly. In this dissertation, we assume that neither system has knowledge of the coherence bandwidth of the channel; therefore, both systems are forced to transmit pilot symbols at each sub-carrier frequency. We also assume the channel is slowly-varying. Since we are not concerned with maximizing the throughput of the multi-carrier systems, we can improve the quality of the channel estimates by simply transmitting additional pilot symbols at each sub-carrier (i.e., use a denser distribution of pilot symbols in the time-frequency domain). At the receiver, we then take a sample average of the pilot outputs at each sub-carrier to form the corresponding estimate of the channel gain.

### 1.2 Outline of Dissertation

In Chapter 2, we compare MC-DS-CDMA and MC-CDMA for a single-input singleoutput (SISO) system. Two different channel scenarios are considered-we assume the coherence bandwidth of the channel is equal to the bandwidth of one MC-CDMA sub-band in Scenario \#1, and is equal to the bandwidth of one MC-DS-CDMA sub-band in Scenario \#2. Scenarios \#1 and \#2 represent the most commonly analyzed channel scenarios in the literature for MC-CDMA and MC-DS-CDMA, respectively, because they allow for the assumption of independent fading across the MC-CDMA sub-bands (Scenario \#1) or the MC-DS-CDMA sub-bands (Scenario \#2). We derive closed-form expressions of the bit error probabilities for both schemes under both channel scenarios, and we compare the numerical results for different information rates, number of users,
and number of pilot symbols per channel estimate to determine the performance trade-offs that may exist between the two schemes.

In Chapter 3, we extend the comparison to a multiple-input multiple-output (MIMO) system employing dual transmit/receive diversity. We use Alamouti space-time block coding $[25,26]$ at each sub-carrier of both schemes to achieve transmit diversity in the absence of channel state information (CSI) at the transmitter. By assuming (1) the coherence bandwidth of the channel is equal to the bandwidth of one MC-DS-CDMA sub-band, and (2) the number of data symbols transmitted in parallel, $M$, is such that $M>1$, we consider only those cases where MCCDMA has higher frequency diversity than MC-DS-CDMA, because these are the only instances in which there is a performance trade-off between the two schemes. Since increases in diversity yield diminishing gains, the addition of spatial diversity to the multi-carrier comparison will benefit MC-DS-CDMA more than MC-CDMA. To determine whether these gains for MC-DSCDMA are enough to offset the difference in frequency diversity between the two schemes, we derive closed-form expressions of their bit error probabilities, and we compare the MIMO results against those of the SISO system for different information rates, number of users, and number of pilot symbols per channel estimate.

Finally, in Appendices A through W, we present all of the mathematical derivations used to arrive at the closed-form bit error rate expressions given in Chapters 2 and 3. Two appendices that are worthy of note are Appendix A, in which we derive closed-form expressions for the coefficients of a general partial fraction expansion, and Appendix D , in which we derive a closed-form expression for the probability of error of a general Hermitian quadratic form in zero-mean complex Gaussian random variables.

### 1.3 Notation

Throughout the rest of this dissertation, we use the subscript ' 1 ' to denote variables associated with MC-CDMA, and the subscript ' 2 ' to denote variables associated with MC-DSCDMA. For a complex variable $z$, its complex conjugate is denoted by $z^{*}$. We denote column vectors by lowercase boldface letters (e.g., x), and matrices by uppercase boldface letters (e.g., $\mathbf{X})$. The transpose and complex conjugate transpose (Hermitian) of $\mathbf{X}$ are denoted by $\mathbf{X}^{T}$ and $\mathbf{X}^{H}$, respectively. We define $\mathbf{I}_{N}$ and $\mathbf{0}_{N}$ as the $N \times N$ identity and zero matrices, respectively; also, we define $\mathbf{A} \otimes \mathbf{B}$ as the Kronecker product of $\mathbf{A}$ and $\mathbf{B}$. Finally, we have $\delta_{n, m} \triangleq \delta[n-m]$, where $\delta[n]$ is the Kronecker delta function.

## Chapter 2

## MC-DS-CDMA vs. MC-CDMA

## in the Absence of Spatial

## Diversity

### 2.1 Introduction

In this chapter, we compare the error probability performances of MC-DS-CDMA and MC-CDMA for a SISO system. Two different channel scenarios are considered. In Scenario \#1, the coherence bandwidth of the channel is assumed to equal the bandwidth of one MC-CDMA sub-band, while in Scenario $\# 2$, the coherence bandwidth of the channel is assumed to equal the bandwidth of one MC-DS-CDMA sub-band. We derive closed-form expressions for the bit error rates of both multi-carrier schemes for both channel scenarios. Using these closed-form expressions, we compare the numerical results of the two schemes for different information rates,


Figure 2.1: Spectra of the MC-DS-CDMA and MC-CDMA signals. In this example, $M=2$ symbols are each repeated across $R_{1}=8$ and $R_{2}=2$ sub-carriers in MC-CDMA and MC-DSCDMA, respectively. For Scenario $\# 1,(\Delta f)_{c}=W_{1}$, while for Scenario $\# 2,(\Delta f)_{c}=W_{2}$.
number of users, and number of pilot symbols per channel estimate to determine the performance trade-offs that may exist between the two schemes.

This chapter is organized as follows. Section 2.2 presents the system models for both MC-CDMA and MC-DS-CDMA, while Section 2.3 analyzes their performances for the two channel scenarios. We compare their numerical results in Section 2.4, and we summarize the main findings in Section 2.5.

### 2.2 System Models

### 2.2.1 Overview

Consider an asynchronous uplink with $K$ users. In the MC-CDMA system, $M$ BPSK symbols ${ }^{1}$ are transmitted simultaneously in parallel across $M R_{1}$ disjoint (non-overlapping) frequency sub-bands, with each symbol repeated over $R_{1}$ sub-carriers (i.e., processing gain equals $\left.R_{1}\right)$. The bandwidth of each sub-band is $W_{1}=1 / T_{s}$, where $1 / T_{s}$ represents the symbol rate. In the MC-DS-CDMA system, the same $M$ symbols are each repeated over $R_{2}$ sub-carriers, giving a total of $M R_{2}$ disjoint frequency sub-bands. The bandwidth of each MC-DS-CDMA sub-band

[^4]

Figure 2.2: Data frame structure ( P —pilot symbol, D —data symbol).
is $W_{2}=1 / T_{c}=N W_{1}$, where $1 / T_{c}=N / T_{s}$ is the chip rate and $N$ is the spreading factor or processing gain in each sub-band. Constraining both systems to the same overall bandwidth, we have $M R_{1} W_{1}=M R_{2} W_{2}$, which implies that

$$
\begin{equation*}
R_{1}=N R_{2} \tag{2.1}
\end{equation*}
$$

An example of how these two systems compare in the frequency domain is given in Fig. 2.1.
In the time domain, for both systems, the transmissions made at each sub-carrier are divided into frames (see Fig. 2.2). Each frame consists of $Q$ time slots, where the duration of a time slot is equal to $T_{s} . Q_{P}$ of these slots are dedicated to the transmission of pilot symbols, while the remaining $Q_{D}=Q-Q_{P}$ slots are used to transmit actual data. It is assumed that the channel remains constant over the total duration of a frame. Without loss of generality, we assume the pilot symbols are transmitted during the first $Q_{P}$ time slots of each frame.

### 2.2.2 Transmitter

The general transmitter block diagram for both systems is shown in Fig. 2.3. The input data for the $k$-th user is a random binary sequence with bit rate $1 / T$, where each bit is equally likely to be +1 or -1 . The data sequences for the $K$ users are assumed to be independent. The concatenation of the pilot insertion, serial-to-parallel (S/P) conversion, and symbol mapper blocks allows for the transmission of pilot symbols ( +1 's) at each sub-carrier during the first $Q_{P}$


Figure 2.3: General transmitter block diagram.
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Figure 2.4: MC-CDMA and MC-DS-CDMA modulators.
time slots of each frame, as well as for the transmission of $M$ parallel data symbols over $M R$ sub-carriers during the remaining $Q_{D}$ time slots, where $R=R_{1}$ for MC-CDMA and $R=R_{2}$ for MC-DS-CDMA. We label the $M$ symbols at the output of the $\mathrm{S} / \mathrm{P}$ converter as $\left\{a_{p, q, m}^{(k)}\right\}_{m=1}^{M}$, where $p$ is the frame index, $q$ is the time slot index, and $T_{s}=\left(Q_{D} / Q\right) M T$. Note that $a_{p, q, m}^{(k)}$ represents a pilot symbol for $q=1, \ldots, Q_{P}$ and a data symbol for $q=Q_{P}+1, \ldots, Q$. The $R$ repetitions of each of the $M$ symbols are mapped to the sub-carriers in such a way that the frequency separation between adjacent repetitions of a symbol is maximized, with the $i$-th repetition of the $m$-th symbol mapped to frequency $f_{m, i}(m=1, \ldots, M ; i=1, \ldots, R)$.

For both systems, the block diagrams of the modulators at frequency $f_{m, i}$ are shown in

Fig. 2.4. During each time slot, $a_{p, q, m}^{(k)}$ is multiplied by $N$ chips from the $k$-th user's spreading sequence, $\left\{C_{p, q, n}^{(k)}\right\}_{n=1}^{N}$, in MC-DS-CDMA; in MC-CDMA, $a_{p, q, m}^{(k)}$ is multiplied by only a single chip, $C_{p, q, m, i}^{(k)}$. After passing through an impulse modulator and a chip wave-shaping filter, denoted by either $H_{1}(f)$ or $H_{2}(f)$, the signal is then modulated onto the corresponding subcarrier. The transmitted signal for the $k$-th user is given by

$$
\begin{equation*}
s^{(k)}(t)=\sum_{m=1}^{M} \sum_{i=1}^{R} \operatorname{Re}\left\{\tilde{s}_{m, i}^{(k)}(t) e^{j 2 \pi f_{m, i} t}\right\} \tag{2.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{s}_{m, i}^{(k)}(t)=A_{1} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} a_{p, q, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right]  \tag{2.3}\\
& \tilde{s}_{m, i}^{(k)}(t)=A_{2} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\}, \tag{2.4}
\end{align*}
$$

for MC-CDMA and MC-DS-CDMA, respectively. In the above equations, $A_{1}$ and $A_{2}$ are the transmit amplitudes, and $h_{1}(t)$ and $h_{2}(t)$ are the impulse responses of the chip wave-shaping filters. All $K$ users are assumed to use long spreading sequences. The spreading sequence of the desired user $(k=1)$ is known, while the spreading sequences of the $K-1$ interfering users are modeled as independent random binary sequences of $\pm 1$ 's.

### 2.2.3 Channel: Scenario \#1

## MC-CDMA

For Scenario $\# 1$, we have $(\Delta f)_{c}=W_{1}$. We assume frequency non-selective (flat) fading in each sub-band, with independent fading between the different sub-bands. Since each output of the serial-to-parallel converter is repeated across $R_{1}$ sub-carriers, each data symbol experiences frequency diversity of order $R_{1}$. Assuming perfect power control, the received signal is given by

$$
\begin{equation*}
r(t)=\sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{i=1}^{R_{1}} \operatorname{Re}\left\{\tilde{r}_{m, i}^{(k)}(t) e^{j 2 \pi f_{m, i} t}\right\}+n_{W}(t) \tag{2.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{r}_{m, i}^{(k)}(t)=A_{1} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} a_{p, q, m}^{(k)} C_{p, q, m, i}^{(k)} g_{m, i, q}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}-\tau^{(k)}\right] . \tag{2.6}
\end{equation*}
$$

In the above equations, the $\left\{\tau^{(k)}\right\}$, which represent the relative time delays of each user with respect to the desired user $(k=1)$, are independent and identically distributed (i.i.d.) uniform random variables over $\left[0, T_{s}\right), n_{W}(t)$ is additive white Gaussian noise (AWGN) with power spectral density $N_{0} / 2$, and the zero-mean circularly symmetric complex Gaussian random variable $g_{m, i, q}^{(k)} \triangleq \alpha_{m, i, q}^{(k)} e^{j \theta_{m, i, q}^{(k)}}$ represents the transfer function of the channel for the $k$-th user at frequency $f_{m, i}$ during the $q$-th time slot, where the $\left\{\alpha_{m, i, q}^{(k)}\right\}$ are i.i.d. Rayleigh random variables with unit second moment, and the $\left\{\theta_{m, i, q}^{(k)}\right\}$ are i.i.d. uniform random variables over $[0,2 \pi)$. Since the channel is assumed to remain constant over the duration of a frame, we will drop the index $q$ from $g_{m, i, q}^{(k)}$ and simply write $g_{m, i}^{(k)}=\alpha_{m, i}^{(k)} e^{j \theta_{m, i}^{(k)} .}$

## MC-DS-CDMA

With $(\Delta f)_{c}=W_{1}<W_{2}$, the fading in each sub-band is assumed to be frequencyselective, where the number of independent, resolvable paths arriving at the receiver in each sub-band is given by [27, p. 841]

$$
\begin{equation*}
L \approx \frac{W_{2}}{(\Delta f)_{c}}=N \tag{2.7}
\end{equation*}
$$

With a combination of both path and frequency diversity, the overall order of diversity experienced by each of the $M$ data symbols is equal to $R_{2} L=R_{2} N=R_{1}$. The performance will depend on the multipath intensity profile ${ }^{2}$ (MIP) of the channel in each sub-band,

$$
\begin{equation*}
\Omega_{m, i, l}^{(k)} \triangleq E\left[\left(\alpha_{m, i, l}^{(k)}\right)^{2}\right], \quad l=1, \ldots, L \tag{2.8}
\end{equation*}
$$

where $\sum_{l=1}^{L} \Omega_{m, i, l}^{(k)}=1$. In particular, we will consider the uniform (flat) MIP,

$$
\begin{equation*}
\Omega_{m, i, l}^{(k)}=\frac{1}{L}, \quad l=1, \ldots, L \tag{2.9}
\end{equation*}
$$

[^5]and the exponential (exponentially-decaying) MIP,
\[

$$
\begin{equation*}
\Omega_{m, i, l}^{(k)}=\Omega_{m, i, 1}^{(k)} e^{-r_{d}(l-1)}, \quad l=1, \ldots, L \tag{2.10}
\end{equation*}
$$

\]

where

$$
\begin{equation*}
\Omega_{m, i, 1}^{(k)}=\frac{1-e^{-r_{d}}}{1-e^{-r_{d} L}} \tag{2.11}
\end{equation*}
$$

is the average power of the initial path, and $r_{d}$ is the decay rate of the average power.
For the $k$-th user, the complex lowpass equivalent impulse response of the channel at frequency $f_{m, i}$ can be written as

$$
\begin{equation*}
\zeta_{m, i}^{(k)}(t)=\sum_{l=1}^{L} g_{m, i, l}^{(k)} \delta\left[t-(l-1) T_{c}\right] \tag{2.12}
\end{equation*}
$$

where $g_{m, i, l}^{(k)} \triangleq \alpha_{m, i, l}^{(k)} e^{j \theta_{m, i, l}^{(k)}}$ represents the complex channel gain along the $l$-th path and is a zeromean circularly symmetric complex Gaussian random variable. The $\left\{\alpha_{m, i, l}^{(k)}\right\}$ are independent Rayleigh random variables whose distributions depend on the MIP in each sub-band, and the $\left\{\theta_{m, i, l}^{(k)}\right\}$ are i.i.d. uniform random variables over $[0,2 \pi)$. With perfect power control, the received signal is given by

$$
\begin{equation*}
r(t)=\sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{i=1}^{R_{2}} \sum_{l=1}^{L} \operatorname{Re}\left\{\tilde{r}_{m, i, l}^{(k)}(t) e^{j 2 \pi f_{m, i} t}\right\}+n_{W}(t) \tag{2.13}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{r}_{m, i, l}^{(k)}(t)= & A_{2} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} g_{m, i, l}^{(k)}  \tag{2.14}\\
& \cdot h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}-(l-1) T_{c}-\tau^{(k)}\right\} .
\end{align*}
$$

Here, the $\left\{\tau^{(k)}\right\}$ are i.i.d. uniform random variables over $\left[0, T_{c}\right)$.

### 2.2.4 Channel: Scenario \#2

## MC-CDMA

Since $(\Delta f)_{c}=W_{2}>W_{1}$, there is also flat fading in each sub-band as in Scenario \#1, but the fading between different sub-bands may be highly correlated. For this scenario, we apply a correlated block fading model. In this model, the $M R_{1}$ MC-CDMA sub-bands are divided into $M R_{1} / N$ frequency blocks, where each block of $N$ contiguous sub-bands corresponds to one MC-DS-CDMA sub-band, and there are

$$
\begin{equation*}
R_{b} \triangleq \frac{N}{M} \tag{2.15}
\end{equation*}
$$

repetitions of each symbol within a block (see Fig. 2.1). The fading is assumed to be flat across each block, such that the fade amplitudes associated with the $N$ sub-bands are identical (i.e., perfectly correlated). On the other hand, the fade amplitudes associated with two sub-bands from different blocks are assumed to be independent. As a result, even though each of the $M$ symbols is repeated across $R_{1}$ sub-carriers, the effective order of frequency diversity per data symbol is only $M R_{1} / N$, the number of frequency blocks. Assuming perfect power control, the expression for the received signal is also given by (2.5)-(2.6), but the joint distribution of the $\left\{g_{m, i}^{(k)}\right\}$ is different from that of Scenario \#1.

## MC-DS-CDMA

With $(\Delta f)_{c}=W_{2}$, we assume flat fading in each sub-band and independent fading between different sub-bands. Since the $R_{2}$ repetitions of each symbol fade independently, each of the $M$ data symbols experiences frequency diversity of order $R_{2}$. With only one resolvable path arriving at the receiver in each sub-band, the expression for the received signal can be obtained from (2.13)-(2.14) by making the substitution $L=1$ and by dropping the dependence on the
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Figure 2.5: General receiver block diagram.
path index $l$ in all of the variables. That is, we have

$$
\begin{equation*}
r(t)=\sum_{k=1}^{K} \sum_{m=1}^{M} \sum_{i=1}^{R_{2}} \operatorname{Re}\left\{\tilde{r}_{m, i}^{(k)}(t) e^{j 2 \pi f_{m, i} t}\right\}+n_{W}(t) \tag{2.16}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{r}_{m, i}^{(k)}(t)= & A_{2} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} g_{m, i}^{(k)}  \tag{2.17}\\
& \cdot h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}-\tau^{(k)}\right\} .
\end{align*}
$$

### 2.2.5 Receiver

From Fig. 2.5, the receiver for both systems first consists of a bank of $M R$ demodulators, where $R=R_{1}$ for MC-CDMA and $R=R_{2}$ for MC-DS-CDMA. At each of these demodulators, the received signal is bandpass matched filtered, down-converted to baseband, lowpass filtered, sampled, and then de-spread (see Fig. 2.6). The de-spreading operation at each sub-carrier involves multiplication by a single chip in MC-CDMA and multiplication by $N$ chips in MC-DSCDMA. For the MC-CDMA system, the same demodulator is used for both channel scenarios, because the fading in each sub-band is flat in either case. On the other hand, for the MC-DSCDMA system, a RAKE demodulator with $L$ fingers is used at each sub-carrier in Scenario \#1 to capture the energy in the $L$ paths, but only one finger is needed in Scenario \#2 to capture the energy in the single path. It is assumed that each finger in the RAKE is perfectly synchronized with one of the arriving paths. Even though the receiver has no knowledge of the coherence


Figure 2.6: MC-CDMA and MC-DS-CDMA demodulators. The MC-DS-CDMA demodulator for Scenario \#2 consists of only one finger.
bandwidth of the channel, we assume that the RAKE receiver is able to determine the number of paths that are present by using a procedure as described in [28, Ch. 6], the key step of which is to compare the strength of the signal in each finger to a predetermined threshold.

While the bandpass versions of the demodulators are presented in Fig. 2.6, we will actually work with complex equivalent lowpass signals in our analysis. The complex equivalent lowpass impulse responses of the bandpass filters are given by

$$
\begin{align*}
& \tilde{h}_{m, i, 1}(t)=h_{1}^{*}(-t),  \tag{2.18}\\
& \tilde{h}_{m, i, 2}(t)=h_{2}^{*}(-t) \tag{2.19}
\end{align*}
$$

The wave-shaping filters $H_{1}(f)$ and $H_{2}(f)$ are assumed to satisfy the Nyquist criterion and are
of unit energy, i.e.,

$$
\begin{align*}
& \int_{-\infty}^{\infty}\left|H_{1}(f)\right|^{2} d f=1  \tag{2.20}\\
& \int_{-\infty}^{\infty}\left|H_{2}(f)\right|^{2} d f=1 \tag{2.21}
\end{align*}
$$

We define

$$
\begin{align*}
& x_{1}(t) \Leftrightarrow X_{1}(f) \triangleq\left|H_{1}(f)\right|^{2}  \tag{2.22}\\
& x_{2}(t) \Leftrightarrow X_{2}(f) \triangleq\left|H_{2}(f)\right|^{2} \tag{2.23}
\end{align*}
$$

and assume

$$
\begin{align*}
& X_{1}(f)=\left\{\begin{array}{ll}
T_{s}, & -\frac{1}{2 T_{s}}<f<\frac{1}{2 T_{s}}, \\
0, & \text { otherwise },
\end{array} \Leftrightarrow x_{1}(t)=\frac{\sin \pi t / T_{s}}{\pi t / T_{s}},\right.  \tag{2.24}\\
& X_{2}(f)=\left\{\begin{array}{ll}
T_{c}, & -\frac{1}{2 T_{c}}<f<\frac{1}{2 T_{c}}, \\
0, & \text { otherwise },
\end{array} \Leftrightarrow x_{2}(t)=\frac{\sin \pi t / T_{c}}{\pi t / T_{c}}\right. \tag{2.25}
\end{align*}
$$

Since each sub-band is band-limited and there is no overlap between adjacent sub-bands, interference from adjacent channels is ignored. Furthermore, since $X_{1}(f)$ and $X_{2}(f)$ also satisfy the Nyquist criterion, inter-chip and inter-symbol interferences are ignored as well.

Going back to the receiver block diagram in Fig. 2.5, the total number of test statistics at the output of the bank of demodulators is equal to $M R_{1}$ for MC-CDMA, $M R_{2} L=M R_{1}$ for MC-DS-CDMA in Scenario $\# 1$, and $M R_{2}$ for MC-DS-CDMA in Scenario $\# 2$. For each of these outputs, the estimate of the corresponding channel gain is obtained by taking a sample average of the output test statistics during the first $Q_{P}$ time slots of the frame. These channel estimates are then used as the weighting coefficients in the $M$ maximal ratio combiners (MRCs) during the remaining $Q_{D}$ time slots of the frame when data is actually transmitted. Hard decisions are made on the $M$ MRC outputs, and parallel-to-serial conversion is finally performed to obtain the
estimate of the input data sequence.

### 2.3 Performance Analysis

### 2.3.1 Output Test Statistic: MC-CDMA (Scenarios \#1 and \#2)

We derive the final test statistic for the $m$-th symbol of the desired user $(k=1)$, assuming a +1 was transmitted. Also, we assume perfect carrier and symbol synchronization. At frequency $f_{m, i}$, we label the complex equivalent lowpass versions of the demodulator outputs associated with the pilot and data symbols as $W_{m, i, q}\left(q=1, \ldots, Q_{P}\right)$ and $Y_{m, i, q}\left(q=Q_{P}+\right.$ $1, \ldots, Q)$, respectively. We can show that

$$
\begin{align*}
W_{m, i, q} & =A_{1} g_{m, i}^{(1)}+I_{W_{m, i, q}}^{(P)}+I_{W_{m, i, q}}^{(D)}+N_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P}  \tag{2.26}\\
Y_{m, i, q} & =A_{1} g_{m, i}^{(1)}+I_{Y_{m, i, q}}^{(P)}+I_{Y_{m, i, q}}^{(D)}+N_{Y_{m, i, q}}, \quad q=Q_{P}+1, \ldots, Q \tag{2.27}
\end{align*}
$$

where the four terms in both equations represent the desired signal, multiple access interference (MAI) due to the pilot symbols of the interfering users, MAI due to the data of the interfering users, and AWGN, respectively. The MAI and AWGN terms for $q=1, \ldots, Q_{P}$ are given by

$$
\begin{align*}
I_{W_{m, i, q}}^{(P)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{2.28}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]} \\
I_{W_{m, i, q}}^{(D)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{2.29}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]}, \\
N_{W_{m, i, q}}= & \left.C_{p, q, m, i}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 1}(t)\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]} . \tag{2.30}
\end{align*}
$$

Similarly, for $q=Q_{P}+1, \ldots, Q$, we have

$$
\begin{align*}
I_{Y_{m, i, q}}^{(P)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{2.31}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]} \\
I_{Y_{m, i, q}}^{(D)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{2.32}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]}, \\
N_{Y_{m, i, q}}= & \left.C_{p, q, m, i}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 1}(t)\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]} . \tag{2.33}
\end{align*}
$$

In the above equations, $\tilde{n}_{W}(t)$ is zero-mean complex white Gaussian noise with two-sided power spectral density $N_{0}$, and we have assumed, without loss of generality, that $\tau^{(1)}=0$. The MAI and AWGN terms are assumed to be independent, and for large $K$, the MAI terms are approximated as zero-mean complex Gaussian random variables. Since the desired signal and AWGN terms are zero-mean complex Gaussian as well, we therefore approximate $W_{m, i, q}$ and $Y_{m, i, q}$ as zero-mean complex Gaussian random variables. Note that $W_{m, i, q}$ and $Y_{m, i, q}$ are exactly Gaussian when $K=1$.

From Appendix F, the minimum variance unbiased (MVU) estimate of $g_{m, i}^{(1)}$ is given by

$$
\begin{equation*}
\hat{W}_{m, i}=\frac{1}{A_{1}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{2.34}
\end{equation*}
$$

Since $\hat{W}_{m, i}$ is a linear combination of the $\left\{W_{m, i, q}\right\}_{q=1}^{Q_{P}}, \hat{W}_{m, i}$ is also (approximately) zero-mean complex Gaussian. It is shown in Appendix F that the minimum mean square error (MMSE) estimate of $g_{m, i}^{(1)}$ is just a scaled version of $\hat{W}_{m, i}$, and that both the MVU and MMSE estimators yield the same probability of error. Henceforth, we will only consider the MVU estimator. The estimates of $g_{m, i}^{(1)}$ are used as the weights in the MRC, such that the MRC output during the $q$-th time slot $\left(q=Q_{P}+1, \ldots, Q\right)$ is equal to

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{1}} \operatorname{Re}\left\{\hat{W}_{m, i}^{*} Y_{m, i, q}\right\}=\sum_{i=1}^{R_{1}}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \tag{2.35}
\end{equation*}
$$

Note that (2.35) represents the final test statistic for both channel scenarios. For a given $i, \hat{W}_{m, i}$ and $Y_{m, i, q}$ are correlated because the same fade amplitude is associated with both variables. The $R_{1}$ pairs $\left\{\hat{W}_{m, i}, Y_{m, i, q}\right\}_{i=1}^{R_{1}}$ are i.i.d. in Scenario $\# 1$ since the fading is independent between different sub-bands, but they may be correlated in Scenario \#2 due to the correlated block fading.

### 2.3.2 Output Test Statistic: MC-DS-CDMA (Scenario \#1)

For the analysis of the MC-DS-CDMA system, perfect carrier, chip, and path synchronization are assumed. The pilot and data outputs of the $l$-th RAKE finger at frequency $f_{m, i}$ are given by

$$
\begin{equation*}
W_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+K_{W_{m, i, q, l}}+I_{W_{m, i, q, l}}^{(P)}+I_{W_{m, i, q, l}^{(D)}}^{(D}+N_{W_{m, i, q, l}}, \quad q=1, \ldots, Q_{P} \tag{2.36}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+K_{Y_{m, i, q, l}}+I_{Y_{m, i, q, l}}^{(P)}+I_{Y_{m, i, q, l}}^{(D)}+N_{Y_{m, i, q, l},}, \quad q=Q_{P}+1, \ldots, Q \tag{2.37}
\end{equation*}
$$

respectively, where the terms $K_{W_{m, i, q, l}}$ and $K_{Y_{m, i, q, l}}$ represent the self-interference due to the other $L-1$ paths. For $q=1, \ldots, Q_{P}$, the interference and noise terms are given by

$$
\begin{align*}
& K_{W_{m, i, q, l}}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{l^{\prime}=1, l^{\prime} \neq l}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(1)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(1)} g_{m, i, l^{\prime}}^{(1)}  \tag{2.38}\\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}\right\}\right|_{t=\{(p Q+q-1) N+n-1]+(l-1)\} T_{c}}, \\
& I_{W_{m, i, q, l}}^{(P)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}==1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)} \\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\}\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}}, \tag{2.39}
\end{align*}
$$

$$
\begin{align*}
& I_{W_{m, i, q, l}}^{(D)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)} \\
& \left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\}\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}},  \tag{2.40}\\
& N_{W_{m, i, q, l}}=\left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t)\right]\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}} . \tag{2.41}
\end{align*}
$$

Identical expressions are derived for $K_{Y_{m, i, q, l}}, I_{Y_{m, i, q, l}}^{(P)}, I_{Y_{m, i, q, l}}^{(D)}$, and $N_{Y_{m, i, q, l}}$. We consider the self-interference to be negligible when either (1) there are a small number of users but $N$ is large, or (2) the number of users is large such that the MAI will dominate. As in the MC-CDMA analysis, we approximate $W_{m, i, q, l}$ and $Y_{m, i, q, l}$ as zero-mean complex Gaussian random variables when $K$ is large.

The MVU estimate of the channel gain along the $l$-th path, $g_{m, i, l}^{(1)}$, is given by

$$
\begin{equation*}
\hat{W}_{m, i, l}=\frac{1}{A_{2} \sqrt{N}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q, l}\right) \tag{2.42}
\end{equation*}
$$

With maximal ratio combining on a total of $R_{2} L$ paths, the final test statistic during the $q$-th time slot $\left(q=Q_{P}+1, \ldots, Q\right)$ is equal to

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{2}} \sum_{l=1}^{L} \operatorname{Re}\left\{\hat{W}_{m, i, l}^{*} Y_{m, i, q, l}\right\}=\sum_{i=1}^{R_{2}} \sum_{l=1}^{L}\left\{\frac{1}{2} \hat{W}_{m, i, l}^{*} Y_{m, i, q, l}+\frac{1}{2} \hat{W}_{m, i, l} Y_{m, i, q, l}^{*}\right\} \tag{2.43}
\end{equation*}
$$

For a given $l$, the $R_{2}$ pairs $\left\{\hat{W}_{m, i, l}, Y_{m, i, q, l}\right\}_{i=1}^{R_{2}}$ are assumed to be i.i.d. Also, for a given $i$, the $L$ pairs $\left\{\hat{W}_{m, i, l}, Y_{m, i, q, l}\right\}_{l=1}^{L}$ are assumed to be independent, but their distribution depends on the MIP.

### 2.3.3 Output Test Statistic: MC-DS-CDMA (Scenario \#2)

For Scenario \#2, to obtain expressions for the variables $W_{m, i, q}, Y_{m, i, q}$, etc., we simply substitute $L=1$ into the corresponding equations for Scenario \#1, drop the dependence on $l$ in
all of the variables, and ignore the self-interference terms. That is, we have

$$
\begin{equation*}
W_{m, i, q}=A_{2} \sqrt{N} g_{m, i}^{(1)}+I_{W_{m, i, q}}^{(P)}+I_{W_{m, i, q}}^{(D)}+N_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P} \tag{2.44}
\end{equation*}
$$

and

$$
\begin{equation*}
Y_{m, i, q}=A_{2} \sqrt{N} g_{m, i}^{(1)}+I_{Y_{m, i, q}}^{(P)}+I_{Y_{m, i, q}}^{(D)}+N_{Y_{m, i, q}}, \quad q=Q_{P}+1, \ldots, Q \tag{2.45}
\end{equation*}
$$

where

$$
\begin{align*}
& I_{W_{m, i, q}}^{(P)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{2.46}\\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}}, \\
& I_{W_{m, i, q}}^{(D)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{2.47}\\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}}, \\
& N_{W_{m, i, q}}=\left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t)\right]\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \tag{2.48}
\end{align*}
$$

Again, the expressions for $I_{Y_{m, i, q}}^{(P)}, I_{Y_{m, i, q}}^{(D)}$, and $N_{Y_{m, i, q}}$ are identical to (2.46)-(2.48). The final test statistic is given by

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{2}} \operatorname{Re}\left\{\hat{W}_{m, i}^{*} Y_{m, i, q}\right\}=\sum_{i=1}^{R_{2}}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \tag{2.49}
\end{equation*}
$$

where

$$
\begin{equation*}
\hat{W}_{m, i}=\frac{1}{A_{2} \sqrt{N}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{2.50}
\end{equation*}
$$

and the $R_{2}$ pairs $\left\{\hat{W}_{m, i}, Y_{m, i, q}\right\}_{i=1}^{R_{2}}$ are i.i.d.

### 2.3.4 Probability of Error: Scenario \#1

## MC-CDMA

From Appendix G, the probability of error for the MC-CDMA system in Scenario \#1 is equal to

$$
\begin{equation*}
P_{e}=\left(\frac{1-\mu}{2}\right)^{R_{1}} \sum_{k=0}^{R_{1}-1}\binom{R_{1}-1+k}{k}\left(\frac{1+\mu}{2}\right)^{k} \tag{2.51}
\end{equation*}
$$

where

$$
\begin{align*}
\mu & =\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.52}\\
\bar{\gamma} & =\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right) \frac{1}{1+(K-1)\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right)} \tag{2.53}
\end{align*}
$$

In the above equations, $\mu$ represents the cross-correlation coefficient between $\hat{W}_{m, i}$ and $Y_{m, i, q}$, and

$$
\begin{equation*}
E_{b 1}=\frac{R_{1} A_{2}^{2}}{2} \tag{2.54}
\end{equation*}
$$

is the energy per bit (see Appendix P.2). This result is identical to the probability of error of an ideal maximal ratio combiner with $R_{1}$-th order diversity [27, Eq. (14.4-15)], except that [27, Eq. (14.4-16)] has been replaced by our expression for $\mu$. Note that when $Q_{P}=1$, we have $\mu=\frac{\bar{\gamma}}{1+\bar{\gamma}}$, which matches the cross-correlation coefficient given in Table C-1 of [27] for differential phase signaling.

## MC-DS-CDMA

Assuming a uniform MIP in each sub-band, the probability of error for the MC-DSCDMA system is equal to (see Appendix G)

$$
\begin{equation*}
P_{e}=\left(\frac{1-\mu}{2}\right)^{R_{2} L} \sum_{k=0}^{R_{2} L-1}\binom{R_{2} L-1+k}{k}\left(\frac{1+\mu}{2}\right)^{k} \tag{2.55}
\end{equation*}
$$

where

$$
\begin{align*}
\mu & =\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}},  \tag{2.56}\\
\bar{\gamma} & =\frac{1}{L}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} . \tag{2.57}
\end{align*}
$$

In the above equations, $\mu$ represents the cross-correlation coefficient between $\hat{W}_{m, i, l}$ and $Y_{m, i, q, l}$, and

$$
\begin{equation*}
E_{b 2}=\frac{N R_{2} A_{2}^{2}}{2} \tag{2.58}
\end{equation*}
$$

is the energy-per-bit (see Appendix P.1).
If the MIP in each sub-band is exponentially-decaying, for $Q_{P}=1$, the probability of error is derived in Appendix H as

$$
\begin{equation*}
P_{e}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{b}_{l,\left(R_{2}-k+1\right)} \cdot\left(\frac{1-\mu_{l}}{2}\right)^{k} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n}\left(\frac{1+\mu_{l}}{2}\right)^{n} \tag{2.59}
\end{equation*}
$$

where

$$
\begin{align*}
\mu_{l} & =\frac{\bar{\gamma}_{l}}{1+\bar{\gamma}_{l}}  \tag{2.60}\\
\bar{\gamma}_{l} & =\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} \Omega_{m, i, 1}^{(1)} e^{-r_{d}(l-1)}, \tag{2.61}
\end{align*}
$$

and the $\left\{\tilde{b}_{l, k}\right\}$ are the coefficients of the partial fraction expansion given in (H.27). For $Q_{P}>1$, we have from Appendix H that

$$
\begin{align*}
P_{e}= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} \tilde{c}_{l_{1},\left(R_{2}-k_{1}+1\right)} \tilde{d}_{l_{2},\left(R_{2}-k_{2}+1\right)}  \tag{2.62}\\
& \cdot\left(\frac{1-\xi_{l_{1}, l_{2}}}{2}\right)^{k_{1}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n}\left(\frac{1+\xi_{l_{1}, l_{2}}}{2}\right)^{n},
\end{align*}
$$

where

$$
\begin{align*}
\xi_{l_{1}, l_{2}} & =\frac{e^{-r_{d} l_{1}}\left(1+\frac{1}{\mu_{l_{1}}}\right)+e^{-r_{d} l_{2}}\left(1-\frac{1}{\mu_{l_{2}}}\right)}{e^{-r_{d} l_{1}}\left(1+\frac{1}{\mu_{l_{1}}}\right)-e^{-r_{d} l_{2}}\left(1-\frac{1}{\mu_{l_{2}}}\right)}  \tag{2.63}\\
\mu_{l} & =\frac{\sqrt{Q_{P}} \bar{\gamma}_{l}}{\sqrt{\left(1+Q_{P} \bar{\gamma}_{l}\right)\left(1+\bar{\gamma}_{l}\right)}} \tag{2.64}
\end{align*}
$$

and $\bar{\gamma}_{l}$ is as defined in (2.61). The $\left\{\tilde{c}_{l, k}\right\}$ and $\left\{\tilde{d}_{l, k}\right\}$ are the coefficients of the PFEs given in (H.38) and (H.39), respectively.

### 2.3.5 Probability of Error: Scenario \#2

## MC-CDMA

For $Q_{P}=1$, the probability of error of the MC-CDMA system in Scenario $\# 2$ is equal to (see Appendix J)

$$
\begin{align*}
P_{e}= & \left(\frac{1}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{1}=0}^{R_{1}-1}\binom{R_{1}-M R_{1} / N-1+n_{1}}{n_{1}}\left(\frac{1}{2}\right)^{n_{1}}  \tag{2.65}\\
& \cdot\left(\frac{1-\mu}{2}\right)^{M R_{1} / N} \sum_{n_{2}=0}^{R_{1}-1-n_{1}}\binom{M R_{1} / N-1+n_{2}}{n_{2}}\left(\frac{1+\mu}{2}\right)^{n_{2}}
\end{align*}
$$

where

$$
\begin{align*}
\mu & =\frac{\bar{\gamma}}{1+\bar{\gamma}}  \tag{2.66}\\
\bar{\gamma} & =\left(\frac{1}{M R_{1} / N} \frac{E_{b 1}}{N_{0}}\right) \frac{1}{1+(K-1)\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right)} \tag{2.67}
\end{align*}
$$

For $Q_{P}>1$, from Appendix J, we have

$$
\begin{align*}
P_{e}= & \left(\frac{1}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{1}=0}^{R_{1}-M R_{1} / N-1}\binom{R_{1}-M R_{1} / N-1+n_{1}}{n_{1}}\left(\frac{1}{2}\right)^{n_{1}} \\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N} \sum_{n_{2}=0}^{R_{1}-M R_{1} / N-1-n_{1}}\binom{M R_{1} / N-1+n_{2}}{n_{2}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N} \sum_{n_{3}=0}^{R_{1}-M R_{1} / N-1-n_{1}-n_{2}}\binom{M R_{1} / N-1+n_{3}}{n_{3}}\left(\frac{1+\mu_{41}}{2}\right)^{n_{3}} \\
+ & \left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{1}=0}^{M R_{1} / N-1}\binom{R_{1}-M R_{1} / N-1+n_{1}}{n_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}}  \tag{2.68}\\
& \left.\cdot\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1-n_{1}}\left(\begin{array}{c}
R_{1}-M R_{1} / N-1+n_{2} \\
n_{2}
\end{array} \sum_{n_{2}=0}^{2}\right)^{1+\mu_{23}}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N M R_{1} / N-1-n_{1}-n_{2}}\binom{M R_{1} / N-1+n_{3}}{n_{3}}\left(\frac{1+\mu_{43}}{2}\right)^{n_{3}}
\end{align*}
$$

where

$$
\begin{align*}
& \mu_{31}=\frac{\left(\sqrt{Q_{P}} \bar{\gamma}-1\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(\sqrt{Q_{P}} \bar{\gamma}+1\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.69}\\
& \mu_{41}=\frac{\left(\sqrt{Q_{P}} \bar{\gamma}-1\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(\sqrt{Q_{P}} \bar{\gamma}+1\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.70}\\
& \mu_{13}=\frac{\left(1-\sqrt{Q_{P}} \bar{\gamma}\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(1+\sqrt{Q_{P}} \bar{\gamma}\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.71}\\
& \mu_{23}=\frac{\left(1+\sqrt{Q_{P}} \bar{\gamma}\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(1-\sqrt{Q_{P}} \bar{\gamma}\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.72}\\
& \mu_{43}=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{2.73}
\end{align*}
$$

and $\bar{\gamma}$ is as defined in (2.67).

## MC-DS-CDMA

The probability of error for the final test statistic given in (2.49) is equal to (see Appendix G)

$$
\begin{equation*}
P_{e}=\left(\frac{1-\mu}{2}\right)^{R_{2}} \sum_{k=0}^{R_{2}-1}\binom{R_{2}-1+k}{k}\left(\frac{1+\mu}{2}\right)^{k} \tag{2.74}
\end{equation*}
$$

where

$$
\begin{align*}
\mu & =\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{2.75}\\
\bar{\gamma} & =\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} \tag{2.76}
\end{align*}
$$

### 2.3.6 Asymptotic Results: Perfect CSI

Consider the limiting case where the channel remains constant and an arbitrarily long data frame can be used, i.e., $Q \rightarrow \infty$. If we let $Q_{P} \rightarrow \infty$, the SNR of each channel estimate goes to infinity as well, resulting in perfect channel state information (CSI). From the results for MC-CDMA in Scenario \#1 and for MC-DS-CDMA in both Scenario \#1 (uniform MIP) and Scenario $\# 2$, it is observed that (2.51), (2.55), and (2.74) are of the same general form
as [27, Eq. (14.4-15)], with

$$
\begin{equation*}
\mu=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{2.77}
\end{equation*}
$$

and orders of diversity equal to $R_{1}, R_{2} L$, and $R_{2}$, respectively. Since

$$
\begin{equation*}
\lim _{Q_{P} \rightarrow \infty} \mu=\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}} \cdot \lim _{Q_{P} \rightarrow \infty} \sqrt{\frac{1}{1+\frac{1}{Q_{P} \bar{\gamma}}}}=\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}}, \tag{2.78}
\end{equation*}
$$

which matches [27, Eq. (14.4-16)], we see that the probability of error for these three cases indeed converges to the probability of error given in [27] for an ideal MRC as $Q_{P} \rightarrow \infty$.

For the MC-CDMA system in Scenario \#2, we first take the limit $Q_{P} \rightarrow \infty$ in each of the expressions in (2.69)-(2.73) to obtain

$$
\begin{align*}
\lim _{P \rightarrow \infty} \mu_{31} & =1,  \tag{2.79}\\
\lim _{P \rightarrow \infty} \mu_{41} & =1,  \tag{2.80}\\
\lim _{P \rightarrow \infty} \mu_{13} & =-1,  \tag{2.81}\\
\lim _{P \rightarrow \infty} \mu_{23} & =-1,  \tag{2.82}\\
\lim _{Q P \rightarrow \infty} \mu_{43} & =\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}} . \tag{2.83}
\end{align*}
$$

Using these results, we can show that the limit of (2.68) as $Q_{P} \rightarrow \infty$ is equal to

$$
\begin{equation*}
\lim _{Q_{P} \rightarrow \infty} P_{e}=\left(\frac{1-\mu}{2}\right)^{M R_{1} / N M R_{1} / N-1} \sum_{n=0}\binom{M R_{1} / N-1+n}{n}\left(\frac{1+\mu}{2}\right)^{n} \tag{2.84}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu=\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}} . \tag{2.85}
\end{equation*}
$$

When compared with [27, Eqs. (14.4-15), (14.4-16)], this is just the probability of error of an ideal MRC with $\left(M R_{1} / N\right)$-th order diversity.

Finally, for the MC-DS-CDMA system in Scenario \#1 with an exponential MIP in each sub-band, the limit of (2.62) as $Q_{P} \rightarrow \infty$ is difficult to simplify, because both the $\left\{\tilde{c}_{l, k}\right\}$ and $\left\{\tilde{d}_{l, k}\right\}$
depend on $Q_{P}$ as well. However, we have been able to verify that this limit agrees numerically with the probability of error of a similar MC-DS-CDMA system where perfect CSI is assumed at the receiver [4].

### 2.4 Numerical Results and Discussion

Using the closed-form expressions for the probability of error presented in Section 2.3, we now compare the performances of MC-DS-CDMA and MC-CDMA for the two channel scenarios. We consider an MC-CDMA system with $M R_{1}=512$ sub-carriers and an MC-DS-CDMA system with $M R_{2}=8$ sub-carriers. Since $R_{1}=N R_{2}$, this implies a processing gain of $N=64$ in each MC-DS-CDMA sub-band. By fixing the number of sub-carriers and varying the number of parallel data symbols transmitted, $M$, we can examine both systems for different orders of frequency diversity. We set $E_{b 1}=E_{b 2}=E_{b}$ and consider both the single- and multi-user cases: $K=1$ and $K=16$.

For Scenario \#1, since $R_{2} L=R_{1}$, the overall order of diversity for each of the $M$ symbols is the same for both systems. Here, channel estimates are made at $R_{1}$ sub-carrier frequencies in MC-CDMA and on a total of $R_{1}$ paths in MC-DS-CDMA. Thus, we see from (2.51)-(2.53) and (2.55)-(2.57) that the two systems yield the same probability of error when the MIP for each MC-DS-CDMA sub-band is uniform. When the MIP for each MC-DS-CDMA sub-band is exponentially-decaying, however, the MC-DS-CDMA system performs worse at all $E_{b} / N_{0}$ values for both the single- and multi-user cases, as shown in Figs. 2.7 and 2.8. As expected, when $K=16$, the presence of MAI creates an error floor in both systems, causing the curves to flatten out as $E_{b} / N_{0}$ increases.

In Scenario \#2, each symbol in MC-DS-CDMA experiences frequency diversity of order $R_{2}$, while the effective order of frequency diversity in MC-CDMA is equal to $M R_{1} / N$. We have


Figure 2.7: Scenario \#1 (Exponential MIP): $M=8, R_{1}=64, R_{2}=1, r_{d}=0.5, K=1$. Each data symbol experiences an overall diversity of order $R_{1}=R_{2} L=64$ in both systems. The dotted curves are also the curves for MC-DS-CDMA when the MIP in each sub-band is uniform.
$M R_{1} / N \geq R_{2}$, with equality if $M=1$. First, consider the case where $M=1$ (see Figs. 2.9 and 2.10). Under perfect CSI, both systems exhibit equivalent performance for any number of users, since both systems have equal diversity. With noisy channel estimation, however, the corresponding curves for the two systems no longer coincide in both the single- and multi-user cases, with MC-DS-CDMA giving a lower probability of error at all $E_{b} / N_{0}$ values. The reason for this disparity in performance under imperfect CSI is because the power transmitted in each MC-CDMA sub-band is only $(1 / N)$-th the power transmitted in each MC-DS-CDMA sub-band. Hence, at the receiver, the estimate of the channel gain at each sub-carrier is made, on average, at a lower SNR - or signal-to-interference-plus-noise ratio (SINR), in the case of multiple usersin MC-CDMA than in MC-DS-CDMA. However, since the two systems behave identically with


Figure 2.8: Scenario \#1 (Exponential MIP): $M=8, R_{1}=64, R_{2}=1, r_{d}=0.5, K=16$. Each data symbol experiences an overall diversity of order $R_{1}=R_{2} L=64$ in both systems. The dotted curves are also the curves for MC-DS-CDMA when the MIP in each sub-band is uniform.
perfect CSI $\left(Q_{P} \rightarrow \infty\right)$, this gap in performance decreases as $Q_{P}$ increases. In summary, since both systems exhibit the same order of frequency diversity when $M=1$, only the effects of channel estimation errors are observed, and MC-DS-CDMA gives a lower $P_{e}$.

Now, consider the case where $M=4$. Since the order of frequency diversity for each of the $M$ symbols is higher in the MC-CDMA system, the average probability of error is always lower in MC-CDMA when there is perfect CSI, as shown in Figs. 2.11 and 2.12. With noisy channel estimation, however, we notice some interesting trade-offs between the two systems. With $K=1$ and $Q_{P}=16$, we observe in Fig. 2.11 that MC-DS-CDMA gives a lower $P_{e}$ for $E_{b} / N_{0}<9.5 \mathrm{~dB}$, while MC-CDMA performs better for $E_{b} / N_{0}>9.5 \mathrm{~dB}$. This shows that the effects of channel estimation errors dominate at lower $E_{b} / N_{0}$ values, while the effects of frequency


Figure 2.9: Scenario $\# 2: M=1, R_{1}=512, R_{2}=8, K=1$. The order of frequency diversity per data symbol is equal to $\frac{M R_{1}}{N}=R_{2}=8$ in both systems.
diversity dominate at higher $E_{b} / N_{0}$ values. The same trade-off is observed when $Q_{P}=1$, but the point at which the two curves intersect occurs at a much higher $E_{b} / N_{0}$ value that is outside the range of this plot. Thus, we conclude that the SNR range for which MC-DS-CDMA is the preferred system shrinks as $Q_{P}$ increases. It is important to note that in this single-user case, despite the presence of noisy channel estimation, one can always attain better performance with the MC-CDMA system by simply using a large enough $E_{b} / N_{0}$. With $K=16$, however, this is not always the case. Once again, due to the presence of MAI, the curves for both systems exhibit an error floor (see Fig. 2.12). As a result, for both $Q_{P}=1$ and $Q_{P}=16$, we see that MC-DS-CDMA not only performs better at lower $E_{b} / N_{0}$ values, as expected, it actually gives a lower $P_{e}$ at high $E_{b} / N_{0}$ values as well. But if we increase the number of pilot symbols to $Q_{P}=32$, we then obtain the same trade-off that was seen in the single-user case, where MC-CDMA eventually fares better


Figure 2.10: Scenario $\# 2: M=1, R_{1}=512, R_{2}=8, K=16$. The order of frequency diversity per data symbol is equal to $\frac{M R_{1}}{N}=R_{2}=8$ in both systems.
past a certain $E_{b} / N_{0}$ threshold. Thus, when $K>1$ and $M>1$, increasing $E_{b} / N_{0}$ alone will not guarantee better performance for the MC-CDMA system—we must increase $Q_{P}$ as well.

As we noted before, for the analysis and the results presented above, it is assumed that neither system has knowledge of the coherence bandwidth of the channel. Thus, in Scenario \#2, the MC-CDMA system is forced to estimate the channel at every sub-carrier, despite the presence of correlated fading in each frequency block. If the coherence bandwidth was known, channel estimates would only have to be made at one of the sub-carriers within each block. Assuming the total energy allocated for channel estimation was kept constant, this would then lead to less noisy channel estimates and, hence, better performance.


Figure 2.11: Scenario $\# 2: M=4, R_{1}=128, R_{2}=2, K=1$. Each data symbol experiences frequency diversity of order $\frac{M R_{1}}{N}=8$ and $R_{2}=2$ in MC-CDMA and MC-DS-CDMA, respectively.

### 2.5 Conclusion

We constructed a comparison between MC-DS-CDMA and MC-CDMA, and we derived closed-form expressions for the probability of error of both systems under two different cases for the coherence bandwidth of the channel. The opposing effects of diversity and channel estimation errors on the probability of error were examined by varying $M$ (number of symbols transmitted simultaneously in parallel), $Q_{P}$ (number of pilot symbols used in forming each channel estimate), and $K$ (number of users). In Scenario $\# 1$, the two systems gave equivalent performance when the MIP in each MC-DS-CDMA sub-band was uniform (flat), but the MC-DS-CDMA system experienced a loss in performance when the MIP was exponentially-decaying. In Scenario \#2, when $M=1$, the MC-DS-CDMA system always gave a lower probability of error under imperfect


Figure 2.12: Scenario $\# 2: ~ M=4, R_{1}=128, R_{2}=2, K=16$. Each data symbol experiences frequency diversity of order $\frac{M R_{1}}{N}=8$ and $R_{2}=2$ in MC-CDMA and MC-DS-CDMA, respectively.
channel estimation. For $M>1$ and $K=1$, a trade-off existed where MC-DS-CDMA performed better at lower $E_{b} / N_{0}$ values, while MC-CDMA fared better at higher $E_{b} / N_{0}$ values. Finally, a similar trade-off occurred when $M>1$ and $K>1$ only if $Q_{P}$ was sufficiently large. Otherwise, MC-DS-CDMA outperformed MC-CDMA at all $E_{b} / N_{0}$ values.
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## Chapter 3

## MC-DS-CDMA vs. MC-CDMA

## in the Presence of Spatial

## Diversity

### 3.1 Introduction

In this chapter, we extend the comparison between MC-DS-CDMA and MC-CDMA to a MIMO system employing two antennas at both the transmitter and the receiver. For both multi-carrier schemes, we use Alamouti space-time block coding at each sub-carrier frequency to achieve transmit diversity in the absence of CSI at the transmitter. By assuming (1) the coherence bandwidth of the channel is equal to the bandwidth of one MC-DS-CDMA sub-band, and (2) the number of data symbols transmitted in parallel, $M$, is such that $M>1$, we restrict the comparison only to those cases where MC-CDMA has higher frequency diversity than MC-DS-

CDMA, because these are the only instances in which there is a performance trade-off between the two multi-carrier schemes. Since increases in diversity yield diminishing gains, and MC-CDMA starts off with higher frequency diversity than MC-DS-CDMA, the addition of spatial diversity to the multi-carrier comparison should benefit MC-DS-CDMA more than MC-CDMA. To determine whether these gains for MC-DS-CDMA are enough to offset the difference in frequency diversity between the two schemes, we use an approach based on quadratic forms (see Appendix D) to derive closed-form expressions of their bit error probabilities, and we compare the MIMO results against those of the SISO system for different information rates, number of users, and number of pilot symbols per channel estimate.

This chapter is organized as follows. In Section 3.2, we present the system model assuming a general multi-carrier signaling scheme. We apply MC-CDMA and MC-DS-CDMA signaling to this system model in Section 3.3, and we analyze their error probability performances in Section 3.4. The numerical results of the MIMO system are then compared against those of the SISO system in Section 3.5, and we summarize the main findings in Section 3.6.

### 3.2 General MIMO Multi-Carrier System Model

### 3.2.1 Overview

Consider an uplink scenario involving $K$ asynchronous users. Assume two antennas at each transmitter and two antennas at the receiver. The available bandwidth is the same for each user and is divided into $S$ bandlimited, non-overlapping frequency sub-bands of equal width. ${ }^{1}$ We assume each sub-band is associated with a sub-carrier frequency and has a bandwidth of $W$.

In the time domain, the transmissions made at each sub-carrier are structured into

[^6]First antenna


Second antenna


Figure 3.1: Data frame structure ( P — pilot symbol, D - data symbol, X —no transmission).
frames, each consisting of $Q$ time slots. As in Chapter 2, we assume a slowly-varying channel which remains constant over the duration of a frame, and we designate the first $Q_{P}$ time slots of each frame as the estimation phase and the remaining $Q_{D}=Q-Q_{P}$ time slots as the data phase (see Fig. 3.1). During each time slot of the data phase, both antennas simultaneously transmit $M$ distinct binary data symbols in parallel across the $S$ sub-bands, where each symbol is repeated on $R$ sub-carriers. Thus, we have $S=M R$, and the overall system bandwidth is equal to $S W=M R W$. Similarly, during the estimation phase, we transmit $M$ pilot symbols ( +1 's) in parallel and we spread the energy of each pilot symbol across $R$ sub-bands. However, pilot symbols are transmitted on the first antenna only during the odd time slots and on the second antenna only during the even time slots. As a result, only the odd (even) time slots are used to estimate the channel gains associated with the first (second) transmit antenna, and each estimate is formed from $Q_{P} / 2$ pilot symbols. To keep the total energy transmitted from the two antennas the same over all of the time slots, we also use a different transmit amplitude during the estimation phase. Our motivation for imposing this energy constraint, as well as for using the on-off pilot transmission scheme, is to maintain the same energy-per-pilot symbol between


Figure 3.2: Transmitter block diagram.
this system and the SISO system in Chapter 2. By doing so, channel estimates formed from the same number of pilot symbols will be of the same quality in both the SISO and MIMO systems.

### 3.2.2 Transmitter

The transmitter block diagram is shown in Fig. 3.2. During the estimation phase, the on-off transmission of pilot symbols on all of the sub-carriers is modeled using the switches at the two antennas. The switch for the first (second) antenna is closed during the odd (even) time slots and open during the even (odd) times slots. The details of the multi-carrier modulation blocks will be given in Section 3.3 when we consider MC-CDMA and MC-DS-CDMA.

During the data phase, the input data is modeled as an independent random binary sequence with bit rate $1 / T$. The serial-to-parallel ( $\mathrm{S} / \mathrm{P}$ ) converter produces $M$ parallel sequences,

Table 3.1: Definition of $b_{p, q, u, m}^{(k)}$

| Estimation phase $\left(q=1, \ldots, Q_{P}\right):$ | $b_{p, q, u, m}^{(k)}= \begin{cases}\delta_{u, 1}, & q \text { odd } \\ \delta_{u, 2}, & q \text { even }\end{cases}$ |
| :--- | :--- |
| Data phase $\left(q=Q_{P}+1, \ldots, Q\right):$ | $b_{p, q, u, m}^{(k)}= \begin{cases}a_{p, q, m}^{(k)}, & u=1, q \text { odd } \\ a_{p, q+1, m}^{(k)}, & u=2, q \text { odd } \\ -a_{p, q, m}^{(k)}, & u=1, q \text { even } \\ a_{p, q-1, m}^{(k)}, & u=2, q \text { even }\end{cases}$ |

and we label each group of $M$ symbols as $\left\{a_{p, q, m}^{(k)}\right\}_{m=1}^{M}$, where $p$ is the frame index, $q$ is the time slot index, and $k$ is the user index. A rate $1 / R$ repetition code is applied to each of these $M$ symbols, and the resulting $M R$ symbols are then mapped to the $M R$ sub-carriers in such a way that maximizes the frequency separation between adjacent repetitions of a symbol. We denote the frequency to which the $i$-th repetition of the $m$-th symbol is mapped by $f_{m, i}{ }^{2}$ After symbol mapping, Alamouti space-time block coding is performed at each sub-carrier frequency, and the outputs of the encoders are fed through the two banks of modulators. Finally, the signals are combined and transmitted over the two antennas.

To represent the transmitted signals at each frequency during the estimation and data phases under a common mathematical framework, we define $b_{p, q, u, m}^{(k)}$ as the $k$-th user's input to the modulators at frequencies $\left\{f_{m, i}\right\}_{i=1, \ldots, R}$ of the $u$-th transmit antenna during the $q$-th time slot of the $p$-th frame. As shown in Table 3.1, for $q=1, \ldots, Q_{P}, b_{p, q, u, m}^{(k)}$ is equal to either +1 or 0 , while for $q=Q_{P}+1, \ldots, Q, b_{p, q, u, m}^{(k)}$ is equal to the output of the Alamouti encoder. The transmitted signal for the $k$-th user is given by the $2 \times 1$ vector

$$
\begin{equation*}
\mathbf{s}^{(k)}(t)=\sum_{m=1}^{M} \sum_{i=1}^{R} \operatorname{Re}\left\{\tilde{\mathbf{s}}_{m, i}^{(k)}(t) e^{j 2 \pi f_{m, i} t}\right\} \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{\mathbf{s}}_{m, i}^{(k)}(t)=\left[\tilde{s}_{1, m, i}^{(k)}(t) \tilde{s}_{2, m, i}^{(k)}(t)\right]^{T} . \tag{3.2}
\end{equation*}
$$

[^7]The expression for $\tilde{s}_{u, m, i}^{(k)}(t)(u=1,2)$ depends on the multi-carrier scheme used.

### 3.2.3 Channel

Assume the two antennas at both the transmitter and receiver are sufficiently spaced, such that the channels between different transmit-receive antenna pairs are independent. Each of these channels is frequency-selective with respect to the overall system bandwidth, but each sub-band is assumed to be frequency non-selective with Rayleigh-distributed fade amplitudes. Consequently, our use of Alamouti space-time block coding yields fourth-order spatial diversity at each sub-carrier frequency; the theoretical frequency diversity gain, however, depends on the correlation of the channel gains across the different sub-bands, which is a function of the coherence bandwidth of the channel.

In the absence of Doppler effects, there is no inter-channel interference between adjacent sub-bands since they do not overlap. Assuming perfect power control, the complex lowpass equivalent received signal at frequency $f_{m, i}$ is then given by the $2 \times 1$ vector

$$
\begin{equation*}
\tilde{\mathbf{r}}_{m, i}(t)=\left[\tilde{r}_{1, m, i}(t) \tilde{r}_{2, m, i}(t)\right]^{T} \tag{3.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\tilde{r}_{v, m, i}(t)=\sum_{k=1}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \tilde{s}_{u, m, i}^{(k)}\left(t-\tau^{(k)}\right)+\tilde{n}_{v}(t), \quad v=1,2 \tag{3.4}
\end{equation*}
$$

In the above equation, $g_{v, u, m, i}^{(k)} \triangleq \alpha_{v, u, m, i}^{(k)} e^{j \theta_{v, u, m, i}^{(k)}}$ is a zero-mean circularly symmetric complex Gaussian random variable representing the $k$-th user's channel gain at frequency $f_{m, i}$ between the $u$-th transmit antenna and the $v$-th receive antenna, where $\alpha_{v, u, m, i}^{(k)}$ is a Rayleigh random variable with unit second moment, and $\theta_{v, u, m, i}^{(k)}$ is a uniform random variable over $[0,2 \pi)$. The $\left\{g_{v, u, m, i}^{(k)}\right\}$ are identically distributed, but their joint statistics depend on the coherence bandwidth of the channel. Also, $\tau^{(k)}$ represents the relative time delay between the $k$-th user and the desired user, and $\tilde{n}_{v}(t)$ is a zero-mean complex additive white Gaussian noise (AWGN) random process

Estimation Phase $\left(q=1, \ldots, Q_{P}\right)$


Figure 3.3: Receiver block diagram.
with two-sided power spectral density $N_{0}$. The noise processes at the two receive antennas are assumed to independent.

### 3.2.4 Receiver

The block diagram for the receiver is shown in Fig. 3.3. At each antenna, the received signal first passes through a bank of $M R$ demodulators. We label the output of the demodulator at frequency $f_{m, i}$ of the $v$-th receive antenna during the estimation and data phases as $W_{q, v, m, i}$
$\left(q=1, \ldots, Q_{P}\right)$ and $Y_{q, v, m, i}\left(q=Q_{P}+1, \ldots, Q\right)$, respectively. During the estimation phase, the estimate of $g_{v, u, m, i}^{(k)}$ is formed by taking a sample average of the $\left\{W_{q, v, m, i}\right\}$ during the odd or even time slots:
where the normalizing constant $A_{0}$ ensures that $\hat{W}_{v, u, m, i}$ is an unbiased estimate of $g_{v, u, m, i}^{(k)}$. During the data phase, the $\left\{Y_{q, v, m, i}\right\}$ at each sub-carrier frequency over two consecutive time slots feed into a linear Alamouti decoder, which outputs the $2 \times 1$ vector

$$
\begin{align*}
\mathbf{z}_{q, m, i} & =\left[Z_{q, m, i} Z_{q+1, m, i}\right]^{T} \\
& =\hat{\mathbf{G}}_{m, i}^{H} \mathbf{y}_{q, m, i}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{3.6}
\end{align*}
$$

where

$$
\begin{align*}
\hat{\mathbf{G}}_{m, i} & =\left[\begin{array}{cc}
\hat{W}_{1,1, m, i} & \hat{W}_{1,2, m, i} \\
\hat{W}_{2,1, m, i} & \hat{W}_{2,2, m, i} \\
\hat{W}_{1,2, m, i}^{*} & -\hat{W}_{1,1, m, i}^{*} \\
\hat{W}_{2,2, m, i}^{*} & -\hat{W}_{2,1, m, i}^{*}
\end{array}\right] \equiv\left[\hat{\mathbf{w}}_{1, m, i} \hat{\mathbf{w}}_{2, m, i}\right],  \tag{3.7}\\
\mathbf{y}_{q, m, i} & =\left[\begin{array}{c}
Y_{q, 1, m, i} \\
Y_{q, 2, m, i} \\
Y_{q+1,1, m, i}^{*} \\
Y_{q+1,2, m, i}^{*}
\end{array}\right] . \tag{3.8}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
Z_{q, m, i} & =\hat{\mathbf{w}}_{1, m, i}^{H} \mathbf{y}_{q, m, i},  \tag{3.9}\\
Z_{q+1, m, i} & =\hat{\mathbf{w}}_{2, m, i}^{H} \mathbf{y}_{q, m, i} \tag{3.10}
\end{align*}
$$

and we focus on the detection of $Z_{q, m, i}$. After Alamouti decoding, the demapper groups together the $R$ variables associated with each of the $M$ parallel data symbols and feeds them into a bank of $M$ combiners. The output of the $m$-th combiner is expressed as

$$
\begin{align*}
\hat{Z}_{q, m} & =\operatorname{Re}\left\{\sum_{i=1}^{R} Z_{q, m, i}\right\} \\
& =\sum_{i=1}^{R}\left\{\frac{1}{2} \hat{\mathbf{w}}_{1, m, i}^{H} \mathbf{y}_{q, m, i}+\frac{1}{2} \mathbf{y}_{q, m, i}^{H} \hat{\mathbf{w}}_{1, m, i}\right\}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{3.11}
\end{align*}
$$

and the $m$-th data symbol during the $q$-th time slot is decoded as $\operatorname{sgn}\left\{\hat{Z}_{q, m}\right\}$. Finally, parallel-to-serial $(\mathrm{P} / \mathrm{S})$ conversion gives the estimated data sequence.

### 3.2.5 Probability of Error

By defining

$$
\begin{align*}
\mathbf{w}_{m} & =\left[\begin{array}{lll}
\tilde{\mathbf{w}}_{m, 1}^{T} & \cdots & \tilde{\mathbf{w}}_{m, R}^{T}
\end{array}\right]^{T}  \tag{3.12}\\
\mathbf{y}_{q, m} & =\left[\begin{array}{llll}
\tilde{\mathbf{y}}_{q, m, 1}^{T} & \cdots & \tilde{\mathbf{y}}_{q, m, R}^{T}
\end{array}\right]^{T} \tag{3.13}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{\mathbf{w}}_{m, i} & =\left[\begin{array}{llll}
\hat{W}_{1,1, m, i} & \hat{W}_{2,1, m, i} & \hat{W}_{1,2, m, i} & \hat{W}_{2,2, m, i}
\end{array}\right]^{T}  \tag{3.14}\\
\tilde{\mathbf{y}}_{q, m, i} & =\left[\begin{array}{llll}
Y_{q, 1, m, i} & Y_{q, 2, m, i} & Y_{q+1,1, m, i} & Y_{q+1,2, m, i}
\end{array}\right]^{T} \tag{3.15}
\end{align*}
$$

we can re-express $\hat{Z}_{q, m}$ in (3.11) as a Hermitian quadratic form in zero-mean complex Gaussian random variables, ${ }^{3}$

$$
\begin{equation*}
\hat{Z}_{q, m}=\mathbf{v}_{q, m}^{H} \mathbf{F} \mathbf{v}_{q, m}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{3.16}
\end{equation*}
$$

[^8]

Figure 3.4: Spectra of the MC-DS-CDMA and MC-CDMA signals. In this example, $M=2$ parallel data symbols are each repeated across $R_{1}=8$ and $R_{2}=2$ sub-carriers in MC-CDMA and MC-DS-CDMA, respectively, where $N=4$ is the processing gain in each MC-DS-CDMA sub-band. We assume $(\Delta f)_{c}=W_{2}$.
where

$$
\begin{gather*}
\mathbf{v}_{q, m}=\left[\begin{array}{c}
\mathbf{w}_{m} \\
\mathbf{y}_{q, m}
\end{array}\right],  \tag{3.17}\\
\mathbf{F}=\frac{1}{2}\left[\begin{array}{ll}
\mathbf{0}_{4 R} & \mathbf{I}_{4 R} \\
\mathbf{I}_{4 R} & \mathbf{0}_{4 R}
\end{array}\right] . \tag{3.18}
\end{gather*}
$$

Assuming a +1 was transmitted, the bit error probability is given by

$$
\begin{equation*}
P_{e}=P\left\{\hat{Z}_{q, m}<0\right\} . \tag{3.19}
\end{equation*}
$$

A general method for obtaining a closed-form expression of (3.19) is outlined in Appendix D.

### 3.3 MC-CDMA vs. MC-DS-CDMA

### 3.3.1 Overview

We now apply MC-CDMA and MC-DS-CDMA signaling to the system model presented in Section 3.2. To distinguish the system parameters between the two schemes, we write $S=S_{1}$, $W=W_{1}$, and $R=R_{1}$ for MC-CDMA and $S=S_{2}, W=W_{2}$, and $R=R_{2}$ for MC-DS-CDMA.

Modulator


Figure 3.5: MC-CDMA modulator at frequency $f_{m, i}$ of the $u$-th transmit antenna.

Each MC-CDMA sub-band is non-spread and has a symbol rate of $1 / T_{s}$, where $T_{s}=\left(Q_{D} / Q\right) M T$. Therefore, the bandwidth of each sub-band is $W_{1}=1 / T_{s}$. On the other hand, each MC-DSCDMA sub-band has a processing gain (spreading factor) of $N$, so $W_{2}=N W_{1}=1 / T_{c}$, where $1 / T_{c}=N / T_{s}$ is the chip rate. Since the two multi-carrier schemes are constrained to the same information rate and bandwidth, we have $M R_{1} W_{1}=M R_{2} W_{2}$, which implies

$$
\begin{equation*}
R_{1}=N R_{2} \tag{3.20}
\end{equation*}
$$

An example of how the two schemes compare in the frequency domain is given in Fig. 3.4.

In the comparison that follows, we assume the following: (1) the channel is the same for both schemes, and the coherence bandwidth of the channel, $(\Delta f)_{c}$, is equal to $W_{2} ;(2)$ perfect carrier, chip, and symbol synchronization are established at the receiver; and (3) all $K$ users use long spreading sequences, which are modeled as independent random binary sequences of $\pm 1$ 's.

### 3.3.2 MC-CDMA

## Transmitter

The block diagram of the MC-CDMA modulator at frequency $f_{m, i}$ of the $u$-th transmit antenna, as shown in Fig. 3.5, is identical to the one in Fig. 2.4. Each symbol at the input of the MC-CDMA modulator is multiplied by only a single chip from the $k$-th user's spreading sequence, $C_{p, q, m, i}^{(k)}$. The resulting sequence modulates an impulse train and passes through a
chip wave-shaping filter denoted by $H_{1}(f)$. Finally, the output signal of the filter modulates the corresponding sub-carrier.

The transmitted signal for the $k$-th user is given by (3.1), where

$$
\begin{equation*}
\tilde{s}_{u, m, i}^{(k)}(t)=\sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} A_{1, q} b_{p, q, u, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right] \tag{3.21}
\end{equation*}
$$

In the above equation, $h_{1}(t)$ is the impulse response of the chip wave-shaping filter, and $A_{1, q}$ is the transmit amplitude during the $q$-th time slot:

$$
A_{1, q}= \begin{cases}A_{1 e}, & q=1, \ldots, Q_{P}  \tag{3.22}\\ A_{1 d}, & q=Q_{P}+1, \ldots, Q\end{cases}
$$

To keep the total energy transmitted from the two antennas the same over all time slots, we choose

$$
\begin{equation*}
A_{1 d}=\frac{A_{1 e}}{\sqrt{2}} \tag{3.23}
\end{equation*}
$$

As a result, the energy per bit can be shown to equal (see Appendix P.4)

$$
\begin{equation*}
E_{b 1}=\frac{1}{2} R_{1} A_{1 e}^{2}=R_{1} A_{1 d}^{2} \tag{3.24}
\end{equation*}
$$

## Channel

Given $(\Delta f)_{c}=W_{2}=N W_{1} \gg W_{1}$, the coherence bandwidth of the channel spans multiple MC-CDMA sub-bands, which means that the sub-bands may be highly correlated. We assume a correlated block fading model in which the $M R_{1}$ sub-bands are grouped into $M R_{1} / N$ frequency blocks - each block of $N$ sub-bands corresponds to one MC-DS-CDMA sub-band, and the number of repetitions-per-data symbol within a block is equal to (see Fig. 3.4)

$$
\begin{equation*}
R_{b} \triangleq \frac{N}{M} \tag{3.25}
\end{equation*}
$$

We assume flat fading across each block, such that the $N$ fade amplitudes associated with each block are identical (i.e., perfectly correlated). Also, we assume the fade amplitudes associated

## Demodulator



Figure 3.6: Complex equivalent lowpass version of the MC-CDMA demodulator at frequency $f_{m, i}$ of the $v$-th receive antenna.
with any two sub-bands from different blocks are independent. Thus, even though each symbol is transmitted across $R_{1}$ sub-carriers, the effective order of frequency diversity per data symbol is only $M R_{1} / N$, and the overall diversity gain per data symbol is $4 M R_{1} / N$, where the factor of 4 comes from the spatial diversity. Note that the frequency diversity gain for MC-CDMA does not change when we vary $M$, since $M R_{1}$ and $N$ are both fixed.

## Receiver

The complex equivalent lowpass version of the MC-CDMA demodulator in Fig 2.6 is shown in Fig. 3.6, where

$$
\begin{equation*}
\tilde{h}_{m, i, 1}(t)=h_{1}^{*}(-t) \tag{3.26}
\end{equation*}
$$

is the complex equivalent lowpass impulse response of the bandpass filter. The despreading operation in MC-CDMA simply involves multiplication by a single chip. Assume $H_{1}(f)$ is of unit energy, i.e.,

$$
\begin{equation*}
\int_{-\infty}^{\infty}\left|H_{1}(f)\right|^{2} d f=1 \tag{3.27}
\end{equation*}
$$

We define

$$
\begin{equation*}
x_{1}(t) \Leftrightarrow X_{1}(f) \triangleq\left|H_{1}(f)\right|^{2} \tag{3.28}
\end{equation*}
$$

Modulator


Figure 3.7: MC-DS-CDMA modulator at frequency $f_{m, i}$ of the $u$-th transmit antenna.
and assume

$$
X_{1}(f)=\left\{\begin{array}{ll}
T_{s}, & -\frac{1}{2 T_{s}}<f<\frac{1}{2 T_{s}},  \tag{3.29}\\
0, & \text { otherwise },
\end{array} \Leftrightarrow x_{1}(t)=\frac{\sin \pi t / T_{s}}{\pi t / T_{s}}\right.
$$

Since $X_{1}(f)$ satisfies the Nyquist criterion, inter-symbol interference is not present.

### 3.3.3 MC-DS-CDMA

## Transmitter

The block diagram of the MC-DS-CDMA modulator at frequency $f_{m, i}$ of the $u$-th transmit antenna is identical to the one in Fig. 2.4 (see Fig. 3.7). During each time slot, $b_{p, q, u, m}^{(k)}$ is multiplied by $N$ chips in the spreading sequence, $\left\{C_{p, q, n}^{(k)}\right\}_{n=1}^{N}$. The transmitted signal for the $k$-th user is also given by (3.1), but with

$$
\begin{equation*}
\tilde{s}_{u, m, i}^{(k)}(t)=\sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} A_{2, q} b_{p, q, u, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\}, \tag{3.30}
\end{equation*}
$$

where $h_{2}(t)$ is the impulse response of the chip wave-shaping filter, and $A_{2, q}$ is the transmit amplitude during the $q$-th time slot, which is defined as

$$
A_{2, q}= \begin{cases}A_{2 e}, & q=1, \ldots, Q_{P}  \tag{3.31}\\ A_{2 d}, & q=Q_{P}+1, \ldots, Q\end{cases}
$$

We choose

$$
\begin{equation*}
A_{2 d}=\frac{A_{2 e}}{\sqrt{2}} \tag{3.32}
\end{equation*}
$$

Demodulator


Figure 3.8: Complex equivalent lowpass version of the MC-DS-CDMA demodulator at frequency $f_{m, i}$ of the $v$-th receive antenna.
such that the energy per bit is equal to (see Appendix P.3)

$$
\begin{equation*}
E_{b 2}=\frac{1}{2} R_{2} A_{2 e}^{2} N=R_{2} A_{2 d}^{2} N \tag{3.33}
\end{equation*}
$$

## Channel

With $(\Delta f)_{c}=W_{2}$, we assume flat fading in each MC-DS-CDMA sub-band and independent fading between different sub-bands. As a result, the order of frequency diversity seen by each data symbol is $R_{2}$, and the overall diversity gain per data symbol is $4 R_{2}$. Since $R_{1}=N R_{2}$, we have $4 M R_{1} / N=4 M R_{2} \geq 4 R_{2}$, which implies that $M C-C D M A$ has $M$ times the diversity of $M C-D S-C D M A$.

## Receiver

We use the complex equivalent lowpass version of the MC-DS-CDMA demodulator in Fig. 2.6, where

$$
\begin{equation*}
\tilde{h}_{m, i, 2}(t)=h_{2}^{*}(-t) \tag{3.34}
\end{equation*}
$$

(see Fig. 3.8). In contrast to MC-CDMA, the despreading operation in MC-DS-CDMA involves multiplication by $N$ chips. We define

$$
\begin{equation*}
x_{2}(t) \Leftrightarrow X_{2}(f) \triangleq\left|H_{2}(f)\right|^{2} \tag{3.35}
\end{equation*}
$$

where the expression for $X_{2}(f)$ is given by

$$
X_{2}(f)=\left\{\begin{array}{ll}
T_{c}, & -\frac{1}{2 T_{c}}<f<\frac{1}{2 T_{c}},  \tag{3.36}\\
0, & \text { otherwise, }
\end{array} \Leftrightarrow x_{2}(t)=\frac{\sin \pi t / T_{c}}{\pi t / T_{c}}\right.
$$

Since $X_{2}(f)$ also satisfies the Nyquist criterion, inter-symbol interference is not present.

### 3.4 Performance Analysis

In this section, we present the expressions for $W_{q, v, m, i}, Y_{q, v, m, i}$, and $\hat{W}_{v, u, m, i}$ as they apply to MC-CDMA and MC-DS-CDMA. We also give closed-form results for the bit error probabilities of both schemes, assuming the desired user is $k=1$ (hence, $\tau^{(1)}=0$ ).

### 3.4.1 MC-CDMA

## Demodulator Output

The output of the demodulator at frequency $f_{m, i}$ of the $v$-th antenna during the $q$-th time slot is given by

$$
\begin{align*}
W_{q, v, m, i} & =A_{1 e} g_{v, u, m, i}^{(1)}+I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}, \quad q=1, \ldots, Q_{P}  \tag{3.37}\\
Y_{q, v, m, i} & =A_{1 d} \sum_{u=1}^{2} b_{p, q, u, m}^{(1)} g_{v, u, m, i}^{(1)}+I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q \tag{3.38}
\end{align*}
$$

where

$$
\begin{align*}
I_{W_{q, v, m, i}}= & C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} A_{1, q^{\prime}} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)}  \tag{3.39}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=(p Q+q-1) T_{s}}
\end{align*}
$$

and

$$
\begin{equation*}
N_{W_{q, v, m, i}}=\left.C_{p, q, m, i}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 1}(t)\right)\right|_{t=(p Q+q-1) T_{s}} \tag{3.40}
\end{equation*}
$$

represent the multiple access interference (MAI) due to the other $K-1$ users and the contribution of the AWGN to the test statistic, respectively. The expressions for $I_{Y_{q, v, m, i}}$ and $N_{Y_{q, v, m, i}}$ are identical to (3.39) and (3.40), respectively, except that they are associated with a different range of values for $q$. Note that the desired signal and AWGN terms are both zero-mean complex Gaussian. Thus, in the single-user case, $W_{q, v, m, i}$ and $Y_{q, v, m, i}$ are both zero-mean complex Gaussian random variables. When $K$ is large, the MAI terms are approximated as zero-mean complex Gaussian random variables, and therefore, $W_{q, v, m, i}$ and $Y_{q, v, m, i}$ are approximated as zero-mean complex Gaussian random variables as well.

## Channel Estimation

Substituting (3.37) into (3.5) and setting $A_{0}=A_{1 e}$, the estimate of $g_{v, u, m, i}^{(1)}$ is given by

$$
\hat{W}_{v, u, m, i}= \begin{cases}g_{v, u, m, i}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { odd }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=1  \tag{3.41}\\ g_{v, u, m, i}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { even }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=2\end{cases}
$$

Since $\hat{W}_{v, u, m, i}$ is a linear combination of the $\left\{W_{q, v, m, i}\right\}$, it is also a zero-mean complex Gaussian random variable when $K=1$, and is approximated as a zero-mean complex Gaussian random variable when $K$ is large.

From estimation theory, both $\left\{W_{q, v, m, i}\right\}_{q \text { odd }}$ and $\left\{W_{q, v, m, i}\right\}_{q \text { even }}$ represent linear models. The classical approach assumes $g_{v, u, m, i}^{(k)}$ is deterministic, and we can show that $\hat{W}_{v, u, m, i}$ is the minimum variance unbiased (MVU) estimator [29]. On the other hand, the Bayesian approach uses the fact that $g_{v, u, m, i}^{(1)}$ is zero-mean complex Gaussian. It can be shown that the minimum mean square error (MMSE) estimate of $g_{v, u, m, i}^{(1)}$ is just a scaled version of $\hat{W}_{v, u, m, i}$, and that both the MVU and MMSE estimators yield the same probability of error (see Appendix F).

## Probability of Error

The probability of error for MC-CDMA is derived as (see Appendix M)

$$
\begin{align*}
& P_{e}=\left(\frac{1}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{2}=0}^{4\left(R_{1}-M R_{1} / N\right)-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1}{2}\right)^{i_{2}} \\
& \left(\frac{1-\mu_{31}}{2}\right)^{4 M R_{1} / N 4\left(R_{1}-M R_{1} / N\right)-1-i_{2}}\binom{4 M R_{1} / N-1+i_{3}}{i_{3}}\left(\frac{1+\mu_{31}}{2}\right)^{i_{3}} \\
& \left(\frac{1-\mu_{41}}{2}\right)^{4 M R_{1} / N 4\left(R_{1}-M R_{1} / N\right)-1-i_{2}-i_{3}}\binom{4 M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& +\left(\frac{1-\mu_{13}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{1}=0}^{4 M R_{1} / N-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{1}}{i_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{i_{1}} \\
& \cdot\left(\frac{1-\mu_{23}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right) 4 M R_{1} / N-1-i_{1}}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1+\mu_{23}}{2}\right)^{i_{2}}  \tag{3.42}\\
& \left(\frac{1-\mu_{43}}{2}\right)^{4 M R_{1} / N} 4 M R_{1} / N-1-i_{1}-i_{2}\binom{4 M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r},
\end{align*}
$$

where

$$
\begin{align*}
& \mu_{31}=\frac{R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}-\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}{R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}+\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)},  \tag{3.43}\\
& \mu_{41}=\frac{R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}-\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}{R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}+\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}  \tag{3.44}\\
& \mu_{13}=\frac{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\left(R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+\left(R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}  \tag{3.45}\\
& \mu_{23}=\frac{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+\left(R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\left(R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}  \tag{3.46}\\
& \mu_{43}=\frac{R_{b}}{\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}} . \tag{3.47}
\end{align*}
$$

In the above equations, we have

$$
\begin{equation*}
d\left(\frac{E_{b 1}}{N_{0}}\right)=R_{b}^{2}+2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{3.48}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)=(K-1)+\frac{R_{1}}{E_{b 1} / N_{0}} \tag{3.49}
\end{equation*}
$$

## Asymptotic Analysis-Perfect CSI

While the complexity of the above expressions makes it difficult to gain an intuitive understanding of the probability of error, the usefulness of this closed-form result becomes apparent when we consider the asymptotic case of perfect CSI. Suppose we have a completely static channel, such that the fade amplitudes are constant over an infinitely long data frame (i.e., $Q \rightarrow \infty$ ). If we let $Q_{P} \rightarrow \infty$, then the error terms in (3.41) vanish, and the channel estimation becomes perfect. Since

$$
\begin{equation*}
\lim _{Q_{P} \rightarrow \infty} d\left(\frac{E_{b 1}}{N_{0}}\right)=R_{b}\left(R_{b}+2 c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right) \tag{3.50}
\end{equation*}
$$

we have

$$
\begin{align*}
& \lim _{P \rightarrow \infty} \mu_{31}=1  \tag{3.51}\\
& \lim _{Q_{P} \rightarrow \infty} \mu_{41}=1  \tag{3.52}\\
& \lim _{Q_{P} \rightarrow \infty} \mu_{13}=-1  \tag{3.53}\\
& \lim _{Q_{P} \rightarrow \infty} \mu_{23}=-1  \tag{3.54}\\
& \lim _{Q_{P} \rightarrow \infty} \mu_{43}=\sqrt{\frac{\bar{\gamma}_{P}}{1+\bar{\gamma}_{P}}}, \tag{3.55}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\gamma}_{P}=\frac{R_{b}}{2 c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}=\frac{1}{2}\left(\frac{1}{M R_{1} / N} \frac{E_{b 1}}{N_{0}}\right) \frac{1}{1+(K-1) \frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}} \tag{3.56}
\end{equation*}
$$

Using these results, we finally obtain

$$
\left.\lim _{Q_{P} \rightarrow \infty} P_{e}=\left(\frac{1-\mu}{2}\right)^{4 M R_{1} / N 4 M R_{1} / N-1} \sum_{i=0}^{4 M R_{1} / N-1+i} \begin{array}{c}
4  \tag{3.57}\\
i
\end{array}\right)\left(\frac{1+\mu}{2}\right)^{i}
$$

where

$$
\begin{equation*}
\mu=\sqrt{\frac{\bar{\gamma}_{P}}{1+\bar{\gamma}_{P}}} . \tag{3.58}
\end{equation*}
$$

Note that (3.57) is simply the probability of error of an ideal maximal ratio combiner with $4 M R_{1} / N$-th order diversity and an average SNR or SINR per diversity branch of $\bar{\gamma}_{P}[27$, Eqs. (14.4-15)-(14.4-16)].

### 3.4.2 MC-DS-CDMA

## Demodulator Output

The demodulator output at frequency $f_{m, i}$ of the $v$-th antenna during the $q$-th time slot is given by

$$
\begin{align*}
W_{q, v, m, i} & =A_{2 e} \sqrt{N} g_{v, u, m, i}^{(1)}+I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}, \quad q=1, \ldots, Q_{P}  \tag{3.59}\\
Y_{q, v, m, i} & =A_{2 d} \sqrt{N} \sum_{u=1}^{2} b_{p, q, u, m}^{(1)} g_{v, u, m, i}^{(1)}+I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q \tag{3.60}
\end{align*}
$$

where

$$
\begin{align*}
I_{W_{q, v, m, i}}= & \frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} A_{2, q^{\prime}} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)}  \tag{3.61}\\
& \left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}}
\end{align*}
$$

and

$$
\begin{equation*}
N_{W_{q, v, m, i}}=\left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 2}(t)\right)\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \tag{3.62}
\end{equation*}
$$

correspond to the MAI and AWGN terms, respectively. Again, the expressions for $I_{Y_{q, v, m, i}}$ and $N_{Y_{q, v, m, i}}$ are identical to (3.61) and (3.62), respectively. As in the MC-CDMA analysis, $W_{q, v, m, i}$ and $Y_{q, v, m, i}$ are both zero-mean complex Gaussian random variables in the single-user case and are approximated as zero-mean complex Gaussian random variables when $K$ is large.

## Channel Estimation

The expression for $\hat{W}_{v, u, m, i}$ is obtained by substituting (3.59) into (3.5):

$$
\hat{W}_{v, u, m, i}= \begin{cases}g_{v, u, m, i}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { odd }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=1  \tag{3.63}\\ g_{v, u, m, i}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { even }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=2\end{cases}
$$

For MC-DS-CDMA, we require a normalizing constant of $A_{0}=A_{2 e} \sqrt{N}$.

## Probability of Error

From Appendix L, the probability of error is derived as

$$
\begin{equation*}
P_{e}=\left(\frac{1-\mu}{2}\right)^{4 R_{2}} \sum_{i=0}^{4 R_{2}-1}\binom{4 R_{2}-1+i}{i}\left(\frac{1+\mu}{2}\right)^{i} \tag{3.64}
\end{equation*}
$$

where

$$
\begin{gather*}
\mu=\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}}  \tag{3.65}\\
\bar{\gamma}=\frac{1}{2}\left\{\left(1+\frac{1}{Q_{P} / 2}\right) c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)+\frac{1}{Q_{P} / 2}\left[c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]^{2}\right\}^{-1} \tag{3.66}
\end{gather*}
$$

and

$$
\begin{equation*}
c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)=\frac{K-1}{N}+\frac{R_{2}}{E_{b 2} / N_{0}} \tag{3.67}
\end{equation*}
$$

Note that this is just the probability of error of an ideal maximal ratio combiner [27, Eqs. (14.4-15),(14.4-16)] with $4 R_{2}$-th order diversity, except that the average SNR or SINR per diversity branch has been replaced by $\bar{\gamma}$ of (3.66).

## Asymptotic Analysis-Perfect CSI

Once again, the results for perfect CSI can be obtained by assuming both a static channel and an infinitely long data frame $(Q \rightarrow \infty)$, and then computing the limits of the expressions in
(3.64)-(3.66) as $Q_{P} \rightarrow \infty$. Since $Q_{P}$ is only present in $\bar{\gamma}$, we can simply replace $\bar{\gamma}$ in $\mu$ with

$$
\begin{equation*}
\bar{\gamma}_{P} \triangleq \lim _{Q_{P} \rightarrow \infty} \bar{\gamma}=\frac{1}{2 c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)}=\frac{1}{2}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \frac{1}{1+\frac{K-1}{N} \frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}} \tag{3.68}
\end{equation*}
$$

### 3.5 Numerical Results

### 3.5.1 Review of General Trends

We briefly summarize the general trends observed in Scenario \#2 for the SISO system. When $M>1$ and $K=1$, the error probability curves for MC-CDMA and MC-DS-CDMA always cross. This cross-over point, which we denote by $\left(\Delta, P_{e, \Delta}\right)$, implies that $P_{e, \text { MC-DS-CDMA }}<$ $P_{e, \text { MC-CDMA }}$ for $E_{b} / N_{0}<\Delta$ and $P_{e, \text { MC-DS-CDMA }}>P_{e, \text { MC-CDMA }}$ for $E_{b} / N_{0}>\Delta$. Likewise, we also have $\left(E_{b} / N_{0}\right)_{\text {MC-DS-CDMA }}<\left(E_{b} / N_{0}\right)_{\text {MC-CDMA }}$ for $P_{e}>P_{e, \Delta}$ and $\left(E_{b} / N_{0}\right)_{\text {MC-DS-CDMA }}>$ $\left(E_{b} / N_{0}\right)_{\text {MC-CDMA }}$ for $P_{e}<P_{e, \Delta}$. When $M>1$ and $K>1$, the MC-DS-CDMA and MC-CDMA curves cross only if $Q_{P}$ is sufficiently large; otherwise, MC-DS-CDMA gives a lower $P_{e}$ for all $E_{b} / N_{0}$. This is due to the fact that our detection schemes only involve matched filtering and lack a mechanism for combatting MAI. As a result, an error floor is present at high $E_{b} / N_{0}$, and the curves for both multi-carrier schemes flatten out.

In the figures to be presented shortly, we will see that these trends for the SISO system also apply to our MIMO system. This is because the multi-carrier comparisons in both cases are centered around the trade-off between diversity gain and channel estimation errors.

### 3.5.2 SISO vs. MIMO Comparison

Using the closed-form expressions for the bit error probabilities of MC-CDMA and MC-DS-CDMA presented in the previous section and in Section 2.3.5, we compare the MIMO results with those of Scenario $\# 2$ of the SISO system to study the impact of the additional diversity on
the multi-carrier comparison. For both the SISO and MIMO systems, we assume $S_{1}=M R_{1}=$ 512 and $S_{2}=M R_{2}=8$ sub-carriers for MC-CDMA and MC-DS-CDMA, respectively, where the processing gain of each MC-DS-CDMA sub-band is $N=64$. We set $E_{b 1}=E_{b 2}=E_{b}$ and consider both $K=1$ and $K=16$. The overall diversity gains per data symbol in MC-DS-CDMA and MCCDMA are equal to $R_{2}$ and $M R_{1} / N$, respectively, in the SISO system, and $4 R_{2}$ and $4 M R_{1} / N$, respectively, in the MIMO system. As we pointed out earlier in Section 3.3, MC-CDMA has M times the diversity of MC-DS-CDMA. Thus, when $M=1$, both multi-carrier schemes have equal diversity, and the probability of error was shown to be always lower in MC-DS-CDMA due to more reliable channel estimation (see Section 2.4). Henceforth, we only consider $M>1$. Since the transmission of pilot symbols during the estimation phase occurs during every time slot in the SISO system, but only during every other time slot at each antenna in the MIMO system, we assume $Q_{P}=16$ for the SISO system and consider both $Q_{P}=16$ and $Q_{P}=32$ for the MIMO system. When $Q_{P}=16$, the MIMO system maintains the same throughput as the SISO system ${ }^{4}$ (i.e., both systems transmit $Q_{D}$ data symbols per frame at each sub-carrier), but when $Q_{P}=32$, the MIMO system uses the same amount of total energy (i.e., same number of pilot symbols) as the SISO system to estimate each channel gain.

First, we consider the single-user scenario and compare the SISO and MIMO results against a target bit error rate of $P_{e}^{*}=10^{-5}$. The case $M=2$ is examined in Fig. 3.9. Here, MC-CDMA has twice the frequency diversity of MC-DS-CDMA. Note that the MC-DS-CDMA and MC-CDMA curves for the SISO system cross near $P_{e}^{*}$, which means that both multi-carrier schemes require approximately the same $E_{b} / N_{0}$ to achieve $P_{e}^{*}$. For the MIMO system, however, we observe that for both $Q_{P}=16$ and $Q_{P}=32$, the $E_{b} / N_{0}$ values required to achieve $P_{e}^{*}$ are lower in MC-DS-CDMA by at least 3 dB . Even if we reduce the target bit error rate to $P_{e}^{*}=10^{-7}$, the required $E_{b} / N_{0}$ values are still lower in MC-DS-CDMA. Next, we consider $M=8$. We observe

[^9]

Figure 3.9: SISO vs. MIMO: $K=1, M=2, R_{2}=4, M R_{1} / N=8$. The orders of diversity (per data symbol) in MC-DS-CDMA and MC-CDMA are equal to 4 and 8, respectively, in the SISO system, and 16 and 32, respectively, in the MIMO system.
in Fig. 3.10 that the cross-over points in the SISO case and in both instances of the MIMO case occur at $P_{e}$ values which are greater than $P_{e}^{*}=10^{-5}$. Thus, MC-CDMA achieves $P_{e}^{*}$ at lower $E_{b} / N_{0}$ values than MC-DS-CDMA in both the SISO and MIMO cases, although the differences in the required $E_{b} / N_{0}$ values are much smaller in the two MIMO cases. Based on these results for $M=2$ and $M=8$, we conclude that for $K=1$, the performance gains obtained by MC-DS-CDMA from the addition of spatial diversity are enough to offset the difference in frequency diversity between the two schemes when $M$ is small, but not when $M$ is large.

Now, consider a multi-user scenario with $K=16$. When $M=2$, we see in Fig. 3.11 that the MC-CDMA and MC-DS-CDMA curves do not cross in either the SISO or MIMO cases. Furthermore, at a given $E_{b} / N_{0}$, the differences in probability of error between the two schemes


Figure 3.10: SISO vs. MIMO: $K=1, M=8, R_{2}=1, M R_{1} / N=8$. The orders of diversity (per data symbol) in MC-DS-CDMA and MC-CDMA are equal to 1 and 8 , respectively, in the SISO system, and 4 and 32, respectively, in the MIMO system.
are much larger in the two MIMO cases than in the SISO case. This implies that in order for the MC-CDMA and MC-DS-CDMA curves to cross, we will have to use a larger $Q_{P}$ in the MIMO case than in the SISO case. When $M=8$, the curves for the two schemes in Fig. 3.12 do cross in the case of the SISO system when $Q_{P}=16$. In the MIMO system, however, a cross-over point does not exist for either $Q_{P}=16$ or $Q_{P}=32$; we must use $Q_{P}>32$ in order for the curves to cross. Thus, we conclude that the additional diversity increases the value of $Q_{P}$ required for the MC-CDMA and MC-DS-CDMA curves to cross and for there to be a trade-off in performance between the two multi-carrier schemes.


Figure 3.11: SISO vs. MIMO: $K=16, M=2, R_{2}=4, M R_{1} / N=8$.

### 3.6 Conclusion

Our previous comparison between MC-DS-CDMA and MC-CDMA focused on the tradeoff between diversity gain and channel estimation errors, but only a SISO system was considered. In this work, we incorporated spatial diversity into the comparison by using a MIMO system employing Alamouti space-time block coding. To quantify the effects of this additional diversity, we derived closed-form expressions for the bit error probabilities of the two multi-carrier schemes, and we compared the results of the MIMO system against those of the SISO system. Since we only considered those cases where MC-CDMA has higher frequency diversity than MC-DS-CDMA, we argued that the additional diversity benefits MC-DS-CDMA more than MC-CDMA. It was shown for the case of a single user that these gains for MC-DS-CDMA can offset the difference in


Figure 3.12: SISO vs. MIMO: $K=16, M=8, R_{2}=1, M R_{1} / N=8$.
frequency diversity between the two schemes when $M$ is small, but not when $M$ is large, where $M$ represents the number of parallel data streams. Also, when matched-filter-based detection is used for the case of multiple users, our results showed that the additional diversity increases the number of pilot symbols required to force a performance trade-off between the two schemes (i.e., to get the MC-CDMA and MC-DS-CDMA curves to cross).
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## Chapter 4

## Conclusion

In this dissertation, we presented an analytical comparison of the error probability performances of MC-DS-CDMA and MC-CDMA. To ensure a fair comparison, both multi-carrier schemes were required to use (1) the same bandwidth, information rate, and energy-per-bit, (2) the same combining scheme at the receiver (i.e., maximal ratio combining), and (3) the same pilot-based scheme to estimate the channel gains at each sub-carrier frequency. We also forced both schemes to employ bandlimited, non-overlapping sub-bands. These constraints resulted in a possible trade-off between diversity gain and channel estimation errors between the two schemes.

In Chapter 2, we compared the two schemes for a SISO system under two different channel scenarios. We derived closed-form expressions of the probability of error for both schemes under both scenarios, and we compared the numerical results for different information rates, number of users, and number of pilot symbols per channel estimate. For the different cases considered, we showed that a performance trade-off between the two schemes can only occur under the following conditions:

1. The coherence bandwidth of the channel is equal to the bandwidth of one MC-DS-CDMA
sub-band (i.e., Scenario \#2);
2. The number of parallel data streams, $M$, is such that $M>1$.

This performance trade-off manifested itself in a cross-over point between the two curves; that is, there existed some $\Delta$ such that a lower bit error rate is achieved by using MC-DS-CDMA for $E_{b} / N_{0}<\Delta$, and by using MC-CDMA for $E_{b} / N_{0}>\Delta$. Such a trade-off implies that the effects of channel estimation errors dominate at low $E_{b} / N_{0}$ values, while the effects of diversity dominate at high $E_{b} / N_{0}$ values. When the above two conditions were satisfied, this trade-off always occurred in the single-user case; but in the multi-user case, when matched filtering was used at the receiver, this trade-off only occurred if the number of pilot symbols used in each channel estimate was large enough. In all other cases, we showed that the probability of error was uniformly lower in one multi-carrier scheme than the other (i.e., the bit error rate curves for the two schemes never cross).

In Chapter 3, we extended the comparison to a MIMO system employing dual transmit/receive diversity and Alamouti space-time block coding at each sub-carrier of both schemes. Here, we restricted the comparison to those cases where MC-CDMA has higher frequency diversity than MC-DS-CDMA (i.e., when the coherence bandwidth of the channel is equal to the bandwidth of one MC-DS-CDMA sub-band, and when $M>1$ ). Once again, we derived closedform expressions for the bit error rates of the two schemes, and we compared these MIMO results against those of the SISO system. For the single-user case, we chose a target bit error rate of $P_{e}^{*}=10^{-5}$, and we showed that the performance gains in MC-DS-CDMA due to the additional diversity were enough to offset the difference in frequency diversity between the two schemes when $M$ was small, but not when $M$ was large. In the multi-user case, we observed that the additional diversity increased the number of pilot symbols required for there to be a trade-off in performance between the two multi-carrier schemes.

Aside from the trade-off studies involving MC-DS-CDMA and MC-CDMA, the other key contributions of this work include derivations of closed-form expressions for the coefficients of a partial fraction expansion and for the probability of error of a general Hermitian quadratic form in zero-mean complex Gaussian random variables. The combination of these two results suggests an alternative approach to performance analysis that is applicable to diversity systems using maximal ratio combining over Rayleigh fading channels with an arbitrary branch covariance matrix. The drawback of this approach is that it requires the evaluation of eigenvalues, but we showed in this dissertation that it is possible in certain cases (e.g., when the diversity channels are i.i.d.) to derive these eigenvalues in closed form.

## Appendix A

## Partial Fraction Expansion

In this appendix, we derive closed-form expressions for the coefficients of three different partial fraction expansions encountered in this dissertation. The approach we use is identical to the one in [30], but our results were obtained independently of [30]. We also present an iterative algorithm as an alternate method for computing the coefficients in the first of the three expansions. ${ }^{1}$ This algorithm is essentially the same as the one given in [31], but our algorithm was derived independently of this work.

## A. 1 Expansion \#1

## A.1.1 Closed-Form Expression for the PFE Coefficients

Consider the partial fraction expansion (PFE)

$$
\begin{equation*}
\prod_{n=1}^{\Lambda} \frac{1}{\left(\lambda_{n} s+1\right)^{m_{n}}}=\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} \frac{c_{n, k}}{\left(\lambda_{n} s+1\right)^{m_{n}-k+1}} \tag{A.1}
\end{equation*}
$$

[^10]where $m_{n}$ denotes the order of the pole at $s=-1 / \lambda_{n}$, and the $\left\{c_{n, k}\right\}$ are the PFE coefficients. To derive a closed-form expression for $c_{n, k}$, we first multiply both sides of (A.1) by $\left(\lambda_{n} s+1\right)^{m_{n}}$ to get
\[

$$
\begin{equation*}
g_{n}(s)=h_{n}(s)+\left(\lambda_{n} s+1\right)^{m_{n}} \sum_{\substack{i=1 \\ i \neq n}}^{\Lambda} \sum_{p=1}^{m_{i}} c_{i, p}\left(\lambda_{i} s+1\right)^{-\left(m_{i}-p+1\right)}, \quad n=1, \ldots, \Lambda \tag{A.2}
\end{equation*}
$$

\]

where

$$
\begin{align*}
g_{n}(s) & =\prod_{\substack{i=1 \\
i \neq n}}^{\Lambda}\left(\lambda_{i} s+1\right)^{-m_{i}}  \tag{A.3}\\
h_{n}(s) & =\sum_{p=1}^{m_{n}} c_{n, p}\left(\lambda_{n} s+1\right)^{p-1} \tag{A.4}
\end{align*}
$$

Then, we evaluate the $(k-1)$-th derivative of (A.2) at $s=-1 / \lambda_{n}$ :

$$
\begin{equation*}
\left.\frac{d^{k-1}}{d s^{k-1}} g_{n}(s)\right|_{s=-1 / \lambda_{n}}=\left.\frac{d^{k-1}}{d s^{k-1}} h_{n}(s)\right|_{s=-1 / \lambda_{n}} \quad, \quad k=1, \ldots, m_{n} \tag{A.5}
\end{equation*}
$$

To arrive at (A.5), we used the fact that

$$
\begin{equation*}
\left.\frac{d^{k-1}}{d s^{k-1}}\left(\left(\lambda_{n} s+1\right)^{m_{n}} \sum_{\substack{i=1 \\ i \neq n}}^{\Lambda} \sum_{p=1}^{m_{i}} c_{i, p}\left(\lambda_{i} s+1\right)^{-\left(m_{i}-p+1\right)}\right)\right|_{s=-1 / \lambda_{n}}=0, \quad k=1, \ldots, m_{n} \tag{A.6}
\end{equation*}
$$

This result is easily proved when we realize that each term in the derivative contains a factor of the form $\left(\lambda_{n} s+1\right)^{r}\left(r=1, \ldots, m_{n}\right)$, which evaluates to zero when $s=-1 / \lambda_{n}$. Using the formula

$$
\begin{equation*}
\frac{d^{k}}{d s^{k}}(\lambda s+1)^{n}=\frac{n!}{(n-k)!} \lambda^{k}(\lambda s+1)^{n-k}, \quad n=1,2, \ldots ; k=0, \ldots, n \tag{A.7}
\end{equation*}
$$

which is easily proved by induction, and noting that

$$
\begin{equation*}
\left.\frac{d^{k-1}}{d s^{k-1}}\left(\lambda_{n} s+1\right)^{p-1}\right|_{s=-1 / \lambda_{n}}=0, \quad k>p \tag{A.8}
\end{equation*}
$$

we have

$$
\begin{align*}
\left.\frac{d^{k-1}}{d s^{k-1}} h_{n}(s)\right|_{s=-1 / \lambda_{n}} & =\left.\sum_{p=k}^{m_{n}} c_{n, p} \cdot \frac{d^{k-1}}{d s^{k-1}}\left(\lambda_{n} s+1\right)^{p-1}\right|_{s=-1 / \lambda_{n}} \\
& =c_{n, k} \cdot(k-1)!\cdot \lambda_{n}^{k-1}, \quad k=1, \ldots, m_{n} \tag{A.9}
\end{align*}
$$

Substituting this result into (A.5) and using the expression for $g_{n}(s)$ in (A.3), we obtain

$$
\begin{equation*}
c_{n, k}=\left.\frac{\left(1 / \lambda_{n}\right)^{k-1}}{(k-1)!} \frac{d^{k-1}}{d s^{k-1}}\left\{\prod_{\substack{i=1 \\ i \neq n}}^{\Lambda}\left(\lambda_{i} s+1\right)^{-m_{i}}\right\}\right|_{s=-1 / \lambda_{n}} \tag{A.10}
\end{equation*}
$$

To evaluate the derivative in (A.10), we apply the theorem [32, Thm. 1]

$$
\begin{equation*}
\frac{d^{n}}{d x^{n}}\left[\prod_{i=1}^{m} f_{i}(x)\right]=n!\cdot \sum_{\Omega} \prod_{k=1}^{m} \frac{1}{i_{k}!} \frac{d^{i_{k}}}{d x^{i_{k}}} f_{k}(x), \quad \Omega=\left\{i_{1}, \ldots, i_{m} \mid \sum_{p=1}^{m} i_{p}=n\right\}, \tag{A.11}
\end{equation*}
$$

and use the formula

$$
\begin{equation*}
\frac{d^{k}}{d s^{k}}(\lambda s+1)^{-m}=(-1)^{k} \frac{(m-1+k)!}{(m-1)!} \lambda^{k}(\lambda s+1)^{-(m+k)}, \quad m=1,2, \ldots \tag{A.12}
\end{equation*}
$$

which is also easily proved by induction. This yields

$$
\begin{equation*}
\frac{d^{k-1}}{d s^{k-1}}\left\{\prod_{\substack{i=1 \\ i \neq n}}^{\Lambda}\left(\lambda_{i} s+1\right)^{-m_{i}}\right\}=(k-1)!\sum_{\Omega_{n, k}} \prod_{\substack{q=1 \\ q \neq n}}^{\Lambda}(-1)^{i_{q}}\binom{m_{q}-1+i_{q}}{i_{q}} \lambda_{q}^{i_{q}}\left(\lambda_{q} s+1\right)^{-\left(m_{q}+i_{q}\right)}, \tag{A.13}
\end{equation*}
$$

where $\Omega_{n, k}=\left\{i_{1}, \ldots, i_{n-1}, i_{n+1}, \ldots, i_{\Lambda} \mid \sum_{q=1, q \neq n}^{\Lambda} i_{q}=k-1\right\}$. Finally, we substitute (A.13) into (A.10) and use the relation

$$
\lambda_{n}^{k-1}=\prod_{\substack{q=1 \\ q \neq n}}^{\Lambda} \lambda_{n}^{i_{q}}
$$

to get

$$
\begin{align*}
c_{n, k} & =\left.\left(1 / \lambda_{n}\right)^{k-1} \sum_{\Omega_{n, k}} \prod_{\substack{q=1 \\
q \neq n}}^{\Lambda}(-1)^{i_{q}}\binom{m_{q}-1+i_{q}}{i_{q}} \lambda_{q}^{i_{q}}\left(\lambda_{q} s+1\right)^{-\left(m_{q}+i_{q}\right)}\right|_{s=-1 / \lambda_{n}} \\
& =\sum_{\Omega_{n, k}} \prod_{\substack{q=1 \\
q \neq n}}^{\Lambda}\binom{m_{q}-1+i_{q}}{i_{q}}\left(-\frac{\lambda_{q}}{\lambda_{n}}\right)^{i_{q}}\left(1-\frac{\lambda_{q}}{\lambda_{n}}\right)^{-\left(m_{q}+i_{q}\right)} \\
& =\prod_{\substack{r=1 \\
r \neq n}}^{\Lambda}\left(1-\frac{\lambda_{r}}{\lambda_{n}}\right)^{-m_{r}} \sum_{\Omega_{n, k}} \prod_{\substack{q=1 \\
q \neq n}}^{\Lambda}\binom{m_{q}-1+i_{q}}{i_{q}}\left(1-\frac{\lambda_{n}}{\lambda_{q}}\right)^{-i_{q}} . \tag{A.14}
\end{align*}
$$

If we define

$$
\begin{equation*}
\mu_{m n}=\frac{\lambda_{m}+\lambda_{n}}{\lambda_{m}-\lambda_{n}}, \quad m \neq n \tag{A.15}
\end{equation*}
$$

such that

$$
\begin{aligned}
& \left(1-\frac{\lambda_{m}}{\lambda_{n}}\right)^{-1}=\frac{1-\mu_{m n}}{2} \\
& \left(1-\frac{\lambda_{n}}{\lambda_{m}}\right)^{-1}=\frac{1+\mu_{m n}}{2}
\end{aligned}
$$

then $c_{n, k}$ is re-written as

$$
\begin{equation*}
c_{n, k}=\prod_{\substack{r=1 \\ r \neq n}}^{\Lambda}\left(\frac{1-\mu_{r n}}{2}\right)^{m_{r}} \sum_{\Omega_{n, k}} \prod_{\substack{q=1 \\ q \neq n}}^{\Lambda}\binom{m_{q}-1+i_{q}}{i_{q}}\left(\frac{1+\mu_{q n}}{2}\right)^{i_{q}} . \tag{A.16}
\end{equation*}
$$

We make a few important observations. First, we see from (A.14) that $c_{n, k}$ only depends on the ratios $\left\{\lambda_{n} / \lambda_{q}\right\}_{q \neq n}$ and not on the exact values of the $\left\{\lambda_{n}\right\}$. Therefore, for any constant $b$, we expect all expansions of the form

$$
\begin{equation*}
\prod_{n=1}^{\Lambda} \frac{1}{\left(b \lambda_{n} s+1\right)^{m_{n}}}=\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} \frac{c_{n, k}}{\left(b \lambda_{n} s+1\right)^{m_{n}-k+1}} \tag{A.17}
\end{equation*}
$$

to have the same set of PFE coefficients, since all of the $\left\{\lambda_{n}\right\}$ are multiplied by the same constant. Second, when $\Lambda=2$, (A.16) yields simple expressions which are conducive to efficient numerical evaluation:

$$
\begin{align*}
& c_{1, k}=\left(\frac{1-\mu_{21}}{2}\right)^{m_{2}}\binom{m_{2}-1+(k-1)}{k-1}\left(\frac{1+\mu_{21}}{2}\right)^{k-1}, \quad k=1, \ldots, m_{1}  \tag{A.18}\\
& c_{2, k}=\left(\frac{1-\mu_{12}}{2}\right)^{m_{1}}\binom{m_{1}-1+(k-1)}{k-1}\left(\frac{1+\mu_{12}}{2}\right)^{k-1}, \quad k=1, \ldots, m_{2} \tag{A.19}
\end{align*}
$$

The expressions for $\left\{c_{n, k}\right\}$ when $\Lambda>2$, however, are much more complicated, and we can calculate the $\left\{c_{n, k}\right\}$ more efficiently by using iterative techniques (see Appendix A.1.2 for an example). Finally, note that (A.1), when evaluated at $s=0$, leads to the result

$$
\begin{equation*}
\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k}=1 \tag{A.20}
\end{equation*}
$$

This relation can be used to ensure that no round-off errors have been made when the $\left\{c_{n, k}\right\}$ are calculated numerically.

## A.1.2 Iterative Algorithm for the PFE Coefficients

We now derive an iterative algorithm for calculating the $\left\{c_{n, k}\right\}$. From (A.3) and (A.10), we have

$$
\begin{equation*}
c_{n, k}=\left.\frac{\left(1 / \lambda_{n}\right)^{k-1}}{(k-1)!} \frac{d^{k-1}}{d s^{k-1}} g_{n}(s)\right|_{s=-1 / \lambda_{n}} \tag{A.21}
\end{equation*}
$$

Since the first derivative of $g_{n}(s)$ is given by

$$
\begin{align*}
\frac{d}{d s} g_{n}(s) & =-\sum_{\substack{i=1 \\
i \neq n}}^{\Lambda} m_{i} \lambda_{i}\left(\lambda_{i} s+1\right)^{-m_{i}-1} \prod_{\substack{r=1 \\
r \neq n, r \neq i}}^{\Lambda}\left(\lambda_{r} s+1\right)^{-m_{r}} \\
& =-\sum_{\substack{i=1 \\
i \neq n}}^{\Lambda} m_{i} \lambda_{i}\left(\lambda_{i} s+1\right)^{-1} g_{n}(s) \tag{A.22}
\end{align*}
$$

for $k=1, \ldots, m_{n}-1$, we expand the $k$-th derivative of $g_{n}(s)$ as

$$
\begin{align*}
\frac{d^{k}}{d s^{k}} g_{n}(s) & =\frac{d^{k-1}}{d s^{k-1}}\left[\frac{d}{d s} g_{n}(s)\right] \\
& =-\sum_{\substack{i=1 \\
i \neq n}}^{\Lambda} m_{i} \lambda_{i} \frac{d^{k-1}}{d s^{k-1}}\left[\left(\lambda_{i} s+1\right)^{-1} g_{n}(s)\right] \\
& =-\sum_{\substack{i=1 \\
i \neq n}}^{\Lambda} m_{i} \lambda_{i} \sum_{p=0}^{k-1}\binom{k-1}{p} \frac{d^{p}}{d s^{p}} g_{n}(s) \cdot \frac{d^{k-1-p}}{d s^{k-1-p}}\left(\lambda_{i} s+1\right)^{-1} \tag{A.23}
\end{align*}
$$

where the expansion rule [33, Sec. 5.1.4(s)]

$$
\begin{equation*}
\frac{d^{n}}{d x^{n}}(u v)=\binom{n}{0} v \frac{d^{n} u}{d x^{n}}+\binom{n}{1} \frac{d v}{d x} \frac{d^{n-1} u}{d x^{n-1}}+\cdots+\binom{n}{n} \frac{d^{n} v}{d x^{n}} u \tag{A.24}
\end{equation*}
$$

was applied in the last step. Using (A.12) to obtain

$$
\begin{equation*}
\frac{d^{k-1-p}}{d s^{k-1-p}}\left(\lambda_{i} s+1\right)^{-1}=(-1)^{k-1-p}(k-1-p)!\cdot \lambda_{i}^{k-1-p}\left(\lambda_{i} s+1\right)^{-(k-p)} \tag{A.25}
\end{equation*}
$$

we show that the $k$-th derivative of $g_{n}(s)$, evaluated at $s=-1 / \lambda_{n}$, is simply a function of all of its lower-order derivatives evaluated at $s=-1 / \lambda_{n}$ :

$$
\begin{equation*}
\left.\frac{d^{k}}{d s^{k}} g_{n}(s)\right|_{s=-1 / \lambda_{n}}=\left.\sum_{\substack{i=1 \\ i \neq n}}^{\Lambda} m_{i} \sum_{p=0}^{k-1} \frac{(k-1)!}{p!}\left(\frac{1}{\lambda_{n}}-\frac{1}{\lambda_{i}}\right)^{-(k-p)} \frac{d^{p}}{d s^{p}} g_{n}(s)\right|_{s=-1 / \lambda_{n}} \tag{A.26}
\end{equation*}
$$

For notational simplicity, define

$$
\begin{equation*}
g_{n}^{(k)}=\left.\frac{d^{k}}{d s^{k}} g_{n}(s)\right|_{s=-1 / \lambda_{n}} \tag{A.27}
\end{equation*}
$$

Thus, we can re-write (A.26) as

$$
\begin{equation*}
g_{n}^{(k)}=\sum_{\substack{i=1 \\ i \neq n}}^{\Lambda} m_{i} \sum_{p=0}^{k-1} \frac{(k-1)!}{p!}\left(\frac{1}{\lambda_{n}}-\frac{1}{\lambda_{i}}\right)^{-(k-p)} g_{n}^{(p)} \tag{A.28}
\end{equation*}
$$

The iterative algorithm is summarized as follows:

1. Calculate $g_{n}^{(0)}=\prod_{\substack{i=1 \\ i \neq n}}^{\Lambda}\left(1-\frac{\lambda_{i}}{\lambda_{n}}\right)^{-m_{i}}$.
2. Calculate $g_{n}^{(1)}, g_{n}^{(2)}, \ldots, g_{n}^{\left(m_{n}-1\right)}$ using (A.28).
3. Calculate $c_{n, 1}, c_{n, 2}, \ldots, c_{n, m_{n}}$ using (A.21).

Again, we can confirm that round-off errors are not present by making sure the $\left\{c_{n, k}\right\}$ satisfy (A.20).

## A. 2 Expansion \#2

Now, consider the PFE

$$
\begin{equation*}
\prod_{l=1}^{L} \frac{v_{1 l}^{R}}{\left(v+j v_{1 l}\right)^{R}}=\sum_{l=1}^{L} \sum_{k=1}^{R} c_{l, k} \frac{v_{1 l}^{k}}{\left(v+j v_{1 l}\right)^{R-k+1}} \tag{A.29}
\end{equation*}
$$

This equation can be re-written as

$$
\begin{equation*}
\prod_{l=1}^{L} \frac{1}{\left(\frac{v}{v_{1 l}}+j\right)^{R}}=\sum_{l=1}^{L} \sum_{k=1}^{R} \frac{c_{l, k}}{\left(\frac{v}{v_{1 l}}+j\right)^{R-k+1}} \tag{A.30}
\end{equation*}
$$

We follow the same steps as in Appendix A.1.1 to derive a closed-form expression for $c_{l, k}$.
First, we multiply both sides of (A.30) by $\left(\frac{v}{v_{1 l}}+j\right)^{R}$ to get

$$
\begin{equation*}
g_{l}(v)=h_{l}(v)+\left(\frac{v}{v_{1 l}}+j\right)^{R} \sum_{\substack{i=1 \\ i \neq l}}^{L} \sum_{p=1}^{R} c_{i, p}\left(\frac{v}{v_{1 i}}+j\right)^{-(R-p+1)}, \quad n=1, \ldots, L, \tag{A.31}
\end{equation*}
$$

where

$$
\begin{align*}
g_{l}(v) & =\prod_{\substack{i=1 \\
i \neq l}}^{L}\left(\frac{v}{v_{1 i}}+j\right)^{-R}  \tag{A.32}\\
h_{l}(v) & =\sum_{p=1}^{R} c_{l, p}\left(\frac{v}{v_{1 l}}+j\right)^{p-1} . \tag{А.33}
\end{align*}
$$

Next, we take the $(k-1)$-th derivative of (A.31) and evaluate the resulting equation at $v=-j v_{1 l}$ to obtain

$$
\begin{equation*}
\left.\frac{d^{k-1}}{d v^{k-1}} g_{l}(v)\right|_{v=-j v_{1 l}}=\left.\frac{d^{k-1}}{d v^{k-1}} h_{l}(v)\right|_{v=-j v_{1 l}} \quad, \quad k=1, \ldots, R \tag{А.34}
\end{equation*}
$$

where we used the fact that

$$
\begin{equation*}
\left.\frac{d^{k-1}}{d v^{k-1}}\left[\left(\frac{v}{v_{1 l}}+j\right)^{R} \sum_{\substack{i=1 \\ i \neq l}}^{L} \sum_{p=1}^{R} c_{i, p}\left(\frac{v}{v_{1 i}}+j\right)^{-(R-p+1)}\right]\right|_{v=-j v_{1 l}}=0, \quad k=1, \ldots, R \tag{A.35}
\end{equation*}
$$

By using the formula

$$
\begin{equation*}
\frac{d^{k}}{d v^{k}}\left(\frac{v}{v_{1 l}}+j\right)^{m}=\frac{m!}{(m-k)!}\left(\frac{1}{v_{1 l}}\right)^{k}\left(\frac{v}{v_{1 l}}+j\right)^{m-k}, \quad m=1,2, \ldots ; k=0, \ldots, m \tag{А.36}
\end{equation*}
$$

which is easily proved by induction, we can show that

$$
\begin{align*}
\left.\frac{d^{k-1}}{d v^{k-1}} h_{l}(v)\right|_{v=-j v_{1 l}} & =\left.\sum_{p=k}^{R} c_{l, p} \cdot \frac{d^{k-1}}{d v^{k-1}}\left(\frac{v}{v_{1 l}}+j\right)^{p-1}\right|_{v=-j v_{1 l}} \\
& =c_{l, k} \cdot \frac{(k-1)!}{v_{1 l}^{k-1}}, \quad k=1, \ldots, R \tag{A.37}
\end{align*}
$$

Substituting this result into (A.34), we get

$$
\begin{equation*}
c_{l, k}=\left.\frac{v_{1 l}^{k-1}}{(k-1)!} \frac{d^{k-1}}{d v^{k-1}}\left\{\prod_{\substack{i=1 \\ i \neq l}}^{L}\left(\frac{v}{v_{1 i}}+j\right)^{-R}\right\}\right|_{v=-j v_{1 l}} \tag{A.38}
\end{equation*}
$$

The derivative in (A.38) is evaluated by applying both (A.11) and the formula

$$
\begin{equation*}
\frac{d^{k}}{d v^{k}}\left(\frac{v}{v_{1 l}}+j\right)^{-m}=(-1)^{k} \frac{(m-1+k)!}{(m-1)!}\left(\frac{1}{v_{1 l}}\right)^{k}\left(\frac{v}{v_{1 l}}+j\right)^{-(m+k)}, \quad m=1,2, \ldots \tag{A.39}
\end{equation*}
$$

which is also easily proved by induction. Thus, we have

$$
\begin{align*}
c_{l, k} & =\left.\frac{v_{1 l}^{k-1}}{(k-1)!} \cdot(k-1)!\sum_{\Omega_{l, k}} \prod_{\substack{q=1 \\
q \neq l}}^{L}(-1)^{i_{q}}\binom{R-1+i_{q}}{i_{q}}\left(\frac{1}{v_{1 q}}\right)^{i_{q}}\left(\frac{v}{v_{1 q}}+j\right)^{-\left(R+i_{q}\right)}\right|_{v=-j v_{1 l}} \\
& =\left.v_{1 l}^{k-1} \sum_{\Omega_{l, k}} \prod_{\substack{p=1 \\
p \neq l}}^{L}\left(\frac{v}{v_{1 p}}+j\right)^{-R} \prod_{\substack{q=1 \\
q \neq l}}^{L}(-1)^{i_{q}}\binom{R-1+i_{q}}{i_{q}}\left(\frac{1}{v_{1 q}}\right)^{i_{q}}\left(\frac{v}{v_{1 q}}+j\right)^{-i_{q}}\right|_{v=-j v_{1 l}}, \tag{A.40}
\end{align*}
$$

where $\Omega_{l, k}=\left\{i_{1}, \ldots, i_{l-1}, i_{l+1}, \ldots, i_{L} \mid \sum_{q=1, q \neq l}^{L} i_{q}=k-1\right\}$. Using the relation

$$
v_{1 l}^{k-1}=\prod_{\substack{q=1 \\ q \neq l}}^{L} v_{1 l}^{i_{q}}
$$

we simplify (A.40) as

$$
\begin{align*}
c_{l, k} & =\left.\prod_{\substack{p=1 \\
p \neq l}}^{L}\left(\frac{v}{v_{1 p}}+j\right)^{-R} \sum_{\Omega_{l, k}} \prod_{\substack{q=1 \\
q \neq l}}^{L}(-1)^{i_{q}}\binom{R-1+i_{q}}{i_{q}}\left(\frac{v_{1 l}}{v_{1 q}}\right)^{i_{q}}\left(\frac{v}{v_{1 q}}+j\right)^{-i_{q}}\right|_{v=-j v_{1 l}} \\
& =j^{-R(L-1)} \cdot \prod_{\substack{p=1 \\
p \neq l}}^{L}\left(1-\frac{v_{1 l}}{v_{1 p}}\right)^{-R} \sum_{\substack{\Omega_{l, k}}} \prod_{\substack{q=1 \\
q \neq l}}^{L}(-1)^{i_{q}}\binom{R-1+i_{q}}{i_{q}} j^{-i_{q}} \frac{\left(\frac{v_{1 l}}{v_{1 q}}\right)^{i_{q}}}{\left(1-\frac{v_{1 l}}{v_{1 q}}\right)^{i_{q}}} \\
& =(-j)^{R(L-1)+k-1} \cdot \prod_{\substack{p=1 \\
p \neq l}}^{L}\left(1-\frac{v_{1 l}}{v_{1 p}}\right)^{-R} \sum_{\Omega_{l, k}} \prod_{\substack{q=1 \\
q \neq l}}^{L}\binom{R-1+i_{q}}{i_{q}}\left(1-\frac{v_{1 q}}{v_{1 l}}\right)^{-i_{q}} . \tag{A.41}
\end{align*}
$$

If we compare (A.29) and (A.41) against (A.1) and (A.14), respectively, we note that we can write $c_{l, k}$ as

$$
\begin{equation*}
c_{l, k}=(-j)^{R(L-1)+k-1} \cdot \tilde{c}_{l, k}, \tag{A.42}
\end{equation*}
$$

where the $\left\{\tilde{c}_{l, k}\right\}$ are the coefficients in the PFE

$$
\begin{equation*}
\prod_{l=1}^{L}\left(\frac{v}{v_{1 l}}+1\right)^{-R}=\sum_{l=1}^{L} \sum_{k=1}^{R} \tilde{c}_{l, k}\left(\frac{v}{v_{1 l}}+1\right)^{-(R-k+1)} \tag{A.43}
\end{equation*}
$$

Also, if we substitute $v=0$ into (A.30) and use the relation in (A.42), we have

$$
\prod_{l=1}^{L} j^{-R}=\sum_{l=1}^{L} \sum_{k=1}^{R} c_{l, k} \cdot j^{-(R-k+1)}
$$

$$
\begin{align*}
j^{-R L} & =\sum_{l=1}^{L} \sum_{k=1}^{R}(-j)^{R(L-1)+k-1} \cdot \tilde{c}_{l, k} \cdot j^{-(R-k+1)} \\
1 & =\sum_{l=1}^{L} \sum_{k=1}^{R} \tilde{c}_{l, k} \tag{A.44}
\end{align*}
$$

which agrees with the result in (A.20).

## A. 3 Expansion \#3

Finally, we also consider the PFE

$$
\begin{equation*}
\prod_{l=1}^{L} \frac{v_{2 l}^{R}}{\left(v-j v_{2 l}\right)^{R}}=\sum_{l=1}^{L} \sum_{k=1}^{R} d_{l, k} \frac{v_{2 l}^{k}}{\left(v-j v_{2 l}\right)^{R-k+1}} \tag{A.45}
\end{equation*}
$$

which we can re-write as

$$
\begin{equation*}
\prod_{l=1}^{L} \frac{1}{\left(\frac{v}{v_{2 l}}-j\right)^{R}}=\sum_{l=1}^{L} \sum_{k=1}^{R} \frac{d_{l, k}}{\left(\frac{v}{v_{2 l}}-j\right)^{R-k+1}} \tag{A.46}
\end{equation*}
$$

To obtain a closed-form expression for $d_{l, k}$, we simply replace $v_{1 l}$ with $v_{2 l}$ and $j$ with $-j$ in the derivation for $c_{l, k}$ (see Appendix A.2):

$$
\begin{equation*}
d_{l, k}=j^{R(L-1)+k-1} \cdot \prod_{\substack{p=1 \\ p \neq l}}^{L}\left(1-\frac{v_{2 l}}{v_{2 p}}\right)^{-R} \sum_{\Omega_{l, k}} \prod_{\substack{q=1 \\ q \neq l}}^{L}\binom{R-1+i_{q}}{i_{q}}\left(1-\frac{v_{2 q}}{v_{2 l}}\right)^{-i_{q}} \tag{А.47}
\end{equation*}
$$

We can express $d_{l, k}$ as

$$
\begin{equation*}
d_{l, k}=j^{R(L-1)+k-1} \cdot \tilde{d}_{l, k} \tag{A.48}
\end{equation*}
$$

where the $\left\{\tilde{d}_{l, k}\right\}$ are the coefficients in the PFE

$$
\begin{equation*}
\prod_{l=1}^{L}\left(\frac{v}{v_{2 l}}+1\right)^{-R}=\sum_{l=1}^{L} \sum_{k=1}^{R} \tilde{d}_{l, k}\left(\frac{v}{v_{2 l}}+1\right)^{-(R-k+1)} \tag{A.49}
\end{equation*}
$$

Substituting $v=0$ into (A.46) and using (A.48), it is easily shown that

$$
\begin{equation*}
\sum_{l=1}^{L} \sum_{k=1}^{R} \tilde{d}_{l, k}=1 \tag{A.50}
\end{equation*}
$$

## Appendix B

## Kronecker Products

Given a $m \times n$ matrix $\mathbf{A}=\left\{a_{i j}\right\}$ and a $r \times s$ matrix $\mathbf{B}=\left\{b_{i j}\right\}$, the Kronecker product of $\mathbf{A}$ and $\mathbf{B}$, denoted by $\mathbf{A} \otimes \mathbf{B}$, is defined as the $m r \times n s$ partitioned matrix [33, Sec. 2.6.18]

$$
\mathbf{A} \otimes \mathbf{B}=\left[\begin{array}{cccc}
a_{11} \mathbf{B} & a_{12} \mathbf{B} & \cdots & a_{1 n} \mathbf{B} \\
a_{21} \mathbf{B} & a_{22} \mathbf{B} & \cdots & a_{2 n} \mathbf{B} \\
\vdots & \vdots & & \vdots \\
a_{m 1} \mathbf{B} & a_{m 2} \mathbf{B} & \cdots & a_{m n} \mathbf{B}
\end{array}\right] .
$$

## B. 1 Examples

Assuming $\mathbf{I}_{p}$ denotes a $p \times p$ identity matrix, we have the following:

1. $\mathbf{I}_{p} \otimes \mathbf{A}=\operatorname{diag}(\mathbf{A}, \mathbf{A}, \ldots, \mathbf{A})$.
2. $\mathbf{A} \otimes \mathbf{I}_{p}=\left[\begin{array}{cccc}a_{11} \mathbf{I}_{p} & a_{12} \mathbf{I}_{p} & \cdots & a_{1 n} \mathbf{I}_{p} \\ a_{21} \mathbf{I}_{p} & a_{22} \mathbf{I}_{p} & \cdots & a_{2 n} \mathbf{I}_{p} \\ \vdots & \vdots & & \vdots \\ a_{m 1} \mathbf{I}_{p} & a_{m 2} \mathbf{I}_{p} & \cdots & a_{m n} \mathbf{I}_{p}\end{array}\right]$.
3. $\mathbf{I}_{p} \otimes \mathbf{I}_{q}=\mathbf{I}_{p q}$.

## B. 2 Properties

The following properties for the Kronecker product are taken from [33, Sec. 2.6.18]:

1. If $\mathbf{z}$ and $\mathbf{w}$ are vectors of appropriate dimensions, then $\mathbf{A z} \otimes \mathbf{B w}=(\mathbf{A} \otimes \mathbf{B})(\mathbf{z} \otimes \mathbf{w})$.
2. If $\alpha$ is a scalar, then $(\alpha \mathbf{A}) \otimes \mathbf{B}=\mathbf{A} \otimes(\alpha \mathbf{B})=\alpha(\mathbf{A} \otimes \mathbf{B})$.
3. The Kronecker product is distributive with respect to addition:
(a) $(\mathbf{A}+\mathbf{B}) \otimes \mathbf{C}=\mathbf{A} \otimes \mathbf{C}+\mathbf{B} \otimes \mathbf{C}$,
(b) $\mathbf{A} \otimes(\mathbf{B}+\mathbf{C})=\mathbf{A} \otimes \mathbf{B}+\mathbf{A} \otimes \mathbf{C}$.
4. The Kronecker product is associative: $\mathbf{A} \otimes(\mathbf{B} \otimes \mathbf{C})=(\mathbf{A} \otimes \mathbf{B}) \otimes \mathbf{C}$.
5. $(\mathbf{A} \otimes \mathbf{B})^{T}=\mathbf{A}^{T} \otimes \mathbf{B}^{T}$.
6. The mixed product rule: If the dimensions of the matrices are such that the following expressions exist, then $(\mathbf{A} \otimes \mathbf{B})(\mathbf{C} \otimes \mathbf{D})=\mathbf{A C} \otimes \mathbf{B D}$.
7. If the inverses exist, then $(\mathbf{A} \otimes \mathbf{B})^{-1}=\mathbf{A}^{-1} \otimes \mathbf{B}^{-1}$.
8. If $\left\{\lambda_{i}\right\}$ and $\left\{\mathbf{x}_{i}\right\}$ are the eigenvalues and the corresponding eigenvectors for $\mathbf{A}$, and $\left\{\mu_{j}\right\}$ and $\left\{\mathbf{y}_{j}\right\}$ are the eigenvalues and the corresponding eigenvectors for $\mathbf{B}$, then $\mathbf{A} \otimes \mathbf{B}$ has eigenvalues $\left\{\lambda_{i} \mu_{j}\right\}$ with corresponding eigenvectors $\left\{\mathbf{x}_{i} \otimes \mathbf{y}_{j}\right\}$.
9. If matrix $\mathbf{A}$ has size $n \times n$ and $\mathbf{B}$ has size $m \times m$, then $\operatorname{det}(\mathbf{A} \otimes \mathbf{B})=(\operatorname{det} \mathbf{A})^{m}(\operatorname{det} \mathbf{B})^{n}$.

Now, assume $\mathbf{C}$ and $\mathbf{D}$ are both $p \times p$ matrices. Using the above properties, we prove the following corollaries:

## Corollary 1.

$$
\left(\mathbf{I}_{n} \otimes \mathbf{C} \otimes \mathbf{I}_{m}\right)+\left(\mathbf{I}_{n} \otimes \mathbf{D} \otimes \mathbf{I}_{m}\right)=\mathbf{I}_{n} \otimes(\mathbf{C}+\mathbf{D}) \otimes \mathbf{I}_{m}
$$

Proof. Apply property 3 twice.

Corollary 2.

$$
\operatorname{det}\left(\mathbf{I}_{n} \otimes \mathbf{C} \otimes \mathbf{I}_{m}\right)=(\operatorname{det} \mathbf{C})^{n m}
$$

Proof. Apply property 9 twice.

Corollary 3.

$$
\left(\mathbf{I}_{n} \otimes \mathbf{C} \otimes \mathbf{I}_{m}\right)^{-1}=\mathbf{I}_{n} \otimes \mathbf{C}^{-1} \otimes \mathbf{I}_{m}
$$

Proof. Apply property 7 twice.

Corollary 4.

$$
\left(\mathbf{I}_{n} \otimes \mathbf{C} \otimes \mathbf{I}_{m}\right)\left(\mathbf{I}_{n} \otimes \mathbf{D} \otimes \mathbf{I}_{m}\right)=\mathbf{I}_{n} \otimes \mathbf{C D} \otimes \mathbf{I}_{m}
$$

Proof. Apply property 6 twice.

Corollary 5.

$$
\left(\mathbf{I}_{n} \otimes \mathbf{C} \otimes \mathbf{I}_{m}\right)^{H}=\mathbf{I}_{n} \otimes \mathbf{C}^{H} \otimes \mathbf{I}_{m}
$$

Proof. Extend property 5 to the case of the Hermitian operator, $(\cdot)^{H}$, and apply it twice.

## Appendix C

## Special Matrices

In this appendix, we first review some inverse formulas, as well as a few important concepts involving the algebraic multiplicity and geometric multiplicity of an eigenvalue. Then, we derive several identities for diagonal matrices and for the matrices $\mathbf{A}_{n}, \mathbf{B}_{2}(\epsilon)$, and $\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$.

## C. 1 Inverse Formulas

We list some important results for the inverse of a matrix.

1. Given a general $2 \times 2$ matrix

$$
\mathbf{A}=\left[\begin{array}{ll}
a_{11} & a_{12}  \tag{C.1}\\
a_{21} & a_{22}
\end{array}\right]
$$

the inverse of $\mathbf{A}$ is equal to

$$
\mathbf{A}^{-1}=\frac{1}{|\mathbf{A}|}\left[\begin{array}{cc}
a_{22} & -a_{12}  \tag{C.2}\\
-a_{21} & a_{11}
\end{array}\right]
$$

where $|\mathbf{A}|=a_{11} a_{22}-a_{21} a_{12}$.
2. The matrix inversion lemma is given by [29, Sec. A1.1.3]

$$
\begin{equation*}
(\mathbf{A}+\mathbf{B C D})^{-1}=\mathbf{A}^{-1}-\mathbf{A}^{-1} \mathbf{B}\left(\mathbf{D} \mathbf{A}^{-1} \mathbf{B}+\mathbf{C}^{-1}\right)^{-1} \mathbf{D A}^{-1} \tag{C.3}
\end{equation*}
$$

where $\mathbf{A}$ is $n \times n, \mathbf{B}$ is $n \times m, \mathbf{C}$ is $m \times m$, and $\mathbf{D}$ is $m \times n$, and $\mathbf{A}$ and $\mathbf{C}$ are nonsingular.
3. A special case of the matrix inversion lemma, known as Woodbury's identity, occurs when $\mathbf{A}$ is an $n \times n$ matrix and $\mathbf{u}$ is an $n \times 1$ column vector [29, Sec. A1.1.3]:

$$
\begin{equation*}
\left(\mathbf{A}+\mathbf{u} \mathbf{u}^{T}\right)^{-1}=\mathbf{A}^{-1}-\frac{\mathbf{A}^{-1} \mathbf{u} \mathbf{u}^{T} \mathbf{A}^{-1}}{1+\mathbf{u}^{T} \mathbf{A}^{-1} \mathbf{u}} \tag{C.4}
\end{equation*}
$$

## C. 2 Algebraic Multiplicity and Geometric Multiplicity of an Eigenvalue

Given a matrix $\mathbf{A}$, we have the following:

Definition 1. [34, Sec. 1.4.3] The dimension of the eigenspace of a matrix $\mathbf{A}$ corresponding to the eigenvalue $\lambda$ is called the geometric multiplicity of the eigenvalue $\lambda$.

Definition 2. [34, Sec. 1.4.3] The multiplicity of $\lambda$ as a zero of the characteristic polynomial $\operatorname{det}(\lambda \mathbf{I}-\mathbf{A})$ is called the algebraic multiplicity of the eigenvalue $\lambda$.

Definition 3. [34, Sec. 1.4.4] If the geometric multiplicity is the same as the algebraic multiplicity for each eigenvalue, $\mathbf{A}$ is said to be nondefective.

Definition 4. [34, Sec. 2.5.1] A matrix $\mathbf{A}$ is said to be normal if $\mathbf{A A}^{H}=\mathbf{A}^{H} \mathbf{A}$.

Corollary 6. [34, p. 103] A normal matrix is nondefective.

In the work that follows, unless otherwise noted, the term multiplicity implies algebraic multiplicity.

## C. 3 Diagonal Matrices

Consider a general $n \times n$ diagonal matrix

$$
\mathbf{D}_{n} \triangleq\left[\begin{array}{lll}
d_{11} & &  \tag{C.5}\\
& \ddots & \\
& & \\
& & d_{n n}
\end{array}\right] \equiv \operatorname{diag}\left(d_{11}, \ldots, d_{n n}\right)
$$

For any scalar $c$, we have

$$
\begin{equation*}
\lambda \mathbf{I}_{n}-c \mathbf{D}_{n}=\operatorname{diag}\left(\lambda-c d_{11}, \ldots, \lambda-c d_{n n}\right) \tag{C.6}
\end{equation*}
$$

The characteristic polynomial of $c \mathbf{D}_{n}$ is simply the determinant of (C.6):

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{n}-c \mathbf{D}_{n}\right)=\prod_{i=1}^{n}\left(\lambda-c d_{i i}\right) \tag{C.7}
\end{equation*}
$$

Assuming the diagonal entries of $\mathbf{D}_{n}$ are distinct, the $n$ eigenvalues of $c \mathbf{D}_{n}$ are then given by

$$
\begin{equation*}
\lambda_{i}=c d_{i i}, \quad \text { multiplicity } 1, \quad i=1, \ldots, n \tag{C.8}
\end{equation*}
$$

If $\mathbf{D}_{n}=\mathbf{I}_{n}$, then $d_{i i}=1$ for all $i$, and $c \mathbf{I}_{n}$ only has one distinct eigenvalue:

$$
\begin{equation*}
\lambda=c, \quad \text { multiplicity } n \tag{C.9}
\end{equation*}
$$

The inverse of $\mathbf{D}_{n}$ is also a diagonal matrix:

$$
\mathbf{D}_{n}^{-1}=\left[\begin{array}{lll}
d_{11}^{-1} & &  \tag{C.10}\\
& \ddots & \\
& & d_{n n}^{-1}
\end{array}\right]=\operatorname{diag}\left(d_{11}^{-1}, \ldots, d_{n n}^{-1}\right)
$$

We apply this result to obtain the inverse of (C.6) as

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{n}-c \mathbf{D}_{n}\right)^{-1}=\operatorname{diag}\left[\left(\lambda-c d_{11}\right)^{-1}, \ldots,\left(\lambda-c d_{n n}\right)^{-1}\right] \tag{C.11}
\end{equation*}
$$

If $\mathbf{D}_{n}=\mathbf{I}_{n}$, then (C.11) reduces to

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{n}-c \mathbf{I}_{n}\right)^{-1}=(\lambda-c)^{-1} \mathbf{I}_{n} \tag{C.12}
\end{equation*}
$$

## C. 4 The Matrix $A_{n}$

Consider the $n \times n$ all-ones matrix

$$
\begin{equation*}
\mathbf{A}_{n} \triangleq \mathbf{a}_{n} \mathbf{a}_{n}^{T} \tag{C.13}
\end{equation*}
$$

where $\mathbf{a}_{n}=[1 \cdots 1]^{T}$ is the all-ones column vector of length $n$. Since $\mathbf{A}_{n}$ is the outer product of two column vectors, it is a rank-one matrix. Note that

$$
\begin{align*}
\mathbf{A}_{n} \mathbf{A}_{n} & =\mathbf{a}_{n}\left(\mathbf{a}_{n}^{T} \mathbf{a}_{n}\right) \mathbf{a}_{n}^{T} \\
& =n \cdot \mathbf{a}_{n} \mathbf{a}_{n}^{T} \\
& =n \mathbf{A}_{n} \tag{C.14}
\end{align*}
$$

which follows from the fact that $\mathbf{a}_{n}^{T} \mathbf{a}_{n}=n$. We can easily verify that $\mathbf{A}_{n}$ is normal, i.e., $\mathbf{A}_{n} \mathbf{A}_{n}^{H}=\mathbf{A}_{n}^{H} \mathbf{A}_{n}$. Hence, $\mathbf{A}_{n}$ is nondefective, and the geometric multiplicity is the same as the algebraic multiplicity for each eigenvalue of $\mathbf{A}_{n}$ (see Section C.2). We use this to make the following claim.

Corollary 7. The eigenvalues of $\mathbf{A}_{n}$ are given by

$$
\begin{align*}
& \lambda_{1}=n, \quad \text { multiplicity } 1,  \tag{C.15}\\
& \lambda_{2}=0, \quad \text { multiplicity } n-1 . \tag{C.16}
\end{align*}
$$

As a result, the characteristic polynomial of $\mathbf{A}_{n}$ is equal to

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{n}-\mathbf{A}_{n}\right)=\lambda^{n-1}(\lambda-n) \tag{C.17}
\end{equation*}
$$

Proof. The vector $\mathbf{x}_{1}=\mathbf{a}_{n}$ is an eigenvector of $\mathbf{A}_{n}$ with eigenvalue $\lambda_{1}=n$, since $\mathbf{A}_{n} \mathbf{a}_{n}=n \cdot \mathbf{a}_{n}$. The remaining eigenvectors $\mathbf{x}_{2}, \ldots, \mathbf{x}_{n}$ span an eigenspace of dimension $n-1$ and are orthogonal to $\mathbf{a}_{n}$, i.e., $\mathbf{a}_{n}^{T} \mathbf{x}_{i}=0\left(\mathbf{x}_{i} \neq \mathbf{0}\right)$ for $i=2, \ldots, n$. This implies that the sum of the elements of $\mathbf{x}_{i}$ $(i=2, \ldots, n)$ must add up to 0 . Since each row of $\mathbf{A}_{n}$ is equal to $\mathbf{a}_{n}^{T}$, we have $\lambda_{i} \mathbf{x}_{i}=\mathbf{A}_{n} \mathbf{x}_{i}=\mathbf{0}$
for $i=2, \ldots, n$, which implies $\lambda_{i}=0$ for $i=2, \ldots, n$. Thus, the eigenvalues of $\mathbf{A}_{n}$ are equal to $n$ and 0 , with geometric multiplicities of 1 and $n-1$, respectively. Eq. (C.17) then follows from the fact that $\mathbf{A}_{n}$ is nondefective, so the algebraic multiplicity is equal to the geometric multiplicity for each eigenvalue.

For any scalar $c$, the characteristic polynomial of $c \mathbf{A}_{n}, \operatorname{det}\left(\lambda \mathbf{I}_{n}-c \mathbf{A}_{n}\right)$, is obtained by using simple algebraic manipulations and by applying (C.17):

$$
\begin{align*}
\operatorname{det}\left(\lambda \mathbf{I}_{n}-c \mathbf{A}_{n}\right) & =\operatorname{det}\left[c\left(\frac{\lambda}{c} \mathbf{I}_{n}-\mathbf{A}_{n}\right)\right] \\
& =c^{n} \operatorname{det}\left(\frac{\lambda}{c} \mathbf{I}_{n}-\mathbf{A}_{n}\right) \\
& =c^{n}\left(\frac{\lambda}{c}\right)^{n-1}\left(\frac{\lambda}{c}-n\right) \\
& =\lambda^{n-1}(\lambda-c n) . \tag{C.18}
\end{align*}
$$

To derive an expression for the inverse of $\lambda \mathbf{I}_{n}-c \mathbf{A}_{n}$, we make the substitutions $\mathbf{A}=\lambda \mathbf{I}_{n}$ and $\mathbf{u}=j \sqrt{c} \mathbf{a}_{n}$ in (C.4), where $j=\sqrt{-1}$, to get

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{\mathbf{n}}-c \mathbf{A}_{n}\right)^{-1}=\frac{1}{\lambda} \mathbf{I}_{n}+\frac{\frac{1}{\lambda^{2}} c \mathbf{A}_{n}}{1-\frac{1}{\lambda} c \mathbf{a}_{n}^{T} \mathbf{a}_{n}}=\frac{1}{\lambda}\left(\mathbf{I}_{n}+\frac{c}{\lambda-c n} \mathbf{A}_{n}\right) . \tag{C.19}
\end{equation*}
$$

## C. 5 The Matrix $\mathbf{B}_{2}(\epsilon)$

Consider the $2 \times 2$ matrix

$$
\mathbf{B}_{2}(\epsilon) \triangleq\left[\begin{array}{cc}
1 & -\epsilon  \tag{C.20}\\
\epsilon^{*} & 1
\end{array}\right]
$$

Since

$$
\begin{equation*}
\mathbf{B}_{2}^{H}(\epsilon) \mathbf{B}_{2}(\epsilon)=\left(1+|\epsilon|^{2}\right) \mathbf{I}_{2}=\mathbf{B}_{2}(\epsilon) \mathbf{B}_{2}^{H}(\epsilon) \tag{C.21}
\end{equation*}
$$

the two columns of $\mathbf{B}_{2}(\epsilon)$ are orthogonal. The determinant of $\mathbf{B}_{2}(\epsilon)$ is equal to

$$
\begin{equation*}
\operatorname{det}\left[\mathbf{B}_{2}(\epsilon)\right]=1+|\epsilon|^{2}=\operatorname{det}\left[\mathbf{B}_{2}^{H}(\epsilon)\right] \tag{C.22}
\end{equation*}
$$

while the inverse of $\mathbf{B}_{2}(\epsilon)$ is evaluated as (see (C.2))

$$
\mathbf{B}_{2}^{-1}(\epsilon)=\frac{1}{\operatorname{det}\left[\mathbf{B}_{2}(\epsilon)\right]}\left[\begin{array}{cc}
1 & \epsilon  \tag{C.23}\\
-\epsilon^{*} & 1
\end{array}\right]=\frac{1}{1+|\epsilon|^{2}} \mathbf{B}_{2}^{H}(\epsilon)
$$

Now consider the matrix

$$
\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)=\left[\begin{array}{cc}
\lambda-c & c \epsilon  \tag{C.24}\\
-c \epsilon^{*} & \lambda-c
\end{array}\right]
$$

where $c$ is a scalar. The determinant of (C.24) is just the characteristic polynomial of $c \mathbf{B}_{2}(\epsilon)$ :

$$
\begin{equation*}
\operatorname{det}\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)\right]=(\lambda-c)^{2}+c^{2}|\epsilon|^{2}=\lambda^{2}-2 c \lambda+c^{2}\left(1+|\epsilon|^{2}\right) \tag{C.25}
\end{equation*}
$$

Similarly, we have

$$
\begin{equation*}
\operatorname{det}\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}^{H}(\epsilon)\right]=\lambda^{2}-2 c \lambda+c^{2}\left(1+|\epsilon|^{2}\right) \tag{C.26}
\end{equation*}
$$

Since $c \mathbf{B}_{2}(\epsilon)$ and $c \mathbf{B}_{2}^{H}(\epsilon)$ have equal characteristic polynomials, their eigenvalues must also be the same. Using the quadratic formula to solve for the roots of (C.25), we get

$$
\begin{equation*}
\lambda=\frac{2 c \pm \sqrt{4 c^{2}-4 c^{2}\left(1+|\epsilon|^{2}\right)}}{2}=c \pm j c|\epsilon| \tag{C.27}
\end{equation*}
$$

Therefore, the eigenvalues of $c \mathbf{B}_{2}(\epsilon)$ and $c \mathbf{B}_{2}^{H}(\epsilon)$ are given by

$$
\begin{align*}
& \lambda_{1}=c-j c|\epsilon|, \quad \text { multiplicity } 1  \tag{C.28}\\
& \lambda_{2}=c+j c|\epsilon|, \quad \text { multiplicity } 1 \tag{C.29}
\end{align*}
$$

Using (C.2), we evaluate the inverse of $\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)$ as

$$
\begin{align*}
{\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)\right]^{-1} } & =\frac{1}{\operatorname{det}\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)\right]}\left[\begin{array}{cc}
\lambda-c & -c \epsilon \\
c \epsilon^{*} & \lambda-c
\end{array}\right] \\
& =\frac{1}{\lambda^{2}-2 c \lambda+c^{2}\left(1+|\epsilon|^{2}\right)}\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}^{H}(\epsilon)\right] . \tag{C.30}
\end{align*}
$$

We can similarly show that

$$
\begin{equation*}
\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}^{H}(\epsilon)\right]^{-1}=\frac{1}{\lambda^{2}-2 c \lambda+c^{2}\left(1+|\epsilon|^{2}\right)}\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}(\epsilon)\right] \tag{C.31}
\end{equation*}
$$

Finally, consider the matrix

$$
\begin{equation*}
\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}^{-1}(\epsilon)=\lambda \mathbf{I}_{2}-\frac{c}{1+|\epsilon|^{2}} \mathbf{B}_{2}^{H}(\epsilon) \tag{C.32}
\end{equation*}
$$

By replacing $c$ with $\frac{c}{1+|\epsilon|^{2}}$ in (C.31), we obtain

$$
\begin{equation*}
\left[\lambda \mathbf{I}_{2}-c \mathbf{B}_{2}^{-1}(\epsilon)\right]^{-1}=\frac{1}{\lambda^{2}-\frac{2 c}{1+|\epsilon|^{2}} \lambda+\frac{c^{2}}{1+|\epsilon|^{2}}}\left(\lambda \mathbf{I}_{2}-\frac{c}{1+|\epsilon|^{2}} \mathbf{B}_{2}(\epsilon)\right) \tag{С.33}
\end{equation*}
$$

## C. 6 The Matrix $\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$

We now examine the $2 n \times 2 n$ matrix $c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$, where $\otimes$ denotes the Kronecker product. From (C.15)-(C.16), the eigenvalues of $\mathbf{A}_{n}$ are given by

$$
\begin{align*}
& \mu_{1}=n, \quad \text { multiplicity } 1  \tag{С.34}\\
& \mu_{2}=0, \quad \text { multiplicity } n-1 \tag{С.35}
\end{align*}
$$

so the eigenvalues of $c \mathbf{A}_{n}$ must equal

$$
\begin{align*}
& \mu_{1}^{\prime}=c n, \quad \text { multiplicity } 1,  \tag{C.36}\\
& \mu_{2}^{\prime}=0, \quad \text { multiplicity } n-1 \tag{C.37}
\end{align*}
$$

Also, substituting $c=1$ into (C.28)-(C.29), the eigenvalues of $\mathbf{B}_{2}(\epsilon)$ are

$$
\begin{align*}
& \lambda_{1}^{\prime}=1-j|\epsilon|, \quad \text { multiplicity } 1  \tag{С.38}\\
& \lambda_{2}^{\prime}=1+j|\epsilon|, \quad \text { multiplicity } 1 \tag{C.39}
\end{align*}
$$

Therefore, by Property 8 in Appendix B. 2 , the $2 n$ eigenvalues of $c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$ are given by $\left\{\lambda_{p}^{\prime} \mu_{q}^{\prime}\right\}$ :

$$
\begin{align*}
& \lambda_{1}=0, \quad \text { multiplicity } 2 n-2  \tag{C.40}\\
& \lambda_{2}=\operatorname{cn}(1-j|\epsilon|), \quad \text { multiplicity } 1  \tag{C.41}\\
& \lambda_{3}=\operatorname{cn}(1+j|\epsilon|), \quad \text { multiplicity } 1 . \tag{C.42}
\end{align*}
$$

Since these eigenvalues are the roots of the characteristic polynomial of $c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$, we must have

$$
\begin{align*}
\operatorname{det}\left[\lambda \mathbf{I}_{2 n}-\left(c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)\right)\right] & =\lambda^{2 n-2}[\lambda-c n(1-j|\epsilon|)] \cdot[\lambda-c n(1+j|\epsilon|)] \\
& =\lambda^{2 n-2}\left[\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)\right] \tag{C.43}
\end{align*}
$$

Given that $c \mathbf{B}_{2}(\epsilon)$ and $c \mathbf{B}_{2}^{H}(\epsilon)$ have the same eigenvalues (see (C.28)-(C.29)), we must also have

$$
\begin{equation*}
\operatorname{det}\left[\lambda \mathbf{I}_{2 n}-\left(c \mathbf{A}_{n} \otimes \mathbf{B}_{2}^{H}(\epsilon)\right)\right]=\lambda^{2 n-2}\left[\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)\right] \tag{C.44}
\end{equation*}
$$

The derivation for $\left[\lambda \mathbf{I}_{2 n}-\left(c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)\right)\right]^{-1}$ is a little more involved. First, using (C.13) and the mixed product rule (Property 6 in Appendix B.2), we can re-write $\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)$ as

$$
\begin{align*}
\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon) & =\left(\mathbf{a}_{n} \mathbf{a}_{n}^{T}\right) \otimes\left(\mathbf{I}_{2} \mathbf{B}_{2}(\epsilon)\right) \\
& =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{2}\right)\left(\mathbf{a}_{n}^{T} \otimes \mathbf{B}_{2}(\epsilon)\right) \\
& =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{2}\right)\left[\left(1 \cdot \mathbf{a}_{n}^{T}\right) \otimes\left(\mathbf{B}_{2}(\epsilon) \mathbf{I}_{2}\right)\right] \\
& =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{2}\right)\left(1 \otimes \mathbf{B}_{2}(\epsilon)\right)\left(\mathbf{a}_{n}^{T} \otimes \mathbf{I}_{2}\right) \\
& =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{2}\right) \mathbf{B}_{2}(\epsilon)\left(\mathbf{a}_{n}^{T} \otimes \mathbf{I}_{2}\right) \\
& \equiv \mathbf{C}_{n, 2} \mathbf{B}_{2}(\epsilon) \mathbf{C}_{n, 2}^{T} \tag{C.45}
\end{align*}
$$

where $\mathbf{C}_{n, m}$ is defined as the $n m \times m$ matrix

$$
\mathbf{C}_{n, m} \triangleq \mathbf{a}_{n} \otimes \mathbf{I}_{m}=\left[\begin{array}{c}
\mathbf{I}_{m}  \tag{C.46}\\
\vdots \\
\mathbf{I}_{m}
\end{array}\right]
$$

Note that

$$
\begin{align*}
\mathbf{C}_{n, m} \mathbf{C}_{n, m}^{T} & =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right)\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right)^{T} \\
& =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right)\left(\mathbf{a}_{n}^{T} \otimes \mathbf{I}_{m}\right) \\
& =\left(\mathbf{a}_{n} \mathbf{a}_{n}^{T}\right) \otimes\left(\mathbf{I}_{m} \mathbf{I}_{m}\right) \\
& =\mathbf{A}_{n} \otimes \mathbf{I}_{m} \tag{C.47}
\end{align*}
$$

and

$$
\begin{align*}
\mathbf{C}_{n, m}^{T} \mathbf{C}_{n, m} & =\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right)^{T}\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right) \\
& =\left(\mathbf{a}_{n}^{T} \otimes \mathbf{I}_{m}\right)\left(\mathbf{a}_{n} \otimes \mathbf{I}_{m}\right) \\
& =\left(\mathbf{a}_{n}^{T} \mathbf{a}_{n}\right) \otimes\left(\mathbf{I}_{m} \mathbf{I}_{m}\right) \\
& =n \mathbf{I}_{m} \tag{C.48}
\end{align*}
$$

Since $\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)=\mathbf{C}_{n, 2} \mathbf{B}_{2}(\epsilon) \mathbf{C}_{n, 2}^{T}$, we make the substitutions $\mathbf{A}=\lambda \mathbf{I}_{2 n}, \mathbf{B}=j \sqrt{c} \mathbf{C}_{n, 2}$, $\mathbf{C}=\mathbf{B}_{2}(\epsilon)$, and $\mathbf{D}=j \sqrt{c} \mathbf{C}_{n, 2}^{T}$ in the matrix inversion lemma (see (C.3)) and use (C.48) to get

$$
\begin{align*}
{\left[\lambda \mathbf{I}_{2 n}-\left(c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)\right)\right]^{-1} } & =\left[\lambda \mathbf{I}_{2 n}+\left(j \sqrt{c} \mathbf{C}_{n, 2}\right) \mathbf{B}_{2}(\epsilon)\left(j \sqrt{c} \mathbf{C}_{n, 2}^{T}\right)\right]^{-1} \\
& =\frac{1}{\lambda} \mathbf{I}_{2 n}+\frac{c}{\lambda^{2}} \mathbf{C}_{n, 2}\left(-\frac{c}{\lambda} \mathbf{C}_{n, 2}^{T} \mathbf{C}_{n, 2}+\mathbf{B}_{2}^{-1}(\epsilon)\right)^{-1} \mathbf{C}_{n, 2}^{T} \\
& =\frac{1}{\lambda} \mathbf{I}_{2 n}+\frac{c}{\lambda^{2}} \mathbf{C}_{n, 2}\left(-\frac{c n}{\lambda} \mathbf{I}_{2}+\mathbf{B}_{2}^{-1}(\epsilon)\right)^{-1} \mathbf{C}_{n, 2}^{T} . \tag{C.49}
\end{align*}
$$

By setting $c=-1$ and replacing $\lambda$ with $-\frac{c n}{\lambda}$ in (C.33), we obtain

$$
\begin{align*}
\left(-\frac{c n}{\lambda} \mathbf{I}_{2}+\mathbf{B}_{2}^{-1}(\epsilon)\right)^{-1} & =\frac{1}{\frac{(c n)^{2}}{\lambda^{2}}-\frac{2 c n}{1+|\epsilon|^{2}} \frac{1}{\lambda}+\frac{1}{1+|\epsilon|^{2}}}\left[-\frac{c n}{\lambda} \mathbf{I}_{2}+\frac{1}{1+|\epsilon|^{2}} \mathbf{B}_{2}(\epsilon)\right] \\
& =\frac{\left(1+|\epsilon|^{2}\right) \lambda^{2}}{\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)}\left[-\frac{c n}{\lambda} \mathbf{I}_{2}+\frac{1}{1+|\epsilon|^{2}} \mathbf{B}_{2}(\epsilon)\right] \\
& =\frac{\lambda}{\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)}\left[\lambda \mathbf{B}_{2}(\epsilon)-c n\left(1+|\epsilon|^{2}\right) \mathbf{I}_{2}\right] . \tag{C.50}
\end{align*}
$$

Finally, we substitute this result back into (C.49) and use (C.45) and (C.47) to show that

$$
\begin{align*}
& {\left[\lambda \mathbf{I}_{2 n}-\left(c \mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)\right)\right]^{-1}} \\
& \quad=\frac{1}{\lambda} \mathbf{I}_{2 n}+\frac{1}{\lambda} \frac{c}{\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)} \cdot \mathbf{C}_{n, 2}\left[\lambda \mathbf{B}_{2}(\epsilon)-c n\left(1+|\epsilon|^{2}\right) \mathbf{I}_{2}\right] \mathbf{C}_{n, 2}^{T} \\
& \quad=\frac{1}{\lambda}\left\{\mathbf{I}_{2 n}+\frac{c}{\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)}\left[\lambda\left(\mathbf{A}_{n} \otimes \mathbf{B}_{2}(\epsilon)\right)-c n\left(1+|\epsilon|^{2}\right)\left(\mathbf{A}_{n} \otimes \mathbf{I}_{2}\right)\right]\right\} \\
& \quad=\frac{1}{\lambda}\left\{\mathbf{I}_{2 n}+\frac{c}{\lambda^{2}-2 c n \lambda+(c n)^{2}\left(1+|\epsilon|^{2}\right)}\left[\mathbf{A}_{n} \otimes\left(\lambda \mathbf{B}_{2}(\epsilon)-c n\left(1+|\epsilon|^{2}\right) \mathbf{I}_{2}\right)\right]\right\} \tag{C.51}
\end{align*}
$$

## Appendix D

## General Hermitian Quadratic

## Forms in Zero-Mean Complex

## Gaussian Random Variables

We consider a communication system in which the final test statistic is expressed as a Hermitian quadratic form in zero-mean complex Gaussian random variables. ${ }^{1}$ Assuming binary signaling, where each bit is equally likely to be +1 or -1 , we derive a closed-form expression for the probability of error (see (D.8)). This result is applicable to multi-channel communication systems which use, for example, maximal ratio combining on Rayleigh fading channels with an arbitrary branch covariance matrix. While (D.8) was independently derived by the authors in [49], our result represents an extension of their work in that we are able to derive a closedform expression for the partial fraction expansion (PFE) coefficients that is valid for any set of

[^11]eigenvalues. ${ }^{2}$ Furthermore, we consider three general examples in this appendix, and we derive the required eigenvalues in closed form for each case.

## D. 1 Probability of Error

Consider the general Hermitian quadratic form

$$
\begin{equation*}
Z=\mathbf{v}^{H} \mathbf{F} \mathbf{v} \tag{D.1}
\end{equation*}
$$

where $\mathbf{v}=\left[v_{1} \cdots v_{N}\right]^{T}$ is a column vector of $N$ jointly distributed zero-mean complex Gaussian random variables, and $\mathbf{F}$ is an $N \times N$ Hermitian matrix. Define the $N \times N$ covariance matrix of $\mathbf{v}$ as

$$
\begin{equation*}
\mathbf{R}=\frac{1}{2} E\left[\mathbf{v v}^{H}\right] \tag{D.2}
\end{equation*}
$$

The characteristic function of $Z, \Phi_{Z}(j v) \triangleq E\left[e^{j v Z}\right]$, is given by [35, Eq. (B-3-16)]

$$
\begin{equation*}
\Phi_{Z}(j v)=\frac{1}{\operatorname{det}\left(\mathbf{I}_{N}-2 j v \mathbf{R F}\right)}=\prod_{n=1}^{\Lambda}\left(1-2 j v \lambda_{n}\right)^{-m_{n}} \tag{D.3}
\end{equation*}
$$

where $\mathbf{I}_{N}$ is the $N \times N$ identity matrix, $\lambda_{1}, \ldots, \lambda_{\Lambda}$ are the $\Lambda \leq N-m_{0}$ distinct non-zero eigenvalues of the matrix $\mathbf{R F}$ with multiplicities $m_{1}, \ldots, m_{\Lambda}$, such that $\sum_{i=1}^{\Lambda} m_{i}=N-m_{0}$, and $m_{0}$ is the number of eigenvalues of $\mathbf{R F}$ equal to zero. ${ }^{3}$ Expanding the right side of (D.3) in terms of partial fractions, we obtain

$$
\begin{equation*}
\Phi_{Z}(j v)=\prod_{n=1}^{\Lambda}\left(1-2 j v \lambda_{n}\right)^{-m_{n}}=\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} \frac{c_{n,\left(m_{n}-k+1\right)}}{\left(1-2 j v \lambda_{n}\right)^{k}} \tag{D.4}
\end{equation*}
$$

By replacing $N$ with $\Lambda$ and $\lambda_{n}$ with $-2 j \lambda_{n}$ in (A.16), we can write $c_{n, k}$ in closed form as

$$
\begin{equation*}
c_{n, k}=\prod_{\substack{r=1 \\ r \neq n}}^{\Lambda}\left(\frac{1-\mu_{r n}}{2}\right)^{m_{r}} \sum_{\Omega_{n, k},} \prod_{\substack{p=1 \\ p \neq n}}^{\Lambda}\binom{m_{p}-1+i_{p}}{i_{p}}\left(\frac{1+\mu_{p n}}{2}\right)^{i_{p}} \tag{D.5}
\end{equation*}
$$

[^12]where
\[

$$
\begin{equation*}
\mu_{m n} \triangleq \frac{\lambda_{m}+\lambda_{n}}{\lambda_{m}-\lambda_{n}}, \quad m \neq n \tag{D.6}
\end{equation*}
$$

\]

and $\Omega_{n, k}$ denotes the set of non-negative integers

$$
\begin{equation*}
\Omega_{n, k}:\left\{i_{1}, \ldots, i_{n-1}, i_{n+1}, \ldots, i_{\Lambda} \mid \sum_{\substack{p=1 \\ p \neq n}}^{\Lambda} i_{p}=k-1\right\} \tag{D.7}
\end{equation*}
$$

If we assume binary signaling, the probability of error is derived as [49, Eqs. (46)-(48)]

$$
\begin{align*}
P_{e} & =P[Z<0] \\
& =\int_{-\infty}^{0} \frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{Z}(j v) e^{-j v x} d v d x \\
& =\sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} . \tag{D.8}
\end{align*}
$$

An alternative derivation of $P_{e}$ that is based on the probability density function (PDF) of $Z$ is given in Appendix E.

In order to use (D.8), we need the eigenvalues of RF. In general, these eigenvalues will need to be evaluated numerically; but if the number of distinct eigenvalues is small, then it may be possible to derive them in closed-form by solving for the roots of the characteristic polynomial of $\mathbf{R F}, \operatorname{det}\left(\lambda \mathbf{I}_{N}-\mathbf{R F}\right)$. Also, as we pointed out in Appendix A.1.1, when $\Lambda>2$, the $\left\{c_{n, k}\right\}$ can be evaluated more efficiently by using iterative techniques than by using (D.5).

## D. 2 Examples

Using the approach of the previous section, we derive some general results that are used in this dissertation. Consider the Hermitian quadratic form in the zero-mean complex Gaussian random variables $\left\{X_{i}\right\}_{i=1}^{M}$ and $\left\{Y_{i}\right\}_{i=1}^{M}$,

$$
\begin{equation*}
Z=\sum_{i=1}^{M}\left(A\left|X_{i}\right|^{2}+B\left|Y_{i}\right|^{2}+C X_{i}^{*} Y_{i}+C^{*} X_{i} Y_{i}^{*}\right) \tag{D.9}
\end{equation*}
$$

where $A, B$, and $C$ are constants. We assume that $X_{i}$ and $Y_{i}$ are correlated for all $i$, and that the $M$ pairs $\left\{X_{i}, Y_{i}\right\}_{i=1}^{M}$ are identically distributed but not necessarily independent. This quadratic form was examined in [27, Appendix B] and [40], but both works, in contrast, allowed $X_{i}$ and $Y_{i}$ to have non-zero means and assumed the $M$ pairs $\left\{X_{i}, Y_{i}\right\}_{i=1}^{M}$ are independent and identically distributed (i.i.d.). By defining the $2 M \times 1$ column vector

$$
\mathbf{v}=\left[\begin{array}{l}
\mathbf{x}  \tag{D.10}\\
\mathbf{y}
\end{array}\right],
$$

where

$$
\begin{align*}
& \mathbf{x}=\left[\begin{array}{lll}
X_{1} \cdots & X_{M}
\end{array}\right]^{T},  \tag{D.11}\\
& \mathbf{y}=\left[\begin{array}{lll}
Y_{1} & \cdots & Y_{M}
\end{array}\right]^{T}, \tag{D.12}
\end{align*}
$$

along with the $2 M \times 2 M$ Hermitian matrix

$$
\mathbf{F}=\left[\begin{array}{ll}
A \mathbf{I}_{M} & C \mathbf{I}_{M}  \tag{D.13}\\
C^{*} \mathbf{I}_{M} & B \mathbf{I}_{M}
\end{array}\right],
$$

we can re-write $Z$ as

$$
\begin{equation*}
Z=\mathbf{v}^{H} \mathbf{F} \mathbf{v} . \tag{D.14}
\end{equation*}
$$

The $2 M \times 2 M$ covariance matrix of $\mathbf{v}$ is given by

$$
\mathbf{R}=\frac{1}{2} E\left[\mathbf{v v}^{H}\right]=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{x x} & \boldsymbol{\Sigma}_{x y}  \tag{D.15}\\
\boldsymbol{\Sigma}_{x y}^{H} & \boldsymbol{\Sigma}_{y y}
\end{array}\right],
$$

where the $M \times M$ matrices $\boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{x y}$ are defined as

$$
\begin{align*}
& \boldsymbol{\Sigma}_{x x} \triangleq \frac{1}{2} E\left[\mathbf{x x}^{H}\right],  \tag{D.16}\\
& \boldsymbol{\Sigma}_{y y} \triangleq \frac{1}{2} E\left[\mathbf{y y}^{H}\right],  \tag{D.17}\\
& \boldsymbol{\Sigma}_{x y} \triangleq \frac{1}{2} E\left[\mathbf{x y}^{H}\right] . \tag{D.18}
\end{align*}
$$

Thus, we have

$$
\mathbf{R F}=\left[\begin{array}{ll}
A \boldsymbol{\Sigma}_{x x}+C^{*} \boldsymbol{\Sigma}_{x y} & B \boldsymbol{\Sigma}_{x y}+C \boldsymbol{\Sigma}_{x x}  \tag{D.19}\\
A \boldsymbol{\Sigma}_{x y}^{H}+C^{*} \boldsymbol{\Sigma}_{y y} & B \boldsymbol{\Sigma}_{y y}+C \boldsymbol{\Sigma}_{x y}^{H}
\end{array}\right]
$$

In the following examples, we consider three special cases for the matrices $\boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{x y}$, and we derive the probability of error for each case.

## D.2.1 Example \#1

As in [27, Appendix B] and [40], we assume that $X_{i}$ and $Y_{i}$ are correlated, and that the $M$ pairs $\left\{X_{i}, Y_{i}\right\}_{i=1}^{M}$ are i.i.d. Thus, the matrices $\boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{x y}$ must be of the form

$$
\begin{align*}
& \boldsymbol{\Sigma}_{x x}=\mu_{x x} \mathbf{I}_{M},  \tag{D.20}\\
& \boldsymbol{\Sigma}_{y y}=\mu_{y y} \mathbf{I}_{M},  \tag{D.21}\\
& \boldsymbol{\Sigma}_{x y}=\mu_{x y} \mathbf{I}_{M}, \tag{D.22}
\end{align*}
$$

where

$$
\begin{align*}
\mu_{x x} & =\frac{1}{2} E\left[\left|X_{i}\right|^{2}\right]  \tag{D.23}\\
\mu_{y y} & =\frac{1}{2} E\left[\left|Y_{i}\right|^{2}\right]  \tag{D.24}\\
\mu_{x y} & =\frac{1}{2} E\left[X_{i} Y_{i}^{*}\right] . \tag{D.25}
\end{align*}
$$

Substituting (D.20)-(D.22) into (D.19), we get

$$
\mathbf{R F}=\left[\begin{array}{cc}
\left(A \mu_{x x}+C^{*} \mu_{x y}\right) \mathbf{I}_{M} & \left(B \mu_{x y}+C \mu_{x x}\right) \mathbf{I}_{M}  \tag{D.26}\\
\left(A \mu_{x y}^{*}+C^{*} \mu_{y y}\right) \mathbf{I}_{M} & \left(B \mu_{y y}+C \mu_{x y}^{*}\right) \mathbf{I}_{M}
\end{array}\right] \equiv \mathbf{K} \otimes \mathbf{I}_{M},
$$

where

$$
\mathbf{K}=\left[\begin{array}{cc}
A \mu_{x x}+C^{*} \mu_{x y} & B \mu_{x y}+C \mu_{x x}  \tag{D.27}\\
A \mu_{x y}^{*}+C^{*} \mu_{y y} & B \mu_{y y}+C \mu_{x y}^{*}
\end{array}\right]
$$

and $\otimes$ denotes the Kronecker product.

## Characteristic Polynomial of RF

Using the relation $\mathbf{I}_{2 M}=\mathbf{I}_{2} \otimes \mathbf{I}_{M}$, along with Properties 2, 3, and 9 from Appendix B.2, we have

$$
\begin{align*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right) & =\operatorname{det}\left[\lambda\left(\mathbf{I}_{2} \otimes \mathbf{I}_{M}\right)-\left(\mathbf{K} \otimes \mathbf{I}_{M}\right)\right] \\
& =\operatorname{det}\left[\left(\lambda \mathbf{I}_{2}-\mathbf{K}\right) \otimes \mathbf{I}_{M}\right] \\
& =\left[\operatorname{det}\left(\lambda \mathbf{I}_{2}-\mathbf{K}\right)\right]^{M} \tag{D.28}
\end{align*}
$$

We substitute the expression for $\mathbf{K}$ in (D.27) into (D.28) to obtain

$$
\begin{align*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)= & \left|\begin{array}{cc}
\lambda-\left(A \mu_{x x}+C^{*} \mu_{x y}\right) & -\left(B \mu_{x y}+C \mu_{x x}\right) \\
-\left(A \mu_{x y}^{*}+C^{*} \mu_{y y}\right) & \lambda-\left(B \mu_{y y}+C \mu_{x y}^{*}\right)
\end{array}\right|^{M} \\
= & \left\{\left[\lambda-\left(A \mu_{x x}+C^{*} \mu_{x y}\right)\right]\left[\lambda-\left(B \mu_{y y}+C \mu_{x y}^{*}\right)\right]\right. \\
& \left.-\left(A \mu_{x y}^{*}+C^{*} \mu_{y y}\right)\left(B \mu_{x y}+C \mu_{x x}\right)\right\}^{M} \\
= & \left(\lambda^{2}-b \lambda-c\right)^{M} \tag{D.29}
\end{align*}
$$

where

$$
\begin{align*}
& b=A \mu_{x x}+B \mu_{y y}+C \mu_{x y}^{*}+C^{*} \mu_{x y}=A \mu_{x x}+B \mu_{y y}+2 \operatorname{Re}\left\{C^{*} \mu_{x y}\right\}  \tag{D.30}\\
& c=\left(|C|^{2}-A B\right)\left(\mu_{x x} \mu_{y y}-\left|\mu_{x y}\right|^{2}\right)=\left(|C|^{2}-A B\right) \mu_{x x} \mu_{y y}\left(1-|\rho|^{2}\right) \tag{D.31}
\end{align*}
$$

and

$$
\begin{equation*}
\rho \triangleq \frac{\mu_{x y}}{\sqrt{\mu_{x x} \mu_{y y}}} \tag{D.32}
\end{equation*}
$$

is the complex correlation coefficient of $X_{i}$ and $Y_{i}$. Note that $b$ and $c$ are both real quantities.

## Eigenvalues of RF

Using the quadratic formula to solve for the roots of (D.29), we see that the matrix $\mathbf{R F}$ has $\Lambda=2$ distinct eigenvalues, both of multiplicity $M$ :

$$
\begin{array}{ll}
\lambda_{1}=\frac{b-\sqrt{b^{2}+4 c}}{2}, & m_{1}=M \\
\lambda_{2}=\frac{b+\sqrt{b^{2}+4 c}}{2}, & m_{2}=M \tag{D.34}
\end{array}
$$

If we assume both $|C|^{2}>A B$ and $|\rho|<1$, such that $c>0$, then we have $\lambda_{1}<0$ and $\lambda_{2}>0$.

## Probability of Error

Substituting $\Lambda=2$ and $m_{1}=m_{2}=M$ into (D.8), and using the fact that $\lambda_{1}$ is the only negative eigenvalue, we obtain

$$
\begin{equation*}
P_{e}=\sum_{k=1}^{M} c_{1, k} \tag{D.35}
\end{equation*}
$$

Making the same substitutions in (D.5), we find that $c_{1, k}$ is equal to

$$
\begin{equation*}
c_{1, k}=\left(\frac{1-\mu_{21}}{2}\right)^{M}\binom{M-1+(k-1)}{k-1}\left(\frac{1+\mu_{21}}{2}\right)^{k-1} \tag{D.36}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{21}=\frac{\lambda_{2}+\lambda_{1}}{\lambda_{2}-\lambda_{1}} \tag{D.37}
\end{equation*}
$$

Thus, $P_{e}$ becomes

$$
\begin{align*}
P_{e} & =\left(\frac{1-\mu_{21}}{2}\right)^{M} \sum_{k=1}^{M}\binom{M-1+(k-1)}{k-1}\left(\frac{1+\mu_{21}}{2}\right)^{k-1} \\
& =\left(\frac{1-\mu_{21}}{2}\right)^{M} \sum_{i=0}^{M-1}\binom{M-1+i}{i}\left(\frac{1+\mu_{21}}{2}\right)^{i} \tag{D.38}
\end{align*}
$$

Finally, we substitute the expressions for $\lambda_{1}$ and $\lambda_{2}$ from (D.33)-(D.34) into (D.37) to obtain

$$
\begin{equation*}
\mu_{21}=\frac{b}{\sqrt{b^{2}+4 c}} \equiv \sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}}, \tag{D.39}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\frac{b^{2}}{4 c} \tag{D.40}
\end{equation*}
$$

Note that (D.38) and (D.39) are identical in form to [27, Eqs. (14.4-15),(14.4-16)], which is the probability of error of a maximal ratio combiner with perfect channel estimation and i.i.d. Rayleigh fading channels. In fact, the special case of maximal ratio combining is obtained by making the substitutions $A=0, B=0$, and $C=\frac{1}{2}$ in the above results, which yields

$$
\begin{align*}
& b=\operatorname{Re}\left(\mu_{x y}\right)  \tag{D.41}\\
& c=\frac{1}{4} \mu_{x x} \mu_{y y}\left(1-|\rho|^{2}\right), \tag{D.42}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{\gamma}=\frac{[\operatorname{Re}(\rho)]^{2}}{1-|\rho|^{2}} \tag{D.43}
\end{equation*}
$$

If $\rho$ is real, then $\bar{\gamma}$ becomes

$$
\begin{equation*}
\bar{\gamma}=\frac{\rho^{2}}{1-\rho^{2}}, \tag{D.44}
\end{equation*}
$$

which implies

$$
\begin{equation*}
\mu_{21}=|\rho| . \tag{D.45}
\end{equation*}
$$

The fact that $\mu_{21}$ is always given by (D.39), regardless of whether the channel estimation is perfect or imperfect, is in agreement with the findings in [50] for the maximal ratio combiner.

## D.2.2 Example \#2

We now generalize Example \#1 and assume that the $M$ pairs $\left\{X_{i}, Y_{i}\right\}_{i=1}^{M}$ are independent but non-identically distributed. That is, we assume the $M \times M$ matrices $\boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and
$\boldsymbol{\Sigma}_{x y}$ are of the form

$$
\begin{align*}
& \boldsymbol{\Sigma}_{x x}=\left[\begin{array}{lll}
\mathbf{D}_{x x} & & \\
& \ddots & \\
& & \mathbf{D}_{x x}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{D}_{x x},  \tag{D.46}\\
& \boldsymbol{\Sigma}_{y y}=\left[\begin{array}{lll}
\mathbf{D}_{y y} & & \\
& \ddots & \\
& & \mathbf{D}_{y y}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{D}_{y y},  \tag{D.47}\\
& \boldsymbol{\Sigma}_{x y}=\left[\begin{array}{lll}
\mathbf{D}_{x y} & & \\
& \ddots & \\
& & \mathbf{D}_{x y}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{D}_{x y}, \tag{D.48}
\end{align*}
$$

where $\mathbf{D}_{x x}, \mathbf{D}_{y y}$, and $\mathbf{D}_{x y}$ are $L \times L$ diagonal matrices, and

$$
\begin{equation*}
N \triangleq \frac{M}{L} \tag{D.49}
\end{equation*}
$$

is an integer (i.e., $M$ is divisible by $L$ ). Note that when $L=1, \boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{x y}$ reduce to scaled identity matrices, and we obtain the model in Example \#1. Substituting (D.46)-(D.48) into (D.19) and using Properties 2 and 3 from Appendix B.2, we obtain

$$
\mathbf{R F}=\left[\begin{array}{ll}
\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right) & \mathbf{I}_{N} \otimes\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right)  \tag{D.50}\\
\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right) & \mathbf{I}_{N} \otimes\left(B \mathbf{D}_{y y}+C \mathbf{D}_{x y}^{H}\right)
\end{array}\right] .
$$

## Characteristic Polynomial of RF

The characteristic polynomial of $\mathbf{R F}$ is given by

$$
\begin{aligned}
& \operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right) \\
& \quad=\left|\begin{array}{cc}
\lambda\left(\mathbf{I}_{N} \otimes \mathbf{I}_{L}\right)-\left[\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right] & -\mathbf{I}_{N} \otimes\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right) \\
-\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right) & \lambda\left(\mathbf{I}_{N} \otimes \mathbf{I}_{L}\right)-\left[\mathbf{I}_{N} \otimes\left(B \mathbf{D}_{y y}+C \mathbf{D}_{x y}^{H}\right)\right]
\end{array}\right|
\end{aligned}
$$

$$
=\left|\begin{array}{cc}
\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right] & -\mathbf{I}_{N} \otimes\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right)  \tag{D.51}\\
-\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right) & \mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(B \mathbf{D}_{y y}+C \mathbf{D}_{x y}^{H}\right)\right]
\end{array}\right|
$$

where we used the relation $\mathbf{I}_{M}=\mathbf{I}_{N} \otimes \mathbf{I}_{L}$ and Properties 2 and 3 from Appendix B.2. We can apply the formula for the determinant of a partitioned matrix [29, Sec. A1.1.3],

$$
\left|\begin{array}{ll}
\mathbf{A}_{11} & \mathbf{A}_{12}  \tag{D.52}\\
\mathbf{A}_{21} & \mathbf{A}_{22}
\end{array}\right|=\operatorname{det}\left(\mathbf{A}_{11}\right) \operatorname{det}\left(\mathbf{A}_{22}-\mathbf{A}_{21} \mathbf{A}_{11}^{-1} \mathbf{A}_{12}\right)
$$

to expand (D.51) as

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)=\operatorname{det}\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]\right\} \cdot \operatorname{det}\left(\boldsymbol{\Phi}_{1}-\boldsymbol{\Phi}_{2}\right) \tag{D.53}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{\Phi}_{1} \triangleq \mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(B \mathbf{D}_{y y}+C \mathbf{D}_{x y}^{H}\right)\right]  \tag{D.54}\\
& \mathbf{\Phi}_{2} \triangleq\left[\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right)\right] \cdot\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]\right\}^{-1} \cdot\left[\mathbf{I}_{N} \otimes\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right)\right] \tag{D.55}
\end{align*}
$$

Using Property 9 in Appendix B.2, along with the result in (C.7), we evaluate the first determinant in (D.53) as

$$
\begin{align*}
\operatorname{det}\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]\right\} & =\left\{\operatorname{det}\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]\right\}^{N} \\
& =\prod_{i=1}^{L}\left[\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{i i}+C^{*}\left[\mathbf{D}_{x y}\right]_{i i}\right)\right]^{N} \tag{D.56}
\end{align*}
$$

where $[\mathbf{D}]_{i i}$ denotes the $i$-th diagonal entry of $\mathbf{D}$. As for the second determinant in (D.53), we first note that

$$
\begin{align*}
& {\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]^{-1}}  \tag{D.57}\\
& \quad=\operatorname{diag}\left\{\left[\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)\right]^{-1}, \ldots,\left[\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{L L}+C^{*}\left[\mathbf{D}_{x y}\right]_{L L}\right)\right]^{-1}\right\}
\end{align*}
$$

which follows from (C.11). Next, using Property 7 from Appendix B. 2 and applying Corollary 4 from Appendix B. 2 twice, we can re-write $\boldsymbol{\Phi}_{2}$ in (D.55) as

$$
\begin{align*}
\mathbf{\Phi}_{2}= & {\left[\mathbf{I}_{N} \otimes\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right)\right] \cdot\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]^{-1}\right\} \cdot\left[\mathbf{I}_{N} \otimes\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right)\right] } \\
= & \mathbf{I}_{N} \otimes\left[\left(A \mathbf{D}_{x y}^{H}+C^{*} \mathbf{D}_{y y}\right)\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{D}_{x x}+C^{*} \mathbf{D}_{x y}\right)\right]^{-1}\left(B \mathbf{D}_{x y}+C \mathbf{D}_{x x}\right)\right] \\
= & \mathbf{I}_{N} \otimes \operatorname{diag}\left(\frac{\left(A\left[\mathbf{D}_{x y}\right]_{11}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{11}\right)\left(B\left[\mathbf{D}_{x y}\right]_{11}+C\left[\mathbf{D}_{x x}\right]_{11}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)}, \ldots\right.  \tag{D.58}\\
& \left.\ldots, \frac{\left(A\left[\mathbf{D}_{x y}\right]_{L L}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{L L}\right)\left(B\left[\mathbf{D}_{x y}\right]_{L L}+C\left[\mathbf{D}_{x x}\right]_{L L}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{L L}+C^{*}\left[\mathbf{D}_{x y}\right]_{L L}\right)}\right)
\end{align*}
$$

Since

$$
\begin{equation*}
\lambda \mathbf{I}_{L}-\left(B \mathbf{D}_{y y}+C \mathbf{D}_{x y}^{H}\right)=\operatorname{diag}\left[\lambda-\left(B\left[\mathbf{D}_{y y}\right]_{11}+C\left[\mathbf{D}_{x y}\right]_{11}^{*}\right), \ldots, \lambda-\left(B\left[\mathbf{D}_{y y}\right]_{L L}+C\left[\mathbf{D}_{x y}\right]_{L L}^{*}\right)\right] \tag{D.59}
\end{equation*}
$$

we use (D.54) and (D.58) to get

$$
\left.\begin{array}{l}
\mathbf{\Phi}_{1}-\mathbf{\Phi}_{2} \\
=\left(\mathbf{I}_{N} \otimes \operatorname{diag}\left[\lambda-\left(B\left[\mathbf{D}_{y y}\right]_{11}+C\left[\mathbf{D}_{x y}\right]_{11}^{*}\right), \ldots, \lambda-\left(B\left[\mathbf{D}_{y y}\right]_{L L}+C\left[\mathbf{D}_{x y}\right]_{L L}^{*}\right)\right]\right) \\
- \\
\quad\left[\mathbf { I } _ { N } \otimes \operatorname { d i a g } \left(\frac{\left(A\left[\mathbf{D}_{x y}\right]_{11}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{11}\right)\left(B\left[\mathbf{D}_{x y}\right]_{11}+C\left[\mathbf{D}_{x x}\right]_{11}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)}, \ldots\right.\right. \\
\\
\left.\left.\quad \ldots, \frac{\left(A\left[\mathbf{D}_{x y}\right]_{L L}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{L L}\right)\left(B\left[\mathbf{D}_{x y}\right]_{L L}+C\left[\mathbf{D}_{x x}\right]_{L L}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{L L}+C^{*}\left[\mathbf{D}_{x y}\right]_{L L}\right)}\right)\right] \\
=  \tag{D.60}\\
\mathbf{I}_{N} \otimes \operatorname{diag}\left\{\lambda-\left(B\left[\mathbf{D}_{y y}\right]_{11}+C\left[\mathbf{D}_{x y}\right]_{11}^{*}\right)-\frac{\left(A\left[\mathbf{D}_{x y}\right]_{11}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{11}\right)\left(B\left[\mathbf{D}_{x y}\right]_{11}+C\left[\mathbf{D}_{x x}\right]_{11}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)}, \ldots\right. \\
= \\
= \\
\mathbf{I}_{N} \otimes \operatorname{diag}\left\{\frac{e_{11}(\lambda)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)}, \ldots, \frac{\left(A\left[\mathbf{D}_{x y}\right]_{L L}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{L L}\right)\left(B\left[\mathbf{D}_{x y}\right]_{L L}+C\left[\mathbf{D}_{x x}\right]_{L L}\right)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{L L}+C^{*}\left[\mathbf{D}_{x y}\right]_{L L}\right)}\right\}
\end{array}\right\}
$$

where

$$
\begin{align*}
e_{i i}(\lambda) \triangleq & {\left[\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{i i}+C^{*}\left[\mathbf{D}_{x y}\right]_{i i}\right)\right]\left[\lambda-\left(B\left[\mathbf{D}_{y y}\right]_{i i}+C\left[\mathbf{D}_{x y}\right]_{i i}^{*}\right)\right] }  \tag{D.61}\\
& -\left(A\left[\mathbf{D}_{x y}\right]_{i i}^{*}+C^{*}\left[\mathbf{D}_{y y}\right]_{i i}\right)\left(B\left[\mathbf{D}_{x y}\right]_{i i}+C\left[\mathbf{D}_{x x}\right]_{i i}\right)
\end{align*}
$$

It is straightforward to show that $e_{i i}(\lambda)$ reduces to

$$
\begin{equation*}
e_{i i}(\lambda)=\lambda^{2}-b_{i} \lambda-c_{i} \tag{D.62}
\end{equation*}
$$

where

$$
\begin{align*}
b_{i} & =A\left[\mathbf{D}_{x x}\right]_{i i}+B\left[\mathbf{D}_{y y}\right]_{i i}+C\left[\mathbf{D}_{x y}\right]_{i i}^{*}+C^{*}\left[\mathbf{D}_{x y}\right]_{i i}  \tag{D.63}\\
c_{i} & =\left(|C|^{2}-A B\right)\left(\left[\mathbf{D}_{x x}\right]_{i i}\left[\mathbf{D}_{y y}\right]_{i i}-\left|\left[\mathbf{D}_{x y}\right]_{i i}\right|^{2}\right) \tag{D.64}
\end{align*}
$$

The determinant of (D.60) is then evaluated by applying Property 9 from Appendix B.2:

$$
\begin{align*}
\operatorname{det}\left(\boldsymbol{\Phi}_{1}-\boldsymbol{\Phi}_{2}\right)= & \left\{\operatorname { d e t } \left[\operatorname { d i a g } \left(\frac{e_{11}(\lambda)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{11}+C^{*}\left[\mathbf{D}_{x y}\right]_{11}\right)}, \ldots\right.\right.\right. \\
& \left.\left.\left.\cdots \frac{e_{L L}(\lambda)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{L L}+C^{*}\left[\mathbf{D}_{x y}\right]_{L L}\right)}\right)\right]\right\}^{N} \\
= & \prod_{i=1}^{L}\left(\frac{e_{i i}(\lambda)}{\lambda-\left(A\left[\mathbf{D}_{x x}\right]_{i i}+C^{*}\left[\mathbf{D}_{x y}\right]_{i i}\right)}\right)^{N} \tag{D.65}
\end{align*}
$$

Finally, we substitute the results of (D.56) and (D.65) into (D.53) to show that the characteristic polynomial of $\mathbf{R F}$ is equal to

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)=\prod_{i=1}^{L}\left[e_{i i}(\lambda)\right]^{N}=\prod_{i=1}^{L}\left(\lambda^{2}-b_{i}-c_{i}\right)^{N} \tag{D.66}
\end{equation*}
$$

## Eigenvalues of RF

Using the quadratic formula to solve for the roots of $\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)$, we obtain

$$
\begin{align*}
\lambda_{2 i-1} & =\frac{b_{i}-\sqrt{b_{i}^{2}+4 c_{i}}}{2}, \quad m_{2 i-1}=N  \tag{D.67}\\
\lambda_{2 i} & =\frac{b_{i}+\sqrt{b_{i}^{2}+4 c_{i}}}{2}, \quad m_{2 i}=N \tag{D.68}
\end{align*}
$$

for $i=1, \ldots, L$. If we assume both $|C|^{2}>A B$ and $\left[\mathbf{D}_{x x}\right]_{i i}\left[\mathbf{D}_{y y}\right]_{i i}>\left|\left[\mathbf{D}_{x y}\right]_{i i}\right|^{2}$, such that $c_{i}>0$, then we have $\lambda_{2 i-1}<0$ and $\lambda_{2 i}>0$.

## Probability of Error

Suppose the $2 L$ eigenvalues given by $\left\{\lambda_{2 i-1}, \lambda_{2 i}\right\}_{i=1}^{L}$ are distinct. We then substitute $\Lambda=2 L$ and $m_{2 i-1}=m_{2 i}=N(i=1, \ldots, L)$ into (D.8) and use the fact that the negative
eigenvalues are given by $\left\{\lambda_{2 i-1}\right\}_{i=1}^{L}$ to obtain

$$
\begin{equation*}
P_{e}=\sum_{\substack{n=1 \\ n \text { odd }}}^{2 L} \sum_{k=1}^{N} c_{n, k} \tag{D.69}
\end{equation*}
$$

where the $\left\{c_{n, k}\right\}$ are the coefficients in the partial fraction expansion (see (D.4))

$$
\begin{equation*}
\prod_{n=1}^{2 L}\left(1-2 j v \lambda_{n}\right)^{-N}=\sum_{n=1}^{2 L} \sum_{k=1}^{N} \frac{c_{n,(N-k+1)}}{\left(1-2 j v \lambda_{n}\right)^{k}} . \tag{D.70}
\end{equation*}
$$

For $L>1$, it is more efficient to calculate the $\left\{c_{n, k}\right\}$ using iterative techniques (see Appendix A.1.2 for an example) than using (D.5).

## D.2.3 Example \#3

In this example, we assume the matrices $\boldsymbol{\Sigma}_{x x}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{x y}$ are of the form

$$
\begin{align*}
& \boldsymbol{\Sigma}_{x x}=\left[\begin{array}{lll}
\mathbf{B}_{x x} & & \\
& \ddots & \\
& & \mathbf{B}_{x x}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{B}_{x x}  \tag{D.71}\\
& \boldsymbol{\Sigma}_{y y}=\left[\begin{array}{lll}
\mathbf{B}_{y y} & & \\
& \ddots & \\
& & \mathbf{B}_{y y}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{B}_{y y}  \tag{D.72}\\
&  \tag{D.73}\\
& \boldsymbol{\Sigma}_{x y}=\left[\begin{array}{lll}
\mathbf{B}_{x y} & & \\
& \ddots & \\
& & \mathbf{B}_{x y}
\end{array}\right]=\mathbf{I}_{N} \otimes \mathbf{B}_{x y}
\end{align*}
$$

where the $L \times L$ matrices $\mathbf{B}_{x x}, \mathbf{B}_{y y}$, and $\mathbf{B}_{x y}$ are given by

$$
\begin{align*}
& \mathbf{B}_{x x}=s_{x x} \mathbf{A}_{L}+t_{x x} \mathbf{I}_{L}  \tag{D.74}\\
& \mathbf{B}_{y y}=s_{y y} \mathbf{A}_{L}+t_{y y} \mathbf{I}_{L}  \tag{D.75}\\
& \mathbf{B}_{x y}=s_{x y} \mathbf{A}_{L} \tag{D.76}
\end{align*}
$$

$\mathbf{A}_{L}$ is the $L \times L$ all-ones matrix, and

$$
\begin{equation*}
N \triangleq \frac{M}{L} \tag{D.77}
\end{equation*}
$$

is an integer (i.e., $M$ is divisible by $L$ ). The constants $s_{x x}, s_{y y}, t_{x x}$, and $t_{y y}$ are all real and $\geq 0$, but the constant $s_{x y}$ may be complex. Note that this model reduces to the one in Example \#1 when $L=1$ and $t_{x x}=t_{y y}=0$. Substituting (D.71)-(D.73) into (D.19) and using Properties 2 and 3 from Appendix B.2, we get

$$
\mathbf{R F}=\left[\begin{array}{cc}
\mathbf{I}_{N} \otimes\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right) & \mathbf{I}_{N} \otimes\left(B \mathbf{B}_{x y}+C \mathbf{B}_{x x}\right)  \tag{D.78}\\
\mathbf{I}_{N} \otimes\left(A \mathbf{B}_{x y}^{H}+C^{*} \mathbf{B}_{y y}\right) & \mathbf{I}_{N} \otimes\left(B \mathbf{B}_{y y}+C \mathbf{B}_{x y}^{H}\right)
\end{array}\right]
$$

## Characteristic Polynomial of RF

As in Example $\# 2$, we use the relation $\mathbf{I}_{M}=\mathbf{I}_{N} \otimes \mathbf{I}_{L}$, Properties 2 and 3 from Appendix B.2, and (D.52) to expand the characteristic polynomial of RF as

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)=\operatorname{det}\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right]\right\} \cdot \operatorname{det}\left(\boldsymbol{\Phi}_{1}-\boldsymbol{\Phi}_{2}\right) \tag{D.79}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{\Phi}_{1} \triangleq \mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(B \mathbf{B}_{y y}+C \mathbf{B}_{x y}^{H}\right)\right]  \tag{D.80}\\
& \mathbf{\Phi}_{2} \triangleq\left[\mathbf{I}_{N} \otimes\left(A \mathbf{B}_{x y}^{H}+C^{*} \mathbf{B}_{y y}\right)\right]\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right]\right\}^{-1}\left[\mathbf{I}_{N} \otimes\left(B \mathbf{B}_{x y}+C \mathbf{B}_{x x}\right)\right] \tag{D.81}
\end{align*}
$$

To derive expressions for the two determinants in (D.79), we first note that

$$
\begin{align*}
A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y} & =\left(A s_{x x}+C^{*} s_{x y}\right) \mathbf{A}_{L}+A t_{x x} \mathbf{I}_{L}  \tag{D.82}\\
A \mathbf{B}_{x y}^{H}+C^{*} \mathbf{B}_{y y} & =\left(A s_{x y}^{*}+C^{*} s_{y y}\right) \mathbf{A}_{L}+C^{*} t_{y y} \mathbf{I}_{L}  \tag{D.83}\\
B \mathbf{B}_{x y}+C \mathbf{B}_{x x} & =\left(B s_{x y}+C s_{x x}\right) \mathbf{A}_{L}+C t_{x x} \mathbf{I}_{L}  \tag{D.84}\\
B \mathbf{B}_{y y}+C \mathbf{B}_{x y}^{H} & =\left(B s_{y y}+C s_{x y}^{*}\right) \mathbf{A}_{L}+B t_{y y} \mathbf{I}_{L} \tag{D.85}
\end{align*}
$$

which follow from (D.74)-(D.76). Thus, we have

$$
\begin{align*}
& \lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)=\left(\lambda-A t_{x x}\right) \mathbf{I}_{L}-\left(A s_{x x}+C^{*} s_{x y}\right) \mathbf{A}_{L}  \tag{D.86}\\
& \lambda \mathbf{I}_{L}-\left(B \mathbf{B}_{y y}+C \mathbf{B}_{x y}^{H}\right)=\left(\lambda-B t_{y y}\right) \mathbf{I}_{L}-\left(B s_{y y}+C s_{x y}^{*}\right) \mathbf{A}_{L} \tag{D.87}
\end{align*}
$$

The determinant of (D.86) is evaluated by replacing $\lambda$ with $\lambda-A t_{x x}, c$ with $A s_{x x}+C^{*} s_{x y}$, and $n$ with $L$ in (C.18):

$$
\begin{align*}
\operatorname{det}\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right] & =\operatorname{det}\left[\left(\lambda-A t_{x x}\right) \mathbf{I}_{L}-\left(A s_{x x}+C^{*} s_{x y}\right) \mathbf{A}_{L}\right] \\
& =\left(\lambda-A t_{x x}\right)^{L-1}\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right] \tag{D.88}
\end{align*}
$$

We then use Property 9 from Appendix B. 2 to show that

$$
\begin{align*}
\operatorname{det}\left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right]\right\}\right. & =\left\{\operatorname{det}\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right]\right\}^{N} \\
& =\left(\lambda-A t_{x x}\right)^{(L-1) N}\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right]^{N} \tag{D.89}
\end{align*}
$$

As for the second determinant in (D.79), we first substitute (D.87) into the expression for $\boldsymbol{\Phi}_{1}$ in (D.80) to get

$$
\begin{equation*}
\mathbf{\Phi}_{1}=\mathbf{I}_{N} \otimes\left[\left(\lambda-B t_{y y}\right) \mathbf{I}_{L}-\left(B s_{y y}+C s_{x y}^{*}\right) \mathbf{A}_{L}\right] . \tag{D.90}
\end{equation*}
$$

Next, we make the appropriate substitutions in (C.19) to obtain the inverse of (D.86),

$$
\begin{align*}
{\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right]^{-1} } & =\left[\left(\lambda-A t_{x x}\right) \mathbf{I}_{L}-\left(A s_{x x}+C^{*} s_{x y}\right) \mathbf{A}_{L}\right]^{-1} \\
& =\frac{1}{\lambda-A t_{x x}}\left(\mathbf{I}_{L}+\frac{A s_{x x}+C^{*} s_{x y}}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \mathbf{A}_{L}\right) \tag{D.91}
\end{align*}
$$

from which we also obtain

$$
\begin{align*}
& \left\{\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right]\right\}^{-1}\right. \\
& \quad=\mathbf{I}_{N} \otimes\left[\lambda \mathbf{I}_{L}-\left(A \mathbf{B}_{x x}+C^{*} \mathbf{B}_{x y}\right)\right]^{-1} \\
& \quad=\mathbf{I}_{N} \otimes \frac{1}{\lambda-A t_{x x}}\left(\mathbf{I}_{L}+\frac{A s_{x x}+C^{*} s_{x y}}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \mathbf{A}_{L}\right) \tag{D.92}
\end{align*}
$$

after applying Property 7 from Appendix B.2. We then substitute (D.92) into the expression for $\mathbf{\Phi}_{2}$ in (D.81), use the expressions in (D.82)-(D.85), and apply Corollary 4 from Appendix B. 2 twice to get

$$
\begin{align*}
\mathbf{\Phi}_{2}=\mathbf{I}_{N} \otimes & \frac{1}{\lambda-A t_{x x}}\left\{\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right) \mathbf{A}_{L}+C^{*} t_{y y} \mathbf{I}_{L}\right]\right. \\
& \cdot\left(\mathbf{I}_{L}+\frac{A s_{x x}+C^{*} s_{x y}}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \mathbf{A}_{L}\right)  \tag{D.93}\\
& \left.\cdot\left[\left(B s_{x y}+C s_{x x}\right) \mathbf{A}_{L}+C t_{x x} \mathbf{I}_{L}\right]\right\}
\end{align*}
$$

Multiplying out the terms in (D.93) and using the relation $\mathbf{A}_{L} \mathbf{A}_{L}=L \mathbf{A}_{L}$ from (C.14), we can show that $\boldsymbol{\Phi}_{2}$ is equal to

$$
\begin{align*}
\mathbf{\Phi}_{2}=\mathbf{I}_{N} \otimes & \frac{1}{\lambda-A t_{x x}}\left\{\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L+\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x}\right.\right. \\
& \left.+\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y}\right] \mathbf{A}_{L}+|C|^{2} t_{x x} t_{y y} \mathbf{I}_{L} \\
& \left.+\frac{\left(A s_{x x}+C^{*} s_{x y}\right)\left[\left(B s_{x y}+C s_{x x}\right) L+C t_{x x}\right]}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \cdot\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right) L+C^{*} t_{y y}\right] \mathbf{A}_{L}\right\} \tag{D.94}
\end{align*}
$$

Combining the results of (D.90) and (D.94), we have

$$
\begin{align*}
\mathbf{\Phi}_{1}- & \mathbf{\Phi}_{2} \\
= & \mathbf{I}_{N} \otimes\left[\left(\lambda-B t_{y y}\right) \mathbf{I}_{L}-\left(B s_{y y}+C s_{x y}^{*}\right) \mathbf{A}_{L}\right] \\
& -\mathbf{I}_{N} \otimes \frac{1}{\lambda-A t_{x x}}\left\{\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L+\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x}\right.\right. \\
& \left.+\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y}\right] \mathbf{A}_{L}+|C|^{2} t_{x x} t_{y y} \mathbf{I}_{L} \\
& \left.+\frac{\left(A s_{x x}+C^{*} s_{x y}\right)\left[\left(B s_{x y}+C s_{x x}\right) L+C t_{x x}\right]}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \cdot\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right) L+C^{*} t_{y y}\right] \mathbf{A}_{L}\right\} \\
= & \mathbf{I}_{N} \otimes \frac{1}{\lambda-A t_{x x}}\left[X(\lambda) \mathbf{I}_{L}-Y(\lambda) \mathbf{A}_{L}\right] \tag{D.95}
\end{align*}
$$

where $X(\lambda)$ and $Y(\lambda)$ are given by

$$
\begin{equation*}
X(\lambda) \triangleq\left(\lambda-A t_{x x}\right)\left(\lambda-B t_{y y}\right)-|C|^{2} t_{x x} t_{y y} \tag{D.96}
\end{equation*}
$$

$$
\begin{align*}
Y(\lambda) \triangleq & \left(\lambda-A t_{x x}\right)\left(B s_{y y}+C s_{x y}\right)+\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L\right. \\
& \left.+\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x}+\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y}\right] \\
& +\frac{\left(A s_{x x}+C^{*} s_{x y}\right)\left[\left(B s_{x y}+C s_{x x}\right) L+C t_{x x}\right]}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L} \cdot\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right) L+C^{*} t_{y y}\right] \\
= & \frac{1}{\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L}\left\{\left(\lambda-A t_{x x}\right)^{2}\left(B s_{y y}+C s_{x y}^{*}\right)\right. \\
& -\left(\lambda-A t_{x x}\right)\left(B s_{y y}+C s_{x y}^{*}\right)\left(A s_{x x}+C^{*} s_{x y}\right) L \\
& +\left(\lambda-A t_{x x}\right)\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L  \tag{D.97}\\
& +\left(\lambda-A t_{x x}\right)\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x} \\
& +\left(\lambda-A t_{x x}\right)\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y} \\
& \left.+\left(A s_{x x}+C^{*} s_{x y}\right)|C|^{2} t_{x x} t_{y y}\right\}
\end{align*}
$$

respectively. We evaluate the determinant of (D.95) by first applying Property 9 from Appendix B. 2 and then replacing $\lambda$ with $X(\lambda), c$ with $Y(\lambda)$, and $n$ with $L$ in (C.18):

$$
\begin{align*}
\operatorname{det}\left(\mathbf{\Phi}_{1}-\mathbf{\Phi}_{2}\right) & =\left\{\operatorname{det}\left(\frac{1}{\lambda-A t_{x x}}\left[X(\lambda) \mathbf{I}_{L}-Y(\lambda) \mathbf{A}_{L}\right]\right)\right\}^{N} \\
& =\frac{1}{\left(\lambda-A t_{x x}\right)^{L N}}\left\{\operatorname{det}\left[X(\lambda) \mathbf{I}_{L}-Y(\lambda) \mathbf{A}_{L}\right]\right\}^{N} \\
& =\frac{1}{\left(\lambda-A t_{x x}\right)^{L N}}[X(\lambda)]^{(L-1) N} \cdot[X(\lambda)-Y(\lambda) L]^{N} \tag{D.98}
\end{align*}
$$

Finally, we substitute the results of (D.89) and (D.98) into (D.79) to obtain

$$
\begin{align*}
& \operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right) \\
& \quad=[X(\lambda)]^{(L-1) N} \cdot\left\{\frac{1}{\lambda-A t_{x x}}[X(\lambda)-Y(\lambda) L] \cdot\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right]\right\}^{N} \tag{D.99}
\end{align*}
$$

Using (D.96) and (D.97), we can show that

$$
\begin{align*}
X(\lambda) \cdot & {\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right] } \\
= & \left(\lambda-A t_{x x}\right)^{2}\left(\lambda-B t_{y y}\right)-\left(\lambda-A t_{x x}\right)\left(\lambda-B t_{y y}\right)\left(A s_{x x}+C^{*} s_{x y}\right) L  \tag{D.100}\\
& -\left(\lambda-A t_{x x}\right)|C|^{2} t_{x x} t_{y y}+\left(A s_{x x}+C^{*} s_{x y}\right)|C|^{2} t_{x x} t_{y y} L
\end{align*}
$$

and

$$
\begin{align*}
& Y(\lambda) L \cdot\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right] \\
&=\left(\lambda-A t_{x x}\right)^{2}\left(B s_{y y}+C s_{x y}^{*}\right) L-\left(\lambda-A t_{x x}\right)\left(B s_{y y}+C s_{x y}^{*}\right)\left(A s_{x x}+C^{*} s_{x y}\right) L^{2} \\
&+\left(\lambda-A t_{x x}\right)\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L^{2}  \tag{D.101}\\
&+\left(\lambda-A t_{x x}\right)\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x} L \\
&+\left(\lambda-A t_{x x}\right)\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y} L+\left(A s_{x x}+C^{*} s_{x y}\right)|C|^{2} t_{x x} t_{y y} L
\end{align*}
$$

We then apply these results to get

$$
\begin{align*}
& \frac{1}{\left(\lambda-A t_{x x}\right)}[X(\lambda)-Y(\lambda) L] \cdot\left[\left(\lambda-A t_{x x}\right)-\left(A s_{x x}+C^{*} s_{x y}\right) L\right] \\
&=\left\{\left(\lambda-A t_{x x}\right)\left(\lambda-B t_{y y}\right)-\left(\lambda-B t_{y y}\right)\left(A s_{x x}+C^{*} s_{x y}\right) L-|C|^{2} t_{x x} t_{y y}\right\} \\
&-\left\{\left(\lambda-A t_{x x}\right)\left(B s_{y y}+C s_{x y}^{*}\right) L-\left(B s_{y y}+C s_{x y}^{*}\right)\left(A s_{x x}+C^{*} s_{x y}\right) L^{2}\right. \\
&\left.+\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right) L^{2}+\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C t_{x x} L+\left(B s_{x y}+C s_{x x}\right) C^{*} t_{y y} L\right\} \\
&= \lambda^{2}-b \lambda-c \tag{D.102}
\end{align*}
$$

where

$$
\begin{align*}
b= & \left(A t_{x x}+B t_{y y}\right)+\left(A s_{x x}+B s_{y y}+C s_{x y}^{*}+C^{*} s_{x y}\right) L  \tag{D.103}\\
c= & \left(|C|^{2}-A B\right) t_{x x} t_{y y}+\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right) C-\left(B s_{y y}+C s_{x y}^{*}\right) A\right] t_{x x} L \\
& +\left[\left(B s_{x y}+C s_{x x}\right) C^{*}-\left(A s_{x x}+C^{*} s_{x y}\right) B\right] t_{y y} L \\
& +\left[\left(A s_{x y}^{*}+C^{*} s_{y y}\right)\left(B s_{x y}+C s_{x x}\right)-\left(B s_{y y}+C s_{x y}^{*}\right)\left(A s_{x x}+C^{*} s_{x y}\right)\right] L^{2} \\
= & \left(|C|^{2}-A B\right)\left[t_{x x} t_{y y}+\left(s_{x x} t_{y y}+s_{y y} t_{x x}\right) L+\left(s_{x x} s_{y y}-\left|s_{x y}\right|^{2}\right) L^{2}\right] . \tag{D.104}
\end{align*}
$$

Substituting (D.102) into (D.99), we obtain

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)=[X(\lambda)]^{(L-1) N} \cdot\left(\lambda^{2}-b \lambda-c\right)^{N} \tag{D.105}
\end{equation*}
$$

## Eigenvalues of RF

The eigenvalues of $\mathbf{R F}$ are given by the solutions to $\operatorname{det}\left(\lambda \mathbf{I}_{2 M}-\mathbf{R F}\right)=0$. First, we solve

$$
\begin{equation*}
[X(\lambda)]^{(L-1) N}=0 \tag{D.106}
\end{equation*}
$$

which can be expanded as (see (D.96))

$$
\begin{equation*}
\left[\lambda^{2}-\left(A t_{x x}+B t_{y y}\right) \lambda-\left(|C|^{2}-A B\right) t_{x x} t_{y y}\right]^{(L-1) N}=0 \tag{D.107}
\end{equation*}
$$

Using the quadratic formula, we obtain the following solutions:

$$
\begin{array}{ll}
\lambda_{1}=\frac{1}{2}\left(A t_{x x}+B t_{y y}\right)-\frac{1}{2} \sqrt{\left(A t_{x x}+B t_{y y}\right)^{2}+4\left(|C|^{2}-A B\right) t_{x x} t_{y y}}, \quad m_{1}=(L-1) N \\
\lambda_{2}=\frac{1}{2}\left(A t_{x x}+B t_{y y}\right)+\frac{1}{2} \sqrt{\left(A t_{x x}+B t_{y y}\right)^{2}+4\left(|C|^{2}-A B\right) t_{x x} t_{y y}}, \quad m_{2}=(L-1) N \tag{D.109}
\end{array}
$$

We also apply the quadratic formula to the equation

$$
\begin{equation*}
\left(\lambda^{2}-b \lambda-c\right)^{N}=0 \tag{D.110}
\end{equation*}
$$

to obtain the solutions

$$
\begin{array}{ll}
\lambda_{3}=\frac{b-\sqrt{b^{2}+4 c}}{2}, & m_{3}=N \\
\lambda_{4}=\frac{b+\sqrt{b^{2}+4 c}}{2}, & m_{4}=N . \tag{D.112}
\end{array}
$$

If $|C|^{2}>A B, s_{x x} s_{y y} \geq\left|s_{x y}\right|^{2}$, and the other constants in (D.104) are such that $c>0$, then we have $\lambda_{1}<0, \lambda_{2}>0, \lambda_{3}<0$, and $\lambda_{4}>0$. Depending on the values of the constants $A, B, C, s_{x x}$, etc., it may actually be possible for, say, $\lambda_{3}$ to equal $\lambda_{1}$, in which case the number of distinct non-zero eigenvalues is less than four (i.e., $\Lambda<4$ ).

## Probability of Error

From (D.8), the probability of error is given by

$$
\begin{equation*}
P_{e}=\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k}, \tag{D.113}
\end{equation*}
$$

where the $\left\{c_{n, k}\right\}$ are the coefficients in the partial fraction expansion (see (D.4))

$$
\begin{equation*}
\prod_{n=1}^{\Lambda}\left(1-2 j v \lambda_{n}\right)^{-m_{n}}=\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} \frac{c_{n,\left(m_{n}-k+1\right)}}{\left(1-2 j v \lambda_{n}\right)^{k}} \tag{D.114}
\end{equation*}
$$

## Appendix E

## Alternative Derivation of $P_{e}$

We present an alternative derivation for the probability of error given in (D.8). Our approach involves taking the inverse Fourier transform of $\Phi_{Z}(j v)$ to obtain the PDF of $Z$, and then integrating the PDF over the negative values of $Z$.

## E. 1 PDF of $Z$

The PDF of $Z$ is given by the inverse Fourier transform of its characteristic function [27,

$$
\begin{equation*}
f_{Z}(x)=\frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} \Phi_{Z}(j v) e^{-j v x} d v \tag{2.1-72}
\end{equation*}
$$

where we have treated the improper integral as a principal value [51, Sec. 6.3]:

$$
\begin{equation*}
\text { p.v. } \int_{-\infty}^{\infty} f(z) d z \triangleq \lim _{\rho \rightarrow \infty} \int_{-\rho}^{\rho} f(z) d z \tag{E.2}
\end{equation*}
$$

Substituting the expression for $\Phi_{Z}(j v)$ from (D.4) into (E.1), we obtain

$$
f_{Z}(x)=\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} \frac{e^{-j v x}}{\left(1-2 j v \lambda_{n}\right)^{k}} d v
$$

$$
\begin{align*}
= & \sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v \\
& +\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v \tag{E.3}
\end{align*}
$$

where

$$
\begin{equation*}
h_{n, k}(v) \triangleq \frac{e^{-j v x}}{\left(v+\frac{j}{2 \lambda_{n}}\right)^{k}} \tag{E.4}
\end{equation*}
$$

The reason for treating the negative and positive eigenvalues separately will become apparent shortly.

To evaluate

$$
\begin{equation*}
I=\mathrm{p} . \mathrm{v} . \int_{-\infty}^{\infty} h_{n, k}(v) d v=\lim _{\rho \rightarrow \infty} \int_{-\rho}^{\rho} h_{n, k}(v) d v \tag{E.5}
\end{equation*}
$$

we first recognize that the integral

$$
\begin{equation*}
I_{\rho}=\int_{-\rho}^{\rho} h_{n, k}(v) d v \tag{E.6}
\end{equation*}
$$

can be interpreted as a contour integral of the complex-valued function $h_{n, k}(z)$ along $\gamma_{\rho}$, the directed line segment along the real axis from $-\rho$ to $\rho$ :

$$
\begin{equation*}
I_{\rho}=\int_{\gamma_{\rho}} h_{n, k}(z) d z \tag{E.7}
\end{equation*}
$$

We then construct a simple closed contour $\Gamma_{\rho}$, such that $\gamma_{\rho}$ is one of its components, and we use residue theory ${ }^{1}$ to solve the integral along $\Gamma_{\rho}$ as $\rho \rightarrow \infty$. Note that $h_{n, k}(z)$ has a $k$-th order pole at $z=-j / 2 \lambda_{n}$. The cases $x<0$ and $x>0$ will need to be treated separately.

## E.1. $1 x<0$

For $x<0$, we close the contour with expanding semi-circles in the upper-half complex plane. Define the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{+}$, where $\gamma_{\rho}$ is as previously defined, and $C_{\rho}^{+}$is the
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Figure E.1: For $x<0$, we close the contour with a semi-circle in the upper-half complex plane.
positively oriented (counter-clockwise) semi-circle of radius $\rho$ in the upper-half complex plane. We focus on the integral

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{n, k}(z) d z=\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z+\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} h_{n, k}(z) d z \tag{E.8}
\end{equation*}
$$

First, consider the case $\lambda_{n}>0$. From Fig. E.1(a), we see that the contour $\Gamma_{\rho}$ does not enclose any poles, and the function $h_{n, k}(z)$ is analytic inside the contour. Therefore, by Cauchy's Integral Theorem [51, Sec. 4.4, Theorem 9], we have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{n, k}(z) d z=0, \quad \lambda_{n}>0 \tag{E.9}
\end{equation*}
$$

Using Jordan's Lemma [51, Sec. 6.4, Lemma 3], we also have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} h_{n, k}(z) d z=0, \quad \lambda_{n}>0 \tag{E.10}
\end{equation*}
$$

Substituting the results of (E.9) and (E.10) into (E.8), we conclude that

$$
\begin{equation*}
\text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v=\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z=0, \quad \lambda_{n}>0 \tag{E.11}
\end{equation*}
$$

As a result, $f_{Z}(x)$ in (E.3) reduces to

$$
\begin{equation*}
f_{Z}(x)=\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v \tag{E.12}
\end{equation*}
$$

Now, consider the case $\lambda_{n}<0$. We see from Fig. E.1(b) that the contour $\Gamma_{\rho}$ encloses a $k$-th order pole at $z=-j / 2 \lambda_{n}$. Using Cauchy's Residue Theorem [51, Sec. 6.1, Theorem 2], we have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{n, k}(z) d z=2 \pi j \cdot \operatorname{Res}\left(h_{n, k} ;-\frac{j}{2 \lambda_{n}}\right), \quad \lambda_{n}<0 \tag{E.13}
\end{equation*}
$$

where $\operatorname{Res}\left(f ; z_{0}\right)$ is defined as the residue of the function $f$ at $z=z_{0}$. Since, by Jordan's Lemma,

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} h_{n, k}(z) d z=0, \quad \lambda_{n}<0 \tag{E.14}
\end{equation*}
$$

we obtain (see (E.8))

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} h_{n, k}(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z \\
& =2 \pi j \cdot \operatorname{Res}\left(h_{n, k} ;-\frac{j}{2 \lambda_{n}}\right), \quad \lambda_{n}<0 . \tag{E.15}
\end{align*}
$$

Applying the general formula for a residue [51, Sec. 6.1, Theorem 1], we have

$$
\begin{align*}
\operatorname{Res}\left(h_{n, k} ;-\frac{j}{2 \lambda_{n}}\right) & =\lim _{z \rightarrow-j / 2 \lambda_{n}} \frac{1}{(k-1)!} \frac{d^{k-1}}{d z^{k-1}}\left[\left(z+\frac{j}{2 \lambda_{n}}\right)^{k} h_{n, k}(z)\right] \\
& =\lim _{z \rightarrow-j / 2 \lambda_{n}} \frac{1}{(k-1)!} \frac{d^{k-1}}{d z^{k-1}}\left(e^{-j x z}\right) \\
& =\lim _{z \rightarrow-j / 2 \lambda_{n}} \frac{1}{(k-1)!}(-j x)^{k-1} e^{-j x z} \\
& =\frac{1}{(k-1)!}(-j x)^{k-1} e^{-x / 2 \lambda_{n}} . \tag{E.16}
\end{align*}
$$

To arrive at the above result, we used the formula

$$
\begin{equation*}
\frac{d^{n}}{d z^{n}}\left(e^{-j x z}\right)=(-j x)^{n} e^{-j x z} \tag{E.17}
\end{equation*}
$$

which is easily proved by induction. Substituting the results of (E.15) and (E.16) into (E.12), we obtain

$$
\begin{align*}
f_{Z}(x) & =\sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \cdot 2 \pi j \frac{1}{(k-1)!}(-j x)^{k-1} e^{-x / 2 \lambda_{n}} \\
& =\sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(-\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!}(-x)^{k-1} e^{-x / 2 \lambda_{n}}, \quad x<0 . \tag{E.18}
\end{align*}
$$


(a) $\lambda_{n}<0$

(b) $\lambda_{n}>0$

Figure E.2: For $x>0$, we close the contour with a semi-circle in the lower-half complex plane.

## E.1.2 $x>0$

For $x>0$, we close the contour with expanding semi-circles in the lower-half complex plane. Consider the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{-}$, where $C_{\rho}^{-}$is the negatively oriented (clockwise) semi-circle of radius $\rho$ in the lower-half complex plane. We now examine the integral

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{n, k}(z) d z=\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z+\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} h_{n, k}(z) d z \tag{E.19}
\end{equation*}
$$

When $\lambda_{n}<0$, we see from Fig. E.2(a) that the contour $\Gamma_{\rho}$ does not enclose any poles, and $h_{n, k}(z)$ is analytic inside the contour. Using Cauchy's Integral Theorem and Jordan's Lemma, we have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{n, k}(z) d z=0, \quad \lambda_{n}<0 \tag{E.20}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} h_{n, k}(z) d z=0, \quad \lambda_{n}<0 \tag{E.21}
\end{equation*}
$$

which imply that (see (E.19))

$$
\begin{equation*}
\text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v=\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z=0, \quad \lambda_{n}<0 . \tag{E.22}
\end{equation*}
$$

As a result, $f_{Z}(x)$ in (E.3) reduces to

$$
\begin{equation*}
f_{Z}(x)=\sum_{\substack{n=1 \\ \lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} h_{n, k}(v) d v \tag{E.23}
\end{equation*}
$$

Now, when $\lambda_{n}>0$, the contour $\Gamma_{\rho}$ encloses a $k$-th order pole at $z=-j / 2 \lambda_{n}$ (see Fig. E.2(b)). Again, we use Cauchy's Residue Theorem and Jordan's Lemma to show that

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} h_{n, k}(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{n, k}(z) d z \\
& =\lim _{\rho \rightarrow \infty}\left(\int_{\Gamma_{\rho}} h_{n, k}(z) d z-\int_{C_{\rho}^{-}} h_{n, k}(z) d z\right) \\
& =-2 \pi j \cdot \operatorname{Res}\left(h_{n, k} ;-\frac{j}{2 \lambda_{n}}\right), \quad \lambda_{n}>0 \tag{E.24}
\end{align*}
$$

The negative sign in (E.24) is required because the contour $\Gamma_{\rho}$ is negatively oriented. Using the results of (E.16) and (E.24) in (E.23), we arrive at

$$
\begin{align*}
f_{Z}(x) & =\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{j}{2 \lambda_{n}}\right)^{k} \cdot \frac{1}{2 \pi} \cdot(-2 \pi j) \frac{1}{(k-1)!}(-j x)^{k-1} e^{-x / 2 \lambda_{n}} \\
& =\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!} x^{k-1} e^{-x / 2 \lambda_{n}}, \quad x>0 . \tag{E.25}
\end{align*}
$$

## E.1.3 Summary

In summary, $f_{Z}(x)$ is given by (see (E.18) and (E.25))

$$
f_{Z}(x)= \begin{cases}\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(-\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!}(-x)^{k-1} e^{-x / 2 \lambda_{n}}, & x<0  \tag{E.26}\\ \sum_{\substack{n=1 \\ \lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!} x^{k-1} e^{-x / 2 \lambda_{n}}, & x>0\end{cases}
$$

When the eigenvalues of RF are distinct (i.e., when $\Lambda=N$ and $m_{n}=1$ for $n=1, \ldots, \Lambda$ ), this result reduces to [36, Eq. (9.40)].

## E.1.4 Sanity Check

We want to confirm that $\int_{-\infty}^{\infty} f_{Z}(x) d x=1$. First, we have

$$
\begin{equation*}
P(Z<0)=\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(-\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!} \int_{-\infty}^{0}(-x)^{k-1} e^{-x / 2 \lambda_{n}} d x \tag{E.27}
\end{equation*}
$$

Making the substitution $r_{n}=-\lambda_{n}$ in (E.27) and applying the relation for the Gamma function [33, Sec. 6.11.2],

$$
\begin{equation*}
\Gamma(k)=\int_{0}^{\infty} u^{k-1} e^{-u} d u=(k-1)!, \quad k=1,2, \ldots \tag{E.28}
\end{equation*}
$$

we obtain

$$
\begin{align*}
P(Z<0) & =\sum_{\substack{n=1 \\
r_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{1}{2 r_{n}}\right)^{k} \frac{1}{(k-1)!} \int_{-\infty}^{0}(-x)^{k-1} e^{x / 2 r_{n}} d x \\
& =\sum_{\substack{n=1 \\
r_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot \frac{1}{(k-1)!} \int_{0}^{\infty} u^{k-1} e^{-u} d u \\
& =\sum_{\substack{n=1 \\
r_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \\
& =\sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \\
= & \sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} . \tag{E.29}
\end{align*}
$$

Similarly,

$$
\begin{align*}
P(Z>0) & =\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot\left(\frac{1}{2 \lambda_{n}}\right)^{k} \frac{1}{(k-1)!} \int_{0}^{\infty} x^{k-1} e^{-x / 2 \lambda_{n}} d x \\
& =\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n,\left(m_{n}-k+1\right)} \cdot \frac{1}{(k-1)!} \int_{0}^{\infty} u^{k-1} e^{-u} d u \\
& =\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} \tag{E.30}
\end{align*}
$$

Thus, we have

$$
\begin{align*}
\int_{-\infty}^{\infty} f_{Z}(x) d x & =\sum_{\substack{n=1 \\
\lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k}+\sum_{\substack{n=1 \\
\lambda_{n}>0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} \\
& =\sum_{n=1}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} \\
& =1 \tag{E.31}
\end{align*}
$$

where (A.20) was used in the last step.

## E. 2 Probability of Error

If we assume binary signaling, where $\mathrm{a}+1$ and -1 are equally likely to be transmitted, then the probability of error is given by (see (E.29))

$$
\begin{equation*}
P_{e}=P(Z<0)=\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{m_{n}} c_{n, k} . \tag{E.32}
\end{equation*}
$$

## Appendix F

## MVU and MMSE Estimators of

## Zero-Mean Complex Gaussian

## Random Variables

Given a known complex $N \times p$ matrix $\mathbf{H}$ with full-rank and $N>p$, and a complex $N \times 1$ random vector $\tilde{\mathbf{w}}$ with $\operatorname{PDF} \tilde{\mathbf{w}} \sim \mathcal{C N}\left(\mathbf{0}, \mathbf{C}_{\tilde{w} \tilde{w}}\right)$, the complex extension of the classical linear model is given by [29, p. 529]

$$
\begin{equation*}
\tilde{\mathbf{x}}=\mathbf{H} \boldsymbol{\theta}+\tilde{\mathbf{w}} \tag{F.1}
\end{equation*}
$$

where $\boldsymbol{\theta}$ is a complex $p \times 1$ parameter vector to be estimated. It is shown that

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{\mathrm{MVU}}=\left(\mathbf{H}^{H} \mathbf{C}_{\tilde{w} \tilde{w}}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{H} \mathbf{C}_{\tilde{w} \tilde{w}}^{-1} \tilde{\mathbf{x}} \tag{F.2}
\end{equation*}
$$

is the minimum variance unbiased (MVU) estimator of $\boldsymbol{\theta}$ (see [29, Eq. (15.58)]). The complex Bayesian linear model, on the other hand, is also defined as

$$
\begin{equation*}
\tilde{\mathbf{x}}=\mathbf{H} \boldsymbol{\theta}+\tilde{\mathbf{w}} \tag{F.3}
\end{equation*}
$$

where $\mathbf{H}, \boldsymbol{\theta}$, and $\tilde{\mathbf{w}}$ are of the same dimensions as previously given. However, $\boldsymbol{\theta}$ is now a random vector with $\boldsymbol{\theta} \sim \mathcal{C N}\left(\mu_{\theta}, \mathbf{C}_{\theta \theta}\right)$, $\tilde{\mathbf{w}}$ is independent of $\boldsymbol{\theta}$, and we possibly have $N \leq p$. From [29, Eq. (15.65)], the minimum mean square error (MMSE) estimator of $\boldsymbol{\theta}$ is given by

$$
\begin{equation*}
\hat{\boldsymbol{\theta}}_{\mathrm{MMSE}}=E(\boldsymbol{\theta} \mid \tilde{\mathbf{x}})=\mu_{\theta}+\left(\mathbf{C}_{\theta \theta}^{-1}+\mathbf{H}^{H} \mathbf{C}_{\tilde{w} \tilde{w}}^{-1} \mathbf{H}\right)^{-1} \mathbf{H}^{H} \mathbf{C}_{\tilde{w} \tilde{w}}^{-1}\left(\tilde{\mathbf{x}}-\mathbf{H} \mu_{\theta}\right) \tag{F.4}
\end{equation*}
$$

When only one parameter is being estimated (i.e., $p=1$ ), $\boldsymbol{\theta}$ becomes the scalar $\theta$, and $\mathbf{H}$ reduces to a column vector $\mathbf{h}$ :

$$
\begin{equation*}
\tilde{\mathbf{x}}=\mathbf{h} \theta+\tilde{\mathbf{w}} \tag{F.5}
\end{equation*}
$$

Assume we have white Gaussian noise, such that $\mathbf{C}_{\tilde{w} \tilde{w}}=\sigma_{\tilde{w}}^{2} \mathbf{I}_{N}$. Under these assumptions, the MVU estimator given by (F.2) reduces to

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MVU}}=\left(\mathbf{h}^{H} \mathbf{h}\right)^{-1} \mathbf{h}^{H} \tilde{\mathbf{x}} \tag{F.6}
\end{equation*}
$$

Likewise, if we assume a prior pdf of $\theta \sim \mathcal{C N}\left(0, \sigma_{\theta}^{2}\right)$, the MMSE estimator becomes (see (F.4))

$$
\begin{equation*}
\hat{\theta}_{\mathrm{MMSE}}=\left(\frac{\sigma_{\tilde{w}}^{2}}{\sigma_{\theta}^{2}}+\mathbf{h}^{H} \mathbf{h}\right)^{-1} \mathbf{h}^{H} \tilde{\mathbf{x}}=\frac{\mathbf{h}^{H} \mathbf{h}}{\frac{\sigma_{\tilde{w}}^{2}}{\sigma_{\theta}^{2}}+\mathbf{h}^{H} \mathbf{h}} \hat{\theta}_{\mathrm{MVU}} \tag{F.7}
\end{equation*}
$$

Thus, when $\theta$ is zero-mean, the MVU and MMSE estimators for the complex linear model differ by only a multiplicative constant. Furthermore, if $\mathbf{h}=c \mathbf{1}_{N}$, where $c$ is a constant and $\mathbf{1}_{N}$ is the $N \times 1$ all-ones vector, then

$$
\begin{align*}
\hat{\theta}_{\mathrm{MVU}} & =\frac{1}{c} \bar{x}  \tag{F.8}\\
\hat{\theta}_{\mathrm{MMSE}} & =\frac{c^{2} \sigma_{\theta}^{2}}{c^{2} \sigma_{\theta}^{2}+\frac{\sigma_{\tilde{v}}^{2}}{N}} \hat{\theta}_{\mathrm{MVU}} \tag{F.9}
\end{align*}
$$

where $\bar{x}=\frac{1}{N} \sum_{i=1}^{N} \tilde{x}_{i}$ is the sample average of the $\left\{\tilde{x}_{i}\right\}$.

## F. 1 Example

For the MC-CDMA system in Chapter 2, the demodulator outputs during the estimation phase are given in (2.26) as

$$
\begin{equation*}
W_{m, i, q}=A_{1} g_{m, i}^{(1)}+\Gamma_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P} \tag{F.10}
\end{equation*}
$$

where $\Gamma_{W_{m, i, q}}$ is defined as the sum of the MAI and AWGN terms. The $\left\{\Gamma_{W_{m, i, q}}\right\}$ are easily shown to be i.i.d. Since (F.10) is just a special case of (F.5) with $N=Q_{P}$ and $\mathbf{h}=A_{1} \mathbf{1}_{Q_{P}}$, we use (F.8) to obtain the MVU estimate of $g_{m, i}^{(1)}$ :

$$
\begin{equation*}
\hat{W}_{m, i, \mathrm{MVU}}=\frac{1}{A_{1}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{F.11}
\end{equation*}
$$

The MMSE estimate of $g_{m, i}^{(1)}$ is of the form

$$
\begin{equation*}
\hat{W}_{m, i, \mathrm{MMSE}}=k_{m, i} \cdot \hat{W}_{m, i, \mathrm{MVU}} \tag{F.12}
\end{equation*}
$$

where $k_{m, i}$ corresponds to the constant in (F.9). When these estimates are used as the weights in the maximal ratio combiner (see (2.35)),

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{1}} \operatorname{Re}\left\{\hat{W}_{m, i}^{*} Y_{m, i, q}\right\}=\sum_{i=1}^{R_{1}}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \tag{F.13}
\end{equation*}
$$

we observe that $k_{m, i}$ multiplies both the signal and interference/noise terms of $Y_{m, i, q}$, such that the SNR or SINR of the $i$-th term in (F.13) is the same for both estimators. Furthermore, since the fading and noise processes for the $R_{1}$ channels are statistically identical, we have $k_{m, i} \equiv k$ for all $i$. As a result, the total SNR or SINR of $Z_{m, q}$ is the same for both estimators, and this implies that both estimators yield the same probability of error.

## Appendix G

## Probability of Error: Case I

Consider the final test statistic

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \tag{G.1}
\end{equation*}
$$

where $\hat{W}_{m, i}$ and $Y_{m, i, q}$ are a pair of correlated, zero-mean complex Gaussian random variables, and the $R$ pairs $\left\{\hat{W}_{m, i}, Y_{m, i, q}\right\}_{i=1}^{R}$ are mutually statistically independent and identically distributed (i.i.d.). Since (G.1) is just a special case of the general quadratic form [27, Eq. (B-1)] with $A=0, B=0$, and $C=\frac{1}{2}$, the probability of error is obtained as [27, Eq. (B-21)]

$$
\begin{equation*}
P_{e}=P\left[Z_{m, q}<0\right]=\frac{1}{\left(1+\frac{v_{2}}{v_{1}}\right)^{2 R-1}} \sum_{k=0}^{R-1}\binom{2 R-1}{k}\left(\frac{v_{2}}{v_{1}}\right)^{k} \tag{G.2}
\end{equation*}
$$

where

$$
\begin{align*}
& v_{1}=\frac{\sqrt{\mu_{W W} \mu_{Y Y}}-\mu_{W Y}}{\mu_{W W} \mu_{Y Y}-\mu_{W Y}^{2}}  \tag{G.3}\\
& v_{2}=\frac{\sqrt{\mu_{W W} \mu_{Y Y}}+\mu_{W Y}}{\mu_{W W} \mu_{Y Y}-\mu_{W Y}^{2}} \tag{G.4}
\end{align*}
$$

and

$$
\begin{equation*}
\mu_{W W} \triangleq \frac{1}{2} E\left[\left|\hat{W}_{m, i}\right|^{2}\right] \tag{G.5}
\end{equation*}
$$

$$
\begin{align*}
\mu_{Y Y} & \triangleq \frac{1}{2} E\left[\left|Y_{m, i, q}\right|^{2}\right]  \tag{G.6}\\
\mu_{W Y} & \triangleq \frac{1}{2} E\left[\hat{W}_{m, i} Y_{m, i, q}^{*}\right] \tag{G.7}
\end{align*}
$$

It is assumed in (G.3) and (G.4) that $\mu_{W Y}$ is real and that $\mu_{W W} \mu_{Y Y}>\mu_{W Y}^{2}$ (i.e., $|\mu|<1$, where $\mu$ is given in (G.11) below). By applying [36, Eqs. (9.17),(9.18)], we can show that (G.2) is equal to

$$
\begin{equation*}
P_{e}=\frac{1}{\left(1+\frac{v_{2}}{v_{1}}\right)^{R}} \sum_{k=0}^{R-1}\binom{R-1+k}{k} \frac{1}{\left(1+\frac{v_{1}}{v_{2}}\right)^{k}} \tag{G.8}
\end{equation*}
$$

Furthermore, if we define

$$
\begin{equation*}
\mu=\frac{v_{2}-v_{1}}{v_{2}+v_{1}} \tag{G.9}
\end{equation*}
$$

such that

$$
\begin{aligned}
& \left(1+\frac{v_{2}}{v_{1}}\right)^{-1}=\frac{1-\mu}{2} \\
& \left(1+\frac{v_{1}}{v_{2}}\right)^{-1}=\frac{1+\mu}{2}
\end{aligned}
$$

then we can re-write $P_{e}$ as

$$
\begin{equation*}
P_{e}=\left(\frac{1-\mu}{2}\right)^{R} \sum_{k=0}^{R-1}\binom{R-1+k}{k}\left(\frac{1+\mu}{2}\right)^{k} \tag{G.10}
\end{equation*}
$$

Substituting the expressions for $v_{1}$ and $v_{2}$ into (G.9), we have

$$
\begin{equation*}
\mu=\frac{\mu_{W Y}}{\sqrt{\mu_{W W} \mu_{Y Y}}} \tag{G.11}
\end{equation*}
$$

Note that $\mu$ is the correlation coefficient between $\hat{W}_{m, i}$ and $Y_{m, i, q}$.

## G. 1 MC-CDMA: SISO-Scenario \#1

For the MC-CDMA system in Scenario \#1, the final test statistic is given by (G.1) with $R=R_{1}$ (see (2.35)). The expressions for $\mu_{W W}, \mu_{Y Y}$, and $\mu_{W Y}$ are given in Appendix T as

$$
\begin{equation*}
\mu_{W W}=\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \tag{G.12}
\end{equation*}
$$

$$
\begin{align*}
\mu_{Y Y} & =\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{G.13}\\
\mu_{W Y} & =\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \tag{G.14}
\end{align*}
$$

Substituting (G.12)-(G.14) into (G.11), we get

$$
\begin{equation*}
\mu=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{G.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right) \cdot \frac{1}{1+(K-1)\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right)} . \tag{G.16}
\end{equation*}
$$

## G. 2 MC-DS-CDMA: SISO-Scenario \#2

The final test statistic for the MC-DS-CDMA system in Scenario \#2 is given by (G.1) with $R=R_{2}$ (see (2.49)). From Appendix Q, we have the following expressions for $\mu_{W W}, \mu_{Y Y}$, and $\mu_{W Y}$ :

$$
\begin{align*}
\mu_{W W} & =\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]  \tag{G.17}\\
\mu_{Y Y} & =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]  \tag{G.18}\\
\mu_{W Y} & =\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}} \tag{G.19}
\end{align*}
$$

We substitute (G.17)-(G.19) into (G.11) to get

$$
\begin{equation*}
\mu=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{G.20}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \cdot \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} . \tag{G.21}
\end{equation*}
$$

## G. 3 MC-DS-CDMA: SISO-Scenario \#1 (Uniform MIP)

For the MC-DS-CDMA system in Scenario \#1, the final test statistic is given by (2.43). When the MIP in each sub-band is uniform, $Z_{m, q}$ is just a sum of $R_{2} L$ i.i.d. terms. Thus, we can think of $Z_{m, q}$ as having the same form as (G.1) with $R=R_{2} L$. By making the substitution $\Omega_{m, i, l}^{(1)}=1 / L$ in (R.33), (R.54), and (R.60), we obtain

$$
\begin{align*}
\mu_{W_{l} W_{l}} & =\frac{1}{2}\left[\frac{1}{L}+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \equiv \mu_{W W}  \tag{G.22}\\
\mu_{Y_{l} Y_{l}} & =\frac{E_{b 2}}{R_{2}}\left[\frac{1}{L}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \equiv \mu_{Y Y}  \tag{G.23}\\
\mu_{W_{l} Y_{l}} & =\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}} \frac{1}{L} \equiv \mu_{W Y} \tag{G.24}
\end{align*}
$$

As a result, we have

$$
\begin{equation*}
\mu=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{G.25}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\frac{1}{L}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \cdot \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} \tag{G.26}
\end{equation*}
$$

## Appendix H

## Probability of Error: Case II

From (2.43), the final test statistic for the MC-DS-CDMA system in Scenario \#1 is given by

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{2}} \sum_{l=1}^{L}\left\{\frac{1}{2} \hat{W}_{m, i, l}^{*} Y_{m, i, q, l}+\frac{1}{2} \hat{W}_{m, i, l} Y_{m, i, q, l}^{*}\right\} \tag{H.1}
\end{equation*}
$$

where $\hat{W}_{m, i, l}$ and $Y_{m, i, q, l}$ are a pair of correlated, zero-mean complex Gaussian random variables. In this derivation, we assume the MIP is exponentially-decaying. For a given $l$, the $R_{2}$ pairs $\left\{\hat{W}_{m, i, l}, Y_{m, i, q, l}\right\}_{i=1, \ldots, R_{2}}$ are i.i.d., but for a given $i$, the $L$ pairs $\left\{\hat{W}_{m, i, l}, Y_{m, i, q, l}\right\}_{l=1, \ldots, L}$ are assumed to be independent but not identically distributed. Thus, for a given $l$, the sum over $i$ in (H.1) is just a special case of the quadratic form [27, Eq. (B-1)] with $A=0, B=0$, and $C=\frac{1}{2}$. We can use [27, Eq. (B-7)] to write the characteristic function of $Z_{m, q}$ as

$$
\begin{equation*}
\Phi_{Z_{m, q}}(j v)=\prod_{l=1}^{L} \frac{\left(v_{1 l} v_{2 l}\right)^{R_{2}}}{\left(v+j v_{1 l}\right)^{R_{2}}\left(v-j v_{2 l}\right)^{R_{2}}} \equiv \Phi_{1}(j v) \Phi_{2}(j v) \tag{H.2}
\end{equation*}
$$

where

$$
\begin{align*}
& \Phi_{1}(j v) \triangleq \prod_{l=1}^{L} \frac{v_{1 l}^{R_{2}}}{\left(v+j v_{1 l}\right)^{R_{2}}}  \tag{H.3}\\
& \Phi_{2}(j v) \triangleq \prod_{l=1}^{L} \frac{v_{2 l}^{R_{2}}}{\left(v-j v_{2 l}\right)^{R_{2}}} \tag{H.4}
\end{align*}
$$

and $j=\sqrt{-1}$. The expressions for $v_{1 l}$ and $v_{2 l}$ are identical to the ones given in (G.3) and (G.4), except that the moments $\mu_{W W}, \mu_{Y Y}$, and $\mu_{W Y}$ are now a function of the path index $l$; that is, we have

$$
\begin{align*}
& v_{1 l}=\frac{\sqrt{\mu_{W_{l} W_{l}} \mu_{Y_{l} Y_{l}}}-\mu_{W_{l} Y_{l}}}{\mu_{W_{l} W_{l}} \mu_{Y_{l} Y_{l}}-\mu_{W_{l} Y_{l}}^{2}}  \tag{H.5}\\
& v_{2 l}=\frac{\sqrt{\mu_{W_{l} W_{l}} \mu_{Y_{l} Y_{l}}}+\mu_{W_{l} Y_{l}}}{\mu_{W_{l} W_{l}} \mu_{Y_{l} Y_{l}}-\mu_{W_{l} Y_{l}}^{2}} \tag{H.6}
\end{align*}
$$

where

$$
\begin{align*}
\mu_{W_{l} W_{l}} & \triangleq \frac{1}{2} E\left[\left|\hat{W}_{m, i, l}\right|^{2}\right]  \tag{H.7}\\
\mu_{Y_{l} Y_{l}} & \triangleq \frac{1}{2} E\left[\left|Y_{m, i, q, l}\right|^{2}\right]  \tag{H.8}\\
\mu_{W_{l} Y_{l}} & \triangleq \frac{1}{2} E\left[\hat{W}_{m, i, l} Y_{m, i, q, l}^{*}\right] \tag{H.9}
\end{align*}
$$

It is assumed in (H.5) and (H.6) that $\mu_{W_{l} Y_{l}}$ is real. From (R.33), (R.54), and (R.60), we have

$$
\begin{align*}
\mu_{W_{l} W_{l}} & =\frac{1}{2}\left[\Omega_{m, i, l}^{(1)}+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right],  \tag{H.10}\\
\mu_{Y_{l} Y_{l}} & =\frac{E_{b 2}}{R_{2}}\left[\Omega_{m, i, l}^{(1)}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]  \tag{H.11}\\
\mu_{W_{l} Y_{l}} & =\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}} \Omega_{m, i, l}^{(1)} \tag{H.12}
\end{align*}
$$

For the case of an exponential MIP, we simply substitute

$$
\begin{equation*}
\Omega_{m, i, l}^{(1)}=\Omega_{m, i, 1}^{(1)} e^{-r_{d}(l-1)} \tag{H.13}
\end{equation*}
$$

into the above equations. We then use (H.10)-(H.12) in (H.5) and (H.6) to obtain

$$
\begin{align*}
& v_{1 l}=\frac{1}{\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}}} \frac{1}{\sqrt{\left(\Omega_{m, i, l}^{(1)}+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right)\left(\Omega_{m, i, l}^{(1)}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right)}+\Omega_{m, i, l}^{(1)}}  \tag{H.14}\\
& v_{2 l}=\frac{1}{\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}}} \frac{1}{\sqrt{\left(\Omega_{m, i, l}^{(1)}+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right)\left(\Omega_{m, i, l}^{(1)}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right)}-\Omega_{m, i, l}^{(1)}} \tag{H.15}
\end{align*}
$$

Since $c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)>0$, we observe that $v_{1 l}>0$ and $v_{2 l}>0$ for all $l$.

The inverse Fourier transform of $\Phi_{Z_{m, q}}(j v)$ yields the pdf of $Z_{m, q}$,

$$
\begin{equation*}
f_{Z_{m, q}}(x)=f_{1}(x) * f_{2}(x) \tag{H.16}
\end{equation*}
$$

where

$$
\begin{align*}
& f_{1}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{1}(j v) e^{-j v x} d v  \tag{H.17}\\
& f_{2}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{2}(j v) e^{-j v x} d v \tag{H.18}
\end{align*}
$$

and $*$ denotes convolution. To evaluate these integrals, we will need to use contour integration and residue theory.

Finally, the probability of error is obtained by evaluating

$$
\begin{equation*}
P_{e}=\int_{-\infty}^{0} f_{Z_{m, q}}(x) d x \tag{H.19}
\end{equation*}
$$

## H. $1 Q_{P}=1$

For the case $Q_{P}=1$, we have

$$
\begin{align*}
& v_{1 l}=\frac{1}{\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}}} \frac{1}{2 \Omega_{m, i, l}^{(1)}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)},  \tag{H.20}\\
& v_{2 l}=\frac{1}{\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}}} \frac{1}{c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)} \equiv v_{2} . \tag{H.21}
\end{align*}
$$

Since $v_{2 l}$ is not a function of $l$, this allows us to re-write $\Phi_{2}(j v)$ in (H.4) as

$$
\begin{equation*}
\Phi_{2}(j v)=\frac{v_{2}^{R_{2} L}}{\left(v-j v_{2}\right)^{R_{2} L}} \tag{H.22}
\end{equation*}
$$

We also expand $\Phi_{1}(j v)$ in (H.3) in terms of partial fractions:

$$
\begin{equation*}
\Phi_{1}(j v)=\prod_{l=1}^{L}\left(\frac{v}{v_{1 l}}+j\right)^{-R_{2}}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+j\right)^{-k} \tag{H.23}
\end{equation*}
$$

Using contour integration and residue theory to obtain $f_{1}(x)$ and $f_{2}(x)$, and then convolving the two functions to get $f_{Z_{m, q}}(x)$, we can show that (see Appendix I.1)

$$
\begin{align*}
f_{Z_{m, q}}(x)= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n}  \tag{H.24}\\
& \cdot \frac{1}{\left(R_{2} L-1-n\right)!} \frac{1}{\left(v_{1 l}+v_{2}\right)^{k+n}} \cdot(-x)^{R_{2} L-1-n} e^{v_{2} x}, \quad x<0
\end{align*}
$$

From (I.32), the probability of error is then given by

$$
\begin{equation*}
P_{e}=j^{R_{2} L} \sum_{l=1}^{L} \sum_{k=1}^{R_{2}}(-j)^{k} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{1}{\left(1+\frac{v_{2}}{v_{1 l}}\right)^{k}} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n} \frac{1}{\left(1+\frac{v_{1 l}}{v_{2}}\right)^{n}} \tag{H.25}
\end{equation*}
$$

As we proved in Appendix A.2, we can express $b_{l, k}$ as

$$
\begin{equation*}
b_{l, k}=(-j)^{R_{2}(L-1)+k-1} \cdot \tilde{b}_{l, k} \tag{H.26}
\end{equation*}
$$

where the $\left\{\tilde{b}_{l, k}\right\}$ are the coefficients in the PFE

$$
\begin{equation*}
\prod_{l=1}^{L}\left(\frac{v}{v_{1 l}}+1\right)^{-R_{2}}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{b}_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+1\right)^{-k} \tag{H.27}
\end{equation*}
$$

Using (H.26) in (H.25), we obtain

$$
\begin{equation*}
P_{e}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{b}_{l,\left(R_{2}-k+1\right)} \cdot \frac{1}{\left(1+\frac{v_{2}}{v_{1 l}}\right)^{k}} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n} \frac{1}{\left(1+\frac{v_{1 l}}{v_{2}}\right)^{n}} . \tag{H.28}
\end{equation*}
$$

Finally, by defining

$$
\begin{equation*}
\mu_{l}=\frac{v_{2}-v_{1 l}}{v_{2}+v_{1 l}}, \tag{H.29}
\end{equation*}
$$

such that

$$
\begin{aligned}
& \left(1+\frac{v_{2}}{v_{1 l}}\right)^{-1}=\frac{1-\mu_{l}}{2} \\
& \left(1+\frac{v_{1 l}}{v_{2}}\right)^{-1}=\frac{1+\mu_{l}}{2}
\end{aligned}
$$

we can express $P_{e}$ as

$$
\begin{equation*}
P_{e}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{b}_{l,\left(R_{2}-k+1\right)} \cdot\left(\frac{1-\mu_{l}}{2}\right)^{k} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n}\left(\frac{1+\mu_{l}}{2}\right)^{n} . \tag{H.30}
\end{equation*}
$$

Substituting (H.20)-(H.21) into (H.29) and using (H.13), we show that

$$
\begin{equation*}
\mu_{l}=\frac{\mu_{W_{l} Y_{l}}}{\sqrt{\mu_{W_{l} W_{l}} \mu_{Y_{l} Y_{l}}}}=\frac{\bar{\gamma}_{l}}{1+\bar{\gamma}_{l}}, \tag{H.31}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}_{l}=\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right) \cdot \frac{1}{1+\frac{K-1}{N}\left(\frac{1}{R_{2}} \frac{E_{b 2}}{N_{0}}\right)} \Omega_{m, i, 1}^{(1)} e^{-r_{d}(l-1)} . \tag{H.32}
\end{equation*}
$$

## H. $2 \quad Q_{P}>1$

For $Q_{P}>1$, both $v_{1 l}$ and $v_{2 l}$ depend on $l$ (see (H.14) and (H.15)). We expand both $\Phi_{1}(j v)$ and $\Phi_{2}(j v)$ in terms of partial fractions:

$$
\begin{align*}
& \Phi_{1}(j v)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} c_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+j\right)^{-k}  \tag{H.33}\\
& \Phi_{2}(j v)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} d_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{2 l}}-j\right)^{-k} \tag{H.34}
\end{align*}
$$

Following the same steps as in the $Q_{P}=1$ case, we obtain the following expression for the probability of error (see Appendix I.2):

$$
\begin{align*}
P_{e}= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}}(-j)^{k_{1}} j^{k_{2}} \cdot c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \\
& \cdot \frac{1}{\left(1+\frac{v_{2 l_{2}}}{v_{1 l_{1}}}\right)^{k_{1}}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n} \frac{1}{\left(1+\frac{v_{1 l_{1}}}{v_{2 l_{2}}}\right)^{n}} . \tag{H.35}
\end{align*}
$$

Given the work in Appendices A. 2 and A.3, we can express $c_{l, k}$ and $d_{l, k}$ as

$$
\begin{align*}
c_{l, k} & =(-j)^{R(L-1)+k-1} \cdot \tilde{c}_{l, k}  \tag{H.36}\\
d_{l, k} & =j^{R(L-1)+k-1} \cdot \tilde{d}_{l, k} \tag{H.37}
\end{align*}
$$

where the $\left\{\tilde{c}_{l, k}\right\}$ and the $\left\{\tilde{d}_{l, k}\right\}$ are the coefficients in the PFEs

$$
\begin{align*}
& \prod_{l=1}^{L}\left(\frac{v}{v_{1 l}}+1\right)^{-R_{2}}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{c}_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+1\right)^{-k},  \tag{H.38}\\
& \prod_{l=1}^{L}\left(\frac{v}{v_{2 l}}+1\right)^{-R_{2}}=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} \tilde{d}_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{2 l}}+1\right)^{-k} . \tag{H.39}
\end{align*}
$$

By defining

$$
\begin{equation*}
\xi_{l_{1}, l_{2}}=\frac{v_{2 l_{2}}-v_{1 l_{1}}}{v_{2 l_{2}}+v_{1 l_{1}}} \tag{H.40}
\end{equation*}
$$

such that

$$
\begin{aligned}
& \left(1+\frac{v_{2 l_{2}}}{v_{1 l_{1}}}\right)^{-1}=\frac{1-\xi_{l_{1}, l_{2}}}{2} \\
& \left(1+\frac{v_{1 l_{1}}}{v_{2 l_{2}}}\right)^{-1}=\frac{1+\xi_{l_{1}, l_{2}}}{2}
\end{aligned}
$$

and by using (H.36)-(H.37), we can show that (H.35) is re-written as

$$
\begin{align*}
P_{e}= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} \tilde{c}_{l_{1},\left(R_{2}-k_{1}+1\right)} \tilde{d}_{l_{2},\left(R_{2}-k_{2}+1\right)}  \tag{H.41}\\
& \cdot\left(\frac{1-\xi_{l_{1}, l_{2}}}{2}\right)^{k_{1}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n}\left(\frac{1+\xi_{l_{1}, l_{2}}}{2}\right)^{n} .
\end{align*}
$$

Finally, substituting (H.14)-(H.15) into (H.40) and using (H.13), we have

$$
\begin{align*}
\xi_{l_{1}, l_{2}} & =\frac{e^{-r_{d} l_{1}}\left(1+\frac{1}{\mu_{l_{1}}}\right)+e^{-r_{d} l_{2}}\left(1-\frac{1}{\mu_{l_{2}}}\right)}{e^{-r_{d} l_{1}}\left(1+\frac{1}{\mu_{l_{1}}}\right)-e^{-r_{d} l_{2}}\left(1-\frac{1}{\mu_{l_{2}}}\right)}  \tag{H.42}\\
\mu_{l} & =\frac{\sqrt{Q_{P}} \bar{\gamma}_{l}}{\sqrt{\left(1+Q_{P} \bar{\gamma}_{l}\right)\left(1+\bar{\gamma}_{l}\right)}} \tag{H.43}
\end{align*}
$$

where $\bar{\gamma}_{l}$ is as defined in (H.32).

## Appendix I

## Derivations of $f_{Z_{m, q}}(x)$ and $P_{e}$

Given the expressions for $\Phi_{1}(j v)$ and $\Phi_{2}(j v)$ in Appendix H , we derive the PDF of $Z_{m, q}$ and the probability of error for the two cases $Q_{P}=1$ and $Q_{P}>1$.

## I. $1 Q_{P}=1$

From (H.22) and (H.23), we have

$$
\begin{align*}
& \Phi_{1}(j v)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+j\right)^{-k},  \tag{I.1}\\
& \Phi_{2}(j v)=\frac{v_{2}^{R_{2} L}}{\left(v-j v_{2}\right)^{R_{2} L}}=\left(\frac{v}{v_{2}}-j\right)^{-R_{2} L} . \tag{I.2}
\end{align*}
$$

We follow the same steps as in Appendix E and use contour integration and residue theory to derive expressions for

$$
\begin{align*}
& f_{1}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{1}(j v) e^{-j v x} d v,  \tag{I.3}\\
& f_{2}(x)=\frac{1}{2 \pi} \int_{-\infty}^{\infty} \Phi_{2}(j v) e^{-j v x} d v . \tag{I.4}
\end{align*}
$$

We consider $f_{2}(x)$ first and then $f_{1}(x)$.


Figure I.1: For $x>0$, we close the contour with a semi-circle in the lower-half complex plane.

## I.1.1 $f_{2}(x)$

As in Appendix E, we treat the improper integral in (I.4) as a principal value,

$$
\begin{align*}
f_{2}(x) & =\frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} g(v) d v \\
& =\frac{1}{2 \pi} \lim _{\rho \rightarrow \infty} \int_{-\rho}^{\rho} g(v) d v \tag{I.5}
\end{align*}
$$

where

$$
\begin{equation*}
g(v) \triangleq \frac{v_{2}^{R_{2} L}}{\left(v-j v_{2}\right)^{R_{2} L}} e^{-j v x} \tag{I.6}
\end{equation*}
$$

To solve (I.5), we consider the integral of the complex-valued function $g(z)$ along a simple closed contour $\Gamma_{\rho}$, such that $\gamma_{\rho}$, the directed line segment along the real axis from $-\rho$ to $\rho$, is one of its components. We will treat the cases $x<0$ and $x>0$ separately. Note that $g(z)$ has a pole at $z=j v_{2}$ of order $R_{2} L$, where, as we mentioned in Appendix $\mathrm{H}, v_{2}>0$.

For $x>0$, we consider the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{-}$, where $C_{\rho}^{-}$is the negatively oriented semi-circle of radius $\rho$ in the lower-half complex plane (see Fig. I.1). Since $g(z)$ is analytic inside the contour (i.e., $\Gamma_{\rho}$ does not enclose any poles), we have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} g(z) d z=0 \tag{I.7}
\end{equation*}
$$



Figure I.2: For $x<0$, we close the contour with a semi-circle in the upper-half complex plane.
after applying Cauchy's Integral Theorem. Using Jordan's Lemma, we also have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} g(z) d z=0 \tag{I.8}
\end{equation*}
$$

Therefore,

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} g(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} g(z) d z \\
& =\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} g(z) d z-\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} g(z) d z \\
& =0 \tag{I.9}
\end{align*}
$$

which, when substituted into (I.5), yields

$$
\begin{equation*}
f_{2}(x)=0, \quad x>0 \tag{I.10}
\end{equation*}
$$

For $x<0$, we consider the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{+}$, where $C_{\rho}^{+}$is the positively oriented semi-circle of radius $\rho$ in the upper-half complex plane (see Fig. I.2). This contour encloses a $R_{2} L$-th order pole at $z=j v_{2}$, since $v_{2}>0$. First, we apply Cauchy's Residue Theorem to get

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} g(z) d z=2 \pi j \cdot \operatorname{Res}\left(g ; j v_{2}\right) \tag{I.11}
\end{equation*}
$$

Since the application of Jordan's Lemma gives

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} g(z) d z=0 \tag{I.12}
\end{equation*}
$$

we obtain

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} g(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} g(z) d z \\
& =\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} g(z) d z-\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} g(z) d z \\
& =2 \pi j \cdot \operatorname{Res}\left(g ; j v_{2}\right) \tag{I.13}
\end{align*}
$$

Using the formula given in (E.17), we evaluate the residue as

$$
\begin{align*}
\operatorname{Res}\left(g ; j v_{2}\right) & =\lim _{z \rightarrow j v_{2}} \frac{1}{\left(R_{2} L-1\right)!} \frac{d^{R_{2} L-1}}{d z^{R_{2} L-1}}\left[\left(z-j v_{2}\right)^{R_{2} L} g(z)\right] \\
& =\lim _{z \rightarrow j v_{2}} \frac{v_{2}^{R_{2} L}}{\left(R_{2} L-1\right)!} \frac{d^{R_{2} L-1}}{d z^{R_{2} L-1}}\left(e^{-j x z}\right) \\
& =\lim _{z \rightarrow j v_{2}} \frac{v_{2}^{R_{2} L}}{\left(R_{2} L-1\right)!}(-j x)^{R_{2} L-1} e^{-j x z} \\
& =\frac{v_{2}^{R_{2} L}}{\left(R_{2} L-1\right)!}(-j x)^{R_{2} L-1} e^{v_{2} x} \tag{I.14}
\end{align*}
$$

Substituting the results of (I.13) and (I.14) into (I.5), we obtain

$$
\begin{equation*}
f_{2}(x)=\frac{\left(j v_{2}\right)^{R_{2} L}}{\left(R_{2} L-1\right)!}(-x)^{R_{2} L-1} e^{v_{2} x}, \quad x<0 \tag{I.15}
\end{equation*}
$$

Thus, from (I.10) and (I.15), we have

$$
f_{2}(x)= \begin{cases}\frac{\left(j v_{2}\right)^{R_{2} L}}{\left(R_{2} L-1\right)!}(-x)^{R_{2} L-1} e^{v_{2} x}, & x<0  \tag{I.16}\\ 0, & x>0\end{cases}
$$

## I.1. $2 f_{1}(x)$

Treating the improper integral in (I.3) as a principal value, we have

$$
\begin{align*}
f_{1}(x) & =\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{1}{2 \pi} \text { p.v. } \int_{-\infty}^{\infty} h_{l, k}(v) d v \\
& =\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{1}{2 \pi} \lim _{\rho \rightarrow \infty} \int_{-\rho}^{\rho} h_{l, k}(v) d v \tag{I.17}
\end{align*}
$$



Figure I.3: For $x<0$, we close the contour with a semi-circle in the upper-half complex plane.
where

$$
\begin{equation*}
h_{l, k}(v) \triangleq\left(\frac{v}{v_{1 l}}+j\right)^{-k} e^{-j v x}=\frac{v_{1 l}^{k}}{\left(v+j v_{1 l}\right)^{k}} e^{-j v x} \tag{I.18}
\end{equation*}
$$

We will examine the integral of the complex-valued function $h_{l, k}(z)$ along a simple closed contour. Since $v_{1 l}>0$ for all $l$, the pole at $z=-j v_{1 l}$ occurs in the lower-half complex plane.

For $x<0$, we consider the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{+}$(see Fig. I.3). Note that $h_{l, k}$ is analytic inside the contour. Using Cauchy's Integral Theorem and Jordan's Lemma, we have

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{l, k}(z) d z=0 \tag{I.19}
\end{equation*}
$$

and

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{+}} h_{l, k}(z) d z=0 \tag{I.20}
\end{equation*}
$$

respectively. Thus,

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} h_{l, k}(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{l, k}(z) d z \\
& =\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{l, k}(z) d z-\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} h_{l, k}(z) d z \\
& =0 \tag{I.21}
\end{align*}
$$

which implies

$$
\begin{equation*}
f_{1}(x)=0, \quad x<0 \tag{I.22}
\end{equation*}
$$



Figure I.4: For $x>0$, we close the contour with a semi-circle in the lower-half complex plane.

For $x>0$, we consider the contour $\Gamma_{\rho}=\gamma_{\rho}+C_{\rho}^{-}$(see Fig. I.4). Since $\Gamma_{\rho}$ encloses a pole at $z=-j v_{1 l}$ of order $k$, we use Cauchy's Residue Theorem to obtain

$$
\begin{equation*}
\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{l, k}(z) d z=-2 \pi j \cdot \operatorname{Res}\left(h_{l, k} ;-j v_{1 l}\right) \tag{I.23}
\end{equation*}
$$

where the negative sign is required because $\Gamma_{\rho}$ is negatively oriented. The residue at $z=-j v_{1 l}$ is equal to

$$
\begin{align*}
\operatorname{Res}\left(h_{l, k} ;-j v_{1 l}\right) & =\lim _{z \rightarrow-j v_{1 l}} \frac{1}{(k-1)!} \frac{d^{k-1}}{d z^{k-1}}\left[\left(z+j v_{1 l}\right)^{k} h_{l, k}(z)\right] \\
& =\lim _{z \rightarrow-j v_{1 l}} \frac{v_{1 l}^{k}}{(k-1)!} \frac{d^{k-1}}{d z^{k-1}}\left(e^{-j x z}\right) \\
& =\lim _{z \rightarrow-j v_{1 l}} \frac{v_{1 l}^{k}}{(k-1)!}(-j x)^{k-1} e^{-j x z} \\
& =\frac{v_{1 l}^{k}}{(k-1)!}(-j x)^{k-1} e^{-v_{1 l} x} \tag{I.24}
\end{align*}
$$

Given that

$$
\text { p.v. } \begin{align*}
\int_{-\infty}^{\infty} h_{l, k}(v) d v & =\lim _{\rho \rightarrow \infty} \int_{\gamma_{\rho}} h_{l, k}(z) d z \\
& =\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{l, k}(z) d z-\lim _{\rho \rightarrow \infty} \int_{C_{\rho}^{-}} h_{l, k}(z) d z \\
& =\lim _{\rho \rightarrow \infty} \int_{\Gamma_{\rho}} h_{l, k}(z) d z \tag{I.25}
\end{align*}
$$

where the last equality follows after we apply Jordan's Lemma, we use (I.23)-(I.25) in (I.17) to
get

$$
\begin{equation*}
f_{1}(x)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}}{(k-1)!} x^{k-1} e^{-v_{1 l} x}, \quad x>0 \tag{I.26}
\end{equation*}
$$

Combining the results of (I.22) and (I.26), we have

$$
f_{1}(x)= \begin{cases}0, & x<0  \tag{I.27}\\ \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}}{(k-1)!} x^{k-1} e^{-v_{1 l} x}, & x>0\end{cases}
$$

## I.1.3 $f_{Z_{m, q}}(x)$

To obtain the probability of error, we only need an expression for $f_{Z_{m, q}}(x)$ over the range $x<0$. From (H.16), $f_{Z_{m, q}}(x)$ is given by

$$
\begin{equation*}
f_{Z_{m, q}}(x)=f_{1}(x) * f_{2}(x)=\int_{-\infty}^{\infty} f_{1}(y) f_{2}(x-y) d y \tag{I.28}
\end{equation*}
$$

Substituting (I.16) and (I.27) into this integral, we get

$$
\begin{align*}
f_{Z_{m, q}}(x)= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L}}{(k-1)!\left(R_{2} L-1\right)!} e^{v_{2} x} \\
& \cdot \int_{0}^{\infty} y^{k-1}(y-x)^{R_{2} L-1} e^{-\left(v_{1 l}+v_{2}\right) y} d y \\
= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L}}{(k-1)!\left(R_{2} L-1\right)!} e^{v_{2} x}  \tag{I.29}\\
& \cdot \sum_{n=0}^{R_{2} L-1}\binom{R_{2} L-1}{n} \cdot(-x)^{R_{2} L-1-n} \int_{0}^{\infty} y^{k-1+n} e^{-\left(v_{1 l}+v_{2}\right) y} d y
\end{align*}
$$

where we applied a binomial expansion to $(y-x)^{R_{2} L-1}$. Finally, we make the substitution $u=\left(v_{1 l}+v_{2}\right) y$ and apply (E.28) to obtain

$$
\begin{align*}
f_{Z_{m, q}}(x)= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L}}{(k-1)!\left(R_{2} L-1\right)!} e^{v_{2} x} \\
& \cdot \sum_{n=0}^{R_{2} L-1}\binom{R_{2} L-1}{n} \cdot(-x)^{R_{2} L-1-n} \frac{1}{\left(v_{1 l}+v_{2}\right)^{k+n}} \int_{0}^{\infty} u^{k-1+n} e^{-u} d u \\
= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n}  \tag{I.30}\\
& \cdot \frac{1}{\left(R_{2} L-1-n\right)!} \frac{1}{\left(v_{1 l}+v_{2}\right)^{k+n}} \cdot(-x)^{R_{2} L-1-n} e^{v_{2} x}, \quad x<0 .
\end{align*}
$$

## I.1.4 Probability of Error

Assuming a +1 is transmitted, we integrate over the negative values of $Z_{m, q}$ to obtain the probability of error:

$$
\begin{align*}
P_{e}= & \int_{-\infty}^{0} f_{Z_{m, q}}(x) d x \\
= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n} \\
& \cdot \frac{1}{\left(R_{2} L-1-n\right)!} \frac{1}{\left(v_{1 l}+v_{2}\right)^{k+n}} \int_{-\infty}^{0}(-x)^{R_{2} L-1-n} e^{v_{2} x} d x \\
= & \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} b_{l,\left(R_{2}-k+1\right)} \cdot\left(-j v_{1 l}\right)^{k}\left(j v_{2}\right)^{R_{2} L} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n}  \tag{I.31}\\
& \cdot \frac{1}{\left(R_{2} L-1-n\right)!} \frac{1}{\left(v_{1 l}+v_{2}\right)^{k+n}} \frac{1}{v_{2}^{R_{2} L-n}} \int_{0}^{\infty} u^{R_{2} L-1-n} e^{-u} d u .
\end{align*}
$$

We apply (E.28) and simplify the resulting expression to finally get

$$
\begin{equation*}
P_{e}=j^{R_{2} L} \sum_{l=1}^{L} \sum_{k=1}^{R_{2}}(-j)^{k} b_{l,\left(R_{2}-k+1\right)} \cdot \frac{1}{\left(1+\frac{v_{2}}{v_{1 l}}\right)^{k}} \sum_{n=0}^{R_{2} L-1}\binom{k-1+n}{n} \frac{1}{\left(1+\frac{v_{1 l}}{v_{2}}\right)^{n}} \tag{I.32}
\end{equation*}
$$

## I. $2 \quad Q_{P}>1$

For $Q_{P}>1$, we have (see (H.33) and (H.34))

$$
\begin{align*}
& \Phi_{1}(j v)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} c_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{1 l}}+j\right)^{-k}  \tag{I.33}\\
& \Phi_{2}(j v)=\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} d_{l,\left(R_{2}-k+1\right)}\left(\frac{v}{v_{2 l}}-j\right)^{-k} \tag{I.34}
\end{align*}
$$

where $f_{1}(x)$ and $f_{2}(x)$ are still given by (I.3) and (I.4), respectively.

## I.2. $1 f_{1}(x)$

Since $\Phi_{1}(j v)$ is identical in form to the $\Phi_{1}(j v)$ in the $Q_{P}=1$ case (see (I.1)), we simply replace $b_{l,\left(R_{2}-k+1\right)}$ in (I.27) with $c_{l,\left(R_{2}-k+1\right)}$ to obtain

$$
f_{1}(x)= \begin{cases}0, & x<0  \tag{I.35}\\ \sum_{l=1}^{L} \sum_{k=1}^{R_{2}} c_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(-j v_{1 l}\right)^{k}}{(k-1)!} x^{k-1} e^{-v_{1 l} x}, & x>0\end{cases}
$$

## I.2. $2 f_{2}(x)$

Likewise, $\Phi_{2}(j v)$ is also similar in form to the $\Phi_{2}(j v)$ in the $Q_{P}=1$ case (see (I.2)). Therefore, by replacing $v_{2}$ with $v_{2 l}$ and $R_{2} L$ with $k$ in (I.16), we can use the resulting expression to write

$$
f_{2}(x)= \begin{cases}\sum_{l=1}^{L} \sum_{k=1}^{R_{2}} d_{l,\left(R_{2}-k+1\right)} \cdot \frac{\left(j v_{2 l}\right)^{k}}{(k-1)!}(-x)^{k-1} e^{v_{2 l} x}, & x<0  \tag{I.36}\\ 0, & x>0\end{cases}
$$

## I.2.3 $f_{Z_{m, q}}(x)$

Again, we only need to derive $f_{Z_{m, q}}(x)$ for $x<0$. Substituting (I.35) and (I.36) into (I.28) and applying a binomial expansion, we get

$$
\begin{align*}
f_{Z_{m, q}}(x)= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot \frac{\left(-j v_{1 l_{1}}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}}}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} e^{v_{2 l_{2}} x} \\
& \cdot \int_{0}^{\infty} y^{k_{1}-1}(y-x)^{k_{2}-1} e^{-\left(v_{1 l_{1}}+v_{2 l_{2}}\right) y} d y \\
= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot \frac{\left(-j v_{1 l_{1}}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}}}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} e^{v_{2 l_{2}} x}  \tag{I.37}\\
& \cdot \sum_{n=0}^{k_{2}-1}\binom{k_{2}-1}{n} \cdot(-x)^{k_{2}-1-n} \int_{0}^{\infty} y^{k_{1}-1+n} e^{-\left(v_{1 l_{1}}+v_{2 l_{2}}\right) y} d y
\end{align*}
$$

We make the substitution $u=\left(v_{1 l_{1}}+v_{2 l_{2}}\right) y$ and apply (E.28) to obtain

$$
\begin{align*}
f_{Z_{m, q}}(x)= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot \frac{\left(-j v_{1 l_{1}}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}}}{\left(k_{1}-1\right)!\left(k_{2}-1\right)!} e^{v_{2 l_{2}} x} \\
& \cdot \sum_{n=0}^{k_{2}-1}\binom{k_{2}-1}{n} \cdot(-x)^{k_{2}-1-n} \frac{1}{\left(v_{1 l_{1}}+v_{2 l_{2}}\right)^{k_{1}+n}} \int_{0}^{\infty} u^{k_{1}-1+n} e^{-u} d u \\
= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot\left(-j v_{1 l_{1}}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n} \\
& \cdot \frac{1}{\left(k_{2}-1-n\right)!} \frac{1}{\left(v_{1 l_{1}}+v_{2 l_{2}}\right)^{k_{1}+n}} \cdot(-x)^{k_{2}-1-n} e^{v_{2 l_{2}} x}, \quad x<0 . \tag{I.38}
\end{align*}
$$

## I.2.4 Probability of Error

Again, we integrate over the negative values of $Z_{m, q}$ to obtain the probability of error:

$$
\begin{align*}
P_{e}= & \int_{-\infty}^{0} f_{Z_{m, q}}(x) d x \\
= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot\left(-j v_{1 l_{1}}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n} \\
& \cdot \frac{1}{\left(k_{2}-1-n\right)!} \frac{1}{\left(v_{1 l_{1}}+v_{2 l_{2}}\right)^{k_{1}+n}} \cdot \int_{-\infty}^{0}(-x)^{k_{2}-1-n} e^{v_{2 l_{2}} x} d x \\
= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}} c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \cdot\left(-j v_{\left.1 l_{1}\right)^{k_{1}}\left(j v_{2 l_{2}}\right)^{k_{2}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n}}\right.  \tag{I.39}\\
& \cdot \frac{1}{\left(k_{2}-1-n\right)!} \frac{1}{\left(v_{1 l_{1}}+v_{2 l_{2}}\right)^{k_{1}+n}} \frac{1}{v_{2 l_{2}}^{k_{2}-n}} \int_{0}^{\infty} u^{k_{2}-1-n} e^{-u} d u .
\end{align*}
$$

Finally, we apply (E.28) and simplify the resulting expression to get

$$
\begin{align*}
P_{e}= & \sum_{l_{1}=1}^{L} \sum_{l_{2}=1}^{L} \sum_{k_{1}=1}^{R_{2}} \sum_{k_{2}=1}^{R_{2}}(-j)^{k_{1}} j^{k_{2}} \cdot c_{l_{1},\left(R_{2}-k_{1}+1\right)} d_{l_{2},\left(R_{2}-k_{2}+1\right)} \\
& \cdot \frac{1}{\left(1+\frac{v_{2 l_{2}}}{v_{1 l_{1}}}\right)^{k_{1}}} \sum_{n=0}^{k_{2}-1}\binom{k_{1}-1+n}{n} \frac{1}{\left(1+\frac{v_{1 l_{1}}}{v_{2 l_{2}}}\right)^{n}} . \tag{I.40}
\end{align*}
$$

## Appendix J

## Probability of Error: Case III

The final test statistic for the MC-CDMA system in Scenario \#2 can be written as (see

$$
\begin{equation*}
Z_{m, q}=\sum_{i=1}^{R_{1}}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \equiv \sum_{u=1}^{M R_{1} / N} s_{m, u} \tag{2.35}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{m, u} \triangleq \sum_{i=(u-1) R_{b}+1}^{u R_{b}}\left\{\frac{1}{2} \hat{W}_{m, i}^{*} Y_{m, i, q}+\frac{1}{2} \hat{W}_{m, i} Y_{m, i, q}^{*}\right\} \tag{J.2}
\end{equation*}
$$

represents the sum over the $R_{b}$ correlated terms within the $u$-th frequency block that are associated with the $m$-th symbol. Once again, $\hat{W}_{m, i}$ and $Y_{m, i, q}$ are a pair of correlated, zero-mean complex Gaussian random variables. Given the assumptions made in the correlated block fading model (see Section 2.2.4), the $\left\{s_{m, u}\right\}_{u=1}^{M R_{1} / N}$ are i.i.d. Thus, the characteristic function of $Z_{m, q}$ can be written as

$$
\begin{equation*}
\Phi_{Z_{m, q}}(j v)=\prod_{u=1}^{M R_{1} / N} \Phi_{s_{m, u}}(j v)=\left[\Phi_{s_{m, 1}}(j v)\right]^{M R_{1} / N} \tag{J.3}
\end{equation*}
$$

Define the $2 R_{b} \times 1$ vector

$$
\mathbf{v}=\left[\begin{array}{c}
\hat{\mathbf{w}}  \tag{J.4}\\
\mathbf{y}
\end{array}\right]
$$

and the $2 R_{b} \times 2 R_{b}$ matrix

$$
\mathbf{F}=\frac{1}{2}\left[\begin{array}{ll}
\mathbf{0}_{R_{b}} & \mathbf{I}_{R_{b}}  \tag{J.5}\\
\mathbf{I}_{R_{b}} & \mathbf{0}_{R_{b}}
\end{array}\right],
$$

where

$$
\begin{align*}
\hat{\mathbf{w}} & =\left[\begin{array}{llll}
\hat{W}_{m, 1} & \hat{W}_{m, 2} & \cdots & \hat{W}_{m, R_{b}}
\end{array}\right]^{T},  \tag{J.6}\\
\mathbf{y} & =\left[\begin{array}{llll}
Y_{m, 1, q} & Y_{m, 2, q} & \cdots & Y_{m, R_{b}, q}
\end{array}\right]^{T} . \tag{J.7}
\end{align*}
$$

We can then express $s_{m, 1}$ as a Hermitian quadratic form in zero-mean complex Gaussian random variables:

$$
\begin{equation*}
s_{m, 1}=\mathbf{v}^{\mathbf{H}} \mathbf{F} \mathbf{v} . \tag{J.8}
\end{equation*}
$$

If we denote the $2 R_{b} \times 2 R_{b}$ covariance matrix of $\mathbf{v}$ by

$$
\begin{equation*}
\mathbf{R}=\frac{1}{2} E\left[\mathbf{v v}^{\mathbf{H}}\right], \tag{J.9}
\end{equation*}
$$

then the characteristic function of $s_{m, 1}$ is equal to [35, Eq. (B-3-16)]

$$
\begin{equation*}
\Phi_{s_{m, 1}}(j v)=\frac{1}{\operatorname{det}(\mathbf{I}-2 j v \mathbf{R F})}=\prod_{n=1}^{\Lambda}\left(1-2 j v \lambda_{n}\right)^{-m_{n}}, \tag{J.10}
\end{equation*}
$$

where the second equality in (J.10) follows by assuming the matrix $\mathbf{R F}$ has $\Lambda \leq 2 R_{b}$ distinct (nonzero) eigenvalues, $\left\{\lambda_{i}\right\}_{i=1}^{\Lambda}$, with corresponding multiplicities $\left\{m_{i}\right\}_{i=1}^{\Lambda}$, such that $\sum_{n=1}^{\Lambda} m_{n}=2 R_{b}$. We substitute (J.10) into (J.3), apply a partial fraction expansion (PFE), and define

$$
\begin{equation*}
\xi_{n} \triangleq m_{n} \cdot \frac{M R_{1}}{N} \tag{J.11}
\end{equation*}
$$

to obtain

$$
\begin{equation*}
\Phi_{Z_{m, q}}(j v)=\prod_{n=1}^{\Lambda}\left(1-2 j v \lambda_{n}\right)^{-\xi_{n}}=\sum_{n=1}^{\Lambda} \sum_{k=1}^{\xi_{n}} \frac{c_{n,\left(\xi_{n}-k+1\right)}}{\left(1-2 j v \lambda_{n}\right)^{k}} . \tag{J.12}
\end{equation*}
$$

The PFE coefficients in (J.12) are derived in closed form as (see Appendix A)

$$
\begin{align*}
c_{n, k} & =\prod_{\substack{r=1 \\
r \neq n}}^{\Lambda}\left(1-\frac{\lambda_{r}}{\lambda_{n}}\right)^{-\xi_{r}} \sum_{\Xi_{n}} \prod_{\substack{p=1 \\
p \neq n}}^{\Lambda}\binom{\xi_{p}-1+i_{p}}{i_{p}}\left(1-\frac{\lambda_{n}}{\lambda_{p}}\right)^{-i_{p}} \\
& =\prod_{\substack{r=1 \\
r \neq n}}^{\Lambda}\left(\frac{1-\mu_{r n}}{2}\right)^{\xi_{r}} \sum_{\Xi_{n}} \prod_{\substack{p=1 \\
p \neq n}}^{\Lambda}\binom{\xi_{p}-1+i_{p}}{i_{p}}\left(\frac{1+\mu_{p n}}{2}\right)^{i_{p}} . \tag{J.13}
\end{align*}
$$

where

$$
\begin{equation*}
\mu_{m n} \triangleq \frac{\lambda_{m}+\lambda_{n}}{\lambda_{m}-\lambda_{n}}, \quad m \neq n \tag{J.14}
\end{equation*}
$$

and $\Xi_{n}$ denotes the set of integers $\left\{i_{1}, \ldots, i_{n-1}, i_{n+1}, \ldots, i_{\Lambda}\right\}$ such that $\sum_{p=1, p \neq n}^{\Lambda} i_{p}=k-1$. As shown in Appendix D.1, the characteristic function in (J.12) leads to a probability of error given by ${ }^{1}$

$$
\begin{equation*}
P_{e}=\sum_{\substack{n=1 \\ \lambda_{n}<0}}^{\Lambda} \sum_{k=1}^{\xi_{n}} c_{n,\left(\xi_{n}-k+1\right)} \tag{J.15}
\end{equation*}
$$

Since the PFE coefficients are a function of the eigenvalues of $\mathbf{R F}$, the first step is to obtain an expression for RF. From (J.4), (J.5), and (J.9), we have

$$
\mathbf{R F}=\frac{1}{2}\left[\begin{array}{ll}
\frac{1}{2} E\left[\hat{\mathbf{w}} \mathbf{y}^{\mathbf{H}}\right] & \frac{1}{2} E\left[\hat{\mathbf{w}} \hat{\mathbf{w}}^{\mathbf{H}}\right]  \tag{J.16}\\
\frac{1}{2} E\left[\mathbf{y} \mathbf{y}^{\mathbf{H}}\right] & \frac{1}{2} E\left[\mathbf{y} \hat{\mathbf{w}}^{\mathbf{H}}\right]
\end{array}\right]
$$

We prove in Appendix $S$ that

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right] & =\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right]  \tag{J.17}\\
\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right] & =\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right]  \tag{J.18}\\
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right] & =\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \tag{J.19}
\end{align*}
$$

when the indices $i_{1}$ and $i_{2}$ correspond to repetitions of the $m$-th symbol from the same block.

[^14]As a result, we have

$$
\begin{align*}
\frac{1}{2} E\left[\hat{\mathbf{w}} \hat{\mathbf{w}}^{\mathbf{H}}\right] & =\frac{1}{2}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right],  \tag{J.20}\\
\frac{1}{2} E\left[\mathbf{y} \mathbf{y}^{\mathbf{H}}\right] & =\frac{E_{b 1}}{R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right],  \tag{J.21}\\
\frac{1}{2} E\left[\hat{\mathbf{w}} \mathbf{y}^{\mathbf{H}}\right] & =\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \mathbf{A}_{R_{b}} \tag{J.22}
\end{align*}
$$

where $\mathbf{A}_{R_{b}}$ is the $R_{b} \times R_{b}$ all-ones matrix. $\mathbf{R F}$ is then equal to

$$
\mathbf{R F}=\frac{1}{4}\left[\begin{array}{cc}
\sqrt{\frac{2 E_{b 1}}{R_{1}}} \mathbf{A}_{R_{b}} & \mathbf{A}_{R_{b}}+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}  \tag{J.23}\\
\frac{2 E_{b 1}}{R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] & \sqrt{\frac{2 E_{b 1}}{R_{1}}} \mathbf{A}_{R_{b}}
\end{array}\right],
$$

which is a special case of (D.78) if we make the following substitutions:

$$
\begin{gathered}
A=0, \quad B=0, \quad C=\frac{1}{2} \\
N=1, \quad L=R_{b}, \\
s_{x x}=\frac{1}{2}, \quad t_{x x}=\frac{1}{2} \frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \\
s_{y y}=\frac{E_{b 1}}{R_{1}}, \quad t_{y y}=\frac{E_{b 1}}{R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \\
s_{x y}=\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}} .
\end{gathered}
$$

Using these substitutions in (D.105), we obtain the characteristic polynomial

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{2 R_{b}}-\mathbf{R F}\right)=\left\{\lambda^{2}-\left[\frac{1}{\sqrt{Q_{P}}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \cdot \frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}}\right]^{2}\right\}^{R_{b}-1} \cdot\left(\lambda^{2}-d \lambda-e\right) \tag{J.24}
\end{equation*}
$$

where

$$
\begin{align*}
& d=2 R_{b} \cdot \frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}}  \tag{J.25}\\
& e=c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \cdot\left[\left(1+\frac{1}{Q_{P}}\right) R_{b}+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}}\right)^{2} . \tag{J.26}
\end{align*}
$$

## J. $1 \quad Q_{P}=1$

First, we consider the case $Q_{P}=1$. Solving for the roots of $\operatorname{det}\left(\lambda \mathbf{I}_{2 R_{b}}-\mathbf{R F}\right)$ in (J.24), we can show that RF has only $\Lambda=3$ distinct eigenvalues:

$$
\begin{align*}
& \lambda_{1}=-\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{1}=R_{b}  \tag{J.27}\\
& \lambda_{2}=\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{2}=R_{b}-1  \tag{J.28}\\
& \lambda_{3}=\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot\left[2 R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right], \quad m_{3}=1 \tag{J.29}
\end{align*}
$$

Since $c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)>0$, such that $\lambda_{1}$ is the only negative eigenvalue, (J.15) reduces to

$$
\begin{equation*}
P_{e}=\sum_{m=1}^{\xi_{1}} c_{1,\left(\xi_{1}-m+1\right)}=\sum_{m=1}^{\xi_{1}} c_{1, m} \tag{J.30}
\end{equation*}
$$

Using (J.13) in (J.30), we have

$$
\begin{align*}
P_{e}= & \left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N} \sum_{m=1}^{R_{1}} \sum_{n_{2}=0}^{m-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}}  \tag{J.31}\\
& \cdot\binom{M R_{1} / N-1+\left(m-1-n_{2}\right)}{m-1-n_{2}}\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{31}}{2}\right)^{m-1-n_{2}} .
\end{align*}
$$

We re-write the double summation above as

$$
\begin{equation*}
\sum_{m=1}^{R_{1}} \sum_{n_{2}=0}^{m-1} \longrightarrow \sum_{n_{2}=0}^{R_{1}-1} \sum_{m=n_{2}+1}^{R_{1}} \tag{J.32}
\end{equation*}
$$

and make the substitution $p=m-1-n_{2}$ to get

$$
\begin{align*}
P_{e}= & \left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{R_{1}-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}}\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}}  \tag{J.33}\\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N} \sum_{p=0}^{R_{1}-1-n_{2}}\binom{M R_{1} / N-1+p}{p}\left(\frac{1+\mu_{31}}{2}\right)^{p}
\end{align*}
$$

The expressions for $\mu_{21}$ and $\mu_{31}$ follow by substituting (J.27)-(J.29) into (J.14):

$$
\begin{align*}
& \mu_{21}=0  \tag{J.34}\\
& \mu_{31}=\frac{\bar{\gamma}}{1+\bar{\gamma}} \tag{J.35}
\end{align*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\frac{R_{b}}{c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}=\left(\frac{1}{M R_{1} / N} \frac{E_{b 1}}{N_{0}}\right) \frac{1}{1+(K-1)\left(\frac{1}{R_{1}} \frac{E_{b 1}}{N_{0}}\right)} . \tag{J.36}
\end{equation*}
$$

Finally, since $\mu_{21}=0$, (J.31) reduces to

$$
\begin{align*}
P_{e}= & \left(\frac{1}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{R_{1}-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}}\left(\frac{1}{2}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N} \sum_{p=0}^{R_{1}-1-n_{2}}\binom{M R_{1} / N-1+p}{p}\left(\frac{1+\mu_{31}}{2}\right)^{p} . \tag{J.37}
\end{align*}
$$

## J. $2 Q_{P}>1$

When $Q_{P}>1$, we obtain $\Lambda=4$ distinct solutions to the equation $\operatorname{det}\left(\lambda \mathbf{I}_{2 R_{b}}-\mathbf{R F}\right)=0$ :

$$
\begin{align*}
& \lambda_{1}=-\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot \frac{1}{\sqrt{Q_{P}}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{1}=R_{b}-1,  \tag{J.38}\\
& \lambda_{2}=\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot \frac{1}{\sqrt{Q_{P}}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{2}=R_{b}-1,  \tag{J.39}\\
& \lambda_{3}=\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot\left\{R_{b}-\sqrt{\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \cdot\left[R_{b}+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]}\right\}, \quad m_{3}=1,  \tag{J.40}\\
& \lambda_{4}=\frac{1}{4} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \cdot\left\{R_{b}+\sqrt{\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \cdot\left[R_{b}+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]}\right\}, \quad m_{4}=1 . \tag{J.41}
\end{align*}
$$

There are now two negative eigenvalues (i.e., $\lambda_{1}$ and $\lambda_{3}$ ), so (J.15) reduces to

$$
\begin{equation*}
P_{e}=\sum_{m=1}^{\xi_{1}} c_{1, m}+\sum_{m=1}^{\xi_{3}} c_{3, m} \tag{J.42}
\end{equation*}
$$

Using (J.13) in (J.42), we get

$$
\left.\begin{array}{rl}
P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N}\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N} \\
& \cdot \sum_{m=1}^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{m-1} \sum_{n_{3}=0}^{m-1-n_{2}}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}} \\
& \cdot\binom{M R_{1} / N-1+n_{3}}{n_{3}}\binom{M R_{1} / N-1+\left(m-1-n_{2}-n_{3}\right)}{m-1-n_{2}-n_{3}} \\
& \cdot\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}}\left(\frac{1+\mu_{41}}{2}\right)^{m-1-n_{2}-n_{3}} \\
+\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N}  \tag{J.43}\\
& \cdot \sum_{m=1}^{M R_{1} / N} \sum_{n_{1}=0}^{m-1} \sum_{n_{2}=0}^{m-1-n_{1}}\left(R_{1}-M R_{1} / N\right)-1+n_{1} \\
n_{1}
\end{array}\right) . \begin{gathered}
M R_{1} / N-1+\left(m-1-n_{1}-n_{2}\right) \\
\\
\end{gathered}
$$

We show in Appendix K that (J.43) can be re-written as

$$
\begin{align*}
& \left.P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N R_{1}-M R_{1} / N-1} \sum_{n_{2}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{2}} n_{2}\right)\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}} \\
& \left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N} \sum_{n_{3}=0}\binom{M R_{1} / N-1+n_{3}-M R_{1} / N-1-n_{2}}{n_{3}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}} \\
& \cdot\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}-n_{3}}\binom{M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& +\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{1}=0}^{M R_{1} / N-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{1}}{n_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}}  \tag{J.44}\\
& \left.\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1-n_{1}} \sum_{n_{2}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{2}} \begin{array}{c}
n_{2}
\end{array}\right)\left(\frac{1+\mu_{23}}{2}\right)^{n_{2}} \\
& \left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N M R_{1} / N-1-n_{1}-n_{2}}\binom{M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r} \text {. }
\end{align*}
$$

To obtain expressions for $\mu_{21}, \mu_{31}, \mu_{41}, \mu_{13}, \mu_{23}$ and $\mu_{43}$, we substitute (J.38)-(J.41) into (J.14):

$$
\begin{equation*}
\mu_{21}=0 \tag{J.45}
\end{equation*}
$$

$$
\begin{align*}
& \mu_{31}=\frac{\left(\sqrt{Q_{P}} \bar{\gamma}-1\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(\sqrt{Q_{P}} \bar{\gamma}+1\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{J.46}\\
& \mu_{41}=\frac{\left(\sqrt{Q_{P}} \bar{\gamma}-1\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(\sqrt{Q_{P}} \bar{\gamma}+1\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{J.47}\\
& \mu_{13}=\frac{\left(1-\sqrt{Q_{P}} \bar{\gamma}\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(1+\sqrt{Q_{P}} \bar{\gamma}\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{J.48}\\
& \mu_{23}=\frac{\left(1+\sqrt{Q_{P}} \bar{\gamma}\right)-\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}{\left(1-\sqrt{Q_{P}} \bar{\gamma}\right)+\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}  \tag{J.49}\\
& \mu_{43}=\frac{\sqrt{Q_{P}} \bar{\gamma}}{\sqrt{\left(1+Q_{P} \bar{\gamma}\right)(1+\bar{\gamma})}}, \tag{J.50}
\end{align*}
$$

where $\bar{\gamma}$ is as defined in (J.36). Finally, since $\mu_{21}=0$, (J.44) reduces to

$$
\begin{align*}
& P_{e}=\left(\frac{1}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{R_{1}-M R_{1} / N-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}}\left(\frac{1}{2}\right)^{n_{2}} \\
& \left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}} \sum_{n_{3}=0}\binom{M R_{1} / N-1+n_{3}}{n_{3}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}} \\
& \left.\cdot\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}-n_{3}} \sum_{r=0}^{M R_{1} / N-1+r} \begin{array}{c}
r
\end{array}\right)\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& \left.+\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1} \sum_{n_{1}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{1}} \begin{array}{c}
n_{1}
\end{array}\right)\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}} \\
& \left.\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1-n_{1}} \sum_{n_{2}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{2}} \begin{array}{c}
n_{2}
\end{array}\right)\left(\frac{1+\mu_{23}}{2}\right)^{n_{2}} \\
& \left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N M R_{1} / N-1-n_{1}-n_{2}}\binom{M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r} \text {. } \tag{J.51}
\end{align*}
$$

## Appendix K

## Re-Writing $P_{e}$ for MC-CDMA

From (J.43), the probability of error for the MC-CDMA (SISO) system in Scenario \#2 when $Q_{P}>1$ is given by

$$
\begin{align*}
& P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N}\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N} \\
& \cdot \sum_{m=1}^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{m-1} \sum_{n_{3}=0}^{m-1-n_{2}}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}} \\
& \cdot\binom{M R_{1} / N-1+n_{3}}{n_{3}}\binom{M R_{1} / N-1+\left(m-1-n_{2}-n_{3}\right)}{m-1-n_{2}-n_{3}} \\
& \cdot\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}}\left(\frac{1+\mu_{41}}{2}\right)^{m-1-n_{2}-n_{3}} \\
& +\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N}  \tag{K.1}\\
& \cdot \sum_{m=1}^{M R_{1} / N} \sum_{n_{1}=0}^{m-1} \sum_{n_{2}=0}^{m-1-n_{1}}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{1}}{n_{1}} \\
& \cdot\binom{R_{1}-M R_{1} / N-1+n_{2}}{n_{2}}\binom{M R_{1} / N-1+\left(m-1-n_{1}-n_{2}\right)}{m-1-n_{1}-n_{2}} \\
& \text {. }\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}}\left(\frac{1+\mu_{23}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{43}}{2}\right)^{m-1-n_{1}-n_{2}} \text {. }
\end{align*}
$$

For both triple summations, we re-write the outer two summations as follows:

$$
\begin{array}{r}
\sum_{m=1}^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{m-1} \sum_{n_{3}=0}^{m-1-n_{2}} \longrightarrow \sum_{n_{2}=0}^{R_{1}-M R_{1} / N-1} \sum_{m=n_{2}+1}^{R_{1}-M R_{1} / N} \sum_{n_{3}=0}^{m-1-n_{2}}, \\
\sum_{m=1}^{M R_{1} / N} \sum_{n_{1}=0}^{m-1} \sum_{n_{2}=0}^{m-1-n_{1}} \longrightarrow \sum_{n_{1}=0}^{M R_{1} / N-1} \sum_{m=n_{1}+1}^{M R_{1} / N} \sum_{n_{2}=0}^{m-1-n_{1}} . \tag{K.3}
\end{array}
$$

Next, we make the substitutions $p=m-1-n_{2}$ and $p=m-1-n_{1}$ in the first and second triple summations, respectively, to get

$$
\begin{align*}
& P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N} \sum_{n_{2}=0}^{M R_{1} / N-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{2}}{n_{2}}\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N}\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}} \sum_{n_{3}=0}^{p} \\
& \cdot\binom{M R_{1} / N-1+n_{3}}{n_{3}}\binom{M R_{1} / N-1+\left(p-n_{3}\right)}{p-n_{3}} \\
& \cdot\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}}\left(\frac{1+\mu_{41}}{2}\right)^{p-n_{3}} \sum_{p=0}^{R_{1}-M R_{1} / N M R_{1} / N-1}\binom{\left(R_{1}-M R_{1} / N\right)-1+n_{1}}{n_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}}  \tag{K.4}\\
&+\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}=0} \\
& \cdot\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N}\left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N M R_{1} / N-1-n_{1}} \sum^{p} \\
& \cdot\left(\begin{array}{l}
R_{1}-M R_{1} / N-1+n_{2} \\
n_{2}
\end{array} \sum_{m R_{1} / N-1+\left(p-n_{2}\right)}^{p-n_{2}}\right) \\
& \cdot\left(\frac{1+\mu_{23}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{43}}{2}\right)^{p-n_{2}} \cdot
\end{align*}
$$

The inner two summations in both groups of terms can be re-written as

$$
\begin{gather*}
\sum_{p=0}^{R_{1}-M R_{1} / N-1-n_{2}} \sum_{n_{3}=0}^{p} \longrightarrow \sum_{n_{3}=0}^{R_{1}-M R_{1} / N-1-n_{2} R_{1}-M R_{1} / N-1-n_{2}} \sum_{p=n_{3}}^{M R_{1} / N-1-n_{1}} \sum_{p=0}^{p} \sum_{n_{2}=0}^{M R_{1} / N-1-n_{1} M R_{1} / N-1-n_{1}} \sum_{n_{2}=0}^{M} \sum_{p=n_{2}} \tag{K.5}
\end{gather*}
$$

Finally, we make the substitutions $r=p-n_{3}$ and $r=p-n_{2}$ in the first and second triple summations, respectively, to obtain

$$
\begin{align*}
& \left.P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{R_{1}-M R_{1} / N R_{1}-M R_{1} / N-1} \sum_{n_{2}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{2}} n_{2}\right)\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}} \sum_{n_{3}=0}\binom{M R_{1} / N-1+n_{3}}{n_{3}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}} \\
& \left.\cdot\left(\frac{1-\mu_{41}}{2}\right)^{M R_{1} / N R_{1}-M R_{1} / N-1-n_{2}-n_{3}} \sum_{r=0}^{M R_{1} / N-1+r} \begin{array}{c}
r
\end{array}\right)\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& \left.+\left(\frac{1-\mu_{13}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1} \sum_{n_{1}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{1}} \begin{array}{c}
n_{1}
\end{array}\right)\left(\frac{1+\mu_{13}}{2}\right)^{n_{1}} \\
& \left.\cdot\left(\frac{1-\mu_{23}}{2}\right)^{R_{1}-M R_{1} / N M R_{1} / N-1-n_{1}} \sum_{n_{2}=0}^{\left(R_{1}-M R_{1} / N\right)-1+n_{2}} \begin{array}{c}
n_{2}
\end{array}\right)\left(\frac{1+\mu_{23}}{2}\right)^{n_{2}} \\
& \cdot\left(\frac{1-\mu_{43}}{2}\right)^{M R_{1} / N M R_{1} / N-1-n_{1}-n_{2}}\binom{M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r} . \tag{K.7}
\end{align*}
$$

## Appendix L

## Probability of Error:

## MC-DS-CDMA (MIMO)

We use the approach given in Appendix D to derive the probability of error for the MC-DS-CDMA system in Chapter 3. From (3.16), the final test statistic is given by

$$
\begin{equation*}
Z_{q, m}=\mathbf{v}_{q, m}^{H} \mathbf{F} \mathbf{v}_{q, m}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{L.1}
\end{equation*}
$$

where

$$
\mathbf{v}_{q, m}=\left[\begin{array}{c}
\mathbf{w}_{m}  \tag{L.2}\\
\mathbf{y}_{q, m}
\end{array}\right]
$$

is an $8 R_{2} \times 1$ vector, and

$$
\mathbf{F}=\frac{1}{2}\left[\begin{array}{ll}
\mathbf{0}_{4 R_{2}} & \mathbf{I}_{4 R_{2}}  \tag{L.3}\\
\mathbf{I}_{4 R_{2}} & \mathbf{0}_{4 R_{2}}
\end{array}\right]
$$

is an $8 R_{2} \times 8 R_{2}$ matrix. The $4 R_{2} \times 1$ vectors $\mathbf{w}_{m}$ and $\mathbf{y}_{q, m}$ are defined as

$$
\mathbf{w}_{m}=\left[\begin{array}{lll}
\tilde{\mathbf{w}}_{m, 1}^{T} & \cdots & \tilde{\mathbf{w}}_{m, R_{2}}^{T} \tag{L.4}
\end{array}\right]^{T}
$$

$$
\mathbf{y}_{q, m}=\left[\begin{array}{lll}
\tilde{\mathbf{y}}_{q, m, 1}^{T} & \cdots & \tilde{\mathbf{y}}_{q, m, R_{2}}^{T} \tag{L.5}
\end{array}\right]^{T}
$$

where

$$
\begin{align*}
\tilde{\mathbf{w}}_{m, i} & =\left[\begin{array}{llll}
\hat{W}_{1,1, m, i} & \hat{W}_{2,1, m, i} & \hat{W}_{1,2, m, i} & \hat{W}_{2,2, m, i}
\end{array}\right]^{T}  \tag{L.6}\\
\tilde{\mathbf{y}}_{q, m, i} & =\left[\begin{array}{llll}
Y_{q, 1, m, i} & Y_{q, 2, m, i} & Y_{q+1,1, m, i} & Y_{q+1,2, m, i}
\end{array}\right]^{T} . \tag{L.7}
\end{align*}
$$

The covariance matrix of $\mathbf{v}_{q, m}$ is given by

$$
\mathbf{R}=\frac{1}{2} E\left[\mathbf{v}_{q, m} \mathbf{v}_{q, m}^{H}\right]=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{w w} & \boldsymbol{\Sigma}_{w y}  \tag{L.8}\\
\boldsymbol{\Sigma}_{w y}^{H} & \boldsymbol{\Sigma}_{y y}
\end{array}\right]
$$

where

$$
\begin{align*}
\boldsymbol{\Sigma}_{w w} & =\frac{1}{2} E\left[\mathbf{w}_{m} \mathbf{w}_{m}^{H}\right]  \tag{L.9}\\
\boldsymbol{\Sigma}_{y y} & =\frac{1}{2} E\left[\mathbf{y}_{q, m} \mathbf{y}_{q, m}^{H}\right]  \tag{L.10}\\
\boldsymbol{\Sigma}_{w y} & =\frac{1}{2} E\left[\mathbf{w}_{m} \mathbf{y}_{q, m}^{H}\right] \tag{L.11}
\end{align*}
$$

The matrix $\mathbf{R F}$ is then equal to

$$
\mathbf{R F}=\frac{1}{2}\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{w y} & \boldsymbol{\Sigma}_{w w}  \tag{L.12}\\
\boldsymbol{\Sigma}_{y y} & \boldsymbol{\Sigma}_{w y}^{H}
\end{array}\right]
$$

Thus, to obtain RF, we need expressions for $\boldsymbol{\Sigma}_{w w}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{w y}$.

## L. 1 Expressions for $\Sigma_{w w}, \Sigma_{y y}$, and $\Sigma_{w y}$

In this section, we derive expressions for $\boldsymbol{\Sigma}_{w w}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{w y}$. We assume a +1 is transmitted (i.e., $a_{p, q, m}^{(1)}=+1$ ), and we condition on $a_{p, q+1, m}^{(1)}$. First, from Appendix U, we have
(see (U.51), (U.74), (U.84), (U.97), (U.111), (U.120))

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] & =\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}},  \tag{L.13}\\
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] \\
& =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}},  \tag{L.14}\\
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{L.15}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & = \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, & u_{1}=1 \\
\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, & u_{1}=2\end{cases}  \tag{L.16}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & = \begin{cases}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, & u_{1}=1 \\
\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, & u_{1}=2\end{cases} \tag{L.17}
\end{align*}
$$

where

$$
\begin{equation*}
c_{2}\left(\frac{E_{b 2}}{N_{0}}\right) \triangleq \frac{K-1}{N}+\frac{R_{2}}{E_{b 2} / N_{0}} . \tag{L.18}
\end{equation*}
$$

We then use these results, along with (L.6) and (L.7), to obtain

$$
\begin{align*}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{w}}_{m, i_{2}}^{H}\right] & =\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{i_{1}, i_{2}} \mathbf{I}_{4},  \tag{L.19}\\
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{i_{1}, i_{2}} \mathbf{I}_{4},  \tag{L.20}\\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \delta_{i_{1}, i_{2}}\left[\begin{array}{cc}
\mathbf{I}_{2} & -a_{p, q+1, m}^{(1)} \mathbf{I}_{2} \\
a_{p, q+1, m}^{(1)} \mathbf{I}_{2} & \mathbf{I}_{2}
\end{array}\right]  \tag{L.21}\\
& =\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \delta_{i_{1}, i_{2}}\left[\mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right],
\end{align*}
$$

where the $2 \times 2$ matrix $\mathbf{B}_{2}(\epsilon)$ is defined as

$$
\mathbf{B}_{2}(\epsilon) \triangleq\left[\begin{array}{cc}
1 & -\epsilon  \tag{L.22}\\
\epsilon^{*} & 1
\end{array}\right]
$$

and $\otimes$ denotes the Kronecker product. Next, using (L.4), (L.5), and (L.9)-(L.11), the matrices $\boldsymbol{\Sigma}_{w w}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{w y}$ are expanded as

$$
\begin{gather*}
\boldsymbol{\Sigma}_{w w}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{w}}_{m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{w}}_{m, R_{2}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{2}} \tilde{\mathbf{w}}_{m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{2}} \tilde{\mathbf{w}}_{m, R_{2}}^{H}\right]
\end{array}\right],  \tag{L.23}\\
\boldsymbol{\Sigma}_{y y}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, 1} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, 1} \tilde{\mathbf{y}}_{q, m, R_{2}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, R_{2}} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, R_{2}} \tilde{\mathbf{y}}_{q, m, R_{2}}^{H}\right]
\end{array}\right],  \tag{L.24}\\
\boldsymbol{\Sigma}_{w y}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{y}}_{q, m, R_{2}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{2}} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{2}} \tilde{\mathbf{y}}_{q, m, R_{2}}^{H}\right]
\end{array}\right] \tag{L.25}
\end{gather*}
$$

We apply the results of (L.19)-(L.21) in (L.23)-(L.25) to finally get

$$
\begin{align*}
& \boldsymbol{\Sigma}_{w w}=\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]\left[\begin{array}{lll}
\mathbf{I}_{4} & & \\
& \ddots & \\
& & \mathbf{I}_{4}
\end{array}\right] \\
& =\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \mathbf{I}_{4 R_{2}},  \tag{L.26}\\
& \boldsymbol{\Sigma}_{y y}=\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]\left[\begin{array}{lll}
\mathbf{I}_{4} & & \\
& \ddots & \\
& & \mathbf{I}_{4}
\end{array}\right] \\
& =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \mathbf{I}_{4 R_{2}},  \tag{L.27}\\
& \boldsymbol{\Sigma}_{w y}=\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}\left[\begin{array}{llll}
\mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2} & & \\
& \ddots & \\
& & \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}
\end{array}\right]
\end{align*}
$$

$$
\begin{equation*}
=\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}\left[\mathbf{I}_{R_{2}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right] \tag{L.28}
\end{equation*}
$$

Note that

$$
\begin{equation*}
\boldsymbol{\Sigma}_{w y}^{H}=\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}\left[\mathbf{I}_{R_{2}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right] \tag{L.29}
\end{equation*}
$$

which follows from Corollary 5 in Appendix B.2.

## L. 2 Characteristic Polynomial of RF

The characteristic polynomial of $\mathbf{R F}$ is given by (see (L.12))

$$
\begin{align*}
& \operatorname{det}\left(\lambda \mathbf{I}_{8 R_{2}}-\mathbf{R F}\right) \\
& =\left|\begin{array}{cc}
\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y} & -\frac{1}{2} \boldsymbol{\Sigma}_{w w} \\
-\frac{1}{2} \boldsymbol{\Sigma}_{y y} & \lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}
\end{array}\right| \\
& =\operatorname{det}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right) \cdot \operatorname{det}\left\{\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w}\right\}, \tag{L.30}
\end{align*}
$$

where we applied the expansion formula for the determinant of a partitioned matrix (see (D.52)). We now derive expressions for the two determinants in (L.30).

## L.2.1 First Determinant of (L.30)

First, we use the relation $\mathbf{I}_{m n}=\mathbf{I}_{m} \otimes \mathbf{I}_{n}$, as well as Corollary 1 from Appendix B.2, to write $\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}$ as

$$
\begin{align*}
\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y} & =\lambda\left(\mathbf{I}_{R_{2}} \otimes \mathbf{I}_{2} \otimes \mathbf{I}_{2}\right)-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}}\left[\mathbf{I}_{R_{2}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right] \\
& =\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2} \tag{L.31}
\end{align*}
$$

Similarly, we also have

$$
\begin{equation*}
\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}=\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2} . \tag{L.32}
\end{equation*}
$$

By making the substitutions $c=\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}}$ and $\epsilon=a_{p, q+1, m}^{(1)}$ in both (C.25) and (C.26), and by using the fact that $\left|a_{p, q+1, m}^{(1)}\right|^{2}=1$, we get

$$
\begin{align*}
\operatorname{det}\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right] & =\operatorname{det}\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \\
& =\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}} \tag{L.33}
\end{align*}
$$

The determinant of (L.31) is then evaluated by applying Corollary 2 in Appendix B. 2 and by using the result in (L.33):

$$
\begin{align*}
\operatorname{det}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right) & =\left\{\operatorname{det}\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\}^{2 R_{2}} \\
& =\left(\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}\right)^{2 R_{2}} \tag{L.34}
\end{align*}
$$

Thus, we have the first determinant in (L.30).

## L.2.2 Second Determinant of (L.30)

First, we apply Corollary 3 from Appendix B. 2 to write the inverse of (L.31) as

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1}=\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]^{-1} \otimes \mathbf{I}_{2} \tag{L.35}
\end{equation*}
$$

By making the substitutions $c=\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}}$ and $\epsilon=a_{p, q+1, m}^{(1)}$ in (C.30), we get

$$
\begin{equation*}
\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]^{-1}=\frac{1}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \tag{L.36}
\end{equation*}
$$

which, when substituted into (L.35), yields

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1}=\frac{1}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\left\{\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2}\right\} \tag{L.37}
\end{equation*}
$$

Next, using (L.37), along with the expressions for $\boldsymbol{\Sigma}_{w w}$ and $\boldsymbol{\Sigma}_{y y}$ in (L.26) and (L.27), we have

$$
\begin{align*}
& \frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w} \\
& =\frac{E_{b 2}}{8 R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \frac{1}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}  \tag{L.38}\\
& \cdot\left\{\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2}\right\} .
\end{align*}
$$

We combine the results of (L.32) and (L.38) and apply Corollary 1 from Appendix B. 2 to get

$$
\begin{align*}
& \left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w} \\
& =\left(1-\frac{E_{b 2}}{8 R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \frac{1}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\right) \\
& \quad \cdot\left\{\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2}\right\} \\
& =\frac{\lambda^{2}-b \lambda-c}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\left\{\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2}\right\}, \tag{L.39}
\end{align*}
$$

where

$$
\begin{align*}
& b=\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}  \tag{L.40}\\
& c=\frac{E_{b 2}}{8 R_{2}}\left\{\left(1+\frac{1}{Q_{P} / 2}\right) c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)+\frac{1}{Q_{P} / 2}\left[c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]^{2}\right\} . \tag{L.41}
\end{align*}
$$

The determinant of (L.39) is then obtained by applying Corollary 2 from Appendix B. 2 and using (L.33):

$$
\begin{aligned}
\operatorname{det} & \left\{\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{2}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w}\right\} \\
& =\left(\frac{\lambda^{2}-b \lambda-c}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\right)^{4 R_{2}} \operatorname{det}\left\{\mathbf{I}_{R_{2}} \otimes\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right] \otimes \mathbf{I}_{2}\right\} \\
& =\left(\frac{\lambda^{2}-b \lambda-c}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\right)^{4 R_{2}}\left\{\operatorname{det}\left[\lambda \mathbf{I}_{2}-\frac{1}{4} \sqrt{\frac{E_{b 2}}{R_{2}}} \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\}^{2 R_{2}} \\
& =\left(\frac{\lambda^{2}-b \lambda-c}{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}}\right)^{4 R_{2}}\left(\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}\right)^{2 R_{2}}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{\left(\lambda^{2}-b \lambda-c\right)^{4 R_{2}}}{\left(\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} \lambda+\frac{E_{b 2}}{8 R_{2}}\right)^{2 R_{2}}} . \tag{L.42}
\end{equation*}
$$

## L.2.3 Combining the Results

We substitute the results of (L.34) and (L.42) into (L.30) to show that the characteristic polynomial of RF reduces to

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{8 R_{2}}-\mathbf{R F}\right)=\left(\lambda^{2}-b \lambda-c\right)^{4 R_{2}} \tag{L.43}
\end{equation*}
$$

## L. 3 Eigenvalues of RF

Using the quadratic formula to solve for the roots of (L.43), we see that $\mathbf{R F}$ has $\Lambda=2$ distinct eigenvalues, both of multiplicity $4 R_{2}$ :

$$
\begin{array}{ll}
\lambda_{1}=\frac{b-\sqrt{b^{2}+4 c}}{2}, & m_{1}=4 R_{2} \\
\lambda_{2}=\frac{b+\sqrt{b^{2}+4 c}}{2}, & m_{2}=4 R_{2} \tag{L.45}
\end{array}
$$

Since $c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)>0($ see $(\mathrm{L} .18))$, we have $b^{2}+4 c>b^{2}$, such that $\lambda_{1}<0$ and $\lambda_{2}>0$. Therefore, $\lambda_{1}$ is the only negative eigenvalue.

## L. 4 Probability of Error

We make the substitutions $\Lambda=2$ and $m_{1}=m_{2}=4 R_{2}$ in (D.8), and we use the fact that $\lambda_{1}$ is the only negative eigenvalue to obtain the following expression for the probability of error:

$$
\begin{equation*}
P_{e}=\sum_{k=1}^{4 R_{2}} c_{1, k} \tag{L.46}
\end{equation*}
$$

We also make the same substitutions in (D.5) to show that $c_{1, k}$ reduces to

$$
\begin{equation*}
c_{1, k}=\left(\frac{1-\mu_{21}}{2}\right)^{4 R_{2}}\binom{4 R_{2}-1+(k-1)}{k-1}\left(\frac{1+\mu_{21}}{2}\right)^{k-1} \tag{L.47}
\end{equation*}
$$

where

$$
\begin{equation*}
\mu_{21}=\frac{\lambda_{2}+\lambda_{1}}{\lambda_{2}-\lambda_{1}} \tag{L.48}
\end{equation*}
$$

Thus,

$$
\begin{align*}
P_{e} & =\left(\frac{1-\mu_{21}}{2}\right)^{4 R_{2}} \sum_{k=1}^{4 R_{2}}\binom{4 R_{2}-1+(k-1)}{k-1}\left(\frac{1+\mu_{21}}{2}\right)^{k-1} \\
& =\left(\frac{1-\mu_{21}}{2}\right)^{4 R_{2}} \sum_{i=0}^{4 R_{2}-1}\binom{4 R_{2}-1+i}{i}\left(\frac{1+\mu_{21}}{2}\right)^{i} \tag{L.49}
\end{align*}
$$

Finally, we substitute the expressions for $\lambda_{1}$ and $\lambda_{2}$ into (L.48) to get

$$
\begin{equation*}
\mu_{21}=\frac{b}{\sqrt{b^{2}+4 c}}=\sqrt{\frac{\bar{\gamma}}{1+\bar{\gamma}}} \tag{L.50}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{\gamma}=\frac{b^{2}}{4 c}=\left\{2\left(1+\frac{1}{Q_{P} / 2}\right) c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)+2 \frac{1}{Q_{P} / 2}\left[c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right]^{2}\right\}^{-1} \tag{L.51}
\end{equation*}
$$

## Appendix M

## Probability of Error: MC-CDMA

## (MIMO)

We derive the probability of error for the MC-CDMA system in Chapter 3 using the approach outlined in Appendix D. As in the derivation of the probability of error for the MC-DS-CDMA system (see Appendix L), the final test statistic is given by

$$
\begin{equation*}
Z_{q, m}=\mathbf{v}_{q, m}^{H} \mathbf{F} \mathbf{v}_{q, m}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{M.1}
\end{equation*}
$$

where

$$
\mathbf{v}_{q, m}=\left[\begin{array}{c}
\mathbf{w}_{m}  \tag{M.2}\\
\mathbf{y}_{q, m}
\end{array}\right]
$$

is an $8 R_{1} \times 1$ vector, and

$$
\mathbf{F}=\frac{1}{2}\left[\begin{array}{ll}
\mathbf{0}_{4 R_{1}} & \mathbf{I}_{4 R_{1}}  \tag{M.3}\\
\mathbf{I}_{4 R_{1}} & \mathbf{0}_{4 R_{1}}
\end{array}\right]
$$

is an $8 R_{1} \times 8 R_{1}$ matrix. We define the $4 R_{1} \times 1$ vectors $\mathbf{w}_{m}$ and $\mathbf{y}_{q, m}$ as

$$
\begin{align*}
\mathbf{w}_{m} & =\left[\begin{array}{lll}
\tilde{\mathbf{w}}_{m, 1}^{T} & \cdots & \tilde{\mathbf{w}}_{m, R_{1}}^{T}
\end{array}\right]^{T}  \tag{M.4}\\
\mathbf{y}_{q, m} & =\left[\begin{array}{lll}
\tilde{\mathbf{y}}_{q, m, 1}^{T} & \cdots & \tilde{\mathbf{y}}_{q, m, R_{1}}^{T}
\end{array}\right]^{T} \tag{M.5}
\end{align*}
$$

where

$$
\begin{align*}
\tilde{\mathbf{w}}_{m, i} & =\left[\begin{array}{llll}
\hat{W}_{1,1, m, i} & \hat{W}_{2,1, m, i} & \hat{W}_{1,2, m, i} & \hat{W}_{2,2, m, i}
\end{array}\right]^{T}  \tag{M.6}\\
\tilde{\mathbf{y}}_{q, m, i} & =\left[\begin{array}{llll}
Y_{q, 1, m, i} & Y_{q, 2, m, i} & Y_{q+1,1, m, i} & Y_{q+1,2, m, i}
\end{array}\right]^{T} \tag{M.7}
\end{align*}
$$

The covariance matrix of $\mathbf{v}_{q, m}$ is given by

$$
\mathbf{R}=\frac{1}{2} E\left[\mathbf{v}_{q, m} \mathbf{v}_{q, m}^{H}\right]=\left[\begin{array}{cc}
\boldsymbol{\Sigma}_{w w} & \boldsymbol{\Sigma}_{w y}  \tag{M.8}\\
\boldsymbol{\Sigma}_{w y}^{H} & \boldsymbol{\Sigma}_{y y}
\end{array}\right]
$$

where

$$
\begin{align*}
\boldsymbol{\Sigma}_{w w} & =\frac{1}{2} E\left[\mathbf{w}_{m} \mathbf{w}_{m}^{H}\right]  \tag{M.9}\\
\boldsymbol{\Sigma}_{y y} & =\frac{1}{2} E\left[\mathbf{y}_{q, m} \mathbf{y}_{q, m}^{H}\right]  \tag{M.10}\\
\boldsymbol{\Sigma}_{w y} & =\frac{1}{2} E\left[\mathbf{w}_{m} \mathbf{y}_{q, m}^{H}\right] \tag{M.11}
\end{align*}
$$

Thus, we have

$$
\mathbf{R F}=\frac{1}{2}\left[\begin{array}{ll}
\boldsymbol{\Sigma}_{w y} & \boldsymbol{\Sigma}_{w w}  \tag{M.12}\\
\boldsymbol{\Sigma}_{y y} & \boldsymbol{\Sigma}_{w y}^{H}
\end{array}\right]
$$

## M. 1 Expressions for $\Sigma_{w w}, \Sigma_{y y}$, and $\Sigma_{w y}$

Again, we assume $a_{p, q, m}^{(1)}=+1$, and we condition on $a_{p, q+1, m}^{(1)}$. First, when the indices $i_{1}$ and $i_{2}$ are associated with the same block, we show in Appendix W that (see (W.49), (W.72),
(W.82), (W.95), (W.110), (W.111), (W.121), and (W.122))

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] & =\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}}  \tag{M.13}\\
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]  \tag{M.14}\\
& =\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \delta_{v_{1}, v_{2}} \\
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{M.15}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & = \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}}, & u_{1}=1 \\
\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}}, & u_{1}=2 \\
-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}}, & u_{1}=1 \\
\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}}, & u_{1}=2\end{cases}  \tag{M.16}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =\left\{\begin{array}{l}
\text { a }
\end{array}\right. \tag{M.17}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq(K-1)+\frac{R_{1}}{E_{b 1} / N_{0}} . \tag{M.18}
\end{equation*}
$$

We use these results, along with (M.6) and (M.7), to get

$$
\begin{align*}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{w}}_{m, i_{2}}^{H}\right] & =\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \mathbf{I}_{4},  \tag{M.19}\\
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \mathbf{I}_{4},  \tag{M.20}\\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right], \tag{M.21}
\end{align*}
$$

where

$$
\mathbf{B}_{2}(\epsilon)=\left[\begin{array}{cc}
1 & -\epsilon  \tag{M.22}\\
\epsilon^{*} & 1
\end{array}\right]
$$

We also prove in Appendix W that when $i_{1}$ and $i_{2}$ are associated with different blocks, we have (see (W.49), (W.72), (W.82), (W.95), (W.110), (W.111), (W.121), and (W.122))

$$
\begin{equation*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right]=0 \tag{M.23}
\end{equation*}
$$

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{M.24}\\
\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{M.25}\\
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{M.26}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =0  \tag{M.27}\\
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =0 \tag{M.28}
\end{align*}
$$

from which we obtain

$$
\begin{align*}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{w}}_{m, i_{2}}^{H}\right] & =\mathbf{0}_{4}  \tag{M.29}\\
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\mathbf{0}_{4}  \tag{M.30}\\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, i_{1}} \tilde{\mathbf{y}}_{q, m, i_{2}}^{H}\right] & =\mathbf{0}_{4} \tag{M.31}
\end{align*}
$$

Next, using (M.4), (M.5), and (M.9)-(M.11), the matrices $\boldsymbol{\Sigma}_{w w}, \boldsymbol{\Sigma}_{y y}$, and $\boldsymbol{\Sigma}_{w y}$ are given by

$$
\begin{align*}
& \boldsymbol{\Sigma}_{w w}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{w}}_{m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{w}}_{m, R_{1}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{1}} \tilde{\mathbf{w}}_{m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{1}} \tilde{\mathbf{w}}_{m, R_{1}}^{H}\right]
\end{array}\right],  \tag{M.32}\\
& \mathbf{\Sigma}_{y y}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, 1} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, 1} \tilde{\mathbf{y}}_{q, m, R_{1}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, R_{1}} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{y}}_{q, m, R_{1}} \tilde{\mathbf{y}}_{q, m, R_{1}}^{H}\right]
\end{array}\right],  \tag{M.33}\\
& \boldsymbol{\Sigma}_{w y}=\left[\begin{array}{ccc}
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, 1} \tilde{\mathbf{y}}_{q, m, R_{1}}^{H}\right] \\
\vdots & \ddots & \vdots \\
\frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{1}} \tilde{\mathbf{y}}_{q, m, 1}^{H}\right] & \cdots & \frac{1}{2} E\left[\tilde{\mathbf{w}}_{m, R_{1}} \tilde{\mathbf{y}}_{q, m, R_{1}}^{H}\right]
\end{array}\right] \tag{M.34}
\end{align*}
$$

We use (M.19) and (M.29) to show that

$$
\boldsymbol{\Sigma}_{w w}=\left[\begin{array}{ccc}
\mathbf{B}_{w w} & &  \tag{M.35}\\
& \ddots & \\
& & \mathbf{B}_{w w}
\end{array}\right]=\mathbf{I}_{M R_{1} / N} \otimes \mathbf{B}_{w w}
$$

where the $4 R_{b} \times 4 R_{b}$ matrix $\mathbf{B}_{w w}$ is given by

$$
\begin{align*}
\mathbf{B}_{w w} & =\left[\begin{array}{ccc}
\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{1,1}\right] \mathbf{I}_{4} & \cdots & \frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{1, R_{b}}\right] \mathbf{I}_{4} \\
\vdots & \ddots & \vdots \\
\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{R_{b}, 1}\right] \mathbf{I}_{4} & \cdots & \frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{R_{b}, R_{b}}\right] \mathbf{I}_{4}
\end{array}\right] \\
& =\left(\begin{array}{lll}
{\left[\begin{array}{lll}
\frac{1}{2} & \cdots & \frac{1}{2} \\
\vdots & \ddots & \vdots \\
\frac{1}{2} & \cdots & \frac{1}{2}
\end{array}\right]+\left[\begin{array}{ll}
\frac{1}{2} \frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) & \\
& \\
& \ddots \\
\hline
\end{array}\right] \otimes \mathbf{I}_{4}} \\
& =\frac{1}{2}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{4},
\end{array}\right.
\end{align*}
$$

with $\mathbf{A}_{R_{b}}$ defined as the $R_{b} \times R_{b}$ all-ones matrix. Thus, we have

$$
\begin{equation*}
\boldsymbol{\Sigma}_{w w}=\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{2}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{4} . \tag{M.37}
\end{equation*}
$$

Similarly, by substituting (M.20) and (M.30) into (M.33), and (M.21) and (M.31) into (M.34), we can show that

$$
\begin{align*}
\boldsymbol{\Sigma}_{y y} & =\mathbf{I}_{M R_{1} / N} \otimes \frac{E_{b 1}}{R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{4}  \tag{M.38}\\
\boldsymbol{\Sigma}_{w y} & =\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right] . \tag{M.39}
\end{align*}
$$

Note that

$$
\begin{equation*}
\boldsymbol{\Sigma}_{w y}^{H}=\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right] \tag{M.40}
\end{equation*}
$$

which follows from Corollary 5 of Appendix B.2.

## M. 2 Characteristic Polynomial of RF

By applying (D.52), we can write the characteristic polynomial of $\mathbf{R F}$ as (see (M.12))

$$
\begin{align*}
& \operatorname{det}\left(\lambda \mathbf{I}_{8 R_{1}}-\mathbf{R F}\right) \\
& =\left|\begin{array}{cc}
\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y} & -\frac{1}{2} \boldsymbol{\Sigma}_{w w} \\
-\frac{1}{2} \boldsymbol{\Sigma}_{y y} & \lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}
\end{array}\right| \\
& =\operatorname{det}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right) \cdot \operatorname{det}\left\{\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w}\right\} . \tag{M.41}
\end{align*}
$$

We now derive expressions for the two determinants in (M.41).

## M.2.1 First Determinant of (M.41)

First, we use the relation $\mathbf{I}_{m n}=\mathbf{I}_{m} \otimes \mathbf{I}_{n}$ and Corollary 1 from Appendix B. 2 to write

$$
\begin{align*}
& \lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y} \\
& \quad=\lambda\left(\mathbf{I}_{M R_{1} / N} \otimes \mathbf{I}_{2 R_{b}} \otimes \mathbf{I}_{2}\right)-\frac{1}{2}\left\{\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right) \otimes \mathbf{I}_{2}\right]\right\} \\
& \quad=\mathbf{I}_{M R_{1} / N} \otimes\left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\} \otimes \mathbf{I}_{2} \tag{M.42}
\end{align*}
$$

Similarly, we also have

$$
\begin{equation*}
\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}=\mathbf{I}_{M R_{1} / N} \otimes\left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\} \otimes \mathbf{I}_{2} \tag{M.43}
\end{equation*}
$$

We make the substitutions $n=R_{b}, c=\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}$, and $\epsilon=a_{p, q+1, m}^{(1)}$ in both (C.43) and (C.44), and we note that $\left|a_{p, q+1, m}^{(1)}\right|^{2}=1$ to obtain

$$
\begin{align*}
\operatorname{det} & \left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\} \\
& =\operatorname{det}\left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\} \\
& =\lambda^{2 R_{b}-2} X(\lambda) \tag{M.44}
\end{align*}
$$

where

$$
\begin{equation*}
X(\lambda) \triangleq \lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda+\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} \tag{M.45}
\end{equation*}
$$

The determinant of (M.42) is then evaluated by applying Corollary 2 in Appendix B. 2 and (M.44):

$$
\begin{align*}
\operatorname{det}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right) & =\left(\operatorname{det}\left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\}\right)^{2 M R_{1} / N} \\
& =\left[\lambda^{2 R_{b}-2} X(\lambda)\right]^{2 M R_{1} / N} \tag{M.46}
\end{align*}
$$

## M.2.2 Second Determinant of (M.41)

First, we obtain the inverse of (M.42) by applying Corollary 3 from Appendix B.2:

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1}=\mathbf{I}_{M R_{1} / N} \otimes\left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\}^{-1} \otimes \mathbf{I}_{2} \tag{M.47}
\end{equation*}
$$

We make the substitutions $n=R_{b}, c=\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}$, and $\epsilon=a_{p, q+1, m}^{(1)}$ in (C.51) to get

$$
\begin{align*}
& \left\{\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]\right\}^{-1} \\
& \quad=\frac{1}{\lambda}\left\{\mathbf{I}_{2 R_{b}}+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes\left(\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right)\right]\right\} \tag{M.48}
\end{align*}
$$

which implies

$$
\begin{align*}
& \left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \\
& \quad=\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{\lambda}\left\{\mathbf{I}_{2 R_{b}}+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes\left(\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right)\right]\right\} \otimes \mathbf{I}_{2} \tag{M.49}
\end{align*}
$$

Next, using the relation $\mathbf{I}_{m n}=\mathbf{I}_{m} \otimes \mathbf{I}_{n}$, we re-write $\boldsymbol{\Sigma}_{w w}$ and $\boldsymbol{\Sigma}_{y y}$ in (M.37) and (M.38) as

$$
\begin{align*}
\boldsymbol{\Sigma}_{w w} & =\mathbf{I}_{M R_{1} / N} \otimes\left\{\frac{1}{2}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right\} \otimes \mathbf{I}_{2},  \tag{M.50}\\
\boldsymbol{\Sigma}_{y y} & =\mathbf{I}_{M R_{1} / N} \otimes\left\{\frac{E_{b 1}}{R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right\} \otimes \mathbf{I}_{2} . \tag{M.51}
\end{align*}
$$

We apply (M.49)-(M.51), as well as Corollary 4 from Appendix B.2, to obtain

$$
\begin{align*}
\frac{1}{4} & \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w} \\
= & \frac{1}{4}\left\{\mathbf{I}_{M R_{1} / N} \otimes\left(\frac{E_{b 1}}{R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right) \otimes \mathbf{I}_{2}\right\} \\
& \cdot\left\{\mathbf{I}_{M R_{1} / N} \otimes \frac{1}{\lambda}\left\{\mathbf{I}_{2 R_{b}}+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes\left(\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right)\right]\right\} \otimes \mathbf{I}_{2}\right\} \\
& \cdot\left\{\mathbf{I}_{M R_{1} / N} \otimes\left(\frac{1}{2}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right) \otimes \mathbf{I}_{2}\right\} \\
= & \mathbf{I}_{M R_{1} / N} \otimes \mathbf{C}(\lambda) \otimes \mathbf{I}_{2}, \tag{M.52}
\end{align*}
$$

where

$$
\begin{align*}
\mathbf{C}(\lambda)= & \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}}\left(\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right) \\
& \cdot\left\{\mathbf{I}_{2 R_{b}}+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes\left(\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right)\right]\right\}  \tag{M.53}\\
& \cdot\left(\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right)
\end{align*}
$$

is a $2 R_{b} \times 2 R_{b}$ matrix. Finally, using (M.43) and (M.52), we can write

$$
\begin{equation*}
\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w}=\mathbf{I}_{M R_{1} / N} \otimes \mathbf{D}(\lambda) \otimes \mathbf{I}_{2}, \tag{M.54}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathbf{D}(\lambda)=\lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]-\mathbf{C}(\lambda) \tag{M.55}
\end{equation*}
$$

The determinant of (M.54) then follows by applying Corollary 2 in Appendix B.2:

$$
\begin{equation*}
\operatorname{det}\left[\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}^{H}\right)-\frac{1}{4} \boldsymbol{\Sigma}_{y y}\left(\lambda \mathbf{I}_{4 R_{1}}-\frac{1}{2} \boldsymbol{\Sigma}_{w y}\right)^{-1} \boldsymbol{\Sigma}_{w w}\right]=[\operatorname{det} \mathbf{D}(\lambda)]^{2 M R_{1} / N} \tag{M.56}
\end{equation*}
$$

## M.2.3 Combining the Results

We substitute (M.46) and (M.56) into (M.41) to get

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{8 R_{1}}-\mathbf{R F}\right)=\left[\lambda^{2 R_{b}-2} X(\lambda) \operatorname{det} \mathbf{D}(\lambda)\right]^{2 M R_{1} / N} \tag{M.57}
\end{equation*}
$$

As shown in Appendix N.1, the matrix $\mathbf{D}(\lambda)$ in (M.55) can be re-written as

$$
\begin{equation*}
\mathbf{D}(\lambda)=\frac{1}{\lambda}\left(W(\lambda) \mathbf{I}_{2 R_{b}}-\left[\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{Y(\lambda)}{X(\lambda)} \mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}\right)\right]\right) \tag{M.58}
\end{equation*}
$$

where, from (N.12), (N.21), and (N.22), we have

$$
\begin{align*}
W(\lambda) \triangleq & \lambda^{2}-\frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}  \tag{M.59}\\
Y(\lambda) \triangleq & \lambda^{3}+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2} \\
& -\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda  \tag{M.60}\\
& -\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \\
Z(\lambda) \triangleq & \lambda\left\{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda-\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\right\} \tag{M.61}
\end{align*}
$$

Also, $X(\lambda)$ is given by (M.45). To derive an expression for $\operatorname{det} \mathbf{D}(\lambda)$, we first replace $\lambda$ with $W(\lambda), n$ with $R_{b}, c$ with $\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{Y(\lambda)}{X(\lambda)}$, and $\epsilon$ with $\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}$ in (C.44) to obtain

$$
\begin{align*}
\operatorname{det} & \left(W(\lambda) \mathbf{I}_{2 R_{b}}-\left[\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{Y(\lambda)}{X(\lambda)} \mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}\right)\right]\right) \\
= & {[W(\lambda)]^{2 R_{b}-2}\left\{[W(\lambda)]^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \frac{Y(\lambda)}{X(\lambda)} W(\lambda)\right.}  \tag{M.62}\\
& \left.+\frac{E_{b 1}}{16 R_{1}} R_{b}^{2}\left(\frac{Y(\lambda)}{X(\lambda)}\right)^{2}\left[1+\left(\frac{Z(\lambda)}{Y(\lambda)}\right)^{2}\right]\right\}
\end{align*}
$$

The determinant of $\mathbf{D}(\lambda)$ then follows from (M.58) and (M.62) as

$$
\begin{align*}
\operatorname{det} \mathbf{D}(\lambda)= & \left(\frac{1}{\lambda}\right)^{2 R_{b}} \operatorname{det}\left(W(\lambda) \mathbf{I}_{2 R_{b}}-\left[\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{Y(\lambda)}{X(\lambda)} \mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}\right)\right]\right) \\
= & {\left[\frac{W(\lambda)}{\lambda}\right]^{2 R_{b}-2} \frac{1}{\lambda^{2}}\left\{[W(\lambda)]^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \frac{Y(\lambda)}{X(\lambda)} W(\lambda)\right.} \\
& \left.+\frac{E_{b 1}}{16 R_{1}} R_{b}^{2}\left[\left(\frac{Y(\lambda)}{X(\lambda)}\right)^{2}+\left(\frac{Z(\lambda)}{X(\lambda)}\right)^{2}\right]\right\} \tag{M.63}
\end{align*}
$$

Using this result in (M.57), and noting that $R_{b}=\frac{N}{M}$ (see (3.25)), we get

$$
\begin{equation*}
\operatorname{det}\left(\lambda \mathbf{I}_{8 R_{1}}-\mathbf{R F}\right)=[W(\lambda)]^{4\left(R_{1}-M R_{1} / N\right)} \cdot[T(\lambda)]^{2 M R_{1} / N} \tag{M.64}
\end{equation*}
$$

where

$$
\begin{equation*}
T(\lambda) \triangleq \frac{1}{\lambda^{2}}\left\{X(\lambda)[W(\lambda)]^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} Y(\lambda) W(\lambda)+\frac{E_{b 1}}{16 R_{1}} R_{b}^{2} \frac{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}}{X(\lambda)}\right\} . \tag{M.65}
\end{equation*}
$$

Finally, we show in Appendix N. 2 that $T(\lambda)$ reduces to

$$
\begin{equation*}
T(\lambda)=\lambda^{4}+b \lambda^{3}+c \lambda^{2}+d \lambda+e \tag{M.66}
\end{equation*}
$$

where (see (N.47)-(N.50))

$$
\begin{align*}
b & =-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}  \tag{M.67}\\
c & =\frac{E_{b 1}}{4 R_{1}}\left\{R_{b}^{2}-R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}  \tag{M.68}\\
d & =\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{M.69}\\
e & =\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{M.70}
\end{align*}
$$

## M. 3 Eigenvalues of RF

The eigenvalues of $\mathbf{R F}$ are given by the roots of its characteristic polynomial (see (M.64)). First, we solve the equation

$$
\begin{equation*}
[W(\lambda)]^{4\left(R_{1}-M R_{1} / N\right)}=0 \tag{M.71}
\end{equation*}
$$

We substitute into (M.71) the expression for $W(\lambda)$ from (M.59) to get

$$
\begin{equation*}
\left\{\lambda^{2}-\frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}^{4\left(R_{1}-M R_{1} / N\right)}=0 \tag{M.72}
\end{equation*}
$$

from which we obtain the solutions

$$
\begin{align*}
& \lambda_{1}=-\frac{1}{2} \sqrt{\frac{E_{b 1}}{2 R_{1}}} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{1}=4\left(R_{1}-M R_{1} / N\right),  \tag{M.73}\\
& \lambda_{2}=\frac{1}{2} \sqrt{\frac{E_{b 1}}{2 R_{1}}} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right), \quad m_{2}=4\left(R_{1}-M R_{1} / N\right) . \tag{M.74}
\end{align*}
$$

Next, we solve the fourth-order equation

$$
\begin{equation*}
\lambda^{4}+b \lambda^{3}+c \lambda^{2}+d \lambda+e=0 \tag{M.75}
\end{equation*}
$$

Following the general method given in [33, Sec. 2.3], we begin by making the substitution

$$
\begin{equation*}
\lambda=y-\frac{b}{4} \tag{M.76}
\end{equation*}
$$

in (M.75) to get

$$
\begin{equation*}
y^{4}+p y^{2}+q y+r=0 \tag{М.77}
\end{equation*}
$$

where

$$
\begin{align*}
p & =\frac{8 c-3 b^{2}}{8}  \tag{M.78}\\
q & =\frac{b^{3}-4 b c+8 d}{8}  \tag{M.79}\\
r & =\frac{16 b^{2} c+256 e-3 b^{4}-64 b d}{256} \tag{M.80}
\end{align*}
$$

Given the expressions in (M.67)-(M.70) for $b, c, d$, and $e$, we can show that

$$
\begin{align*}
& p=-\frac{E_{b 1}}{8 R_{1}}\left\{R_{b}^{2}+2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}  \tag{M.81}\\
& q=0  \tag{M.82}\\
& r=\frac{1}{4}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left\{R_{b}^{2}+2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}^{2} \tag{M.83}
\end{align*}
$$

As a result, (M.77) reduces to a quadratic in $y^{2}$,

$$
\begin{equation*}
y^{4}+p y^{2}+r=0 \tag{M.84}
\end{equation*}
$$

which leads to the following solutions:

$$
\begin{equation*}
y^{2}=\frac{-p \pm \sqrt{p^{2}-4 r}}{2} \tag{M.85}
\end{equation*}
$$

It is easily verified that

$$
\begin{equation*}
p^{2}-4 r=0 \tag{M.86}
\end{equation*}
$$

so (M.85) further reduces to

$$
\begin{equation*}
y^{2}=-\frac{p}{2} \tag{M.87}
\end{equation*}
$$

Hence, the two solutions to (M.84) each have multiplicity two and are given by

$$
\begin{equation*}
y= \pm \sqrt{-\frac{p}{2}}= \pm \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)} \tag{M.88}
\end{equation*}
$$

where

$$
\begin{equation*}
d\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq R_{b}^{2}+2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{M.89}
\end{equation*}
$$

Substituting (M.88) into (M.76), we get

$$
\begin{equation*}
\lambda=\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(R_{b} \pm \sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right) . \tag{M.90}
\end{equation*}
$$

Finally, since $T(\lambda)=\lambda^{4}+b \lambda^{3}+c \lambda^{2}+d \lambda+e$, the solutions to the equation

$$
\begin{equation*}
[T(\lambda)]^{2 M R_{1} / N}=0 \tag{M.91}
\end{equation*}
$$

are equal to

$$
\begin{array}{ll}
\lambda_{3}=\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right), & m_{3}=4 M R_{1} / N \\
\lambda_{4}=\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right), & m_{4}=4 M R_{1} / N \tag{M.93}
\end{array}
$$

Thus, the matrix $\mathbf{R F}$ has $\Lambda=4$ distinct eigenvalues. Since $c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)>0$ (see (M.18)), this implies that $d\left(\frac{E_{b 1}}{N_{0}}\right)>R_{b}^{2}$, and we have $\lambda_{1}<0, \lambda_{2}>0, \lambda_{3}<0$, and $\lambda_{4}>0$.

## M. 4 Probability of Error

Substituting $\Lambda=4, m_{1}=4\left(R_{1}-M R_{1} / N\right)$, and $m_{3}=4 M R_{1} / N$ into (D.8), and using the fact that $\lambda_{1}$ and $\lambda_{3}$ are the only negative eigenvalues, we show that the probability of error
reduces to

$$
\begin{equation*}
P_{e}=\sum_{k=1}^{4\left(R_{1}-M R_{1} / N\right)} c_{1, k}+\sum_{k=1}^{4 M R_{1} / N} c_{3, k} \tag{M.94}
\end{equation*}
$$

Next, we apply (D.5) to (M.94) and make the same substitutions for $\Lambda, m_{1}$, and $m_{3}$ to get

$$
\left.\begin{array}{rl}
P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)}\left(\frac{1-\mu_{31}}{2}\right)^{4 M R_{1} / N}\left(\frac{1-\mu_{41}}{2}\right)^{4 M R_{1} / N} \\
& \cdot \sum_{m=1}^{4\left(R_{1}-M R_{1} / N\right)} \sum_{n_{2}=0}^{m-1} \sum_{n_{3}=0}^{m-1-n_{2}}\binom{\left(4\left(R_{1}-M R_{1} / N\right)\right)-1+n_{2}}{n_{2}} \\
& \cdot\binom{4 M R_{1} / N-1+n_{3}}{n_{3}}\binom{4 M R_{1} / N-1+\left(m-1-n_{2}-n_{3}\right)}{m-1-n_{2}-n_{3}} \\
& \cdot\left(\frac{1+\mu_{21}}{2}\right)^{n_{2}}\left(\frac{1+\mu_{31}}{2}\right)^{n_{3}}\left(\frac{1+\mu_{41}}{2}\right)^{m-1-n_{2}-n_{3}}  \tag{M.95}\\
+\left(\frac{1-\mu_{13}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)}\left(\frac{1-\mu_{23}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)}\left(\frac{1-\mu_{43}}{2}\right)^{4 M R_{1} / N} \\
& \cdot \sum_{m=1}^{4 M R_{1} / N} \sum_{n_{1}=0}^{m-1} \sum_{n_{2}=0}^{m-1-n_{1}}\left(4\left(R_{1}-M R_{1} / N\right)\right)-1+n_{1} \\
n_{1}
\end{array}\right)
$$

By following the same steps given in Appendix K, we can re-write (M.95) as

$$
\begin{align*}
& P_{e}=\left(\frac{1-\mu_{21}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{2}=0}^{4\left(R_{1}-M R_{1} / N\right)-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1+\mu_{21}}{2}\right)^{i_{2}} \\
& \left.\cdot\left(\frac{1-\mu_{31}}{2}\right)^{4 M R_{1} / N 4\left(R_{1}-M R_{1} / N\right)-1-i_{2}} \sum_{i_{3}=0}^{4 M R_{1} / N-1+i_{3}} \begin{array}{c} 
\\
i_{3}
\end{array}\right)\left(\frac{1+\mu_{31}}{2}\right)^{i_{3}} \\
& \cdot\left(\frac{1-\mu_{41}}{2}\right)^{4 M R_{1} / N 4\left(R_{1}-M R_{1} / N\right)-1-i_{2}-i_{3}}\binom{4 M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& +\left(\frac{1-\mu_{13}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{1}=0}^{4 M R_{1} / N-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{1}}{i_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{i_{1}} \\
& \cdot\left(\frac{1-\mu_{23}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{2}=0}^{4 M R_{1} / N-1-i_{1}}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1+\mu_{23}}{2}\right)^{i_{2}} \\
& \cdot\left(\frac{1-\mu_{43}}{2}\right)^{4 M R_{1} / N 4 M R_{1} / N-1-i_{1}-i_{2}}\binom{4 M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r} \text {. } \tag{M.96}
\end{align*}
$$

The expressions for $\mu_{21}, \mu_{31}, \mu_{41}, \mu_{13}, \mu_{23}$, and $\mu_{43}$ are obtained by using (M.73)-(M.74) and (M.92)-(M.93) in (D.6):

$$
\begin{align*}
& \mu_{21}=  \tag{M.97}\\
& \mu_{31}=\frac{R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}-\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}{R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}+\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}  \tag{M.98}\\
& \mu_{41}=\frac{R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}-\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}{R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}+\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)}  \tag{M.99}\\
& \mu_{13}=\frac{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\left(R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+\left(R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}  \tag{M.100}\\
& \mu_{23}=\frac{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)+\left(R_{b}-\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}{\sqrt{2} \frac{1}{\sqrt{Q_{P} / 2}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\left(R_{b}+\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}\right)}  \tag{M.101}\\
& \mu_{43}=\frac{R_{b}}{\sqrt{d\left(\frac{E_{b 1}}{N_{0}}\right)}} . \tag{M.102}
\end{align*}
$$

Finally, since $\mu_{21}=0$, (M.96) reduces to

$$
\begin{align*}
& P_{e}=\left(\frac{1}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{2}=0}^{4\left(R_{1}-M R_{1} / N\right)-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1}{2}\right)^{i_{2}} \\
& \cdot\left(\frac{1-\mu_{31}}{2}\right)^{4 M R_{1} / N} \sum_{i_{3}=0}^{4\left(R_{1}-M R_{1} / N\right)-1-i_{2}}\binom{4 M R_{1} / N-1+i_{3}}{i_{3}}\left(\frac{1+\mu_{31}}{2}\right)^{i_{3}} \\
& \left.\cdot\left(\frac{1-\mu_{41}}{2}\right)^{4 M R_{1} / N N^{4\left(R_{1}-M R_{1} / N\right)-1-i_{2}-i_{3}}} \sum_{r=0}^{4 M R_{1} / N-1+r} \begin{array}{c}
r
\end{array}\right)\left(\frac{1+\mu_{41}}{2}\right)^{r} \\
& +\left(\frac{1-\mu_{13}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{1}=0}^{4 M R_{1} / N-1}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{1}}{i_{1}}\left(\frac{1+\mu_{13}}{2}\right)^{i_{1}} \\
& \cdot\left(\frac{1-\mu_{23}}{2}\right)^{4\left(R_{1}-M R_{1} / N\right)} \sum_{i_{2}=0}^{4 M R_{1} / N-1-i_{1}}\binom{4\left(R_{1}-M R_{1} / N\right)-1+i_{2}}{i_{2}}\left(\frac{1+\mu_{23}}{2}\right)^{i_{2}} \\
& \cdot\left(\frac{1-\mu_{43}}{2}\right)^{4 M R_{1} / N} \sum_{r=0}^{4 M R_{1} / N-1-i_{1}-i_{2}}\binom{4 M R_{1} / N-1+r}{r}\left(\frac{1+\mu_{43}}{2}\right)^{r} \text {. } \tag{M.103}
\end{align*}
$$

## Appendix N

## Derivations of (M.58) and (M.66)

In this appendix, we show that the expression for $\mathbf{D}(\lambda)$ in (M.55) can be re-written as (M.58). We also show that $T(\lambda)$, as given by (M.65), reduces to the expression in (M.66).

## N. $1 \quad \mathrm{D}(\lambda)$

First, we expand the expression for $\mathbf{C}(\lambda)$. From (M.53), $\mathbf{C}(\lambda)$ is equal to

$$
\begin{equation*}
\mathbf{C}(\lambda)=\mathbf{\Upsilon}_{1}(\lambda) \cdot \mathbf{\Upsilon}_{2}(\lambda) \cdot \mathbf{\Upsilon}_{3}(\lambda) \tag{N.1}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathbf{\Upsilon}_{1}(\lambda) \triangleq \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}}\left\{\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2}\right\}  \tag{N.2}\\
& \mathbf{\Upsilon}_{2}(\lambda) \triangleq \mathbf{I}_{2 R_{b}}+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes\left(\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right)\right]  \tag{N.3}\\
& \mathbf{\Upsilon}_{3}(\lambda) \triangleq\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2} \tag{N.4}
\end{align*}
$$

By applying both the mixed product rule for Kronecker products (see Appendix B.2) and the relation (see (C.14))

$$
\begin{equation*}
\mathbf{A}_{R_{b}} \mathbf{A}_{R_{b}}=R_{b} \mathbf{A}_{R_{b}} \tag{N.5}
\end{equation*}
$$

we evaluate the product $\mathbf{\Upsilon}_{2}(\lambda) \cdot \mathbf{\Upsilon}_{3}(\lambda)$ as

$$
\begin{align*}
& \mathbf{\Upsilon}_{2}(\lambda) \cdot \mathbf{\Upsilon}_{3}(\lambda) \\
&= {\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2} } \\
&+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\mathbf{A}_{R_{b}}\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes\left[\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right]\right\} \\
&= {\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2} } \\
&+\frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{A}_{R_{b}} \otimes\left[\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right]\right\} \tag{N.6}
\end{align*}
$$

We then multiply this expression by $\mathbf{\Upsilon}_{1}(\lambda)$ and apply both the mixed product rule and (N.5) again to obtain

$$
\begin{align*}
\mathbf{C}(\lambda)= & \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}}\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right]\left[\mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right] \otimes \mathbf{I}_{2} \\
& +\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\left[\mathbf{A}_{R_{b}}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \mathbf{I}_{R_{b}}\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{A}_{R_{b}}\right. \\
& \left.\otimes\left[\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right]\right\} \\
= & \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}}\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{A}_{R_{b}}+\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \mathbf{I}_{R_{b}}\right\} \otimes \mathbf{I}_{2} \\
& +\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{N.7}\\
& \cdot\left\{\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{A}_{R_{b}} \otimes\left[\lambda \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \mathbf{I}_{2}\right]\right\} .
\end{align*}
$$

Using Property 3 from Appendix B.2, as well as the relation $\mathbf{I}_{m n}=\mathbf{I}_{m} \otimes \mathbf{I}_{n}$, we expand (N.7) as

$$
\begin{align*}
\mathbf{C}(\lambda)= & \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right) \\
& +\frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \mathbf{I}_{2 R_{b}} \\
& +\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \\
& \cdot \lambda\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right] \\
& -\frac{1}{\lambda} \frac{1}{X(\lambda)}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} R_{b}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right) \\
= & \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \mathbf{I}_{2 R_{b}} \\
& +\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}}\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] X(\lambda)\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right)\right. \\
& +\lambda \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right] \\
& \left.\quad-\frac{E_{b 1}}{8 R_{1}} R_{b}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right)\right\} . \tag{N.8}
\end{align*}
$$

Given the expression for $X(\lambda)$ in (M.45), the two terms involving $\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}$ can be combined as

$$
\begin{align*}
& {\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] X(\lambda)\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right)} \\
& \quad-\frac{E_{b 1}}{8 R_{1}} R_{b}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right) \\
& =\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda\left(\lambda-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right)-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \\
& \quad \cdot\left(\mathbf{A}_{R_{b}} \otimes \mathbf{I}_{2}\right) . \tag{N.9}
\end{align*}
$$

Using this result in (N.8) and applying Property 3 from Appendix B.2, we finally get

$$
\begin{align*}
& \mathbf{C}(\lambda)= \frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \mathbf{I}_{2 R_{b}} \\
&+\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}}\left\{\mathbf{A}_{R_{b}} \otimes \lambda \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right. \\
&+\mathbf{A}_{R_{b}} \otimes \\
& \otimes\left(\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda\left(\lambda-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right)\right.  \tag{N.10}\\
&\left.\left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right) \mathbf{I}_{2}\right\} .
\end{align*}
$$

We now expand $\mathbf{D}(\lambda)$ by substituting (N.10) into (M.55). This yields

$$
\begin{align*}
& \mathbf{D}(\lambda)= \lambda \mathbf{I}_{2 R_{b}}-\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[\mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]-\frac{1}{\lambda} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \mathbf{I}_{2 R_{b}} \\
&-\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{E_{b 1}}{8 R_{1}}\left\{\mathbf{A}_{R_{b}} \otimes \lambda \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right. \\
&+\mathbf{A}_{R_{b}} \otimes\left([ R _ { b } + ( 1 + \frac { 1 } { Q _ { P } / 2 } ) c _ { 1 } ( \frac { E _ { b 1 } } { N _ { 0 } } ) ] \lambda \left(\lambda-\frac{1}{2} \sqrt{\left.\frac{E_{b 1}}{R_{1}} R_{b}\right)}\right.\right. \\
&\left.\left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right) \mathbf{I}_{2}\right\} \\
&= \frac{1}{\lambda} W(\lambda) \mathbf{I}_{2 R_{b}}-\frac{1}{\lambda} \frac{1}{X(\lambda)} \frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\mathbf{A}_{R_{b}} \otimes \mathbf{\Phi}\right), \tag{N.11}
\end{align*}
$$

where

$$
\begin{equation*}
W(\lambda) \triangleq \lambda^{2}-\frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{N.12}
\end{equation*}
$$

and

$$
\begin{equation*}
\boldsymbol{\Phi} \triangleq \boldsymbol{\Phi}_{1}+\mathbf{\Phi}_{2}+\mathbf{\Phi}_{3} \tag{N.13}
\end{equation*}
$$

is a $2 \times 2$ matrix with

$$
\begin{align*}
& \mathbf{\Phi}_{1} \triangleq \lambda X(\lambda) \mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right),  \tag{N.14}\\
& \mathbf{\Phi}_{2} \triangleq \lambda \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right), \tag{N.15}
\end{align*}
$$

$$
\begin{align*}
\mathbf{\Phi}_{3} \triangleq & \frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda\left(\lambda-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right)\right.  \tag{N.16}\\
& \left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \mathbf{I}_{2} .
\end{align*}
$$

Let $[\boldsymbol{\Phi}]_{m n}$ denote the $m n$-th entry of $\boldsymbol{\Phi}$. Using the expressions for $X(\lambda)$ and $\mathbf{B}_{2}(\epsilon)$ (see (M.45) and (M.22), respectively), we have

$$
\begin{align*}
{[\boldsymbol{\Phi}]_{11}=} & {\left[\mathbf{\Phi}_{1}\right]_{11}+\left[\mathbf{\Phi}_{2}\right]_{11}+\left[\mathbf{\Phi}_{3}\right]_{11} } \\
= & \lambda X(\lambda)\left[\mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]_{11} \\
& +\lambda \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[\mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]_{11} \\
& +\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{[ R _ { b } + ( 1 + \frac { 1 } { Q _ { P } / 2 } ) c _ { 1 } ( \frac { E _ { b 1 } } { N _ { 0 } } ) ] \lambda \left(\lambda-\frac{1}{2} \sqrt{\left.\frac{E_{b 1}}{R_{1}} R_{b}\right)}\right.\right. \\
& \left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}\left[\mathbf{I}_{2}\right]_{11} \\
= & \lambda\left(\lambda^{2}-\frac{1}{2} \sqrt{\left.\frac{E_{b 1}}{R_{1}} R_{b} \lambda+\frac{E_{b 1}}{8 R_{1}} R_{b}^{2}\right)}\right. \\
& +\lambda \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \\
& +\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda\left(\lambda-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right)\right. \\
& \left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \\
= & \lambda^{3}+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2} \\
& -\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda  \tag{N.17}\\
& -\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}} \frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}}
\end{align*}
$$

and

$$
[\mathbf{\Phi}]_{12}=\left[\mathbf{\Phi}_{1}\right]_{12}+\left[\mathbf{\Phi}_{2}\right]_{12}+\left[\mathbf{\Phi}_{3}\right]_{12}
$$

$$
\begin{align*}
= & \lambda X(\lambda)\left[\mathbf{B}_{2}^{H}\left(a_{p, q+1, m}^{(1)}\right)\right]_{12} \\
& +\lambda \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[\mathbf{B}_{2}\left(a_{p, q+1, m}^{(1)}\right)\right]_{12} \\
& +\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left\{\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda\left(\lambda-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right)\right. \\
& \left.-\frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}\left[\mathbf{I}_{2}\right]_{12} \\
= & \lambda\left(\lambda^{2}-\frac{1}{2} \sqrt{\left.\frac{E_{b 1}}{R_{1}} R_{b} \lambda+\frac{E_{b 1}}{8 R_{1}} R_{b}^{2}\right) a_{p, q+1, m}^{(1)}}\right. \\
& +\lambda \frac{E_{b 1}}{8 R_{1}}\left[R_{b}+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left(-a_{p, q+1, m}^{(1)}\right) \\
= & \lambda\left\{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda-\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\right\} a_{p, q+1, m}^{(1)} . \tag{N.18}
\end{align*}
$$

We can easily verify that

$$
\begin{align*}
& {[\boldsymbol{\Phi}]_{22}=[\boldsymbol{\Phi}]_{11}}  \tag{N.19}\\
& {[\boldsymbol{\Phi}]_{21}=-[\boldsymbol{\Phi}]_{12}} \tag{N.20}
\end{align*}
$$

Define

$$
\begin{align*}
& Y(\lambda) \triangleq \lambda^{3}+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2} \\
& -\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda  \tag{N.21}\\
& -\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}, \\
& Z(\lambda) \triangleq \lambda\left\{\lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda-\frac{E_{b 1}}{8 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\right\}, \tag{N.22}
\end{align*}
$$

such that

$$
\begin{align*}
& {[\boldsymbol{\Phi}]_{11}=Y(\lambda)}  \tag{N.23}\\
& {[\boldsymbol{\Phi}]_{12}=Z(\lambda) a_{p, q+1, m}^{(1)}} \tag{N.24}
\end{align*}
$$

We can then write $\boldsymbol{\Phi}$ as

$$
\begin{align*}
\mathbf{\Phi} & =\left[\begin{array}{cc}
{[\mathbf{\Phi}]_{11}} & {[\mathbf{\Phi}]_{12}} \\
{[\mathbf{\Phi}]_{21}} & {[\mathbf{\Phi}]_{22}}
\end{array}\right] \\
& =\left[\begin{array}{cc}
Y(\lambda) & Z(\lambda) a_{p, q+1, m}^{(1)} \\
-Z(\lambda) a_{p, q+1, m}^{(1)} & Y(\lambda)
\end{array}\right] \\
& =Y(\lambda)\left[\begin{array}{cc}
1 & \frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)} \\
-\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)} & 1
\end{array}\right] \\
& =Y(\lambda) \mathbf{B}_{2}^{H}\left(\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}\right) \tag{N.25}
\end{align*}
$$

Finally, we substitute (N.25) into (N.11) to get

$$
\begin{equation*}
\mathbf{D}(\lambda)=\frac{1}{\lambda}\left\{W(\lambda) \mathbf{I}_{2 R_{b}}-\left[\frac{1}{4} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{Y(\lambda)}{X(\lambda)} \mathbf{A}_{R_{b}} \otimes \mathbf{B}_{2}^{H}\left(\frac{Z(\lambda)}{Y(\lambda)} a_{p, q+1, m}^{(1)}\right)\right]\right\} \tag{N.26}
\end{equation*}
$$

## N. $2 T(\lambda)$

From (M.65), $T(\lambda)$ is defined as

$$
\begin{equation*}
T(\lambda)=\frac{1}{\lambda^{2}}\left\{X(\lambda)[W(\lambda)]^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} Y(\lambda) W(\lambda)+\frac{E_{b 1}}{16 R_{1}} R_{b}^{2} \frac{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}}{X(\lambda)}\right\} \tag{N.27}
\end{equation*}
$$

The terms in this expression will be evaluated in steps. First, we square the expression for $W(\lambda)$ in (N.12):

$$
\begin{equation*}
[W(\lambda)]^{2}=\lambda^{4}-\frac{E_{b 1}}{4 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \lambda^{2}+\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{N.28}
\end{equation*}
$$

Using this result, along with the expression for $X(\lambda)$ in (M.45), we have

$$
\begin{align*}
X(\lambda)[W(\lambda)]^{2}= & \lambda^{6}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda^{5}+\frac{E_{b 1}}{8 R_{1}}\left\{R_{b}^{2}-2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \lambda^{4} \\
& +\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{4 R_{1}} R_{b} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \lambda^{3} \\
& -\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left\{2 R_{b}^{2}-\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \lambda^{2}  \tag{N.29}\\
& -\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \lambda \\
& +\left(\frac{E_{b 1}}{8 R_{1}}\right)^{3}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4}
\end{align*}
$$

Given the expressions for $W(\lambda)$ and $Y(\lambda)$ in (N.12) and (N.21), respectively, we also have

$$
\begin{align*}
\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} Y(\lambda) W(\lambda)= & \frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\left\{\lambda^{5}+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}\right. \\
& -\frac{E_{b 1}}{8 R_{1}} R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3} \\
& -\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}+\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda^{2} \\
& +\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda \\
& \left.+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4}\right\} . \tag{N.30}
\end{align*}
$$

Thus, from (N.29) and (N.30), we obtain

$$
\begin{align*}
& X(\lambda)[W(\lambda)]^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} Y(\lambda) W(\lambda) \\
&= \lambda^{6}-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda^{5}+\frac{E_{b 1}}{8 R_{1}}\left\{R_{b}^{2}-2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-2 \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \lambda^{4} \\
&+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left\{R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+2 \frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right\} \lambda^{3} \\
&+\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left\{2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right\} \lambda^{2} \\
&-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2}\left(1+\frac{1}{Q_{P} / 2}\right) R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3} \lambda  \tag{N.31}\\
&-\left(\frac{E_{b 1}}{8 R_{1}}\right)^{3}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} .
\end{align*}
$$

Next, we square the expressions for $Y(\lambda)$ and $Z(\lambda)$ in (N.21) and (N.22), respectively,
and combine like terms to show that

$$
\begin{align*}
{[Y(\lambda)]^{2}=} & \lambda^{6}+\sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5} \\
& -\frac{E_{b 1}}{4 R_{1}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left\{\left(1+\frac{1}{Q_{P} / 2}\right)\left[R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right\} \lambda^{4} \\
& -\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left\{R_{b} \frac{1}{Q_{P} / 2}+\left(1+\frac{1}{Q_{P} / 2}\right)\right. \\
& \left.\cdot\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\right\} \lambda^{3} \\
& +\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left\{\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right. \\
& \left.\quad-4 \frac{1}{Q_{P} / 2}\left(1+\frac{1}{Q_{P} / 2}\right) R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right\} \lambda^{2} \\
+ & \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda \\
+ & 2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{3}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{N.32}
\end{align*}
$$

and

$$
\begin{align*}
{[Z(\lambda)]^{2}=} & \lambda^{6}-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda^{5}+\frac{E_{b 1}}{4 R_{1}}\left\{R_{b}^{2}-R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \lambda^{4} \\
& +\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda^{3} \\
& +\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \lambda^{2} . \tag{N.33}
\end{align*}
$$

Adding the results of (N.32) and (N.33), we get

$$
\begin{align*}
{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}=} & 2 \lambda^{6}-P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}  \tag{N.34}\\
& +P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)
\end{align*}
$$

where

$$
\begin{equation*}
P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \tag{N.35}
\end{equation*}
$$

$$
\begin{align*}
& P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \frac{E_{b 1}}{4 R_{1}}\left[R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2},  \tag{N.36}\\
& P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}-c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right],  \tag{N.37}\\
& P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq 2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2},  \tag{N.38}\\
& P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right],  \tag{N.39}\\
& P_{0}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq 2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{3}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} . \tag{N.40}
\end{align*}
$$

We show in Appendix O that $[Y(\lambda)]^{2}+[Z(\lambda)]^{2}$, when divided by $X(\lambda)$ (see (M.45)), is equal to

$$
\begin{equation*}
\frac{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}}{X(\lambda)}=2 \lambda^{4}+P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \tag{N.41}
\end{equation*}
$$

where (see (O.10), (O.13), (O.16), and (O.19))

$$
\begin{align*}
& P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)=\sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)  \tag{N.42}\\
& \tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right)=\frac{E_{b 1}}{4 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}  \tag{N.43}\\
& \tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right)=\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left(1+\frac{1}{Q_{P} / 2}\right)\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}  \tag{N.44}\\
& \tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right)=2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{N.45}
\end{align*}
$$

Finally, we substitute the results of (N.31) and (N.41) into (N.27). After much simplification, we can show that $T(\lambda)$ equals

$$
\begin{aligned}
T(\lambda)= & \frac{1}{\lambda^{2}}\left\{\lambda^{6}-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda^{5}\right. \\
& +\frac{E_{b 1}}{4 R_{1}}\left\{R_{b}^{2}-R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\} \lambda^{4} \\
& +\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \lambda^{3} \\
& \left.+\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \lambda^{2}\right\}
\end{aligned}
$$

$$
\begin{equation*}
=\lambda^{4}+b \lambda^{3}+c \lambda^{2}+d \lambda+e \tag{N.46}
\end{equation*}
$$

where

$$
\begin{align*}
b & =-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}  \tag{N.47}\\
c & =\frac{E_{b 1}}{4 R_{1}}\left\{R_{b}^{2}-R_{b}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\right\}  \tag{N.48}\\
d & =\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} R_{b} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{N.49}\\
e & =\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{N.50}
\end{align*}
$$

## Appendix 0

## Derivation of (N.41)

In this appendix, we perform step-by-step long division to evaluate

$$
\frac{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}}{X(\lambda)}
$$

From (N.34) and (N.35)-(N.40), we have

$$
\begin{align*}
{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}=} & 2 \lambda^{6}-P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}  \tag{O.1}\\
& +P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)
\end{align*}
$$

where

$$
\begin{align*}
& P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}}\left[R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{O.2}\\
& P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \frac{E_{b 1}}{4 R_{1}}\left[R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}  \tag{O.3}\\
& P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[R_{b}-c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]\left[R_{b}-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{O.4}\\
& P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq 2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{O.5}
\end{align*}
$$

$$
\begin{align*}
& P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq \sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]  \tag{O.6}\\
& P_{0}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq 2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{3}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{O.7}
\end{align*}
$$

Also, the expression for $X(\lambda)$ is given by (M.45):

$$
\begin{equation*}
X(\lambda) \triangleq \lambda^{2}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \lambda+\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} \tag{O.8}
\end{equation*}
$$

## Step \#1:

$$
\begin{equation*}
\frac{2 \lambda^{6}-P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}}{X(\lambda)}=2 \lambda^{4}+\frac{P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}}{X(\lambda)} \tag{O.9}
\end{equation*}
$$

where

$$
\begin{align*}
P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq-\left[P_{5}\left(\frac{E_{b 1}}{N_{0}}\right)-\sqrt{\frac{E_{b 1}}{R_{1}}} R_{b}\right] \\
& =\sqrt{\frac{E_{b 1}}{R_{1}}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \tag{O.10}
\end{align*}
$$

and

$$
\begin{align*}
P_{4}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{4}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{E_{b 1}}{4 R_{1}} R_{b}^{2} \\
& =-\frac{E_{b 1}}{4 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\left[2 R_{b}-\left(1+\frac{1}{Q_{P} / 2}\right) c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] . \tag{O.11}
\end{align*}
$$

## Step \#2:

$$
\begin{equation*}
\frac{P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}}{X(\lambda)}=P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\frac{\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}}{X(\lambda)} \tag{O.12}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{4}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =\frac{E_{b 1}}{4 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2} \tag{O.13}
\end{align*}
$$

and

$$
\begin{align*}
P_{3}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{3}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =-\sqrt{\frac{E_{b 1}}{R_{1}} \frac{E_{b 1}}{8 R_{1}}\left(1+\frac{1}{Q_{P} / 2}\right)\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{2}\left[R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]} \text {. } \tag{O.14}
\end{align*}
$$

## Step \#3:

$$
\begin{equation*}
\frac{\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}}{X(\lambda)}=\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+\frac{\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}}{X(\lambda)} \tag{O.15}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{3}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =\sqrt{\frac{E_{b 1}}{R_{1}}} \frac{E_{b 1}}{8 R_{1}} \frac{1}{Q_{P} / 2}\left(1+\frac{1}{Q_{P} / 2}\right)\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3} \tag{O.16}
\end{align*}
$$

and

$$
\begin{align*}
P_{2}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{2}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} \tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =-2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2} \frac{1}{Q_{P} / 2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{3}\left[2 R_{b}\left(1+\frac{1}{Q_{P} / 2}\right)-\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \tag{O.17}
\end{align*}
$$

Step \#4:

$$
\begin{equation*}
\frac{\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda}{X(\lambda)}=\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+\frac{\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda}{X(\lambda)} \tag{O.18}
\end{equation*}
$$

where

$$
\begin{align*}
\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{2}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =2\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{O.19}
\end{align*}
$$

and

$$
\begin{align*}
P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) & \triangleq P_{1}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} \tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \\
& =-\sqrt{\frac{E_{b 1}}{R_{1}}}\left(\frac{E_{b 1}}{8 R_{1}}\right)^{2}\left(\frac{1}{Q_{P} / 2}\right)^{2} R_{b}\left[c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right]^{4} \tag{O.20}
\end{align*}
$$

## Step \#5:

$$
\begin{equation*}
\frac{\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)}=\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right)+\frac{\tilde{P}_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)} \tag{O.21}
\end{equation*}
$$

where

$$
\begin{align*}
& \tilde{P}_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right)+\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} R_{b} \tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right)=0  \tag{O.22}\\
& P_{0}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \triangleq P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)-\frac{E_{b 1}}{8 R_{1}} R_{b}^{2} \tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right)=0 \tag{O.23}
\end{align*}
$$

Thus,

$$
\begin{equation*}
\frac{\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)}=\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \tag{O.24}
\end{equation*}
$$

Putting together the above results, we have

$$
\begin{aligned}
& \frac{[Y(\lambda)]^{2}+[Z(\lambda)]^{2}}{X(\lambda)} \\
& =\frac{2 \lambda^{6}-P_{5}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)} \\
& =2 \lambda^{4}+\frac{P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{5}+P_{4}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)}
\end{aligned}
$$

$$
\begin{align*}
& =2 \lambda^{4}+P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\frac{\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{4}+P_{3}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)} \\
& =2 \lambda^{4}+P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+\frac{\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+P_{2}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)} \\
& =2 \lambda^{4}+P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+\frac{\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+P_{1}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+P_{0}\left(\frac{E_{b 1}}{N_{0}}\right)}{X(\lambda)} \\
& =2 \lambda^{4}+P_{5}^{\prime}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{3}+\tilde{P}_{4}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda^{2}+\tilde{P}_{3}\left(\frac{E_{b 1}}{N_{0}}\right) \lambda+\tilde{P}_{2}\left(\frac{E_{b 1}}{N_{0}}\right) . \tag{O.25}
\end{align*}
$$

## Appendix P

## Derivation of Energy-per-Bit

## P. 1 MC-DS-CDMA: SISO System

From (2.4), the complex lowpass equivalent signal transmitted at sub-carrier $f_{m, i}$ is given by

$$
\begin{equation*}
\tilde{s}_{m, i}^{(k)}(t)=A_{2} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\} . \tag{P.1}
\end{equation*}
$$

We are only concerned with the $m$-th symbol during the $q$-th time slot of the $p$-th frame, so we ignore in (P.1) the contributions of the symbols from all other time slots. Thus, the signal due to the $i$-th repetition of the $m$-th symbol is given by

$$
\begin{equation*}
\tilde{\gamma}_{m, i}^{(k)}(t) \triangleq A_{2} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\} \tag{P.2}
\end{equation*}
$$

Using the time shift property of the Fourier transform to obtain the transform pair

$$
\begin{equation*}
h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\} \stackrel{\mathcal{F}}{\longleftrightarrow} H_{2}(f) e^{-j 2 \pi f[(p Q+q-1) N+n-1] T_{c}} \tag{P.3}
\end{equation*}
$$

we derive the Fourier transform of $\tilde{\gamma}_{m, i}^{(k)}(t)$ as

$$
\begin{align*}
\tilde{\Gamma}_{m, i}^{(k)}(f) & \triangleq \mathcal{F}\left\{\tilde{\gamma}_{m, i}^{(k)}(t)\right\} \\
& =A_{2} \sum_{n=1}^{N} a_{p, q, m}^{(k)} C_{p, q, n}^{(k)} H_{2}(f) e^{-j 2 \pi f[(p Q+q-1) N+n-1] T_{c}} \tag{P.4}
\end{align*}
$$

From Parseval's Theorem, the energy of $\tilde{\gamma}_{m, i}^{(k)}(t)$ is defined as

$$
\begin{equation*}
E_{m, i} \triangleq \frac{1}{2} \int_{-\infty}^{\infty}\left|\tilde{\gamma}_{m, i}^{(k)}(t)\right|^{2} d t=\frac{1}{2} \int_{-\infty}^{\infty}\left|\tilde{\Gamma}_{m, i}^{(k)}(f)\right|^{2} d f \tag{P.5}
\end{equation*}
$$

Substituting (P.4) into (P.5), we get

$$
\begin{align*}
E_{m, i} & =\frac{A_{2}^{2}}{2} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N}\left(a_{p, q, m}^{(k)}\right)^{2} C_{p, q, n_{1}}^{(k)} C_{p, q, n_{2}}^{(k)} \int_{-\infty}^{\infty}\left|H_{2}(f)\right|^{2} e^{j 2 \pi f\left(n_{2}-n_{1}\right) T_{c}} d f \\
& =\frac{A_{2}^{2}}{2} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(k)} C_{p, q, n_{2}}^{(k)} \int_{-\infty}^{\infty} X_{2}(f) e^{j 2 \pi f\left(n_{2}-n_{1}\right) T_{c}} d f \\
& =\frac{A_{2}^{2}}{2} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(k)} C_{p, q, n_{2}}^{(k)} \cdot x_{2}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{P.6}
\end{align*}
$$

where we used the fact that $\left(a_{p, q, m}^{(k)}\right)^{2}=1$ and $x_{2}(t) \Leftrightarrow X_{2}(f) \triangleq\left|H_{2}(f)\right|^{2}$. From (2.25), we have

$$
x_{2}\left(n T_{c}\right)=\delta_{n, 0}= \begin{cases}1, & n=0  \tag{P.7}\\ 0, & n \neq 0\end{cases}
$$

Thus, $E_{m, i}$ reduces to

$$
\begin{equation*}
E_{m, i}=\frac{N A_{2}^{2}}{2} \tag{P.8}
\end{equation*}
$$

Finally, since each symbol is repeated across $R_{2}$ sub-carriers, the energy of the $m$-th symbol (i.e., energy-per-bit) is equal to

$$
\begin{equation*}
E_{b 2}=\sum_{i=1}^{R_{2}} E_{m, i}=\frac{N R_{2} A_{2}^{2}}{2} \tag{P.9}
\end{equation*}
$$

## P. 2 MC-CDMA: SISO System

From (2.3), the complex lowpass equivalent signal transmitted at sub-carrier $f_{m, i}$ is given by

$$
\begin{equation*}
\tilde{s}_{m, i}^{(k)}(t)=A_{1} \sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} a_{p, q, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right] . \tag{P.10}
\end{equation*}
$$

If we ignore the contributions of the symbols from all other time slots, then the signal due to the $i$-th repetition of the $m$-th symbol is given by

$$
\begin{equation*}
\tilde{\gamma}_{m, i}^{(k)}(t) \triangleq A_{1} a_{p, q, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right] \tag{P.11}
\end{equation*}
$$

Using the Fourier transform pair

$$
\begin{equation*}
h_{1}\left[t-(p Q+q-1) T_{s}\right] \stackrel{\mathcal{F}}{\longleftrightarrow} H_{1}(f) e^{-j 2 \pi f(p Q+q-1) T_{s}}, \tag{P.12}
\end{equation*}
$$

we derive the Fourier transform of $\tilde{\gamma}_{m, i}^{(k)}(t)$ as

$$
\begin{align*}
\tilde{\Gamma}_{m, i}^{(k)}(f) & \triangleq \mathcal{F}\left\{\tilde{\gamma}_{m, i}^{(k)}(t)\right\} \\
& =A_{1} a_{p, q, m}^{(k)} C_{p, q, m, i}^{(k)} H_{1}(f) e^{-j 2 \pi f(p Q+q-1) T_{s}} \tag{P.13}
\end{align*}
$$

The energy of $\tilde{\gamma}_{m, i}^{(k)}(t)$ is given by

$$
\begin{align*}
E_{m, i} & =\frac{1}{2} \int_{-\infty}^{\infty}\left|\tilde{\Gamma}_{m, i}^{(k)}(f)\right|^{2} d f \\
& =\frac{A_{1}^{2}}{2}\left(C_{p, q, m, i}^{(k)}\right)^{2}\left(a_{p, q, m}^{(k)}\right)^{2} \int_{-\infty}^{\infty}\left|H_{1}(f)\right|^{2} d f \\
& =\frac{A_{1}^{2}}{2} \tag{P.14}
\end{align*}
$$

where we used the fact that $\int_{-\infty}^{\infty}\left|H_{1}(f)\right|^{2} d f=1$ (see (2.20)). Therefore, the energy of the $m$-th symbol (i.e., energy-per-bit) is equal to

$$
\begin{equation*}
E_{b 1}=\sum_{i=1}^{R_{1}} E_{m, i}=\frac{R_{1} A_{1}^{2}}{2} \tag{P.15}
\end{equation*}
$$

## P. 3 MC-DS-CDMA: MIMO System

From (3.30), the complex lowpass equivalent signal transmitted at sub-carrier $f_{m, i}$ from the $u$-th antenna is given by

$$
\begin{equation*}
\tilde{s}_{u, m, i}^{(k)}(t)=\sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} \sum_{n=1}^{N} A_{2, q} b_{p, q, u, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\} \tag{P.16}
\end{equation*}
$$

Following the same steps as in the SISO case, the signal from the $u$-th antenna due to the $i$-th repetition of the $m$-th symbol, along with its Fourier transform, are given by

$$
\begin{equation*}
\tilde{\gamma}_{u, m, i}^{(k)}(t)=A_{2, q} \sum_{n=1}^{N} b_{p, q, u, m}^{(k)} C_{p, q, n}^{(k)} h_{2}\left\{t-[(p Q+q-1) N+n-1] T_{c}\right\} \tag{P.17}
\end{equation*}
$$

and

$$
\begin{align*}
\tilde{\Gamma}_{u, m, i}^{(k)}(f) & \triangleq \mathcal{F}\left\{\tilde{\gamma}_{u, m, i}^{(k)}(t)\right\} \\
& =A_{2, q} \sum_{n=1}^{N} b_{p, q, u, m}^{(k)} C_{p, q, n}^{(k)} H_{2}(f) e^{-j 2 \pi f[(p Q+q-1) N+n-1] T_{c}} \tag{P.18}
\end{align*}
$$

respectively. The energy of $\tilde{\gamma}_{u, m, i}^{(k)}(t)$ is obtained as

$$
\begin{align*}
E_{u, m, i} & =\frac{1}{2} \int_{-\infty}^{\infty}\left|\tilde{\Gamma}_{u, m, i}^{(k)}(f)\right|^{2} d f \\
& =\frac{A_{2, q}^{2}}{2} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N}\left(b_{p, q, u, m}^{(k)}\right)^{2} C_{p, q, n_{1}}^{(k)} C_{p, q, n_{2}}^{(k)} \int_{-\infty}^{\infty}\left|H_{2}(f)\right|^{2} e^{j 2 \pi f\left(n_{2}-n_{1}\right) T_{c}} d f \\
& =\frac{N A_{2, q}^{2}}{2} \tag{P.19}
\end{align*}
$$

In the above result, we assume $q$ corresponds to a time slot where a signal is actually transmitted. During the estimation phase, we have $A_{2, q}=A_{2 e}$ (see (3.31)). Since pilot symbols are transmitted on only one of the two antennas during each time slot, the energy of the $m$-th symbol (i.e., energy-per-bit) is derived as

$$
\begin{equation*}
E_{b 2}=\sum_{i=1}^{R_{2}} E_{u, m, i}=\frac{N R_{2} A_{2 e}^{2}}{2} \tag{P.20}
\end{equation*}
$$

On the other hand, during the data phase, we have $A_{2, q}=A_{2 d}$. Since data symbols are transmitted on both antennas during each time slot, we obtain

$$
\begin{equation*}
E_{b 2}=\sum_{u=1}^{2} \sum_{i=1}^{R_{2}} E_{u, m, i}=N R_{2} A_{2 d}^{2} \tag{P.21}
\end{equation*}
$$

## P. 4 MC-CDMA: MIMO System

From (3.21), the complex lowpass equivalent signal transmitted at sub-carrier $f_{m, i}$ is given by

$$
\begin{equation*}
\tilde{s}_{u, m, i}^{(k)}(t)=\sum_{p=-\infty}^{\infty} \sum_{q=1}^{Q} A_{1, q} b_{p, q, u, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right] \tag{P.22}
\end{equation*}
$$

Following the same steps as in the SISO case, the signal from the $u$-th antenna due to the $i$-th repetition of the $m$-th symbol, along with its Fourier transform, are given by

$$
\begin{equation*}
\tilde{\gamma}_{u, m, i}^{(k)}(t) \triangleq A_{1, q} b_{p, q, u, m}^{(k)} C_{p, q, m, i}^{(k)} h_{1}\left[t-(p Q+q-1) T_{s}\right] \tag{P.23}
\end{equation*}
$$

and

$$
\begin{align*}
\tilde{\Gamma}_{u, m, i}^{(k)}(f) & \triangleq \mathcal{F}\left\{\tilde{\gamma}_{u, m, i}^{(k)}(t)\right\} \\
& =A_{1, q} b_{p, q, u, m}^{(k)} C_{p, q, m, i}^{(k)} H_{1}(f) e^{-j 2 \pi f(p Q+q-1) T_{s}} \tag{P.24}
\end{align*}
$$

respectively. The energy of $\tilde{\gamma}_{u, m, i}^{(k)}(t)$ is derived as

$$
\begin{align*}
E_{u, m, i} & =\frac{1}{2} \int_{-\infty}^{\infty}\left|\tilde{\Gamma}_{u, m, i}^{(k)}(f)\right|^{2} d f \\
& =\frac{A_{1, q}^{2}}{2} \tag{P.25}
\end{align*}
$$

For the estimation phase, we use $A_{1, q}=A_{1 e}$ (see (3.22)) to get

$$
\begin{equation*}
E_{b 1}=\sum_{i=1}^{R_{1}} E_{u, m, i}=\frac{R_{1} A_{1 e}^{2}}{2} \tag{P.26}
\end{equation*}
$$

On the other hand, we use $A_{1, q}=A_{1 d}$ for the data phase to get

$$
\begin{equation*}
E_{b 1}=\sum_{u=1}^{2} \sum_{i=1}^{R_{1}} E_{u, m, i}=R_{1} A_{1 d}^{2} \tag{P.27}
\end{equation*}
$$

## Appendix Q

## Second Order Moments:

## MC-DS-CDMA

## (SISO-Scenario \#2)

In this appendix, we derive the second moments $\mu_{W W}, \mu_{Y Y}$, and $\mu_{W Y}$ for the MC-DS-
CDMA (SISO) system in Scenario \#2.

## Q. 1 Derivation of $\mu_{Y Y}$

From (2.45), we have

$$
\begin{equation*}
Y_{m, i, q}=A_{2} \sqrt{N} g_{m, i}^{(1)}+I_{Y_{m, i, q}}^{(P)}+I_{Y_{m, i, q}}^{(D)}+N_{Y_{m, i, q}}, \quad q=Q_{P}+1, \ldots, Q \tag{Q.1}
\end{equation*}
$$

where the expressions for $I_{Y_{m, i, q}}^{(P)}, I_{Y_{m, i, q}}^{(D)}$, and $N_{Y_{m, i, q}}$ are identical to the ones for $I_{W_{m, i, q}}^{(P)}, I_{W_{m, i, q}}^{(D)}$, and $N_{W_{m, i, q}}$ in (2.46)-(2.48):

$$
\begin{align*}
I_{Y_{m, i, q}}^{(P)}= & \frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{Q.2}\\
& \left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \\
I_{Y_{m, i, q}}^{(D)}= & \frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{Q.3}\\
& \left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}}, \\
N_{Y_{m, i, q}=}= & \left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t)\right]\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \tag{Q.4}
\end{align*}
$$

We assume the channel gains, time delays, data sequences, and spreading sequences of the interfering users are mutually independent. These random quantities are also independent of the AWGN. We model the data and spreading sequences of the interfering users as independent random binary sequences of $\pm 1$ 's. As a result, we have

$$
\begin{align*}
& E\left[C_{p, q, n}^{(k)}\right]=0,  \tag{Q.5}\\
& E\left[a_{p, q, m}^{(k)}\right]=0 \tag{Q.6}
\end{align*}
$$

as well as the relations

$$
\begin{gather*}
E\left[C_{p_{1}, q_{1}, n_{1}}^{\left(k_{1}\right)} C_{p_{2}, q_{2}, n_{2}}^{\left(k_{2}\right)}\right]=\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} \delta_{n_{1}, n_{2}},  \tag{Q.7}\\
E\left[a_{p_{1}, q_{1}, m}^{\left(k_{1}\right)} a_{p_{2}, q_{2}, m}^{\left(k_{2}\right)}\right]=\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} . \tag{Q.8}
\end{gather*}
$$

Since the fade amplitudes are Rayleigh distributed with unit second moment, we have

$$
\begin{equation*}
\frac{1}{2} E\left[\left|g_{m, i}^{(k)}\right|^{2}\right]=\frac{1}{2} E\left[\left(\alpha_{m, i}^{(k)}\right)^{2}\right]=\frac{1}{2} . \tag{Q.9}
\end{equation*}
$$

The channels gains for different users are also independent:

$$
\begin{equation*}
\frac{1}{2} E\left[g_{m, i}^{\left(k_{1}\right)}\left(g_{m, i}^{\left(k_{2}\right)}\right)^{*}\right]=0, \quad k_{1} \neq k_{2} \tag{Q.10}
\end{equation*}
$$

Combining the results of (Q.9) and (Q.10), we can write

$$
\begin{equation*}
\frac{1}{2} E\left[g_{m, i}^{\left(k_{1}\right)}\left(g_{m, i}^{\left(k_{2}\right)}\right)^{*}\right]=\frac{1}{2} \delta_{k_{1}, k_{2}} \tag{Q.11}
\end{equation*}
$$

The quantity $\mu_{Y Y}$ is defined in (G.6) as

$$
\begin{equation*}
\mu_{Y Y}=\frac{1}{2} E\left[\left|Y_{m, i, q}\right|^{2}\right]=\frac{1}{2} E\left[Y_{m, i, q} Y_{m, i, q}^{*}\right] \tag{Q.12}
\end{equation*}
$$

We substitute (Q.1) into (Q.12) and multiply out the terms to obtain

$$
\begin{equation*}
\mu_{Y Y}=\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i}^{(1)}\right|^{2}+\left|I_{Y_{m, i, q}}^{(P)}\right|^{2}+\left|I_{Y_{m, i, q}}^{(D)}\right|^{2}+\left|N_{Y_{m, i, q}}\right|^{2}\right] \tag{Q.13}
\end{equation*}
$$

where the expected values of all of the cross-terms are easily shown to equal zero.

## Q.1.1 First Term in (Q.13)

Using (Q.9), we have

$$
\begin{equation*}
\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i}^{(1)}\right|^{2}\right]=\frac{A_{2}^{2} N}{2} \tag{Q.14}
\end{equation*}
$$

## Q.1.2 Second Term in (Q.13)

Define

$$
\begin{align*}
I_{y_{m, i}}^{(P)}(t)= & A_{2} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{Q.15}\\
& \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\},
\end{align*}
$$

such that $I_{Y_{m, i, q}}^{(P)}$ can be re-written as

$$
\begin{equation*}
I_{Y_{m, i, q}}^{(P)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(P)}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q \tag{Q.16}
\end{equation*}
$$

$I_{y_{m, i}}^{(P)}(t)$ represents the MAI due to the pilot symbols of the interfering users at the output of the matched filter (before sampling) at frequency $f_{m, i}$. We use (Q.16) to write

$$
\begin{align*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q}}^{(P)}\right|^{2}\right] & =\frac{1}{2} E\left[I_{Y_{m, i, q}}^{(P)}\left(I_{Y_{m, i, q}}^{(P)}\right)^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(P)}}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{Q.17}
\end{align*}
$$

where

$$
\begin{equation*}
R_{I_{y_{m, i}}^{(P)}}(\tau)=\frac{1}{2} E\left\{I_{y_{m, i}}^{(P)}(t)\left[I_{y_{m, i}}^{(P)}(t+\tau)\right]^{*}\right\} \tag{Q.18}
\end{equation*}
$$

Substituting (Q.15) into (Q.18), we get

$$
\begin{gather*}
R_{I_{y_{m, i}}^{(P)}}(\tau)=A_{2}^{2} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{q_{2}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} \sum_{n_{2}^{\prime}=1}^{N} E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, n_{1}^{\prime}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, n_{2}^{\prime}}^{\left(k_{2}\right)}\right] \\
\cdot \frac{1}{2} E\left[g_{m, i}^{\left(k_{1}\right)}\left(g_{m, i}^{\left(k_{2}\right)}\right)^{*}\right] \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{Q.19}\\
\left.x_{2}\left\{t+\tau-\left[\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) N+n_{2}^{\prime}-1\right] T_{c}-\tau^{\left(k_{2}\right)}\right\}\right]
\end{gather*}
$$

Using the results of (Q.7) and (Q.11) in (Q.19), we obtain

$$
\begin{gather*}
R_{I_{y_{m, i}}^{(P)}}(\tau)=\frac{A_{2}^{2}}{2} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{Q.20}\\
\left.x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]
\end{gather*}
$$

which, when substituted into (Q.17), yields

$$
\begin{align*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q}}^{(P)}\right|^{2}\right]= & \frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} \\
& \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{Q.21}\\
& \left.x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}}
\end{align*}
$$

## Q.1.3 Third Term in (Q.13)

We can re-write $I_{Y_{m, i, q}}^{(D)}$ in (Q.3) as

$$
\begin{equation*}
I_{Y_{m, i, q}}^{(D)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(D)}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q \tag{Q.22}
\end{equation*}
$$

where

$$
\begin{align*}
I_{y_{m, i}}^{(D)}(t)= & A_{2} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i}^{(k)}  \tag{Q.23}\\
& \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}
\end{align*}
$$

represents the MAI due to the data symbols of the interfering users at the output of the matched filter (before sampling) at frequency $f_{m, i}$. Thus, we have

$$
\begin{align*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q}}^{(D)}\right|^{2}\right] & =\frac{1}{2} E\left[I_{Y_{m, i, q}}^{(D)}\left(I_{Y_{m, i, q}}^{(D)}\right)^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(D)}}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{Q.24}
\end{align*}
$$

where

$$
\begin{equation*}
R_{I_{y_{m, i}^{(D)}}}(\tau)=\frac{1}{2} E\left\{I_{y_{m, i}}^{(D)}(t)\left[I_{y_{m, i}}^{(D)}(t+\tau)\right]^{*}\right\} \tag{Q.25}
\end{equation*}
$$

We substitute (Q.23) into (Q.25) to get

$$
\begin{gather*}
R_{I_{y_{m}, i}^{(D)}}(\tau)=A_{2}^{2} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \sum_{n_{2}^{\prime}=1}^{N} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] \\
\cdot  \tag{Q.26}\\
\cdot E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, n_{1}^{\prime}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, n_{2}^{\prime}}^{\left(k_{2}\right)}\right] \cdot \frac{1}{2} E\left[g_{m, i}^{\left(k_{1}\right)}\left(g_{m, i}^{\left(k_{2}\right)}\right)^{*}\right] \\
\cdot \\
E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
\\
\left.x_{2}\left\{t+\tau-\left[\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) N+n_{2}^{\prime}-1\right] T_{c}-\tau^{\left(k_{2}\right)}\right\}\right] .
\end{gather*}
$$

Applying the results of (Q.7), (Q.8), and (Q.11) to (Q.26), we obtain

$$
\begin{gather*}
R_{I_{y_{m, i}}^{(D)}}(\tau)=\frac{A_{2}^{2}}{2} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
\left.x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right] \tag{Q.27}
\end{gather*}
$$

Finally, we substitute this result back into (Q.24) to get

$$
\begin{gather*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q}}^{(D)}\right|^{2}\right]=\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
\cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{Q.28}\\
\\
\left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}}
\end{gather*}
$$

## Q.1.4 Fourth Term in (Q.13)

Let

$$
\begin{equation*}
N_{y_{m, i}}(t)=\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t) \tag{Q.29}
\end{equation*}
$$

denote the AWGN at the output of the matched filter (before sampling) at frequency $f_{m, i}$. This allows us to re-write $N_{Y_{m, i, q}}$ as

$$
\begin{equation*}
N_{Y_{m, i, q}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} N_{y_{m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q \tag{Q.30}
\end{equation*}
$$

As a result, we have

$$
\begin{align*}
\frac{1}{2} E\left[\left|N_{Y_{m, i, q}}\right|^{2}\right] & =\frac{1}{2} E\left[N_{Y_{m, i, q}} N_{Y_{m, i, q}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{N_{y_{m, i}}}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{Q.31}
\end{align*}
$$

where

$$
\begin{equation*}
R_{N_{y_{m, i}}}(\tau)=\frac{1}{2} E\left\{N_{y_{m, i}}(t)\left[N_{y_{m, i}}(t+\tau)\right]^{*}\right\} \tag{Q.32}
\end{equation*}
$$

We substitute (Q.29) into (Q.32) and use

$$
\begin{equation*}
\frac{1}{2} E\left[\tilde{n}_{W}\left(\tau_{1}\right) \tilde{n}_{W}^{*}\left(\tau_{2}\right)\right]=N_{0} \delta\left(\tau_{2}-\tau_{1}\right) \tag{Q.33}
\end{equation*}
$$

to obtain

$$
\begin{align*}
R_{N_{y_{m, i}}}(\tau) & =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{W}\left(\tau_{1}\right) \tilde{n}_{W}^{*}\left(\tau_{2}\right)\right] \tilde{h}_{m, i, 2}\left(t-\tau_{1}\right) \tilde{h}_{m, i, 2}^{*}\left(t+\tau-\tau_{2}\right) d \tau_{2} d \tau_{1} \\
& =N_{0} \int_{-\infty}^{\infty} \tilde{h}_{m, i, 2}\left(t-\tau_{1}\right) \tilde{h}_{m, i, 2}^{*}\left(t+\tau-\tau_{1}\right) d \tau_{1} \tag{Q.34}
\end{align*}
$$

From (2.19), we have

$$
\begin{equation*}
\tilde{h}_{m, i, 2}(t)=h_{2}^{*}(-t)=h_{2}(-t) \tag{Q.35}
\end{equation*}
$$

where the last equality follows because $h_{2}(t)$ is real (i.e., $H_{2}(f)$ is symmetric in the frequency domain). As a result, the integral in (Q.34) becomes

$$
\begin{align*}
R_{N_{y_{m, i}}}(\tau) & =N_{0} \int_{-\infty}^{\infty} h_{2}\left(-t+\tau_{1}\right) h_{2}\left(-t-\tau+\tau_{1}\right) d \tau_{1} \\
& =N_{0} \int_{-\infty}^{\infty} h_{2}(u) h_{2}[-(\tau-u)] d u \\
& =N_{0} x_{2}(\tau) \tag{Q.36}
\end{align*}
$$

since

$$
\begin{equation*}
x_{2}(t)=h_{2}(t) * h_{2}^{*}(-t) \Leftrightarrow\left|H_{2}(f)\right|^{2}=X_{2}(f) \tag{Q.37}
\end{equation*}
$$

Substituting (Q.36) into (Q.31), and using the fact that (see (2.25))

$$
x_{2}\left(n T_{c}\right)=\delta_{n, 0}= \begin{cases}1, & n=0  \tag{Q.38}\\ 0, & n \neq 0\end{cases}
$$

we finally have

$$
\begin{align*}
\frac{1}{2} E\left[\left|N_{Y_{m, i, q}}\right|^{2}\right] & =\frac{N_{0}}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} x_{2}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \\
& =\frac{N_{0}}{N} \sum_{n_{1}=1}^{N}\left[C_{p, q, n_{1}}^{(1)}\right]^{2} \\
& =N_{0} \tag{Q.39}
\end{align*}
$$

## Q.1.5 Combining the Results

Given (Q.13), we add together the results of (Q.14), (Q.21), (Q.28), and (Q.39) to get

$$
\begin{align*}
\mu_{Y Y}=\frac{A_{2}^{2} N}{2}+ & \frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{Q.40}\\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}} \\
+ & N_{0} .
\end{align*}
$$

Since $\tau^{\left(k_{1}\right)}$ is a uniform random variable over $\left[0, T_{c}\right)$, we have

$$
\begin{align*}
& \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right] \\
& =\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \frac{1}{T_{c}} \int_{0}^{T_{c}} x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\} \\
& \quad \cdot x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\} d \tau^{\left(k_{1}\right)} \\
& =\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \frac{1}{T_{c}} \int_{-t+\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}}^{-t+\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}\right] T_{c}} x_{2}(-u) x_{2}(\tau-u) d u \\
& =\frac{1}{T_{c}} \int_{-\infty}^{\infty} x_{2}(-u) x_{2}(\tau-u) d u \\
& =\frac{1}{T_{c}}\left[x_{2}(\tau) * x_{2}(-\tau)\right] \\
& =\frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f, \tag{Q.41}
\end{align*}
$$

where the last step follows from the fact that

$$
\begin{equation*}
x_{2}(t) * x_{2}^{*}(-t) \Leftrightarrow\left|X_{2}(f)\right|^{2} . \tag{Q.42}
\end{equation*}
$$

Given that $X_{2}(f)$ is an even function (see (2.25)), we evaluate the inverse Fourier transform of $\left|X_{2}(f)\right|^{2}$ as

$$
\begin{align*}
\mathcal{F}^{-1}\left\{\left|X_{2}(f)\right|^{2}\right\} & =\int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f \\
& =2 \int_{0}^{\infty}\left|X_{2}(f)\right|^{2} \cos (2 \pi f \tau) d f \\
& =2 T_{c}^{2} \int_{0}^{1 / 2 T_{c}} \cos (2 \pi f \tau) d f \\
& =T_{c} \frac{\sin \left(\pi \tau / T_{c}\right)}{\pi \tau / T_{c}} \tag{Q.43}
\end{align*}
$$

Thus, we have

$$
\int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f n T_{c}} d f= \begin{cases}T_{c}, & n=0  \tag{Q.44}\\ 0, & n \neq 0\end{cases}
$$

Applying (Q.41) and (Q.44) to (Q.40), we obtain

$$
\begin{align*}
\mu_{Y Y}= & \frac{A_{2}^{2} N}{2}+\left.\frac{A_{2}^{2}}{2 N T_{c}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}}+N_{0} \\
= & \frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}(K-1)}{2 N T_{c}} \cdot \sum_{n_{1}=1}^{N}\left[C_{p, q, n_{1}}^{(1)}\right]^{2} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} d f \\
& +\frac{A_{2}^{2}(K-1)}{2 N T_{c}} \sum_{n_{1}=1}^{N} \sum_{\substack{n_{2}=1 \\
n_{2} \neq n_{1}}}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f\left(n_{2}-n_{1}\right) T_{c}} d f+N_{0} \\
= & \frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}(K-1)}{2 N T_{c}} \cdot N T_{c}+N_{0} \\
= & \frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}(K-1)}{2}+N_{0} \tag{Q.45}
\end{align*}
$$

Finally, we use the expression

$$
\begin{equation*}
E_{b 2}=\frac{N R_{2} A_{2}^{2}}{2} \tag{Q.46}
\end{equation*}
$$

from (P.9) to re-write (Q.45) as

$$
\begin{equation*}
\mu_{Y Y}=\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \tag{Q.47}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)=\frac{K-1}{N}+\frac{R_{2}}{E_{b 2} / N_{0}} \tag{Q.48}
\end{equation*}
$$

## Q. 2 Derivation of $\mu_{W Y}$

From (2.44) and (2.50), we have

$$
\begin{equation*}
\hat{W}_{m, i}=\frac{1}{A_{2} \sqrt{N}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{Q.49}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{m, i, q}=A_{2} \sqrt{N} g_{m, i}^{(1)}+I_{W_{m, i, q}}^{(P)}+I_{W_{m, i, q}}^{(D)}+N_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P} \tag{Q.50}
\end{equation*}
$$

As we mentioned earlier, the expressions for $I_{Y_{m, i, q}}^{(P)}, I_{Y_{m, i, q}}^{(D)}$, and $N_{Y_{m, i, q}}$ are identical to the ones for $I_{W_{m, i, q}}^{(P)}, I_{W_{m, i, q}}^{(D)}$, and $N_{W_{m, i, q}}$.

The quantity $\mu_{W Y}$ is defined in (G.7) as

$$
\begin{equation*}
\mu_{W Y}=\frac{1}{2} E\left[\hat{W}_{m, i} Y_{m, i, q}^{*}\right] \tag{Q.51}
\end{equation*}
$$

Substituting (Q.49) into (Q.51), we obtain

$$
\begin{equation*}
\mu_{W Y}=\frac{1}{A_{2} \sqrt{N}} \frac{1}{Q_{P}} \sum_{q^{\prime}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right] \tag{Q.52}
\end{equation*}
$$

We use (Q.1) and (Q.50) to write

$$
\begin{gather*}
\frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right]=\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i}^{(1)}\right|^{2}+I_{W_{m, i, q^{\prime}}^{(P)}}^{\left(I_{Y_{m, i, q}}^{(P)}\right)^{*}+I_{W_{m, i, q^{\prime}}}^{(D)}\left(I_{Y_{m, i, q}}^{(D)}\right)^{*}}\right.  \tag{Q.53}\\
\left.+N_{W_{m, i, q^{\prime}}}\left(N_{Y_{m, i, q}}\right)^{*}\right]
\end{gather*}
$$

where, again, the expected values of the cross terms are equal to zero.

## Q.2.1 First Term in (Q.53)

Using (Q.9), we have

$$
\begin{equation*}
\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i}^{(1)}\right|^{2}\right]=\frac{A_{2}^{2} N}{2} \tag{Q.54}
\end{equation*}
$$

## Q.2.2 Second Term in (Q.53)

We express $I_{W_{m, i, q}}^{(P)}$ as

$$
\begin{equation*}
I_{W_{m, i, q}}^{(P)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(P)}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{Q.55}
\end{equation*}
$$

where $I_{y_{m, i}}^{(P)}(t)$ was defined in (Q.15). Using (Q.16) and (Q.55), we can write

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}}}^{(P)}\left(I_{Y_{m, i, q}}^{(P)}\right)^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(P)}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \tag{Q.56}
\end{equation*}
$$

Applying the expression for $R_{I_{y_{m, i}}^{(P)}}(\tau)$ in (Q.20) to (Q.56), we have

$$
\begin{align*}
& \left.\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}}^{(P)}}^{(P)} I_{Y_{m, i, q}}^{(P)}\right)^{*}\right] \\
& \quad=\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N}  \tag{Q.57}\\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}}
\end{align*}
$$

## Q.2.3 Third Term in (Q.53)

Given the expression for $I_{y_{m, i}}^{(D)}(t)$ in (Q.23), we express $I_{W_{m, i, q}}^{(D)}$ as

$$
\begin{equation*}
I_{W_{m, i, q}}^{(D)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(D)}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{Q.58}
\end{equation*}
$$

Using (Q.22) and (Q.58), we can write the third term in (Q.53) as

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}}^{(D)}}^{(D)}\left(I_{Y_{m, i, q}}^{(D)}\right)^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(D)}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \tag{Q.59}
\end{equation*}
$$

We then apply the expression for $R_{I_{y_{m, i}}^{(D)}}(\tau)$ in (Q.27) to (Q.59) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i, q^{\prime}}^{(D)}}^{\left.\left(I_{Y_{m, i, q}}^{(D)}\right)^{*}\right]}\right. \\
& =\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N}  \tag{Q.60}\\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} .
\end{align*}
$$

## Q.2.4 Fourth Term in (Q.53)

With $N_{y_{m, i}}(t)$ given by (Q.29), we can write

$$
\begin{equation*}
N_{W_{m, i, q}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} N_{y_{m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{Q.61}
\end{equation*}
$$

Using (Q.30) and (Q.61), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{m, i, q^{\prime}}} N_{Y_{m, i, q}}^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{N_{y_{m, i}}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \tag{Q.62}
\end{equation*}
$$

By applying the expressions for $R_{N_{y_{m, i}}}(\tau)$ and $x_{2}\left(n T_{c}\right)$ in (Q.36) and (Q.38), respectively, we get

$$
\begin{align*}
\frac{1}{2} E\left[N_{W_{m, i, q^{\prime}}} N_{Y_{m, i, q}}^{*}\right] & =\frac{N_{0}}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot x_{2}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \\
& =0 \tag{Q.63}
\end{align*}
$$

where the last equality follows because $q \neq q^{\prime}$.

## Q.2.5 Combining the Results

Substituting the results of (Q.54), (Q.57), (Q.60), and (Q.63) into (Q.53), and using (Q.41), we get

$$
\begin{align*}
& \frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right] \\
& =\frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} \\
& =\frac{A_{2}^{2} N}{2}+\left.\frac{A_{2}^{2}}{2 N T_{c}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} . \tag{Q.64}
\end{align*}
$$

The second term in the above equation is equal to zero since $q \neq q^{\prime}$ (see (Q.44)). Thus, we have

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right]=\frac{A_{2}^{2} N}{2} \tag{Q.65}
\end{equation*}
$$

Finally, we substitute (Q.65) into (Q.52) and use (Q.46) to get

$$
\begin{equation*}
\mu_{W Y}=\frac{A_{2} \sqrt{N}}{2}=\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}} \tag{Q.66}
\end{equation*}
$$

## Q. 3 Derivation of $\mu_{W W}$

From (G.5), the quantity $\mu_{W W}$ is defined as

$$
\begin{equation*}
\mu_{W W}=\frac{1}{2} E\left[\left|\hat{W}_{m, i}\right|^{2}\right]=\frac{1}{2} E\left[\hat{W}_{m, i} \hat{W}_{m, i}^{*}\right] . \tag{Q.67}
\end{equation*}
$$

Substituting (Q.49) into (Q.67), we get

$$
\mu_{W W}=\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} \sum_{q_{1}=1}^{Q_{P}} \sum_{q_{2}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q_{1}} W_{m, i, q_{2}}^{*}\right]
$$

$$
\begin{align*}
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} \sum_{q_{1}=1}^{Q_{P}} \frac{1}{2} E\left[\left|W_{m, i, q_{1}}\right|^{2}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} \sum_{\substack{q_{1}=}}^{Q_{P}} \sum_{\substack{q_{2}=1 \\
q_{2} \neq q_{1}}}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q_{1}} W_{m, i, q_{2}}^{*}\right] \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} Q_{P} \cdot \frac{1}{2} E\left[\left|W_{m, i, q}\right|^{2}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} Q_{P}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i, q_{1}} W_{m, i, q_{2}}^{*}\right] \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot \frac{1}{2} E\left[\left|W_{m, i, q}\right|^{2}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i, q_{1}} W_{m, i, q_{2}}^{*}\right] . \tag{Q.68}
\end{align*}
$$

In (Q.68), we have

$$
\begin{equation*}
\frac{1}{2} E\left[\left|W_{m, i, q}\right|^{2}\right]=\frac{1}{2} E\left[\left|Y_{m, i, q^{\prime}}\right|^{2}\right] \tag{Q.69}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i, q_{1}} W_{m, i, q_{2}}^{*}\right]=\frac{1}{2} E\left[W_{m, i, q} Y_{m, i, q^{\prime}}^{*}\right], \quad q_{1} \neq q_{2} \tag{Q.70}
\end{equation*}
$$

since $W_{m, i, q}$ and $Y_{m, i, q^{\prime}}$ correspond to the same demodulator output, but are associated with different time slots. We apply both (Q.69) and (Q.70) to (Q.68):

$$
\begin{align*}
\mu_{W W} & =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot \frac{1}{2} E\left[\left|Y_{m, i, q}\right|^{2}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i, q_{1}} Y_{m, i, q_{2}}^{*}\right] \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot \mu_{Y Y}+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i, q_{1}} Y_{m, i, q_{2}}^{*}\right] . \tag{Q.71}
\end{align*}
$$

Substituting (Q.45) and (Q.65) into this expression, we obtain

$$
\begin{align*}
\mu_{W W} & =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot\left[\frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}(K-1)}{2}+N_{0}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{A_{2}^{2} N}{2} \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left[Q_{P} \frac{A_{2}^{2} N}{2}+\frac{A_{2}^{2}(K-1)}{2}+N_{0}\right] \\
& =\frac{1}{2}+\frac{1}{2} \frac{1}{Q_{P}}\left(\frac{K-1}{N}+\frac{2 N_{0}}{A_{2}^{2} N}\right) . \tag{Q.72}
\end{align*}
$$

Finally, by applying the expression for $E_{b 2}$ in (Q.46), we get

$$
\begin{equation*}
\mu_{W W}=\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right], \tag{Q.73}
\end{equation*}
$$

where $c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)$ is given in (Q.48).

## Appendix R

## Second Order Moments:

## MC-DS-CDMA

## (SISO-Scenario \#1)

In this appendix, we derive the second moments $\mu_{W_{l} W_{l}}, \mu_{Y_{l} Y_{l}}$, and $\mu_{W_{l} Y_{l}}$ for the MC-
DS-CDMA (SISO) system in Scenario \#1.

## R. 1 Derivation of $\mu_{Y_{l} Y_{l}}$

From (2.37), we have

$$
\begin{equation*}
Y_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+K_{Y_{m, i, q, l}}+I_{Y_{m, i, q, l}}^{(P)}+I_{Y_{m, i, q, l}}^{(D)}+N_{Y_{m, i, q, l},} \quad q=Q_{P}+1, \ldots, Q, \tag{R.1}
\end{equation*}
$$

where the expressions for $K_{Y_{m, i, q, l},}, I_{Y_{m, i, q, l}}^{(P)}, I_{Y_{m, i, q, l}}^{(D)}$, and $N_{Y_{m, i, i, l}}$ are identical to the ones for $K_{W_{m, i, q, l}}, I_{W_{m, i, q}}^{(P)}, I_{W_{m, i, q, l}}^{(D)}$ and $N_{W_{m, i, q, l}}$ in (2.38)-(2.41):

$$
\begin{align*}
& K_{Y_{m, i, q, l}}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{l^{\prime}=1, l^{\prime} \neq l}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(1)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(1)} g_{m, i, l^{\prime}}^{(1)}  \tag{R.2}\\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}\right\}\right|_{t=\{(p Q+q-1) N+n-1]+(l-1)\} T_{c}}, \\
& I_{Y_{m, i, q, l}^{(P)}}^{(P)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)} \\
& \left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\}\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}}, \tag{R.3}
\end{align*}
$$

$$
I_{Y_{m, i, q, l}}^{(D)}=\frac{A_{2}}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)}
$$

$$
\left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\}\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}},
$$

$$
\begin{equation*}
N_{Y_{m, i, q, l}}=\left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t)\right]\right|_{t=\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}} . \tag{R.4}
\end{equation*}
$$

As we argued in Chapter 2, the self-interference is negligible, so we can re-write $Y_{m, i, q, l}$ as

$$
\begin{equation*}
Y_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+I_{Y_{m, i, q, l}}^{(P)}+I_{Y_{m, i, q, l}}^{(D)}+N_{Y_{m, i, q, l},}, \quad q=Q_{P}+1, \ldots, Q . \tag{R.6}
\end{equation*}
$$

We make the same assumptions regarding the channel gains, time delays, data sequences, and spreading sequences of the interfering users as in Appendix Q. Note, however, that since the fading in each sub-band is frequency-selective, the variance of the channel gain is now a function of the path index $l$ :

$$
\begin{equation*}
\frac{1}{2} E\left[\left|g_{m, i, l}^{(k)}\right|^{2}\right]=\frac{1}{2} E\left[\left(\alpha_{m, i, l}^{(k)}\right)^{2}\right]=\frac{1}{2} \Omega_{m, i, l}^{(k)} . \tag{R.7}
\end{equation*}
$$

We assume the channels gains for different users are independent. For a given user, the channel gains along different paths are also independent. Therefore, we have

$$
\begin{equation*}
\frac{1}{2} E\left[g_{m, i, l_{1}}^{\left(k_{1}\right)}\left(g_{m, i, l_{2}}^{\left(k_{2}\right)}\right)^{*}\right]=\frac{1}{2} \delta_{k_{1}, k_{2}} \delta_{l_{1}, l_{2}} \Omega_{m, i, l_{1}}^{\left(k_{1}\right)} \tag{R.8}
\end{equation*}
$$

From (H.8), $\mu_{Y_{l} Y_{l}}$ is defined as

$$
\begin{equation*}
\mu_{Y_{l} Y_{l}}=\frac{1}{2} E\left[\left|Y_{m, i, q, l}\right|^{2}\right]=\frac{1}{2} E\left[Y_{m, i, q, l} Y_{m, i, q, l}^{*}\right] \tag{R.9}
\end{equation*}
$$

We use (R.6) in (R.9) to obtain

$$
\begin{equation*}
\mu_{Y_{l} Y_{l}}=\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i, l}^{(1)}\right|^{2}+\left|I_{Y_{m, i, q, l}}^{(P)}\right|^{2}+\left|I_{Y_{m, i, q, l}}^{(D)}\right|^{2}+\left|N_{Y_{m, i, q, l}}\right|^{2}\right] \tag{R.10}
\end{equation*}
$$

where the expected values of all of the cross-terms are equal to zero.

## R.1.1 First Term in (R.10)

Using (R.7), we have

$$
\begin{equation*}
\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i, l}^{(1)}\right|^{2}\right]=\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \tag{R.11}
\end{equation*}
$$

## R.1.2 Second Term in (R.10)

Define

$$
\begin{align*}
I_{y_{m, i}}^{(P)}(t)= & A_{2} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} \sum_{n^{\prime}=1}^{N} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)}  \tag{R.12}\\
& \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\}
\end{align*}
$$

This allows $I_{Y_{m, i, q, l}}^{(P)}$ to be re-written as

$$
\begin{equation*}
I_{Y_{m, i, q, l}}^{(P)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(P)}\left(\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}\right), \quad q=Q_{P}+1, \ldots, Q \tag{R.13}
\end{equation*}
$$

We then have

$$
\begin{align*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q, l}}^{(P)}\right|^{2}\right] & =\frac{1}{2} E\left[I_{Y_{m, i, q, l}^{(P)}}^{(P)}\left(I_{Y_{m, i, q, l}}^{(P)}\right)^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(P)}}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{R.14}
\end{align*}
$$

where

$$
\begin{equation*}
R_{I_{y_{m, i}}^{(P)}}(\tau)=\frac{1}{2} E\left\{I_{y_{m, i}}^{(P)}(t)\left[I_{y_{m, i}}^{(P)}(t+\tau)\right]^{*}\right\} \tag{R.15}
\end{equation*}
$$

We substitute (R.12) into (R.15) and apply (Q.7) and (R.8) to get

$$
\begin{align*}
& R_{I_{y_{m, i}}^{(P)}}(\tau)=\frac{A_{2}^{2}}{2} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} \\
& \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{R.16}\\
& \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]
\end{align*}
$$

Finally, we use this result in (R.14) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[\left|I_{Y_{m, i, q, l}}^{(P)}\right|^{2}\right] \\
& =\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}} \tag{R.17}
\end{align*}
$$

## R.1.3 Third Term in (R.10)

$$
\begin{gather*}
I_{Y_{m, i, q, l}}^{(D)} \text { in (R.4) can be re-expressed as } \\
I_{Y_{m, i, q, l}}^{(D)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(D)}\left\{[(p Q+q-1) N+n-1] T_{c}+(l-1) T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q \tag{R.18}
\end{gather*}
$$

where

$$
\begin{align*}
I_{y_{m, i}}^{(D)}(t)= & A_{2} \sum_{k=2}^{K} \sum_{l^{\prime}=1}^{L} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} \sum_{n^{\prime}=1}^{N} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)} g_{m, i, l^{\prime}}^{(k)}  \tag{R.19}\\
& \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\left(l^{\prime}-1\right) T_{c}-\tau^{(k)}\right\} .
\end{align*}
$$

Using (R.18), we have

$$
\begin{align*}
\frac{1}{2} E\left[\left|I_{Y_{m, i, q, l}}^{(D)}\right|^{2}\right] & =\frac{1}{2} E\left[I_{Y_{m, i, q, l}^{(D)}}^{(D)}\left(I_{Y_{m, i, q, l}}^{(D)}\right)^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(D)}}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \tag{R.20}
\end{align*}
$$

where

$$
\begin{equation*}
R_{I_{y_{m, i}}^{(D)}}(\tau)=\frac{1}{2} E\left\{I_{y_{m, i}}^{(D)}(t)\left[I_{y_{m, i}}^{(D)}(t+\tau)\right]^{*}\right\} . \tag{R.21}
\end{equation*}
$$

We substitute (R.19) into (R.21) and apply (Q.7), (Q.8), and (R.8) to obtain

$$
\begin{align*}
R_{I_{y_{m, i}}^{(D)}}(\tau)= & \frac{A_{2}^{2}}{2} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{R.22}\\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right] .
\end{align*}
$$

Finally, we substitute this result back into (R.20) to get

$$
\begin{align*}
& \frac{1}{2} E\left[\left|I_{Y_{m, i, q}}^{(D)}\right|^{2}\right] \\
& =\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}} \tag{R.23}
\end{align*}
$$

## R.1.4 Fourth Term in (R.10)

By defining

$$
\begin{equation*}
N_{y_{m, i}}(t)=\tilde{n}_{W}(t) * \tilde{h}_{m, i, 2}(t) \tag{R.24}
\end{equation*}
$$

we can re-express $N_{Y_{m, i, q, l}}$ as

$$
\begin{equation*}
N_{Y_{m, i, q, l}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} N_{y_{m, i}}\left(\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}\right), \quad q=Q_{P}+1, \ldots, Q . \tag{R.25}
\end{equation*}
$$

We use (R.25) to write

$$
\begin{align*}
\frac{1}{2} E\left[\left|N_{Y_{m, i, q, l} l}\right|^{2}\right] & =\frac{1}{2} E\left[N_{Y_{m, i, q, l}}\left(N_{Y_{m, i, q, l}}\right)^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{N_{y_{m, i}}}\left[\left(n_{2}-n_{1}\right) T_{c}\right], \tag{R.26}
\end{align*}
$$

where

$$
\begin{equation*}
R_{N_{y_{m, i}}}(\tau)=\frac{1}{2} E\left\{N_{y_{m, i}}(t)\left[N_{y_{m, i}}(t+\tau)\right]^{*}\right\} . \tag{R.27}
\end{equation*}
$$

Since (R.24) is identical to $N_{y_{m, i}}(t)$ in (Q.29), we follow the same steps as in Appendix Q.1.4 to get

$$
\begin{equation*}
R_{N_{y_{m, i}}}(\tau)=N_{0} x_{2}(\tau) . \tag{R.28}
\end{equation*}
$$

Using this result in (R.26) and applying (Q.38), we obtain

$$
\begin{align*}
\frac{1}{2} E\left[\left|N_{Y_{m, i, q}}\right|^{2}\right] & =\frac{N_{0}}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} x_{2}\left[\left(n_{2}-n_{1}\right) T_{c}\right] \\
& =N_{0} \tag{R.29}
\end{align*}
$$

## R.1.5 Combining the Results

We substitute the results of (R.11), (R.17), (R.23), and (R.29) into (R.10) to get

$$
\begin{align*}
\mu_{Y_{1} Y_{l}}= & \frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \\
& +\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left(n_{2}-n_{1}\right) T_{c}} \\
+ & N_{0} . \tag{R.30}
\end{align*}
$$

Given that $\tau^{\left(k_{1}\right)}$ is uniform over $\left[0, T_{c}\right)$, we have

$$
\begin{align*}
& \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right] \\
& =\frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f \tag{R.31}
\end{align*}
$$

which is proved by following the same steps as in Appendix Q.1.5. We substitute this result into (R.30) and use (Q.44), along with the fact that $\sum_{l=1}^{L} \Omega_{m, i, l}^{(k)}=1$, to obtain

$$
\begin{align*}
\mu_{Y_{l} Y_{l}} & =\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)}+\frac{A_{2}^{2}(K-1)}{2}+N_{0}  \tag{R.32}\\
& =\frac{E_{b 2}}{R_{2}}\left[\Omega_{m, i, l}^{(1)}+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \tag{R.33}
\end{align*}
$$

where

$$
\begin{equation*}
c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)=\frac{K-1}{N}+\frac{R_{2}}{E_{b 2} / N_{0}} \tag{R.34}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{b 2}=\frac{N R_{2} A_{2}^{2}}{2} \tag{R.35}
\end{equation*}
$$

from (P.9). Note that for the case of a single path (i.e., $L=1$ ), the substitution $\Omega_{m, i, l}^{(1)}=1$ in (R.33) yields the same expression as $\mu_{Y Y}$ in Scenario \#2 (see (Q.47)).

## R. 2 Derivation of $\mu_{W_{l} Y_{l}}$

From (2.36) and (2.42), we have

$$
\begin{equation*}
\hat{W}_{m, i, l}=\frac{1}{A_{2} \sqrt{N}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q, l}\right) \tag{R.36}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+K_{W_{m, i, q, l}}+I_{W_{m, i, q, l}^{(P)}+I_{W_{m, i, q, l}}^{(D)}+N_{W_{m, i, q, l}}, \quad q=1, \ldots, Q_{P} . . . . . . .} \tag{R.37}
\end{equation*}
$$

Once again, we ignore the self-interference, so $W_{m, i, q, l}$ reduces to

$$
\begin{equation*}
W_{m, i, q, l}=A_{2} \sqrt{N} g_{m, i, l}^{(1)}+I_{W_{m, i, q, l}}^{(P)}+I_{W_{m, i, q, l}}^{(D)}+N_{W_{m, i, q, l}}, \quad q=1, \ldots, Q_{P} \tag{R.38}
\end{equation*}
$$

where the expressions for $I_{W_{m, i, q, l}}^{(P)}, I_{W_{m, i, q, l}}^{(D)}$, and $N_{W_{m, i, q, l}}$ are given by (2.39)-(2.41).
The quantity $\mu_{W_{l} Y_{l}}$ is defined in (H.9) as

$$
\begin{equation*}
\mu_{W_{l} Y_{l}}=\frac{1}{2} E\left[\hat{W}_{m, i, l} Y_{m, i, q, l}^{*}\right] \tag{R.39}
\end{equation*}
$$

Substituting (R.36) into (R.39), we obtain

$$
\begin{equation*}
\mu_{W_{l} Y_{l}}=\frac{1}{A_{2} \sqrt{N}} \frac{1}{Q_{P}} \sum_{q^{\prime}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q^{\prime}, l} Y_{m, i, q, l}^{*}\right] \tag{R.40}
\end{equation*}
$$

We use (R.6) and (R.38) to write

$$
\begin{gather*}
\frac{1}{2} E\left[W_{m, i, q^{\prime}, l} Y_{m, i, q, l}^{*}\right]=\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i, l}^{(1)}\right|^{2}+I_{W_{m, i, q^{\prime}, l}^{(P)}}^{(P)}\left(I_{Y_{m, i, q, l}}^{(P)}\right)^{*}+I_{W_{m, i, q^{\prime}, l}^{(D)}}^{\left(I_{Y_{m, i, q, l}}^{(D)}\right)^{*}}\right.  \tag{R.41}\\
\left.+N_{W_{m, i, q^{\prime}, l}}\left(N_{Y_{m, i, q, l}}\right)^{*}\right]
\end{gather*}
$$

where, again, the expected values of the cross terms are equal to zero.

## R.2.1 First Term in (R.41)

Using (R.7), we have

$$
\begin{equation*}
\frac{1}{2} E\left[A_{2}^{2} N \cdot\left|g_{m, i, l}^{(1)}\right|^{2}\right]=\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \tag{R.42}
\end{equation*}
$$

## R.2.2 Second Term in (R.41)

With $I_{y_{m, i}}^{(P)}(t)$ defined in (R.12), we can express $I_{W_{m, i, q, l}}^{(P)}$ as

$$
\begin{equation*}
I_{W_{m, i, q, l}}^{(P)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(P)}\left(\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}\right), \quad q=1, \ldots, Q_{P} \tag{R.43}
\end{equation*}
$$

Using (R.13) and (R.43), we can write

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}, l}^{(P)}}^{(P)}\left(I_{Y_{m, i, q, l}}^{(P)}\right)^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(P)}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \tag{R.44}
\end{equation*}
$$

We apply to this result the expression for $R_{I_{y_{m, i}}^{(P)}}(\tau)$ from (R.16) to get

$$
\begin{align*}
& \left.\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}, l}^{(P)}}^{(P)} I_{Y_{m, i, q, l}}^{(P)}\right)^{*}\right] \\
& =\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} \tag{R.45}
\end{align*}
$$

## R.2.3 Third Term in (R.41)

We use the expression for $I_{y_{m, i}}^{(D)}(t)$ in (R.19) to write

$$
\begin{equation*}
I_{W_{m, i, q, l}}^{(D)}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{m, i}}^{(D)}\left(\{[(p Q+q-1) N+n-1]+(l-1)\} T_{c}\right), \quad q=1, \ldots, Q_{P} \tag{R.46}
\end{equation*}
$$

Given (R.18) and (R.46), we have

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{m, i, q^{\prime}, l}^{(D)}}^{(D)}\left(I_{Y_{m, i, q, l}}^{(D)}\right)^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{I_{y_{m, i}}^{(D)}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \tag{R.47}
\end{equation*}
$$

We then apply to (R.47) the expression for $R_{I_{y_{m, i}}^{(D)}}(\tau)$ in (R.22) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i, q^{\prime}}^{(D)}}^{\left.\left(I_{Y_{m, i, q}}^{(D)}\right)^{*}\right]}\right. \\
& =\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} \tag{R.48}
\end{align*}
$$

## R.2.4 Fourth Term in (R.41)

We can write $N_{W_{m, i, q}}$ as

$$
\begin{equation*}
N_{W_{m, i, q}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} N_{y_{m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{R.49}
\end{equation*}
$$

where the expression for $N_{y_{m, i}}(t)$ is given in (R.24). Using (R.25) and (R.49), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{m, i, q^{\prime}}}\left(N_{Y_{m, i, q}}\right)^{*}\right]=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot R_{N_{y_{m, i}}}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} . \tag{R.50}
\end{equation*}
$$

We apply the expression for $R_{N_{y_{m, i}}}(\tau)$ in (R.28) to get

$$
\begin{align*}
\frac{1}{2} E\left[N_{W_{m, i, q^{\prime}}}\left(N_{Y_{m, i, q}}\right)^{*}\right] & =\frac{N_{0}}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot x_{2}\left\{\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}\right\} \\
& =0 \tag{R.51}
\end{align*}
$$

where the last equality follows from (Q.38) and the fact that $q \neq q^{\prime}$.

## R.2.5 Combining the Results

Substituting the results of (R.42), (R.45), (R.48), and (R.51) into (R.41), and using
(R.31), we get

$$
\begin{aligned}
& \frac{1}{2} E\left[W_{m, i, q^{\prime}, l} Y_{m, i, q, l}^{*}\right] \\
& =\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \\
& \quad+\frac{A_{2}^{2}}{2 N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \\
& \quad \cdot E\left[x_{2}\left\{t-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t+\tau-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\left(l_{1}^{\prime}-1\right) T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}}
\end{aligned}
$$

$$
\begin{align*}
= & \frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \\
& +\left.\frac{A_{2}^{2}}{2 N T_{c}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{l_{1}^{\prime}=1}^{L} \Omega_{m, i, l_{1}^{\prime}}^{\left(k_{1}\right)} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=\left[\left(q-q^{\prime}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} . \tag{R.52}
\end{align*}
$$

The second term in (R.52) is equal to zero since $q \neq q^{\prime}$ (see (Q.44)). Thus, we have

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i, q^{\prime}, l} Y_{m, i, q, l}^{*}\right]=\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} . \tag{R.53}
\end{equation*}
$$

Finally, we substitute (R.53) into (R.40) and use (R.35) to get

$$
\begin{equation*}
\mu_{W_{l} Y_{l}}=\frac{A_{2} \sqrt{N}}{2} \Omega_{m, i, l}^{(1)}=\frac{1}{2} \sqrt{\frac{2 E_{b 2}}{R_{2}}} \Omega_{m, i, l}^{(1)} . \tag{R.54}
\end{equation*}
$$

For the case of a single path $(L=1)$, such that $\Omega_{m, i, l}^{(1)}=1$, (R.54) reduces to the same expression as $\mu_{W Y}$ in Scenario \#2 (see (Q.66)).

## R. 3 Derivation of $\mu_{W_{l} W_{l}}$

From (H.7), $\mu_{W_{l} W_{l}}$ is defined as

$$
\begin{equation*}
\mu_{W_{l} W_{l}}=\frac{1}{2} E\left[\left|\hat{W}_{m, i, l}\right|^{2}\right]=\frac{1}{2} E\left[\hat{W}_{m, i, l} \hat{W}_{m, i, l}^{*}\right] . \tag{R.55}
\end{equation*}
$$

Substituting (R.36) into (R.55), and following the same steps as in the derivation for (Q.68), we get

$$
\begin{align*}
\mu_{W_{l} W_{l}} & =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}^{2}} \sum_{q_{1}=1}^{Q_{P}} \sum_{q_{2}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q_{1, l}} W_{m, i, q_{2}, l}^{*}\right] \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot \frac{1}{2} E\left[\left|W_{m, i, q, l}\right|^{2}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i, q_{1}, l} W_{m, i, q_{2}, l}^{*}\right] . \tag{R.56}
\end{align*}
$$

We note that

$$
\begin{equation*}
\frac{1}{2} E\left[\left|W_{m, i, q, l}\right|^{2}\right]=\frac{1}{2} E\left[\left|Y_{m, i, q, l}\right|^{2}\right] \tag{R.57}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i, q_{1}, l} W_{m, i, q_{2}, l}^{*}\right]=\frac{1}{2} E\left[W_{m, i, q, l} Y_{m, i, q^{\prime}, l}^{*}\right] \tag{R.58}
\end{equation*}
$$

and we use (R.32) and (R.53) to show that

$$
\begin{align*}
\mu_{W_{l} W_{l}} & =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}} \cdot\left[\frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)}+\frac{A_{2}^{2}(K-1)}{2}+N_{0}\right]+\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)} \\
& =\frac{1}{A_{2}^{2} N} \frac{1}{Q_{P}}\left[Q_{P} \frac{A_{2}^{2} N}{2} \Omega_{m, i, l}^{(1)}+\frac{A_{2}^{2}(K-1)}{2}+N_{0}\right] \\
& =\frac{1}{2} \Omega_{m, i, l}^{(1)}+\frac{1}{2} \frac{1}{Q_{P}}\left(\frac{K-1}{N}+\frac{2 N_{0}}{A_{2}^{2} N}\right) . \tag{R.59}
\end{align*}
$$

Finally, by applying the expression for $E_{b 2}$ in (R.35), we get

$$
\begin{equation*}
\mu_{W_{l} W_{l}}=\frac{1}{2}\left[\Omega_{m, i, l}^{(1)}+\frac{1}{Q_{P}} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \tag{R.60}
\end{equation*}
$$

where $c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)$ is given in (R.34). Again, when $L=1$, such that $\Omega_{m, i, l}^{(1)}=1, \mu_{W_{l} W_{l}}$ reduces to $\mu_{W W}$ in Scenario \#2 (see (Q.73)).

## Appendix S

## Second Order Moments:

## MC-CDMA (SISO-Scenario \#2)

We derive expressions for $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right], \frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]$, and $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]$ for the MC-CDMA (SISO) system in Scenario \#2.

## S. 1 Derivation of $\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]$

From (2.27), we have

$$
\begin{equation*}
Y_{m, i, q}=A_{1} g_{m, i}^{(1)}+I_{Y_{m, i, q}}^{(P)}+I_{Y_{m, i, q}}^{(D)}+N_{Y_{m, i, q}}, \quad q=Q_{P}+1, \ldots, Q \tag{S.1}
\end{equation*}
$$

where the expressions for $I_{Y_{m, i, q}}^{(P)}, I_{Y_{m, i, q}}^{(D)}$, and $N_{Y_{m, i, q}}$ are identical to the ones for $I_{W_{m, i, q}}^{(P)}, I_{W_{m, i, q}}^{(D)}$, and $N_{W_{m, i, q}}$ in (2.28)-(2.30):

$$
\begin{align*}
I_{Y_{m, i, q}}^{(P)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{S.2}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]}
\end{align*}
$$

$$
\begin{align*}
I_{Y_{m, i, q}}^{(D)}= & A_{1} C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)}  \tag{S.3}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]}, \\
N_{Y_{m, i, q}}= & \left.C_{p, q, m, i}^{(1)} \cdot\left[\tilde{n}_{W}(t) * \tilde{h}_{m, i, 1}(t)\right]\right|_{t=\left[(p Q+q-1) T_{s}\right]} . \tag{S.4}
\end{align*}
$$

As in the derivations for the MC-DS-CDMA system in Scenario \#2 (see Appendix Q), we assume

$$
\begin{align*}
E\left[a_{p, q, m}^{(k)}\right] & =0  \tag{S.5}\\
E\left[a_{p_{1}, q_{1}, m}^{\left(k_{1}\right)} a_{p_{2}, q_{2}, m}^{\left(k_{2}\right)}\right] & =\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} . \tag{S.6}
\end{align*}
$$

Once again, the spreading sequences of the interfering users are modeled as independent random binary sequences:

$$
\begin{align*}
E\left[C_{p, q, m, i}^{(k)}\right] & =0,  \tag{S.7}\\
E\left[C_{p_{1}, q_{1}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}, q_{2}, m, i_{2}}^{\left(k_{2}\right)}\right] & =\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} \delta_{i_{1}, i_{2}} . \tag{S.8}
\end{align*}
$$

We still have

$$
\begin{equation*}
\frac{1}{2} E\left[\left|g_{m, i}^{(k)}\right|^{2}\right]=\frac{1}{2} E\left[\left(\alpha_{m, i}^{(k)}\right)^{2}\right]=\frac{1}{2} \tag{S.9}
\end{equation*}
$$

and we still assume the channel gains between different users are independent:

$$
\begin{equation*}
\frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right]=\frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{1}\right)}\right)^{*}\right] \delta_{k_{1}, k_{2}} . \tag{S.10}
\end{equation*}
$$

Given the correlated block fading model, the channel gains from two different sub-bands are either perfectly correlated if the sub-bands are in the same frequency block, or are independent if the sub-bands are from different blocks. Thus, we have

$$
\frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right]= \begin{cases}\frac{1}{2} \delta_{k_{1}, k_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block }  \tag{S.11}\\ 0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases}
$$

Using these above assumptions, along with (S.1), we write

$$
\begin{gather*}
\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]=\frac{1}{2} E\left[A_{1}^{2} \cdot g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}+I_{Y_{m, i_{1}, q}}^{(P)}\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}+I_{Y_{m, i_{1}, q}}^{(D)}\left(I_{Y_{m, i_{2}, q}}^{(D)}\right)^{*}\right.  \tag{S.12}\\
\left.+N_{Y_{m, i_{1}, q}^{(P)}}^{(P)}\left(N_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}\right]
\end{gather*}
$$

where the expected values of all of the cross-terms are easily shown to equal zero.

## S.1.1 First Term in (S.12)

The first term in (S.12) is just

$$
\begin{equation*}
\frac{1}{2} E\left[A_{1}^{2} \cdot g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right]=A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \tag{S.13}
\end{equation*}
$$

## S.1.2 Second Term in (S.12)

Define

$$
\begin{equation*}
I_{y_{m, i}}^{(P)}(t)=A_{1} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q_{P}} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)} \cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right] \tag{S.14}
\end{equation*}
$$

such that $I_{Y_{m, i, q}}^{(P)}$ can be re-expressed as

$$
\begin{equation*}
I_{Y_{m, i, q}}^{(P)}=C_{p, q, m, i}^{(1)} I_{y_{m, i}}^{(P)}\left[(p Q+q-1) T_{s}\right], \quad q=Q_{P}+1, \ldots, Q \tag{S.15}
\end{equation*}
$$

This allows us to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{m, i_{1}, q}}^{(P)}\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}\right]  \tag{S.16}\\
& \quad=C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(P)}\left[(p Q+q-1) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(P)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\}
\end{align*}
$$

By using (S.14) and applying (S.8) and (S.10), we have

$$
\begin{aligned}
& \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(P)}\left[(p Q+q-1) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(P)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} \\
& =A_{1}^{2} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{q_{2}^{\prime}=1}^{Q_{P}} E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right] \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \\
& \left.\quad \cdot E\left\{x_{1}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] x_{1}\left[t-\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) T_{s}-\tau^{\left(k_{2}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}}
\end{aligned}
$$

$$
\begin{align*}
= & A_{1}^{2} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \delta_{i_{1}, i_{2}} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{1}\right)}\right)^{*}\right]  \tag{S.17}\\
& \left.\cdot E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}}
\end{align*}
$$

Note that for any function $f\left(i_{1}, i_{2}\right)$, we have

$$
\begin{equation*}
f\left(i_{1}, i_{2}\right) \cdot \delta_{i_{1}, i_{2}}=f\left(i_{1}, i_{1}\right) \cdot \delta_{i_{1}, i_{2}} \tag{S.18}
\end{equation*}
$$

We apply this relation and use the result in (S.9) to show that (S.17) reduces to

$$
\begin{align*}
& \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(P)}\left[(p Q+q-1) T_{s}\right]\left(I_{y_{m, i_{2}}^{(P)}}^{(P)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} \\
& \quad=\left.\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} \tag{S.19}
\end{align*}
$$

Finally, we substitute (S.19) into (S.16) and apply (S.18) once again to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{m, i_{1}, q}^{(P)}}^{(P)}\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}\right] \\
& \quad=\left.\left(C_{p, q, m, i_{1}}^{(1)}\right)^{2} \frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} \\
& \quad=\left.\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} \tag{S.20}
\end{align*}
$$

## S.1.3 Third Term in (S.12)

We can re-write $I_{Y_{m, i, q}}^{(D)}$ in (S.3) as

$$
\begin{equation*}
I_{Y_{m, i, q}}^{(D)}=C_{p, q, m, i}^{(1)} I_{y_{m, i}}^{(D)}\left[(p Q+q-1) T_{s}\right], \quad q=Q_{P}+1, \ldots, Q \tag{S.21}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{y_{m, i}}^{(D)}(t)=A_{1} \sum_{k=2}^{K} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=Q_{P}+1}^{Q} a_{p^{\prime}, q^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)} g_{m, i}^{(k)} \cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right] \tag{S.22}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{m, i_{1}, q}}^{(D)}\left(I_{Y_{m, i_{2}, q}}^{(D)}\right)^{*}\right]  \tag{S.23}\\
& \quad=C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\}
\end{align*}
$$

We use (S.22) and apply (S.6) and (S.8)-(S.10) to get

$$
\begin{align*}
& \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} \\
& = \\
& A_{1}^{2} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] \\
& \\
& \quad \cdot E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right] \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right]  \tag{S.24}\\
& \left.\quad \cdot E\left\{x_{1}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] x_{1}\left[t-\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) T_{s}-\tau^{\left(k_{2}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} \\
& = \\
& \left.\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}}
\end{align*}
$$

which, when substituted into (S.23), yields

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{m, i_{1}, q}}^{(D)}\left(I_{Y_{m, i}, q}^{(D)}\right)^{*}\right] \\
& \quad=\left.\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} . \tag{S.25}
\end{align*}
$$

## S.1.4 Fourth Term in (S.12)

Define

$$
\begin{equation*}
N_{y_{m, i}}(t)=\tilde{n}_{W}(t) * \tilde{h}_{m, i, 1}(t) \tag{S.26}
\end{equation*}
$$

as the AWGN at the output of the matched filter (before sampling) at frequency $f_{m, i}$. We can then re-write $N_{Y_{m, i, q}}$ in (S.4) as

$$
\begin{equation*}
N_{Y_{m, i, q}}=C_{p, q, m, i}^{(1)} N_{y_{m, i}}\left[(p Q+q-1) T_{s}\right], \quad q=Q_{P}+1, \ldots, Q \tag{S.27}
\end{equation*}
$$

such that

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{m, i_{1}, q}} N_{Y_{m, i_{2}, q}}^{*}\right]  \tag{S.28}\\
& \quad=C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[(p Q+q-1) T_{s}\right]\left(N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right)\right\}
\end{align*}
$$

For $i_{1} \neq i_{2}, N_{y_{m, i_{1}}}(t)$ and $N_{y_{m, i_{2}}}(t)$ represent AWGN at the outputs of two non-overlapping bandpass matched filters centered at frequencies $f_{m, i_{1}}$ and $f_{m, i_{2}}$, respectively. Hence, $N_{y_{m, i_{1}}}(t)$
and $N_{y_{m, i_{2}}}(t)$ are independent. Since $N_{y_{m, i}}(t)$ is zero-mean, this implies

$$
\begin{equation*}
\frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\}=0, \quad i_{1} \neq i_{2} \tag{S.29}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use (S.26) and apply (Q.33) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{m, i_{1}}^{*}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \\
& \quad=\left.\frac{1}{2} E\left\{\left(\tilde{n}_{W}(t) * \tilde{h}_{m, i_{1}, 1}(t)\right)\left(\tilde{n}_{W}^{*}(t) * \tilde{h}_{m, i_{1}, 1}^{*}(t)\right)\right\}\right|_{t=(p Q+q-1) T_{s}} \\
& \quad=\left.\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{W}\left(\tau_{1}\right) \tilde{n}_{W}^{*}\left(\tau_{2}\right)\right] \tilde{h}_{m, i_{1}, 1}\left(t-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{t=(p Q+q-1) T_{s}} \\
& \quad=\left.N_{0} \int_{-\infty}^{\infty}\left|\tilde{h}_{m, i_{1}, 1}\left(t-\tau_{1}\right)\right|^{2} d \tau_{1}\right|_{t=(p Q+q-1) T_{s}} \tag{S.30}
\end{align*}
$$

From (2.18), we have

$$
\begin{equation*}
\tilde{h}_{m, i, 1}(t)=h_{1}^{*}(-t)=h_{1}(-t) \tag{S.31}
\end{equation*}
$$

since $h_{1}(t)$ is real. As a result, (S.30) becomes

$$
\begin{align*}
& \frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{m, i_{1}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \\
& \quad=N_{0} \int_{-\infty}^{\infty}\left|h_{1}\left(\tau_{1}\right)\right|^{2} d \tau_{1} \\
& \quad=N_{0} \int_{-\infty}^{\infty}\left|H_{1}(f)\right|^{2} d f \\
&  \tag{S.32}\\
& =N_{0}
\end{align*}
$$

where the last equality follows from (2.20). Combining the results of (S.29) and (S.32), we have

$$
\begin{equation*}
\frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\}=N_{0} \delta_{i_{1}, i_{2}} \tag{S.33}
\end{equation*}
$$

Finally, we use (S.33) in (S.28) to get

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{m, i_{1}, q}} N_{Y_{m, i_{2}, q}}^{*}\right] & =\left(C_{p, q, m, i_{1}}^{(1)}\right)^{2} N_{0} \delta_{i_{1}, i_{2}} \\
& =N_{0} \delta_{i_{1}, i_{2}} \tag{S.34}
\end{align*}
$$

## S.1.5 Combining the Results

Given (S.12), we add together the results of (S.13), (S.20), (S.25), and (S.34) to get

$$
\begin{align*}
\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]= & A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \\
+ & \frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q}  \tag{S.35}\\
& \left.\cdot E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\right|_{t=(p Q+q-1) T_{s}} \\
& +N_{0} \delta_{i_{1}, i_{2}}
\end{align*}
$$

Since $\tau^{\left(k_{1}\right)}$ is a uniform random variable over $\left[0, T_{s}\right)$, we have

$$
\begin{align*}
& \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} E\left\{x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\} \\
& \quad=\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \frac{1}{T_{s}} \int_{0}^{T_{s}} x_{1}^{2}\left[t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] d \tau^{\left(k_{1}\right)} \\
& \quad=\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \frac{1}{T_{s}} \int_{t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}\right) T_{s}}^{t-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}} x_{1}^{2}(u) d u \\
& =\frac{1}{T_{s}} \int_{-\infty}^{\infty} x_{1}^{2}(u) d u \\
& =\frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} d f \tag{S.36}
\end{align*}
$$

By following the same steps as in the derivation for (Q.43), we can easily show that

$$
\begin{equation*}
\mathcal{F}^{-1}\left\{\left|X_{1}(f)\right|^{2}\right\}=T_{s} \frac{\sin \left(\pi \tau / T_{s}\right)}{\pi \tau / T_{s}} \tag{S.37}
\end{equation*}
$$

which leads to the relation

$$
\int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f n T_{s}} d f= \begin{cases}T_{s}, & n=0  \tag{S.38}\\ 0, & n \neq 0\end{cases}
$$

Applying (S.36) and (S.38) to (S.35) and using (S.11), we obtain

$$
\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]
$$

$$
\begin{align*}
& =A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right]+\frac{A_{1}^{2}}{2}(K-1) \delta_{i_{1}, i_{2}}+N_{0} \delta_{i_{1}, i_{2}}  \tag{S.39}\\
& = \begin{cases}\frac{A_{1}^{2}}{2}+\left(\frac{A_{1}^{2}(K-1)}{2}+N_{0}\right) \delta_{i_{1}, i_{2}}, & i_{1} \text { and } i_{2} \text { associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { associated with different blocks. }\end{cases} \tag{S.40}
\end{align*}
$$

Finally, we use the expression

$$
\begin{equation*}
E_{b 1}=\frac{R_{1} A_{1}^{2}}{2} \tag{S.41}
\end{equation*}
$$

from (P.15) to re-write $\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]$ as

$$
\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]= \begin{cases}\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right], & i_{1} \text { and } i_{2} \text { associated with the same block, }  \tag{S.42}\\ 0, & i_{1} \text { and } i_{2} \text { associated with different blocks }\end{cases}
$$

where

$$
\begin{equation*}
c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)=(K-1)+\frac{R_{1}}{E_{b 1} / N_{0}} \tag{S.43}
\end{equation*}
$$

## S. 2 Derivation of $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]$

From (2.26) and (2.34), we have

$$
\begin{equation*}
\hat{W}_{m, i}=\frac{1}{A_{1}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{S.44}
\end{equation*}
$$

where

$$
\begin{equation*}
W_{m, i, q}=A_{1} g_{m, i}^{(1)}+I_{W_{m, i, q}}^{(P)}+I_{W_{m, i, q}}^{(D)}+N_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P} \tag{S.45}
\end{equation*}
$$

The expressions for $I_{W_{m, i, q}}^{(P)}, I_{W_{m, i, q}}^{(D)}$, and $N_{W_{m, i, q}}$ are given by (2.28)-(2.30).
We substitute the expression for $\hat{W}_{m, i}$ into $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]$ to write

$$
\begin{equation*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]=\frac{1}{A_{1}} \frac{1}{Q_{P}} \sum_{q^{\prime}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i_{1}, q^{\prime}} Y_{m, i_{2}, q}^{*}\right] \tag{S.46}
\end{equation*}
$$

Using (S.1) and (S.45), we have

$$
\begin{gather*}
\frac{1}{2} E\left[W_{m, i_{1}, q^{\prime}} Y_{m, i_{2}, q}^{*}\right]=\frac{1}{2} E\left[A_{1}^{2} \cdot g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}+I_{W_{m, i_{1}, q^{\prime}}^{(P)}}^{(P)}\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}+I_{W_{m, i_{1}, q^{\prime}}^{(D)}}^{(D)}\left(I_{Y_{m, i_{2}, q}}^{(D)}\right)^{*}\right.  \tag{S.47}\\
\left.+N_{W_{m, i_{1}, q^{\prime}}^{(P)}}^{(P)}\left(N_{Y_{m, i}, q}^{(P)}\right)^{*}\right],
\end{gather*}
$$

where, again, the expected values of the cross terms are equal to zero.

## S.2.1 First Term in (S.47)

Again, we have

$$
\begin{equation*}
\frac{1}{2} E\left[A_{1}^{2} \cdot g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right]=A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] . \tag{S.48}
\end{equation*}
$$

## S.2.2 Second Term in (S.47)

We express $I_{W_{m, i, q}}^{(P)}$ as

$$
\begin{equation*}
I_{W_{m, i, q}}^{(P)}=C_{p, q, m, i}^{(1)} I_{y_{m, i}}^{(P)}\left[(p Q+q-1) T_{s}\right], \quad q=1, \ldots, Q_{P} \tag{S.49}
\end{equation*}
$$

where $I_{y_{m, i}}^{(P)}(t)$ was defined in (S.14). Using (S.15) and (S.49), we can write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i_{1}, q^{\prime}}^{(P)}}^{(P)}\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}\right]  \tag{S.50}\\
& \quad=C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(P)}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right]\left(I_{y_{m, i}}^{(P)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} .
\end{align*}
$$

By using (S.14) and applying (S.8)-(S.10), we have

$$
\begin{align*}
& \frac{1}{2} E\left\{I_{y_{m, i_{1}}(P)}^{P}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right]\left(I_{y_{m, i}, i_{2}}^{(P)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} \\
& =A_{1}^{2} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} \sum_{q_{2}^{\prime}=1}^{Q_{P}} E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right] \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) T_{s}-\tau^{\left(k_{2}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}} \\
& =\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right.  \tag{S.51}\\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{align*}
$$

We then substitute this result into (S.50) and apply (S.18) to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i_{1}, q^{\prime}}^{(P)}}^{(P)}\left(I_{Y_{m, i_{2}, q}^{(P)}}^{(P)}\right)^{*}\right] \\
& \quad=\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q_{P}} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right.  \tag{S.52}\\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{align*}
$$

## S.2.3 Third Term in (S.47)

Given the expression for $I_{y_{m, i}}^{(D)}(t)$ in (S.22), we express $I_{W_{m, i, q}}^{(D)}$ as

$$
\begin{equation*}
I_{W_{m, i, q}}^{(D)}=C_{p, q, m, i}^{(1)} I_{y_{m, i}}^{(D)}\left[(p Q+q-1) T_{s}\right], \quad q=1, \ldots, Q_{P} \tag{S.53}
\end{equation*}
$$

We substitute (S.21) and (S.53) into $\frac{1}{2} E\left[I_{W_{m, i_{1}, q^{\prime}}}^{(D)}\left(I_{Y_{m, i_{2}, q}}^{(D)}\right)^{*}\right]$ to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i_{1}, q^{\prime}}^{(D)}}^{\left.\left(I_{Y_{m, i_{2}, q}}^{(D)}\right)^{*}\right]}\right.  \tag{S.54}\\
& \quad=C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(D)}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} .
\end{align*}
$$

We then use (S.22) and apply (S.6) and (S.8)-(S.10) to obtain

$$
\begin{aligned}
& \frac{1}{2} E\left\{I_{y_{m, i_{1}}}^{(D)}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right]\left(I_{y_{m, i_{2}}}^{(D)}\left[(p Q+q-1) T_{s}\right]\right)^{*}\right\} \\
& =\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{aligned}
$$

which, when substituted into (S.54), yields

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{m, i_{1}, q^{\prime}}^{(P)}}^{\left.\left(I_{Y_{m, i_{2}, q}}^{(P)}\right)^{*}\right]}\right. \\
& \quad=\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}} . \tag{S.55}
\end{align*}
$$

## S.2.4 Fourth Term in (S.47)

With $N_{y_{m, i}}(t)$ given by (S.26), we can write

$$
\begin{equation*}
N_{W_{m, i, q}}=C_{p, q, m, i}^{(1)} N_{y_{m, i}}\left[(p Q+q-1) T_{s}\right], \quad q=1, \ldots, Q_{P} \tag{S.56}
\end{equation*}
$$

Using (S.27) and (S.56), we have

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{m, i_{1}, q^{\prime}}} N_{Y_{m, i_{2}, q}}^{*}\right]  \tag{S.57}\\
& \quad=C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right] N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} .
\end{align*}
$$

For $i_{1} \neq i_{2}, N_{y_{m, i_{1}}}\left(t_{1}\right)$ and $N_{y_{m, i_{2}}}\left(t_{2}\right)$ are independent because they represent the outputs from two non-overlapping bandpass matched filters, so we have

$$
\begin{equation*}
\frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right] N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\}=0, \quad i_{1} \neq i_{2} \tag{S.58}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use (S.26) and apply (Q.33) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right] N_{y_{m, i_{1}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \\
& = \\
& =\left.\frac{1}{2} E\left\{\left(\tilde{n}_{W}\left(t_{1}\right) * \tilde{h}_{m, i_{1}, 1}\left(t_{1}\right)\right)\left(\tilde{n}_{W}^{*}\left(t_{2}\right) * \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}\right)\right)\right\}\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}} \\
& =\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{W}\left(\tau_{1}\right) \tilde{n}_{W}^{*}\left(\tau_{2}\right)\right] \\
& \left.\quad \cdot \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}}  \tag{S.59}\\
& = \\
&
\end{align*}
$$

By using the expression $\tilde{h}_{m, i, 1}(t)=h_{1}(-t)$ from (S.31), we can show that

$$
\begin{align*}
\int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1} & =\int_{-\infty}^{\infty} h_{1}\left(-t_{1}+\tau_{1}\right) h_{1}\left(-t_{2}+\tau_{1}\right) d \tau_{1} \\
& =\left.\int_{-\infty}^{\infty} h_{1}(\tau-u) h_{1}(-u) d u\right|_{\tau=t_{2}-t_{1}} \\
& =\left.x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}} \tag{S.60}
\end{align*}
$$

since

$$
\begin{equation*}
x_{1}(t)=h_{1}(t) * h_{1}^{*}(-t) \Leftrightarrow\left|H_{1}(f)\right|^{2}=X_{1}(f) \tag{S.61}
\end{equation*}
$$

Thus, (S.59) becomes

$$
\begin{align*}
\frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right] N_{y_{m, i_{1}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} & =\left.N_{0} x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}=\left(q-q^{\prime}\right) T_{s}} \\
& =0 \tag{S.62}
\end{align*}
$$

where the last equality follows from the fact that (see (2.24))

$$
x_{1}\left(n T_{s}\right)=\delta_{n, 0}= \begin{cases}1, & n=0  \tag{S.63}\\ 0, & n \neq 0\end{cases}
$$

Combining the results of (S.58) and (S.62), we have

$$
\begin{equation*}
\frac{1}{2} E\left\{N_{y_{m, i_{1}}}\left[\left(p Q+q^{\prime}-1\right) T_{s}\right] N_{y_{m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\}=0 \tag{S.64}
\end{equation*}
$$

Finally, we use (S.64) in (S.57) to get

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{m, i_{1}, q^{\prime}}} N_{Y_{m, i_{2}, q}}^{*}\right]=0 \tag{S.65}
\end{equation*}
$$

## S.2.5 Combining the Results

Substituting the results of (S.48), (S.52), (S.55), and (S.65) into (S.47), we get

$$
\begin{align*}
& \frac{1}{2} E\left[W_{m, i_{1}, q^{\prime}} Y_{m, i_{2}, q}^{*}\right] \\
& \quad=A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \\
& \quad+\frac{A_{1}^{2}}{2} \delta_{i_{1}, i_{2}} C_{p, q^{\prime}, m, i_{1}}^{(1)} C_{p, q, m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right.  \tag{S.66}\\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left(p Q+q^{\prime}-1\right) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{align*}
$$

Since $\tau^{\left(k_{1}\right)}$ is uniform over $\left[0, T_{s}\right)$, we have

$$
\begin{align*}
& \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\} \\
& =\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \frac{1}{T_{s}} \int_{0}^{T_{s}} x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] \\
& \quad \cdot x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right] d \tau^{\left(k_{1}\right)} \\
& =\left.\sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \frac{1}{T_{s}} \int_{-t_{1}+\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}}^{-t_{1}+\left(p_{1}^{\prime} Q+q_{1}^{\prime}\right) T_{s}} x_{1}(-u) x_{1}(\tau-u) d u\right|_{\tau=t_{2}-t_{1}} \\
& =\left.\frac{1}{T_{s}} \int_{-\infty}^{\infty} x_{1}(-u) x_{1}(\tau-u) d u\right|_{\tau=t_{2}-t_{1}} \\
& =\left.\frac{1}{T_{s}}\left[x_{1}(\tau) * x_{1}^{*}(-\tau)\right]\right|_{\tau=t_{2}-t_{1}} \\
& =\left.\frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}} \tag{S.67}
\end{align*}
$$

We use (S.67) and (S.38) to show that the second term in (S.66) is equal to zero. Thus,

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i_{1}, q^{\prime}} Y_{m, i_{2}, q}^{*}\right]=A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \tag{S.68}
\end{equation*}
$$

Finally, we substitute (S.68) into (S.46) to show that

$$
\begin{equation*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]=A_{1} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \tag{S.69}
\end{equation*}
$$

Using (S.11) and (S.41), we can re-write (S.69) as

$$
\begin{align*}
\frac{1}{2} E\left[W_{m, i_{1}, q^{\prime}} Y_{m, i_{2}, q}^{*}\right] & = \begin{cases}\frac{A_{1}}{2}, & i_{1} \text { and } i_{2} \text { are associated with the same block } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks }\end{cases} \\
& = \begin{cases}\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}}, & i_{1} \text { and } i_{2} \text { are associated with the same block } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{S.70}
\end{align*}
$$

## S. 3 Derivation of $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right]$

Using (S.44), we have

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right]= & \frac{1}{A_{1}^{2}} \frac{1}{Q_{P}^{2}} \sum_{q_{1}=1}^{Q_{P}} \sum_{q_{2}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{2}}^{*}\right] \\
= & \frac{1}{A_{1}^{2}} \frac{1}{Q_{P}^{2}} \sum_{q_{1}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{1}}^{*}\right]+\frac{1}{A_{1}^{2}} \frac{1}{Q_{P}^{2}} \sum_{\substack{q_{1}=1}}^{Q_{P}} \sum_{\substack{q_{2}=1 \\
q_{2} \neq q_{1}}}^{Q_{P}} \frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{2}}^{*}\right] \\
= & \frac{1}{A_{1}^{2}} \frac{1}{Q_{P}^{2}} \cdot Q_{P} \cdot \frac{1}{2} E\left[W_{m, i_{1}, q} W_{m, i_{2}, q}^{*}\right]  \tag{S.71}\\
& +\frac{1}{A_{1}^{2}} \frac{1}{Q_{P}^{2}} \cdot Q_{P}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{2}}^{*}\right], \quad q_{1} \neq q_{2} .
\end{align*}
$$

Since $W_{m, i, q}$ and $Y_{m, i, q^{\prime}}$ are both outputs of the same demodulator but from different time slots, we have

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{1}}^{*}\right]=\frac{1}{2} E\left[Y_{m, i_{1}, q_{2}} Y_{m, i_{2}, q_{2}}^{*}\right] \tag{S.72}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} E\left[W_{m, i_{1}, q_{1}} W_{m, i_{2}, q_{2}}^{*}\right]=\frac{1}{2} E\left[W_{m, i_{1}, q} Y_{m, i_{2}, q^{\prime}}^{*}\right], \quad q_{1} \neq q_{2} \tag{S.73}
\end{equation*}
$$

We apply both (S.72) and (S.73) to (S.71) to get

$$
\begin{equation*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right]=\frac{1}{A_{1}^{2}} \frac{1}{Q_{P}} \cdot \frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]+\frac{1}{A_{1}^{2}} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot \frac{1}{2} E\left[W_{m, i_{1}, q_{1}} Y_{m, i_{2}, q_{2}}^{*}\right] \tag{S.74}
\end{equation*}
$$

Substituting (S.39) and (S.68) into this expression, we obtain

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right]= & \frac{1}{A_{1}^{2}} \frac{1}{Q_{P}} \cdot\left\{A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right]+\frac{A_{1}^{2}}{2}(K-1) \delta_{i_{1}, i_{2}}+N_{0} \delta_{i_{1}, i_{2}}\right\} \\
& +\frac{1}{A_{1}^{2}} \frac{1}{Q_{P}}\left(Q_{P}-1\right) \cdot A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right] \\
= & \frac{1}{A_{1}^{2}} \frac{1}{Q_{P}}\left\{Q_{P} \cdot A_{1}^{2} \cdot \frac{1}{2} E\left[g_{m, i_{1}}^{(1)}\left(g_{m, i_{2}}^{(1)}\right)^{*}\right]+\frac{A_{1}^{2}}{2}(K-1) \delta_{i_{1}, i_{2}}+N_{0} \delta_{i_{1}, i_{2}}\right\} \\
= & \frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{1}\right)}\right)^{*}\right]+\frac{1}{2} \frac{1}{Q_{P}}\left((K-1)+\frac{2 N_{0}}{A_{1}^{2} N}\right) \delta_{i_{1}, i_{2}} . \tag{S.75}
\end{align*}
$$

Finally, by applying the expressions for $\frac{1}{2} E\left[g_{m, i_{1}}^{\left(k_{1}\right)}\left(g_{m, i_{2}}^{\left(k_{1}\right)}\right)^{*}\right]$ and $E_{b 2}$ in (S.11) and (S.41), respectively, we get

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right], & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks, }\end{cases} \tag{S.76}
\end{align*}
$$

where $c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)$ is given in (S.43).

## Appendix T

## Second Order Moments:

## MC-CDMA (SISO-Scenario \#1)

Since the corresponding expressions for $W_{m, i, q}$ and $Y_{m, i, q}$ in the MC-CDMA (SISO) system are the same in both Scenarios \#1 and \#2 (see (2.26) and (2.27)), the expressions for $\mu_{W W}, \mu_{Y Y}$, and $\mu_{W Y}$ in Scenario $\# 1$ can be derived from the results for $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} \hat{W}_{m, i_{2}}^{*}\right]$, $\frac{1}{2} E\left[Y_{m, i_{1}, q} Y_{m, i_{2}, q}^{*}\right]$, and $\frac{1}{2} E\left[\hat{W}_{m, i_{1}} Y_{m, i_{2}, q}^{*}\right]$ in Scenario \#2 (see Appendix S).

## T. 1 Derivation of $\mu_{Y Y}$

The quantity $\mu_{Y Y}$ is defined in (G.6) as

$$
\begin{equation*}
\mu_{Y Y}=\frac{1}{2} E\left[\left|Y_{m, i, q}\right|^{2}\right]=\frac{1}{2} E\left[Y_{m, i, q} Y_{m, i, q}^{*}\right] . \tag{T.1}
\end{equation*}
$$

The expression $\frac{1}{2} E\left[Y_{m, i, q} Y_{m, i, q}^{*}\right]$ can be obtained by setting $i_{1}=i_{2}=i$ in (S.42):

$$
\begin{equation*}
\mu_{Y Y}=\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] \tag{T.2}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)=(K-1)+\frac{R_{1}}{E_{b 1} / N_{0}} \tag{T.3}
\end{equation*}
$$

and

$$
\begin{equation*}
E_{b 1}=\frac{R_{1} A_{1}^{2}}{2} \tag{T.4}
\end{equation*}
$$

from (P.15). This result can be verified by substituting

$$
\begin{equation*}
Y_{m, i, q}=A_{1} g_{m, i}^{(1)}+I_{Y_{m, i, q}}^{(P)}+I_{Y_{m, i, q}}^{(D)}+N_{Y_{m, i, q}}, \quad q=Q_{P}+1, \ldots, Q \tag{T.5}
\end{equation*}
$$

into (T.1) and by following the same steps as in Appendix S.1.

## T. 2 Derivation of $\mu_{W Y}$

$\mu_{W Y}$ is defined in (G.7) as

$$
\begin{equation*}
\mu_{W Y}=\frac{1}{2} E\left[\hat{W}_{m, i} Y_{m, i, q}^{*}\right] \tag{Т.6}
\end{equation*}
$$

Substituting $i_{1}=i$ and $i_{2}=i$ into (S.70), we get

$$
\begin{equation*}
\mu_{W Y}=\frac{1}{2} \sqrt{\frac{2 E_{b 1}}{R_{1}}} \tag{T.7}
\end{equation*}
$$

To verify this result, we first substitute

$$
\begin{equation*}
\hat{W}_{m, i}=\frac{1}{A_{1}}\left(\frac{1}{Q_{P}} \sum_{q=1}^{Q_{P}} W_{m, i, q}\right) \tag{T.8}
\end{equation*}
$$

into (T.6) to obtain

$$
\begin{equation*}
\mu_{W Y}=\frac{1}{A_{1}} \frac{1}{Q_{P}} \sum_{q^{\prime}=1}^{Q_{P}} \frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right] \tag{T.9}
\end{equation*}
$$

Then, we expand $\frac{1}{2} E\left[W_{m, i, q^{\prime}} Y_{m, i, q}^{*}\right]$ by using (T.5) and

$$
\begin{equation*}
W_{m, i, q}=A_{1} g_{m, i}^{(1)}+I_{W_{m, i, q}}^{(P)}+I_{W_{m, i, q}}^{(D)}+N_{W_{m, i, q}}, \quad q=1, \ldots, Q_{P} \tag{T.10}
\end{equation*}
$$

and by following the same steps as in Appendix S.2.

## T. 3 Derivation of $\mu_{W W}$

From (G.5), the quantity $\mu_{W W}$ is defined as

$$
\begin{equation*}
\mu_{W W}=\frac{1}{2} E\left[\left|\hat{W}_{m, i}\right|^{2}\right]=\frac{1}{2} E\left[\hat{W}_{m, i} \hat{W}_{m, i}^{*}\right] \tag{T.11}
\end{equation*}
$$

The substitutions $i_{1}=i$ and $i_{2}=i$ in (S.76) yield

$$
\begin{equation*}
\mu_{W W}=\frac{1}{2}\left[1+\frac{1}{Q_{P}} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)\right] . \tag{T.12}
\end{equation*}
$$

Again, we can verify this result by substituting (T.8) into (T.11) and by following the same steps as in Appendix S.3.

## Appendix U

## Second Order Moments:

## MC-DS-CDMA (MIMO)

In this appendix, we provide derivations for the expressions in (L.13)-(L.17). Again, we assume $a_{p, q, m}^{(1)}=+1$ and we condition on $a_{p, q+1, m}^{(1)}$.

## U. 1 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right]$

From (3.63), we have

$$
\hat{W}_{v, u, m, i}= \begin{cases}g_{v, u, m, i}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { oodd }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=1,  \tag{U.1}\\ g_{v, u, m, i}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { even }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=2 .\end{cases}
$$

The expressions for $I_{W_{q, v, m, i}}$ and $N_{W_{q, v, m, i}}$ are given in (3.61) and (3.62) as

$$
\begin{gather*}
I_{W_{q, v, m, i}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} A_{2, q^{\prime}} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)}  \tag{U.2}\\
\left.\quad \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \\
N_{W_{q, v, m, i}}=\left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 2}(t)\right)\right|_{t=[(p Q+q-1) N+n-1] T_{c}} \tag{U.3}
\end{gather*}
$$

As in the analysis for the SISO system, we assume that the channel gains, time delays, data sequences, and spreading sequences of the interfering users are not only mutually independent, but are also independent of the AWGN. We model the data sequences and spreading sequences of the interfering users as independent random binary sequences of $\pm 1$ 's. As a result, we have

$$
\begin{align*}
& E\left[C_{p, q, n}^{(k)}\right]=0  \tag{U.4}\\
& E\left[a_{p, q, m}^{(k)}\right]=0, \quad q=Q_{P}+1, \ldots, Q \tag{U.5}
\end{align*}
$$

and

$$
\begin{align*}
& E\left[C_{p_{1}, q_{1}, n_{1}}^{\left(k_{1}\right)} C_{p_{2}, q_{2}, n_{2}}^{\left(k_{2}\right)}\right]=\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} \delta_{n_{1}, n_{2}},  \tag{U.6}\\
& \quad E\left[a_{p_{1}, q_{1}, m}^{\left(k_{1}\right)} a_{p_{2}, q_{2}, m}^{\left(k_{2}\right)}\right]=\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}}, \quad q_{i}=Q_{P}+1, \ldots, Q ; i=1,2 \tag{U.7}
\end{align*}
$$

Finally, since the channel gains between different users, different transmit-receive antenna pairs, and different repetitions of the same data symbol are independent, we have

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right]=\frac{1}{2} \delta_{k_{1}, k_{2}} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{U.8}
\end{equation*}
$$

Let us define

$$
\begin{equation*}
\Gamma_{W_{q, v, m, i}} \triangleq I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}} \tag{U.9}
\end{equation*}
$$

and

$$
\begin{equation*}
q(u) \triangleq q+(u-1) \tag{U.10}
\end{equation*}
$$

such that $\hat{W}_{v, u, m, i}$ in (U.1) can be written as

$$
\begin{equation*}
\hat{W}_{v, u, m, i}=g_{v, u, m, i}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { odd }}}^{Q_{P}} \Gamma_{W_{q(u), v, m, i}} \tag{U.11}
\end{equation*}
$$

We use this expression to write

$$
\begin{align*}
\frac{1}{2} E & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} g_{v_{1}, u_{1}, m, i_{1}}^{(1)} \sum_{\substack{q=1 \\
q \text { odd }}}^{Q_{P}} \Gamma_{W_{q\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right. \\
& +\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*} \sum_{\substack{q=1 \\
q \text { odd }}}^{Q_{P}} \Gamma_{W_{q\left(u_{1}\right), v_{1}, m, i_{2}}}  \tag{U.12}\\
& \left.+\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{\sum_{q_{2} \text { odd }}^{Q_{P}}} \sum_{P}^{Q_{P}} \Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}^{*}\right]
\end{align*}
$$

where $q_{1}\left(u_{1}\right) \triangleq q_{1}+\left(u_{1}-1\right)$ and $q_{2}\left(u_{2}\right) \triangleq q_{2}+\left(u_{2}-1\right)$. Using the assumptions in (U.4)-(U.8), we can show that the expected values of the two cross terms are equal to zero, so that

$$
\begin{align*}
\frac{1}{2} E & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}\right. \\
& \left.+\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd } q_{2} \text { odd }}}^{Q_{P}} \sum_{q_{2}=1}^{Q_{P}} \Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
= & \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]  \tag{U.13}\\
& +\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}} \sum_{q_{2}=1}^{Q_{P}}{ }_{q_{2} \text { odd }}^{q_{2} \neq q_{1}}
\end{align*} \frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{\left.W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}\right]}\right] .
$$

## U.1.1 First Term in (U.13)

The first term in (U.13) is equal to (see (U.8))

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}\right]=\frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} . \tag{U.14}
\end{equation*}
$$

## U.1.2 Second Term in (U.13)

We use (U.9) to expand the term $\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ as

$$
\begin{align*}
\frac{1}{2} E[ & \left.\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
= & \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}+I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right.  \tag{U.15}\\
& \left.+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]
\end{align*}
$$

The expected values of the cross terms are equal to zero, so

$$
\begin{align*}
& \frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]  \tag{U.16}\\
& \quad=\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]
\end{align*}
$$

## First Term in (U.16)

Define

$$
\begin{align*}
I_{y_{v, m, i}}(t)= & \sum_{k=2}^{K} \sum_{u^{\prime}=1}^{2} g_{v, u^{\prime}, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} A_{2, q^{\prime}} b_{p^{\prime}, q^{\prime}, u^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)}  \tag{U.17}\\
& \cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}
\end{align*}
$$

such that $I_{W_{q(u), v, m, i}}$ can be re-written as (see (U.2))

$$
\begin{equation*}
I_{W_{q(u), v, m, i}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q(u), n}^{(1)} I_{y_{v, m, i}}\left\{[(p Q+q(u)-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{U.18}
\end{equation*}
$$

Note that $I_{y_{v, m, i}}(t)$ represents the MAI at the output of the matched filter (before sampling) at frequency $f_{m, i}$ of the $v$-th receive antenna. We use (U.17) and (U.18) to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{\left.W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}\right]}=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \cdot \frac{1}{2} E\left[I_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right.\right. \\
& \left.\quad I_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left\{\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}\right\}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \\
& \quad \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{q_{2}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} \sum_{n_{2}^{\prime}=1}^{N} A_{2, q_{1}^{\prime}}^{N} A_{2, q_{2}^{\prime}} \\
& \quad \cdot E\left[b _ { p _ { 1 } ^ { \prime } , q _ { 1 } ^ { \prime } , u _ { 1 } ^ { \prime } , m } ^ { ( k _ { 1 } ) } b _ { p _ { 2 } ^ { \prime } , q _ { 2 } ^ { \prime } , u _ { 2 } ^ { \prime } , m } ^ { ( k _ { 2 } ) } E \left[C_{p_{1}^{\prime}, q_{1}^{\prime}, n_{1}^{\prime}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, n_{2}^{\prime}}^{\left(k_{2}\right)}\right.\right. \\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{U.19}\\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) N+n_{2}^{\prime}-1\right] T_{c}-\tau^{\left(k_{2}\right)}\right\}\right]\left.\right|_{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} .} ^{\substack{t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}}
\end{align*}
$$

To further evaluate (U.19), we first expand the summations over $q_{1}^{\prime}$ and $q_{2}^{\prime}$ as

$$
\begin{align*}
& \sum_{q_{1}^{\prime}=1}^{Q} \sum_{q_{2}^{\prime}=1}^{Q}=\left(\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd }}}^{Q_{P}}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1}}^{Q}\right)\left(\sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { odd }}}^{Q_{P}}+\sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { even }}}^{Q_{P}}+\sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1}}^{Q}\right) \\
& =\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd } q_{2}^{\prime} \text { odd } \\
q_{2}^{\prime}=1 \\
Q_{P}}}^{Q_{P}}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd } q_{2}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{\prime \\
q_{2}^{\prime}=1 \\
q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd }}}^{Q_{P}}+\sum_{q_{2}^{\prime}=Q_{P}+1}^{Q_{P}} \\
& +\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even } \\
q_{2}^{\prime} \text { odd }}}^{Q_{P}} \sum_{\substack{q_{1}^{\prime}=1 \\
Q_{P}}}^{Q_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even } \\
q_{2}^{\prime}=1 \\
q_{2}^{\prime}=1}}^{Q_{P}} \sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1}}^{Q}, Q_{P}}  \tag{U.20}\\
& +\sum_{\substack{q_{1}^{\prime}=Q_{P}+1}}^{Q} \sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { odd }}}^{Q_{P}}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1}}^{Q} \sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { even }}}^{Q_{P}}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1}}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} .
\end{align*}
$$

Then, we substitute both

$$
A_{2, q}= \begin{cases}A_{2 e}, & q=1, \ldots, Q_{P}  \tag{U.21}\\ A_{2 d}, & q=Q_{P}+1, \ldots, Q\end{cases}
$$

Table U.1: Definition of $b_{p, q, u, m}^{(k)}$

| Estimation phase $\left(q=1, \ldots, Q_{P}\right):$ | $b_{p, q, u, m}^{(k)}= \begin{cases}\delta_{u, 1}, & q \text { odd } \\ \delta_{u, 2}, & q \text { even }\end{cases}$ |
| :--- | :---: |
| Data phase $\left(q=Q_{P}+1, \ldots, Q\right):$ | $b_{p, q, u, m}^{(k)}= \begin{cases}a_{p, q, m}^{(k)}, & u=1, q \text { odd } \\ a_{p, q+q, m}^{(k)}, & u=2, q \text { odd } \\ -a_{p, q}^{(k)}, & u=1, q \text { even } \\ a_{p, q-1, m}^{(k)}, & u=2, q \text { even }\end{cases}$ |

from (3.31) and $b_{p, q, u, m}^{(k)}$ from Table U. 1 (same as Table 3.1) into the resulting expression, and we apply (U.5) to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \\
& \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \\
& \cdot\left(\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd } q_{2}^{\prime} \text { odd }}}^{Q_{P}} \sum_{\substack{\prime \\
q_{2}^{\prime}}}^{Q_{P}} A_{2 e}^{2} \delta_{u_{1}^{\prime}, 1} \delta_{u_{2}^{\prime}, 1}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd } q_{2}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{q_{2}^{\prime}=1 \\
Q_{P}}}^{Q_{2 e}^{2} \delta_{u_{1}^{\prime}, 1} \delta_{u_{2}^{\prime}, 2}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even } q_{2}^{\prime} \text { odd }}}^{Q_{P}} \sum_{\substack{q_{2}^{\prime}=1 \\
Q_{P}}} A_{2 e}^{2} \delta_{u_{1}^{\prime}, 2} \delta_{u_{2}^{\prime}, 1}}\right. \\
& \left.+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { even }}}^{Q_{P}} A_{2 e}^{2} \delta_{u_{1}^{\prime}, 2} \delta_{u_{2}^{\prime}, 2}+\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{2 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right]\right) \\
& \cdot \sum_{n^{\prime}=1}^{N} \sum_{n_{2}^{\prime}=1}^{N} E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, n_{1}^{\prime}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, n_{2}^{\prime}}^{\left(k_{2}\right)}\right] \\
& \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.x_{2}\left\{t_{2}-\left[\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) N+n_{2}^{\prime}-1\right] T_{c}-\tau^{\left(k_{2}\right)}\right\}\right]\left.\right|_{\substack{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}} . \tag{U.22}
\end{align*}
$$

In Appendix V, we show that

$$
\begin{equation*}
\sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{2 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right]=\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{2 d}^{2} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} \tag{U.23}
\end{equation*}
$$

We use this result, along with (U.6) and (U.8), to show that (U.22) reduces to

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& =\frac{1}{2} \frac{1}{N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \\
& \left(\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd }}}^{Q_{P}} A_{2 e}^{2}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} A_{2 e}^{2}+\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{2 d}^{2}\right)  \tag{U.24}\\
& \cdot \sum_{n^{\prime}=1}^{N} E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left|\left.\right|_{\substack{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}} .\right.
\end{align*}
$$

Given the relation

$$
\begin{equation*}
A_{2 d}=\frac{A_{2 e}}{\sqrt{2}} \tag{U.25}
\end{equation*}
$$

from (3.32), we can write

$$
\begin{equation*}
\sum_{\substack{q_{1}^{\prime}=1 \\ q_{1}^{\prime} \text { odd }}}^{Q_{P}} A_{2 e}^{2}+\sum_{\substack{q_{1}^{\prime}=1 \\ q_{1}^{\prime} \text { even }}}^{Q_{P}} A_{2 e}^{2}+\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{2 d}^{2}=\sum_{q_{1}^{\prime}=1}^{Q} A_{2 e}^{2} \tag{U.26}
\end{equation*}
$$

Thus, (U.24) equals

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& \quad=\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N}  \tag{U.27}\\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right] \left\lvert\, \begin{array}{c}
t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}
\end{array}\right.
\end{align*}
$$

Finally, we apply (Q.41) to the above equation and use (Q.44) to get

$$
\begin{aligned}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& =\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \\
& \left.\quad \cdot \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left[\left(u_{2}-u_{1}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}}
\end{aligned}
$$

$$
\begin{align*}
& =\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \cdot T_{c} \delta_{u_{1}, u_{2}} \delta_{n_{1}, n_{2}} \\
& =\frac{A_{2 e}^{2}(K-1)}{2 N} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N}\left[C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)}\right]^{2} \\
& =\frac{A_{2 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} . \tag{U.28}
\end{align*}
$$

## Second Term in (U.16)

Let

$$
\begin{equation*}
N_{y_{v, m, i}}(t)=\tilde{n}_{v}(t) * \tilde{h}_{m, i, 2}(t) \tag{U.29}
\end{equation*}
$$

denote the AWGN at the output of the matched filter (before sampling) at frequency $f_{m, i}$ of the $v$-th receive antenna. This allows us to re-write $N_{W_{q(u), v, m, i}}$ as (see (U.3))

$$
\begin{equation*}
N_{W_{q(u), v, m, i}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q(u), n}^{(1)} N_{y_{v, m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=1, \ldots, Q_{P} \tag{U.30}
\end{equation*}
$$

such that

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right. \\
& \left.\quad N_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left\{\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}\right\}\right] . \tag{U.31}
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are from two different frequencies. Thus, $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, and since $N_{y_{v_{1}, m, i_{1}}}(t)$ is zeromean, we have

$$
\begin{align*}
& \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.32}\\
& \left.\quad N_{y_{v_{2}, m, i_{2}}}^{*}\left\{\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}\right\}\right]=0, \quad i_{1} \neq i_{2}
\end{align*}
$$

This, in turn, implies that

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=0, \quad i_{1} \neq i_{2} \tag{U.33}
\end{equation*}
$$

When $i_{1}=i_{2}$, we use (U.29) and (U.31) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{\left.W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}\right]}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right. \\
& \left.=N_{y_{v_{2}, m, i_{1}}}^{*}\left\{\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}\right\}\right] . \\
&  \tag{U.34}\\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right] \\
& \left.\quad \cdot \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{\substack{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}}
\end{align*}
$$

The AWGN processes at the two receive antennas are assumed to be independent, so we have

$$
\begin{equation*}
\frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right]=N_{0} \delta\left(\tau_{1}-\tau_{2}\right) \delta_{v_{1}, v_{2}} \tag{U.35}
\end{equation*}
$$

Substituting this result into (U.34), we get

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& =\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)}  \tag{U.36}\\
& \\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{\substack{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}} .
\end{align*}
$$

From (Q.34) and (Q.36), we have

$$
\begin{equation*}
\int_{-\infty}^{\infty} \tilde{h}_{m, i, 2}\left(t-\tau_{1}\right) \tilde{h}_{m, i, 2}^{*}\left(t+\tau-\tau_{1}\right) d \tau_{1}=x_{2}(\tau) \tag{U.37}
\end{equation*}
$$

Applying (U.37) to (U.36) and using (Q.38), we obtain

$$
\begin{aligned}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{\left.W_{q_{1}\left(u_{2}\right), v_{2}, m_{2}, i_{1}}^{*}\right]}\right. \\
& \quad=\left.\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left[\left(u_{2}-u_{1}\right) N+\left(n_{2}-n_{1}\right)\right] T_{c}} \\
& \quad=\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), n_{2}}^{(1)} \cdot \delta_{u_{1}, u_{2}} \delta_{n_{1}, n_{2}} \\
& \quad=\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \sum_{n_{1}=1}^{N}\left[C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)}\right]^{2}
\end{aligned}
$$

$$
\begin{equation*}
=N_{0} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \tag{U.38}
\end{equation*}
$$

Finally, we combine the results of (U.33) and (U.38) to write

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{U.39}
\end{equation*}
$$

## Combining the Results

Substituting the results of (U.28) and (U.39) into (U.16), we get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=\left(\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{U.40}
\end{equation*}
$$

## U.1.3 Third Term in (U.13)

We use (U.9) to expand the term $\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}\right]$, where $q_{1} \neq q_{2}$, as

$$
\begin{align*}
\frac{1}{2} E & {\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] } \\
= & \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right. \\
& \left.+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
= & \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{U.41}
\end{align*}
$$

Again, the expected values of the cross terms are easily shown to equal zero.

## First Term in (U.41)

To derive an expression for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$, we simply replace $q_{1}\left(u_{2}\right)$ with $q_{2}\left(u_{2}\right)$ in the derivation just presented for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$. Thus, given
(U.27), we have

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{\left.W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}\right]}\right] \\
& =\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N}  \tag{U.42}\\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\substack{t_{1}\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{2}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}} .
\end{align*}
$$

We apply (Q.41) to the above equation and use (Q.44), along with the fact that $q_{1} \neq q_{2}$, to get

$$
\begin{align*}
\frac{1}{2} E & {\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m_{, i}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] } \\
= & \frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \\
& \left.\cdot \frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left\{\left[\left(q_{2}-q_{1}\right)+\left(u_{2}-u_{1}\right)\right] N+\left(n_{2}-n_{1}\right)\right\} T_{c}} \\
= & \frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \cdot T_{c} \delta_{q_{1}, q_{2}} \delta_{u_{1}, u_{2}} \delta_{n_{1}, n_{2}} \\
= & 0 \tag{U.43}
\end{align*}
$$

## Second Term in (U.41)

Likewise, to derive an expression for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$, we also replace $q_{1}\left(u_{2}\right)$ with $q_{2}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$. Again, we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=0, \quad i_{1} \neq i_{2} \tag{U.44}
\end{equation*}
$$

since $N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}}$ and $N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}$ correspond to AWGN terms from two different frequencies. For $i_{1}=i_{2}$, we use (U.36) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& =\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), n_{2}}^{(1)}  \tag{U.45}\\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{\substack{t_{1}=\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) N+n_{2}-1\right] T_{c}}}
\end{align*}
$$

We then apply (U.37) and use (Q.38), along with the fact that $q_{1} \neq q_{2}$, to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& \quad=\left.\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q_{1}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), n_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left\{\left[\left(q_{2}-q_{1}\right)+\left(u_{2}-u_{1}\right)\right] N+\left(n_{2}-n_{1}\right)\right\} T_{c}} \\
& \quad=0 . \tag{U.46}
\end{align*}
$$

Therefore, from (U.44) and (U.46), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.47}
\end{equation*}
$$

## Combining the Results

Substituting (U.43) and (U.47) into (U.41), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad q_{1} \neq q_{2} \tag{U.48}
\end{equation*}
$$

## U.1.4 Combining the Results

Finally, we use the results of (U.14), (U.40), and (U.48) in (U.13) to get

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] \\
& \quad=\frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}}+\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}}\left(\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \\
& \quad=\frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}}+\left(\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2}\right)^{2} \cdot \frac{Q_{P}}{2}\left(\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} . \\
& \quad=\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2}\left(\frac{K-1}{N}+\frac{2 N_{0}}{A_{2 e}^{2} N}\right)\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} . \tag{U.49}
\end{align*}
$$

Since

$$
\begin{equation*}
E_{b 2}=\frac{N R_{2} A_{2 e}^{2}}{2}=N R_{2} A_{2 d}^{2} \tag{U.50}
\end{equation*}
$$

from (P.20), we can re-write (U.49) as

$$
\begin{equation*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right]=\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{U.51}
\end{equation*}
$$

where

$$
\begin{equation*}
c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)=\frac{K-1}{N}+\frac{R_{2}}{E_{b 2} / N_{0}} . \tag{U.52}
\end{equation*}
$$

## U. 2 Derivation of $\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]$

From (3.60), we have

$$
\begin{equation*}
Y_{q, v, m, i}=A_{2 d} \sqrt{N} \sum_{u=1}^{2} b_{p, q, u, m}^{(1)} g_{v, u, m, i}^{(1)}+I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q, \tag{U.53}
\end{equation*}
$$

where the expressions for $I_{Y_{q, v, m, i}}$ and $N_{Y_{q, v, m, i}}$ are identical to the ones for $I_{W_{q, v, m, i}}$ and $N_{W_{q, v, m, i}}$ in (3.61)-(3.62):

$$
\begin{align*}
I_{Y_{q, v, m, i}}= & \frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N} A_{2, q^{\prime} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, n^{\prime}}^{(k)}}  \tag{U.54}\\
& \left.\cdot x_{2}\left\{t-\left[\left(p^{\prime} Q+q^{\prime}-1\right) N+n^{\prime}-1\right] T_{c}-\tau^{(k)}\right\}\right|_{t=[(p Q+q-1) N+n-1] T_{c}}, \\
N_{Y_{q, v, m, i}}= & \left.\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 2}(t)\right)\right|_{t=[(p Q+q-1) N+n-1] T_{c}} . \tag{U.55}
\end{align*}
$$

Assume $q$ is odd. We define

$$
\begin{equation*}
\Gamma_{Y_{q, v, m, i}} \triangleq I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}} \tag{U.56}
\end{equation*}
$$

and make the substitution (see Table U. 1 on p. 246)

$$
b_{p, q, u, m}^{(k)}=\left\{\begin{array}{ll}
a_{p, q, m}^{(k)}, & u=1,  \tag{U.57}\\
a_{p, q+1, m}^{(k)}, & u=2,
\end{array} \quad\left(q=Q_{P}+1, \ldots, Q ; q \text { odd }\right)\right.
$$

in (U.53) to get

$$
\begin{align*}
Y_{q, v, m, i}= & A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} g_{v, 1, m, i}^{(1)}+A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} g_{v, 2, m, i}^{(1)}  \tag{U.58}\\
& +\Gamma_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd. }
\end{align*}
$$

Using this expression, we can show that

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]= & A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right], \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{U.59}
\end{align*}
$$

where the expected values of the cross terms are easily shown to equal zero.

## U.2.1 Sum of First and Second Terms in (U.59)

The sum of the first and second terms in (U.59) is equal to (see (U.8))

$$
\begin{align*}
& A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& \quad=A_{2 d}^{2} N \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}+A_{2 d}^{2} N \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& \quad=A_{2 d}^{2} N \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.60}
\end{align*}
$$

## U.2.2 Third Term in (U.59)

Using (U.56) to expand the third term in (U.59), we have

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}+N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right], \tag{U.61}
\end{equation*}
$$

where, again, the expected values of the cross terms are equal to zero.

## First Term in (U.61)

We can re-write $I_{Y_{q, v, m, i}}$ in (U.54) as

$$
I_{Y_{q, v, m, i}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} I_{y_{v, m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd, (U.62) }
$$

where $I_{y_{v, m, i}}(t)$ was defined in (U.17). Thus, we have

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \\
& \quad \cdot \frac{1}{2} E\left[I_{y_{v_{1}, m, i_{1}}}\left\{\left[(p Q+q-1) N+n_{1}-1\right] T_{c}\right\} I_{y_{v_{2}, m, i_{2}}}^{*}\left\{\left[(p Q+q-1) N+n_{2}-1\right] T_{c}\right\}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \\
& \quad \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{q_{2}^{\prime}=1}^{Q} \sum_{n_{1}^{\prime}=1}^{N} \sum_{n_{2}^{\prime}=1}^{N} A_{2, q_{1}^{\prime}} A_{2, q_{2}^{\prime}} \\
& \quad \cdot E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right.} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, n_{1}^{\prime}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, n_{2}^{\prime}}^{\left(k_{2}\right)}\right]  \tag{U.63}\\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) N+n_{2}^{\prime}-1\right] T_{c}-\tau^{\left(k_{2}\right)}\right\}\right]\left.\right|_{t_{1}=\left[(p Q+q-1) N+n_{1}-1\right] T_{c}} .
\end{align*}
$$

So far, the derivation is identical to the derivation of $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ in Section U.1.2, except that $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ have been replaced by $q$. Therefore, we follow the same steps as outlined between (U.20) and (U.27) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& \quad=\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N}  \tag{U.64}\\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\substack{t_{1}=\left[(p Q+q-1) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q-1) N+n_{2}-1\right] T_{c}}} .
\end{align*}
$$

We then apply (Q.41) to the above equation and use (Q.44) to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]  \tag{U.65}\\
& \quad=\left.\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left(n_{2}-n_{1}\right) T_{c}}
\end{align*}
$$

$$
\begin{align*}
& =\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \cdot T_{c} \delta_{n_{1}, n_{2}} \\
& =\frac{A_{2 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.66}
\end{align*}
$$

## Second Term in (U.61)

We use $N_{y_{v, m, i}}(t)$ in (U.29) to re-write $N_{Y_{q, v, m, i}}$ as (see (U.55))

$$
\begin{equation*}
N_{Y_{q, v, m, i}}=\frac{1}{\sqrt{N}} \sum_{n=1}^{N} C_{p, q, n}^{(1)} N_{y_{v, m, i}}\left\{[(p Q+q-1) N+n-1] T_{c}\right\}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd. } \tag{U.67}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[(p Q+q-1) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.68}\\
& \left.\quad N_{y_{v_{2}, m, i_{2}}}^{*}\left\{\left[(p Q+q-1) N+n_{2}-1\right] T_{c}\right\}\right] .
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are once again independent, and this implies that $N_{Y_{q, v_{1}, m, i_{1}}}$ and $N_{Y_{q, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=0, \quad i_{1} \neq i_{2} . \tag{U.69}
\end{equation*}
$$

When $i_{1}=i_{2}$, we use (U.29) in (U.68) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[(p Q+q-1) N+n_{1}-1\right] T_{c}\right\}\right. \\
& \left.\quad N_{y_{v_{2}, m, i_{1}}}^{*}\left\{\left[(p Q+q-1) N+n_{2}-1\right] T_{c}\right\}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right]  \tag{U.70}\\
& \left.\quad \cdot \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{\substack{t_{1}=\left[(p Q+q-1) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q-1) N+n_{2}-1\right] T_{c}}}
\end{align*}
$$

This derivation is identical to the one for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ in Section U.1.2, except that $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ have been replaced by $q$. Therefore, we follow the same steps as in that derivation to show that (U.70) is equal to

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}^{*}}^{*}\right] & =\left.\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left(n_{2}-n_{1}\right) T_{c}} \\
& =\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot \delta_{n_{1}, n_{2}} \\
& =N_{0} \delta_{v_{1}, v_{2}} \tag{U.71}
\end{align*}
$$

Combining the results of (U.69) and (U.71), we get

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.72}
\end{equation*}
$$

## Combining the Results

Substituting (U.66) and (U.72) into (U.61), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=\left(\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.73}
\end{equation*}
$$

## U.2.3 Combining the Results

Finally, we substitute the results of (U.60) and (U.73) into (U.59), and we apply (U.50) to get

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =\left(A_{2 d}^{2} N+\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& =\left(\frac{E_{b 2}}{R_{2}}+\frac{E_{b 2}}{R_{2}} \frac{K-1}{N}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.74}
\end{align*}
$$

## U. 3 Derivation of $\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

For $q$ odd, we use (U.53) and

$$
b_{p, q, u, m}^{(k)}=\left\{\begin{array}{ll}
-a_{p, q, m}^{(k)}, & u=1,  \tag{U.75}\\
a_{p, q-1, m}^{(k)}, & u=2,
\end{array} \quad\left(q=Q_{P}+1, \ldots, Q ; q \text { even }\right)\right.
$$

from Table U. 1 (see p. 246) to write

$$
\begin{align*}
Y_{q+1, v, m, i}= & -A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} g_{v, 1, m, i}^{(1)}+A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} g_{v, 2, m, i}^{(1)}  \tag{U.76}\\
& +\Gamma_{Y_{q+1, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd }
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma_{Y_{q+1, v, m, i}} \triangleq I_{Y_{q+1, v, m, i}}+N_{Y_{q+1, v, m, i}} \tag{U.77}
\end{equation*}
$$

Using this expression, we have

$$
\begin{align*}
\frac{1}{2} E[ & \left.Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] \\
= & A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{U.78}\\
& +\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right], \quad q=Q_{P}+1, \ldots, Q ; q \text { odd }
\end{align*}
$$

where the expected values of the cross terms are easily shown to equal zero.

## U.3.1 Sum of First and Second Terms in (U.78)

The sum of the first and second terms in (U.78) is given by (U.60):

$$
\begin{equation*}
A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{2 d}^{2} N \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]=A_{2 d}^{2} N \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} . \tag{U.79}
\end{equation*}
$$

## U.3.2 Third Term in (U.78)

Using (U.77), we have

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q+1, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}+N_{Y_{q+1, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{U.80}
\end{equation*}
$$

First Term in (U.80)

We replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$ to obtain the same result as (U.66):

$$
\begin{equation*}
\frac{1}{2} E\left[I_{Y_{q+1, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{A_{2 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.81}
\end{equation*}
$$

## Second Term in (U.80)

Similarly, we replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$ to obtain (see (U.72))

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q+1, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{1}}^{*}}^{*}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.82}
\end{equation*}
$$

## Combining the Results

We substitute (U.81) and (U.82) into (U.80) to get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=\left(\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.83}
\end{equation*}
$$

## U.3.3 Combining the Results

Finally, we substitute the results of (U.79) and (U.83) into (U.78) to get the same result as (U.74):

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =\left(A_{2 d}^{2} N+\frac{A_{2 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& =\frac{E_{b 2}}{R_{2}}\left[1+c_{2}\left(\frac{E_{b 2}}{N_{0}}\right)\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{U.84}
\end{align*}
$$

## U. 4 Derivation of $\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

We use (U.58) and (U.76) to write

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]= & -A_{2 d}^{2} N a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +A_{2 d}^{2} N a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right], \quad q=Q_{P}+1, \ldots, Q ; q \text { odd } \tag{U.85}
\end{align*}
$$

where the expected values of the cross terms are equal to zero.

## U.4.1 Sum of First and Second Terms in (U.85)

Using (U.8), we evaluate the sum of the first and second terms in (U.85) as

$$
\left.\begin{array}{rl}
- & A_{2 d}^{2} N
\end{array} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]\right)
$$

## U.4.2 Third Term in (U.85)

We use (U.56) and (U.77) to expand the third term in (U.85) as

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}+N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{U.87}
\end{equation*}
$$

where, again, the expected values of the cross terms are equal to zero.

## First Term in (U.87)

We use the expression for $I_{Y_{q, v, m, i}}$ in (U.62) to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \frac{1}{2} E\left[I_{y_{v_{1}, m, i_{1}}}\left\{\left[(p Q+q-1) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.88}\\
& \left.\quad I_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left\{\left[(p Q+q) N+n_{2}-1\right] T_{c}\right\}\right] .
\end{align*}
$$

By replacing $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section U.1.2) with $q$ and $q+1$, respectively, we obtain (see (U.27))

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{\left.Y_{q+1, v_{2}, m, i_{2}}^{*}\right]}^{*}=\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N}\right. \\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right.  \tag{U.89}\\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\substack{t_{1}=\left[(p Q+q-1) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q) N+n_{2}-1\right] T_{c}}} .
\end{align*}
$$

We then apply (Q.41) to the above equation and use (Q.44) to get

$$
\begin{align*}
\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]= & \frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \\
& \left.\cdot \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left[N+\left(n_{2}-n_{1}\right)\right] T_{c}} \\
= & 0 \tag{U.90}
\end{align*}
$$

## Second Term in (U.87)

We use the expression for $N_{Y_{q, v, m, i}}$ in (U.67) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[(p Q+q-1) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.91}\\
& \left.\quad N_{y_{v_{2}, m, i_{2}}}^{*}\left\{\left[(p Q+q) N+n_{2}-1\right] T_{c}\right\}\right] .
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, so $N_{Y_{q, v_{1}, m, i_{1}}}$ and $N_{Y_{q+1, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{U.92}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}}\right]$ in Section U.1.2 to evaluate (U.91). We replace $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ with $q$ and $q+1$, respectively, in (U.36) to obtain

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m_{, i}}}^{*}\right]= & \frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \\
& \left.\cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{\substack{t_{1}=\left[(p Q+q-1) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q) N+n_{2}-1\right] T_{c}}} . \tag{U.93}
\end{align*}
$$

To the above equation, we then apply (U.37) and (Q.38) to get

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{1}}^{*}}^{*}\right] & =\left.\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q, n_{1}}^{(1)} C_{p, q+1, n_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left[N+\left(n_{2}-n_{1}\right)\right] T_{c}} \\
& =0 \tag{U.94}
\end{align*}
$$

Combining the results of (U.92) and (U.94), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.95}
\end{equation*}
$$

## Combining the Results

Substituting (U.90) and (U.95) into (U.87), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 . \tag{U.96}
\end{equation*}
$$

## U.4.3 Combining the Results

Finally, we substitute the results of (U.86) and (U.96) into (U.85) to get

$$
\begin{equation*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]=0 \tag{U.97}
\end{equation*}
$$

## U. 5 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]$

Assuming $q=Q_{P}+1, \ldots, Q$ and $q$ odd, we use (U.11) and (U.58) to write

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& =\frac{1}{2} E\left[\left(g_{v_{1}, u_{1}, m, i_{1}}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}}\right)\right. \\
& \left.\quad \cdot\left(A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} g_{v_{2}, 1, m, i_{2}}^{(1)}+A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} g_{v_{2}, 2, m, i_{2}}^{(1)}+\Gamma_{Y_{q, v_{2}, m, i_{2}}}\right)^{*}\right] \\
& = \\
& A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{U.98}\\
& \quad+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]
\end{align*}
$$

where $q^{\prime}(u) \triangleq q^{\prime}+(u-1)$, and we used the fact that

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u, m, i_{1}}^{(k)} \Gamma_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \tag{U.99}
\end{equation*}
$$

which is straightforward to prove.

## U.5.1 First and Second Terms in (U.98)

Using (U.8), we have

$$
\begin{equation*}
A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]=A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \delta_{i_{1}, i_{2}} . \tag{U.100}
\end{equation*}
$$

Similarly, we also have

$$
\begin{equation*}
A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]=A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \delta_{i_{1}, i_{2}} . \tag{U.101}
\end{equation*}
$$

## U.5.2 Third Term in (U.98)

We use (U.9) and (U.56) to write

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}+N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{U.102}
\end{equation*}
$$

where, again, the expected values of the cross terms are equal to zero.

## First Term in (U.102)

We use the expressions for $I_{W_{q(u), v, m, i}}$ and $I_{Y_{q, v, m, i}}$ in (U.18) and (U.62), respectively, to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \\
& \quad=\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \frac{1}{2} E\left[I_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.103}\\
& \left.\quad I_{y_{v_{2}, m, i_{2}}}^{*}\left\{\left[(p Q+q-1) N+n_{2}-1\right] T_{c}\right\}\right]
\end{align*}
$$

By replacing $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section U.1.2) with $q^{\prime}\left(u_{1}\right)$ and $q$, respectively, we can show that

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{\left.Y_{q, v_{2}, m, i_{2}}^{*}\right]}=\frac{A_{2 e}^{2}}{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{n^{\prime}=1}^{N}\right. \\
& \quad \cdot E\left[x_{2}\left\{t_{1}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right. \\
& = \\
& \left.\quad x_{2}\left\{t_{2}-\left[\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) N+n_{1}^{\prime}-1\right] T_{c}-\tau^{\left(k_{1}\right)}\right\}\right]\left.\right|_{\substack{t_{1}=\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q-1) N+n_{2}-1\right] T_{c}}} ^{2 N} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \\
& \left.\quad \cdot \sum_{k_{1}=2}^{K} \frac{1}{T_{c}} \int_{-\infty}^{\infty}\left|X_{2}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left\{\left[q-q^{\prime}-\left(u_{1}-1\right)\right] N+\left(n_{2}-n_{1}\right)\right\} T_{c}} \\
& 0 .
\end{align*}
$$

The last two equalities follow from (Q.41) and (Q.44), along with the fact that $q-q^{\prime}-\left(u_{1}-1\right)$ can never equal zero, since $q^{\prime}=1, \ldots, Q_{P}$ and $q=Q_{P}+1, \ldots, Q$, and $q^{\prime}$ and $q$ are both odd.

## Second Term in (U.102)

We use the expressions for $N_{W_{q(u), v, m, i}}$ and $N_{Y_{q, v, m, i}}$ in (U.30) and (U.67), respectively, to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{q_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& =\frac{1}{N} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot \frac{1}{2} E\left[N_{y_{v_{1}, m, i_{1}}}\left\{\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c}\right\}\right.  \tag{U.105}\\
& \left.\quad N_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left\{\left[(p Q+q-1) N+n_{2}-1\right] T_{c}\right\}\right] .
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, so $N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}}$ and $N_{Y_{q, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{U.106}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ in Section U.1.2 to evaluate (U.105). That is, we replace $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in (U.36) with $q^{\prime}\left(u_{1}\right)$ and $q$, respectively, to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}^{*}}^{*}\right] \\
& \quad=\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)}  \tag{U.107}\\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 2}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 2}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{\substack{t_{1}=\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) N+n_{1}-1\right] T_{c} \\
t_{2}=\left[(p Q+q-1) N+n_{2}-1\right] T_{c}}} .
\end{align*}
$$

We then apply (U.37) and (Q.38) to the above equation to get

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}}^{*}\right] \\
& \quad=\left.\frac{N_{0}}{N} \delta_{v_{1}, v_{2}} \sum_{n_{1}=1}^{N} \sum_{n_{2}=1}^{N} C_{p, q^{\prime}\left(u_{1}\right), n_{1}}^{(1)} C_{p, q, n_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left\{\left[q-q^{\prime}-\left(u_{1}-1\right)\right] N+\left(n_{2}-n_{1}\right)\right\} T_{c}} \\
& \quad=0 \tag{U.108}
\end{align*}
$$

Again, the quantity $q-q^{\prime}-\left(u_{1}-1\right)$ can never equal zero.
Combining the results of (U.106) and (U.108), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 . \tag{U.109}
\end{equation*}
$$

## Combining the Results

Substituting (U.104) and (U.109) into (U.102), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.110}
\end{equation*}
$$

## U.5.3 Combining the Results

Finally, we substitute the results of (U.100), (U.101), and (U.110) into (U.98) to get

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] & =\frac{A_{2 d} \sqrt{N}}{2}\left(a_{p, q, m}^{(1)} \delta_{u_{1}, 1}+a_{p, q+1, m}^{(1)} \delta_{u_{1}, 2}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& =\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}\left(a_{p, q, m}^{(1)} \delta_{u_{1}, 1}+a_{p, q+1, m}^{(1)} \delta_{u_{1}, 2}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& = \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, \quad u_{1}=1, \\
\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, \quad u_{1}=2,\end{cases} \tag{U.111}
\end{align*}
$$

where we used the expression for $E_{b 2}$ in (U.50).

## U. 6 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

Again, we assume $q=Q_{P}+1, \ldots, Q$ and $q$ odd, but this time, we use (U.11) and (U.76) to write

$$
\begin{align*}
\frac{1}{2} E & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[\left(g_{v_{1}, u_{1}, m, i_{1}}^{(1)}+\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \Gamma_{W_{q^{\prime}}\left(u_{1}\right), v_{1}, m, i_{1}}\right)\right. \\
& \left.\cdot\left(-A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} g_{v_{2}, 1, m, i_{2}}^{(1)}+A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} g_{v_{2}, 2, m, i_{2}}^{(1)}+\Gamma_{Y_{q+1, v_{2}, m, i_{2}}}\right)^{*}\right] \\
= & -A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2,2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{U.112}\\
& +\frac{1}{A_{2 e} \sqrt{N}} \frac{1}{Q_{P} / 2} \sum_{q^{\prime}=1}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right],
\end{align*}
$$

where $q^{\prime}(u) \triangleq q^{\prime}+(u-1)$, and we used the fact that

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u, m, i_{1}}^{(k)} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.113}
\end{equation*}
$$

which is straightforward to prove.

## U.6.1 First and Second Terms in (U.112)

$$
\begin{align*}
& \text { Using (U.8), we have } \\
& -A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]=-A_{2 d} \sqrt{N} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \delta_{i_{1}, i_{2}},  \tag{U.114}\\
& A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]=A_{2 d} \sqrt{N} a_{p, q, m}^{(1)} \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \delta_{i_{1}, i_{2}} . \tag{U.115}
\end{align*}
$$

## U.6.2 Third Term in (U.112)

Using (U.9) and (U.77), we can write
$\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}+N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]$,
where, again, the expected values of the cross terms are equal to zero.

## First Term in (U.116)

We simply replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]$ in Section U.5.2 to obtain (see (U.104))

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.117}
\end{equation*}
$$

since $q-q^{\prime}-\left(u_{1}-1\right)+1$ can never equal zero.

## Second Term in (U.116)

Similarly, we replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$ to obtain (see (U.109))

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{U.118}
\end{equation*}
$$

## Combining the Results

Substituting (U.117) and (U.118) into (U.116), we get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=0 \tag{U.119}
\end{equation*}
$$

## U.6.3 Combining the Results

Finally, we substitute the results of (U.114), (U.115), and (U.119) into (U.112) to get

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] & =-\frac{A_{2 d} \sqrt{N}}{2}\left(a_{p, q+1, m}^{(1)} \delta_{u_{1}, 1}-a_{p, q, m}^{(1)} \delta_{u_{1}, 2}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& =-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}}\left(a_{p, q+1, m}^{(1)} \delta_{u_{1}, 1}-a_{p, q, m}^{(1)} \delta_{u_{1}, 2}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& = \begin{cases}-\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, \quad u_{1}=1, \\
\frac{1}{2} \sqrt{\frac{E_{b 2}}{R_{2}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}, \quad u_{1}=2 .\end{cases} \tag{U.120}
\end{align*}
$$

## Appendix V

## Proof of (U.23)

First, we define

$$
\begin{equation*}
\beta\left(u_{1}^{\prime}, u_{2}^{\prime}\right) \triangleq A_{2 d}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] \tag{V.1}
\end{equation*}
$$

such that the left hand side of (U.23) can be re-written as

$$
\begin{equation*}
\sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{2 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right]=\sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \beta\left(u_{1}^{\prime}, u_{2}^{\prime}\right) \tag{V.2}
\end{equation*}
$$

We then expand $\beta\left(u_{1}^{\prime}, u_{2}^{\prime}\right)$ as

$$
\left.\begin{array}{rl}
\beta\left(u_{1}^{\prime}, u_{2}^{\prime}\right)=A_{2 d}^{2}( & \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q}+\sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1}}^{Q}
\end{array}\right)
$$

The right hand side of (V.2) consists of a sum of four terms. We examine each of these terms separately.
V. $1 \quad u_{1}^{\prime}=1, u_{2}^{\prime}=1$

For $q=Q_{P}+1, \ldots, Q, b_{p, q, u, m}^{(k)}$ is defined as (see Table U. 1 on p. 246)

$$
b_{p, q, u, m}^{(k)}=\left\{\begin{array}{ll}
a_{p, q, m}^{(k)}, & u=1, q \text { odd },  \tag{V.4}\\
a_{p, q+1, m}^{(k)}, & u=2, q \text { odd, } \\
-a_{p, q, m}^{(k)}, & u=1, q \text { even, } \\
a_{p, q-1, m}^{(k)}, & u=2, q \text { even, }
\end{array} \quad\left(q=Q_{P}+1, \ldots, Q\right)\right.
$$

We use (V.4) in (V.3) to write $\beta(1,1)$ as

$$
\begin{align*}
\beta(1,1)= & A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime}}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime}}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right]-A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}^{\prime}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right] \\
& -A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right]+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right] . \tag{V.5}
\end{align*}
$$

We then apply (see (U.7))

$$
\begin{equation*}
E\left[a_{p_{1}, q_{1}, m}^{\left(k_{1}\right)} a_{p_{2}, q_{2}, m}^{\left(k_{2}\right)}\right]=\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}}, \quad q_{i}=Q_{P}+\ldots, Q ; i=1,2, \tag{V.6}
\end{equation*}
$$

to this expression to get

$$
\begin{align*}
\beta(1,1)= & A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{q_{1}^{\prime}, q_{2}^{\prime}} \delta_{k_{1}, k_{2}}-A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P+1} \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{q_{1}^{\prime}, q_{2}^{\prime}} \delta_{k_{1}, k_{2}} \\
& -A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{q_{1}^{\prime}, q_{2}} \delta_{k_{1}, k_{2}}+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{q_{1}^{\prime}, q_{2}^{\prime}} \delta_{k_{1}, k_{2}} . \tag{V.7}
\end{align*}
$$

The second term in (V.7) is equal to zero because the $\left\{q_{1}^{\prime}\right\}$ are odd while the $\left\{q_{2}^{\prime}\right\}$ are even, such that $q_{1}^{\prime} \neq q_{2}^{\prime}$ for all $q_{1}^{\prime}$ and $q_{2}^{\prime}$. Likewise, the third term in (V.7) is also equal to zero because
$q_{1}^{\prime} \neq q_{2}^{\prime}$ for all $q_{1}^{\prime}$ and $q_{2}^{\prime}$, since the $\left\{q_{1}^{\prime}\right\}$ are even while the $\left\{q_{2}^{\prime}\right\}$ are odd. Thus, $\beta(1,1)$ reduces to

$$
\begin{align*}
\beta(1,1) & =A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}}+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} \\
& =A_{2 d}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} . \tag{V.8}
\end{align*}
$$

## V. $2 u_{1}^{\prime}=1, u_{2}^{\prime}=2$

Similarly, $\beta(1,2)$ is derived as

$$
\begin{align*}
\beta(1,2)= & A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}+1, m}^{\left(k_{1}\right)}\right]+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}-1, m}^{\left(k_{1}\right)}\right] \\
& -A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}} \sum_{\substack{\text { a }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}+1, m}^{\left(k_{1}\right)}\right] \\
& -A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}-1, m}^{\left(k_{1}\right)}\right] . \tag{V.9}
\end{align*}
$$

This time, the first and fourth terms above are equal to zero, so

$$
\begin{equation*}
\beta(1,2)=A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\ q_{1}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}}-A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\ q_{1}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} . \tag{V.10}
\end{equation*}
$$

## V. $3 u_{1}^{\prime}=2, u_{2}^{\prime}=1$

Again, we use (V.4) in (V.3) to get

$$
\begin{align*}
\beta(2,1)= & A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}+1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right]-A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}+1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right] \\
& +A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{\prime \\
q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}-1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right] \\
& -A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}-1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}, m}^{\left(k_{1}\right)}\right] . \tag{V.11}
\end{align*}
$$

The first and fourth terms above are equal to zero, so

$$
\begin{equation*}
\beta(2,1)=-A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\ q_{1}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}}+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\ q_{1}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} \tag{V.12}
\end{equation*}
$$

V. $4 u_{1}^{\prime}=2, u_{2}^{\prime}=2$

Finally, we have

$$
\begin{align*}
& \beta(2,2)=A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { odd }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}+1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}+1, m}^{\left(k_{1}\right)}\right] \\
& +A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{q_{2}^{\prime} \text { even }}<{ }^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}+1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}-1, m}^{\left(k_{1}\right)}\right]  \tag{V.13}\\
& +A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{q_{2}^{\prime} \text { odd }}<{ }^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}-1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}+1, m}^{\left(k_{1}\right)}\right] \\
& +A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \sum_{\substack{q_{2}^{\prime}=Q_{P}+1 \\
q_{2}^{\prime} \text { even }}}^{Q} E\left[a_{p_{1}^{\prime}, q_{1}^{\prime}-1, m}^{\left(k_{1}\right)} a_{p_{2}^{\prime}, q_{2}^{\prime}-1, m}^{\left(k_{1}\right)}\right] .
\end{align*}
$$

Here, the second and third terms are equal to zero, so $\beta(2,2)$ reduces to

$$
\begin{align*}
\beta(2,2) & =A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { odd }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}}+A_{2 d}^{2} \sum_{\substack{q_{1}^{\prime}=Q_{P}+1 \\
q_{1}^{\prime} \text { even }}}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} \\
& =A_{2 d}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} . \tag{V.14}
\end{align*}
$$

## V. 5 Combining the Results

Using the results of (V.8), (V.10), (V.12), and (V.14), we show that (V.2) is equal to

$$
\begin{align*}
& \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{2 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] \\
& \quad=\beta(1,1)+\beta(1,2)+\beta(2,1)+\beta(2,2) \\
& \quad=2 A_{2 d}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} \tag{V.15}
\end{align*}
$$

## Appendix W

## Second Order Moments:

## MC-CDMA (MIMO)

In this appendix, we provide derivations for the expressions in (M.13)-(M.17) and (M.23)-(M.28). We assume $a_{p, q, m}^{(1)}=+1$ and condition on $a_{p, q+1, m}^{(1)}$.

## W. 1 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right]$

From (3.41), we have

$$
\hat{W}_{v, u, m, i}= \begin{cases}g_{v, u, m, i}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { odd }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=1  \tag{W.1}\\ g_{v, u, m, i}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { even }}}^{Q_{P}}\left(I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}}\right), & u=2\end{cases}
$$

The expressions for $I_{W_{q, v, m, i}}$ and $N_{W_{q, v, m, i}}$ are given in (3.39) and (3.40) as

$$
\begin{align*}
I_{W_{q, v, m, i}}= & C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} A_{1, q^{\prime}} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)}  \tag{W.2}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=(p Q+q-1) T_{s}} \\
N_{W_{q, v, m, i}}= & \left.C_{p, q, m, i}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 1}(t)\right)\right|_{t=(p Q+q-1) T_{s}} \tag{W.3}
\end{align*}
$$

As in the MC-DS-CDMA (MIMO) analysis (see Appendix U), we make the following assumptions regarding the data sequences and the spreading sequences of the interfering users:

$$
\begin{align*}
E\left[C_{p, q, m, i}^{(k)}\right] & =0  \tag{W.4}\\
E\left[a_{p, q, m}^{(k)}\right] & =0, \quad q=Q_{P}+1, \ldots, Q \tag{W.5}
\end{align*}
$$

and

$$
\begin{align*}
E\left[C_{p_{1}, q_{1}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}, q_{2}, m, i_{2}}^{\left(k_{2}\right)}\right] & =\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}} \delta_{i_{1}, i_{2}}  \tag{W.6}\\
E\left[a_{p_{1}, q_{1}, m}^{\left(k_{1}\right)} a_{p_{2}, q_{2}, m}^{\left(k_{2}\right)}\right] & =\delta_{k_{1}, k_{2}} \delta_{p_{1}, p_{2}} \delta_{q_{1}, q_{2}}, \quad q_{i}=Q_{P}+1, \ldots, Q ; i=1,2 \tag{W.7}
\end{align*}
$$

Finally, since the channel gains between different users and different transmit-receive antenna pairs are independent, we have

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right]=\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{\left(k_{1}\right)}\right)^{*}\right] \delta_{k_{1}, k_{2}} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \tag{W.8}
\end{equation*}
$$

By applying the assumptions from the correlated block fading model, we can re-write (W.8) as

$$
\begin{align*}
& \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \\
& \quad= \begin{cases}\frac{1}{2} \delta_{k_{1}, k_{2}} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{W.9}
\end{align*}
$$

We define

$$
\begin{equation*}
\Gamma_{W_{q, v, m, i}} \triangleq I_{W_{q, v, m, i}}+N_{W_{q, v, m, i}} \tag{W.10}
\end{equation*}
$$

and

$$
\begin{equation*}
q(u) \triangleq q+(u-1) \tag{W.11}
\end{equation*}
$$

such that $\hat{W}_{v, u, m, i}$ in (W.1) reduces to

$$
\begin{equation*}
\hat{W}_{v, u, m, i}=g_{v, u, m, i}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q=1 \\ q \text { odd }}}^{Q_{P}} \Gamma_{W_{q(u), v, m, i}} . \tag{W.12}
\end{equation*}
$$

We use this expression to write

$$
\begin{align*}
\frac{1}{2} E[ & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} g_{v_{1}, u_{1}, m, i_{1}}^{(1)} \sum_{\substack{q=1 \\
q \text { odd }}}^{Q_{P}} \Gamma_{W_{q\left(u_{2}\right), v_{2}, m, i_{2}}}^{*}\right. \\
& +\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*} \sum_{\substack{q=1 \\
q \text { odd }}}^{Q_{P}} \Gamma_{W_{q\left(u_{1}\right), v_{1}, m, i_{2}}}  \tag{W.13}\\
& \left.+\left(\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}} \sum_{q_{2} \text { odd }}^{Q_{P}} \Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]
\end{align*}
$$

where $q_{1}\left(u_{1}\right) \triangleq q_{1}+\left(u_{1}-1\right)$ and $q_{2}\left(u_{2}\right) \triangleq q_{2}+\left(u_{2}-1\right)$. By using the assumptions in (W.4)-(W.8), we can show that the expected values of the two cross terms are equal to zero, so that

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] \\
& \quad=\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}\right]+\left(\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& \quad+\left(\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}} \sum_{\substack{q_{2}=1 \\
q_{2} \text { odd } \\
q_{2} \neq q_{1}}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{\left.W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}\right] .}\right. \tag{W.14}
\end{align*}
$$

## W.1.1 First Term in (W.14)

The first term in (W.14) is equal to (see (W.8))

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, u_{2}, m, i_{2}}^{(1)}\right)^{*}\right]=\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \tag{W.15}
\end{equation*}
$$

## W.1.2 Second Term in (W.14)

We use (W.10) to expand the term $\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ as
$\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$
$=\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right.$
$\left.+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]$
$=\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$,
where the expected values of the cross terms are easily shown to equal zero.

## First Term in (W.16)

Define

$$
\begin{align*}
I_{y_{v, m, i}}(t)= & \sum_{k=2}^{K} \sum_{u^{\prime}=1}^{2} g_{v, u^{\prime}, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} A_{1, q^{\prime}} b_{p^{\prime}, q^{\prime}, u^{\prime}, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)}  \tag{W.17}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=(p Q+q-1) T_{s}}
\end{align*}
$$

such that $I_{W_{q(u), v, m, i}}$ can be re-written as (see (W.2))

$$
\begin{equation*}
I_{W_{q(u), v, m, i}}=C_{p, q(u), m, i}^{(1)} I_{y_{v, m, i}}\left[(p Q+q(u)-1) T_{s}\right], \quad q=1, \ldots, Q_{P} \tag{W.18}
\end{equation*}
$$

We use (W.17) and (W.18) to write

$$
\begin{aligned}
\frac{1}{2} E & {\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] } \\
= & C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{2}}^{(1)} \\
& \cdot \frac{1}{2} E\left\{I_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) T_{s}\right] I_{y_{v_{2}, m, i_{2}}}^{*}\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) T_{s}\right]\right\}
\end{aligned}
$$

Table W.1: Definition of $b_{p, q, u, m}^{(k)}$

$$
\begin{gather*}
\hline \hline \text { Estimation phase }\left(q=1, \ldots, Q_{P}\right): \quad b_{p, q, u, m}^{(k)}= \begin{cases}\delta_{u, 1}, & q \text { odd } \\
\delta_{u, 2}, & q \text { even }\end{cases} \\
\hline
\end{gather*} \underbrace{}_{\text {Data phase }\left(q=Q_{P}+1, \ldots, Q\right): \quad b_{p, q, u, m}^{(k)}= \begin{cases}a_{p, q, m}^{(k)}, & u=1, q \text { odd } \\
a_{p, q+1, m}^{(k)}, & u=2, q \text { odd } \\
-a_{p, q, m}^{(k)}, & u=1, q \text { even } \\
a_{p, q-1, m}^{(k)}, & u=2, q \text { even }\end{cases} } .
$$

Substituting

$$
A_{1, q}= \begin{cases}A_{1 e}, & q=1, \ldots, Q_{P}  \tag{W.20}\\ A_{1 d}, & q=Q_{P}+1, \ldots, Q\end{cases}
$$

from (3.22) into (W.19) and applying both (U.20) and the expression for $b_{p, q, u, m}^{(k)}$ from Table W. 1 (same as Table 3.1) into the resulting expression, we get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& =C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \\
& \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \\
& \left(\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd }}}^{Q_{P}} \sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime} \text { odd }}}^{Q_{P}} A_{1 e}^{2} \delta_{u_{1}^{\prime}, 1} \delta_{u_{2}^{\prime}, 1}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd } \\
Q_{2}^{q_{2}^{\prime}=1}}}^{Q_{\substack{q_{2}^{\prime}}}^{Q_{P}} A_{1 e}^{2} \delta_{u_{1}^{\prime}, 1} \delta_{u_{2}^{\prime}, 2}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{q_{1}^{\prime}=1 \\
q_{2}^{\prime} \text { odd }}}^{Q_{P}} A_{1 e}^{2} \delta_{u_{1}^{\prime}, 2} \delta_{u_{2}^{\prime}, 1}, 1}\right. \\
& \left.+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} \sum_{\substack{q_{2}^{\prime}=1 \\
q_{2}^{\prime}}}^{Q_{P}} A_{1 e}^{2} \delta_{u_{1}^{\prime}, 2} \delta_{u_{2}^{\prime}, 2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{1 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right]\right) \\
& \cdot E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right] \\
& \text { - } E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.x_{1}\left[t_{2}-\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) T_{s}-\tau^{\left(k_{2}\right)}\right]\right\}\left.\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{1}\left(u_{2}\right)-1\right] T_{s}} . \tag{W.21}
\end{align*}
$$

By following the same steps as in Appendix V, we can show that

$$
\begin{equation*}
\sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2} \sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} \sum_{q_{2}^{\prime}=Q_{P}+1}^{Q} A_{1 d}^{2} E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right]=\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{1 d}^{2} \delta_{p_{1}^{\prime}, p_{2}^{\prime}} \delta_{k_{1}, k_{2}} . \tag{W.22}
\end{equation*}
$$

We use this result, along with (W.6), (W.8), and the general relation in (S.18), to show that (W.21) reduces to

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{\left.W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}\right]}\right. \\
& \quad=C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \cdot \frac{1}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \\
& \quad \cdot\left(\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { odd }}}^{Q_{P}} A_{1 e}^{2}+\sum_{\substack{q_{1}^{\prime}=1 \\
q_{1}^{\prime} \text { even }}}^{Q_{P}} A_{1 e}^{2}+\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{1 d}^{2}\right)  \tag{W.23}\\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{1}\left(u_{2}\right)-1\right] T_{s}}
\end{align*}
$$

By using the relation

$$
\begin{equation*}
A_{1 d}=\frac{A_{1 e}}{\sqrt{2}} \tag{W.24}
\end{equation*}
$$

from (3.23), we can write

$$
\begin{equation*}
\sum_{\substack{q_{1}^{\prime}=1 \\ q_{1}^{\prime} \text { odd }}}^{Q_{P}} A_{1 e}^{2}+\sum_{\substack{q_{1}^{\prime}=1 \\ q_{1}^{\prime} \text { even }}}^{Q_{P}} A_{1 e}^{2}+\sum_{q_{1}^{\prime}=Q_{P}+1}^{Q} 2 A_{1 d}^{2}=\sum_{q_{1}^{\prime}=1}^{Q} A_{1 e}^{2} \tag{W.25}
\end{equation*}
$$

Thus, (W.23) equals

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q}  \tag{W.26}\\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{1}\left(u_{2}\right)-1\right] T_{s}} .
\end{align*}
$$

Finally, we apply (S.67) to the above equation and use (S.38) to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& \quad=\left.\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left(u_{2}-u_{1}\right) T_{s}} \\
& \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \cdot T_{s} \delta_{u_{1}, u_{2}} \\
& \quad=\frac{A_{1 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \cdot\left[C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)}\right]^{2} \\
& \quad=\frac{A_{1 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} . \tag{W.27}
\end{align*}
$$

## Second Term in (W.16)

By defining

$$
\begin{equation*}
N_{y_{v, m, i}}(t)=\tilde{n}_{v}(t) * \tilde{h}_{m, i, 1}(t) \tag{W.28}
\end{equation*}
$$

we can re-write $N_{W_{q(u), v, m, i}}$ as (see (W.3))

$$
\begin{equation*}
N_{W_{q(u), v, m, i}}=C_{p, q(u), m, i}^{(1)} N_{y_{v, m, i}}\left[(p Q+q(u)-1) T_{s}\right], \quad q=1, \ldots, Q_{P} \tag{W.29}
\end{equation*}
$$

such that

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& \quad=C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) T_{s}\right]\right.  \tag{W.30}\\
& \left.\quad N_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) T_{s}\right]\right\} .
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are from two different frequencies. Thus, $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, so

$$
\begin{equation*}
\frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) T_{s}\right] N_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) T_{s}\right]\right\}=0, \quad i_{1} \neq i_{2} \tag{W.31}
\end{equation*}
$$

This, in turn, implies that

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=0, \quad i_{1} \neq i_{2} \tag{W.32}
\end{equation*}
$$

When $i_{1}=i_{2}$, we use (W.28) and (W.30) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}^{*}\right] \\
& \quad=C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q_{1}\left(u_{1}\right)-1\right) T_{s}\right]\right. \\
& \left.\quad N_{y_{v_{2}, m, i_{1}}^{*}}^{*}\left[\left(p Q+q_{1}\left(u_{2}\right)-1\right) T_{s}\right]\right\} \\
& =C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right]  \tag{W.33}\\
& \left.\quad \cdot \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{1}\left(u_{2}\right)-1\right] T_{s}} .
\end{align*}
$$

The AWGN processes at the two receive antennas are assumed to be independent, so we have

$$
\begin{equation*}
\frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right]=N_{0} \delta\left(\tau_{1}-\tau_{2}\right) \delta_{v_{1}, v_{2}} \tag{W.34}
\end{equation*}
$$

Substituting this result into (W.33), we get

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& \quad=N_{0} \delta_{v_{1}, v_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)}  \tag{W.35}\\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{1}\left(u_{2}\right)-1\right] T_{s}} .
\end{align*}
$$

We apply (S.60) and (S.63) to (W.35) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& \quad=\left.N_{0} \delta_{v_{1}, v_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \cdot x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}=\left(u_{2}-u_{1}\right) T_{s}} \\
& \quad=N_{0} \delta_{v_{1}, v_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{1}\left(u_{2}\right), m, i_{1}}^{(1)} \cdot \delta_{u_{1}, u_{2}} \\
& \quad=N_{0} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}}\left[C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)}\right]^{2} \\
& \quad=N_{0} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \tag{W.36}
\end{align*}
$$

Finally, we combine the results of (W.32) and (W.36) to write

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{W.37}
\end{equation*}
$$

## Combining the Results

Substituting the results of (W.27) and (W.37) into (W.16), we get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \tag{W.38}
\end{equation*}
$$

## W.1.3 Third Term in (W.14)

We use (W.10) to expand the term $\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}\right]$, where $q_{1} \neq q_{2}$, as

$$
\begin{align*}
\frac{1}{2} E & {\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}^{*}\right] } \\
= & \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}+I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right. \\
& \left.+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
= & \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}+N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{W.39}
\end{align*}
$$

Again, the expected values of the cross terms are easily shown to equal zero.

## First Term in (W.39)

To derive an expression for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$, we simply replace $q_{1}\left(u_{2}\right)$ with $q_{2}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section W.1.2). Thus, using (W.26), we have

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] \\
& \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \cdot C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q}  \tag{W.40}\\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{2}\left(u_{2}\right)-1\right] T_{s}}
\end{align*}
$$

We apply (S.67) to the above equation and use (S.38), along with the fact that $q_{1} \neq q_{2}$, to get

$$
\begin{align*}
\frac{1}{2} E & {\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right] } \\
= & \frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), m, i_{2}}^{(1)} \sum_{k_{1}=2}^{K} \\
& \left.\cdot \frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left[\left(q_{2}-q_{1}\right)+\left(u_{2}-u_{1}\right)\right] T_{s}} \\
= & \frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), m, i_{2}}^{(1)} \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \cdot T_{s} \delta_{q_{1}, q_{2}} \delta_{u_{1}, u_{2}} \\
= & 0 \tag{W.41}
\end{align*}
$$

## Second Term in (W.39)

Likewise, to derive an expression for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$, we also replace $q_{1}\left(u_{2}\right)$ with $q_{2}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ in Section W.1.2. Again, we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{W.42}
\end{equation*}
$$

since $N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}}$ and $N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}}$ correspond to AWGN terms from two different frequencies. For $i_{1}=i_{2}$, we use (W.35) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& =N_{0} \delta_{v_{1}, v_{2}} C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), m, i_{1}}^{(1)}  \tag{W.43}\\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{t_{1}=\left[p Q+q_{1}\left(u_{1}\right)-1\right] T_{s}, t_{2}=\left[p Q+q_{2}\left(u_{2}\right)-1\right] T_{s}} .
\end{align*}
$$

We then apply (S.60) and use (S.63), along with the fact that $q_{1} \neq q_{2}$, to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{1}}^{*}}\right] \\
& \quad=\left.N_{0} \delta_{v_{1}, v_{2}} C_{p, q_{1}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q_{2}\left(u_{2}\right), m, i_{1}}^{(1)} \cdot x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}=\left[\left(q_{2}-q_{1}\right)+\left(u_{2}-u_{1}\right)\right] T_{s}} \\
& \quad=0 . \tag{W.44}
\end{align*}
$$

Therefore, from (W.42) and (W.44), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]=0 \tag{W.45}
\end{equation*}
$$

## Combining the Results

Substituting (W.41) and (W.45) into (W.39), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{W_{q_{2}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad q_{1} \neq q_{2} . \tag{W.46}
\end{equation*}
$$

## W.1.4 Combining the Results

We use the results of (W.15), (W.38), and (W.46) in (W.14) to get

$$
\begin{aligned}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] \\
& \quad= \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \\
& \quad+\left(\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\right)^{2} \sum_{\substack{q_{1}=1 \\
q_{1} \text { odd }}}^{Q_{P}}\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}}
\end{aligned}
$$

$$
\begin{align*}
= & \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \\
& +\left(\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2}\right)^{2} \cdot \frac{Q_{P}}{2}\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} \delta_{i_{1}, i_{2}} \\
= & \left\{\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{(1)}\right)^{*}\right]+\frac{1}{2} \frac{1}{Q_{P} / 2}\left((K-1)+\frac{2 N_{0}}{A_{1 e}^{2}}\right) \delta_{i_{1}, i_{2}}\right\} \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}} . \tag{W.47}
\end{align*}
$$

Finally, we use the expression

$$
\begin{equation*}
E_{b 1}=\frac{R_{1} A_{1 e}^{2}}{2}=R_{1} A_{1 d}^{2} \tag{W.48}
\end{equation*}
$$

from (P.26), along with (W.9), to re-write (W.47) as

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} \hat{W}_{v_{2}, u_{2}, m, i_{2}}^{*}\right] \\
& = \begin{cases}\frac{1}{2}\left[1+\frac{1}{Q_{P} / 2} c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, u_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks, }\end{cases} \tag{W.49}
\end{align*}
$$

where

$$
\begin{equation*}
c_{1}\left(\frac{E_{b 1}}{N_{0}}\right)=(K-1)+\frac{R_{1}}{E_{b 1} / N_{0}} \tag{W.50}
\end{equation*}
$$

## W. 2 Derivation of $\frac{1}{2} E\left[\hat{Y}_{q, v_{1}, m, i_{1}} \hat{Y}_{q, v_{2}, m, i_{2}}^{*}\right]$

From (3.38), we have

$$
\begin{equation*}
Y_{q, v, m, i}=A_{1 d} \sum_{u=1}^{2} b_{p, q, u, m}^{(1)} g_{v, u, m, i}^{(1)}+I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q \tag{W.51}
\end{equation*}
$$

where the expressions for $I_{Y_{q, v, m, i}}$ and $N_{Y_{q, v, m, i}}$ are identical to the ones for $I_{W_{q, v, m, i}}$ and $N_{W_{q, v, m, i}}$ (see (3.39)-(3.40)):

$$
\begin{align*}
I_{Y_{q, v, m, i}}= & C_{p, q, m, i}^{(1)} \sum_{k=2}^{K} \sum_{u=1}^{2} g_{v, u, m, i}^{(k)} \sum_{p^{\prime}=-\infty}^{\infty} \sum_{q^{\prime}=1}^{Q} A_{1, q^{\prime}} b_{p^{\prime}, q^{\prime}, u, m}^{(k)} C_{p^{\prime}, q^{\prime}, m, i}^{(k)}  \tag{W.52}\\
& \left.\cdot x_{1}\left[t-\left(p^{\prime} Q+q^{\prime}-1\right) T_{s}-\tau^{(k)}\right]\right|_{t=(p Q+q-1) T_{s}} \\
N_{Y_{q, v, m, i}}= & \left.C_{p, q, m, i}^{(1)}\left(\tilde{n}_{v}(t) * \tilde{h}_{m, i, 1}(t)\right)\right|_{t=(p Q+q-1) T_{s}} \tag{W.53}
\end{align*}
$$

Assume $q$ is odd. We define

$$
\begin{equation*}
\Gamma_{Y_{q, v, m, i}} \triangleq I_{Y_{q, v, m, i}}+N_{Y_{q, v, m, i}} \tag{W.54}
\end{equation*}
$$

and make the substitution (see Table W. 1 on p. 279)

$$
b_{p, q, u, m}^{(k)}=\left\{\begin{array}{ll}
a_{p, q, m}^{(k)}, & u=1,  \tag{W.55}\\
a_{p, q+1, m}^{(k)}, & u=2,
\end{array} \quad\left(q=Q_{P}+1, \ldots, Q ; q \text { odd }\right)\right.
$$

in (W.51) to get

$$
\begin{equation*}
Y_{q, v, m, i}=A_{1 d} a_{p, q, m}^{(1)} g_{v, 1, m, i}^{(1)}+A_{1 d} a_{p, q+1, m}^{(1)} g_{v, 2, m, i}^{(1)}+\Gamma_{Y_{q, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q \tag{W.56}
\end{equation*}
$$

Using this expression, we can show that

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]= & A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right], \quad q \text { odd } \tag{W.57}
\end{align*}
$$

where the expected values of the cross terms are easily shown to equal zero.

## W.2.1 Sum of First and Second Terms in (W.57)

The sum of the first and second terms in (W.57) are equal to (see (W.8))

$$
\begin{align*}
& A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& \quad=A_{1 d}^{2} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}+A_{1 d}^{2} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& \quad=2 A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} . \tag{W.58}
\end{align*}
$$

## W.2.2 Third Term in (W.57)

Using (W.54) to expand the third term in (W.57), we have

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}+N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right], \tag{W.59}
\end{equation*}
$$

where, again, the expected values of the cross terms are equal to zero.

## First Term in (W.59)

We can re-write $I_{Y_{q, v, m, i}}$ in (W.52) as

$$
\begin{equation*}
I_{Y_{q, v, m, i}}=C_{p, q, m, i}^{(1)} I_{y_{v, m, i}}\left[(p Q+q-1) T_{s}\right], \quad q=Q_{P}+1, \ldots, Q \tag{W.60}
\end{equation*}
$$

where $I_{y_{v, m, i}}(t)$ was defined in (W.17). Thus, we have

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}\right] \\
& =C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{I_{y_{v_{1}, m, i_{1}}}\left[(p Q+q-1) T_{s}\right] I_{y_{v_{2}, m, i_{2}}^{*}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \\
& = \\
& C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{k_{2}=2}^{K} \sum_{u_{1}^{\prime}=1}^{2} \sum_{u_{2}^{\prime}=1}^{2}  \tag{W.61}\\
& \quad \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)}\left(g_{v_{2}, u_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right)^{*}\right] \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{p_{2}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \sum_{q_{2}^{\prime}=1}^{Q} A_{1, q_{1}^{\prime}} A_{1, q_{2}^{\prime}} \\
& \quad \cdot E\left[b_{p_{1}^{\prime}, q_{1}^{\prime}, u_{1}^{\prime}, m}^{\left(k_{1}\right)} b_{p_{2}^{\prime}, q_{2}^{\prime}, u_{2}^{\prime}, m}^{\left(k_{2}\right)}\right] E\left[C_{p_{1}^{\prime}, q_{1}^{\prime}, m, i_{1}}^{\left(k_{1}\right)} C_{p_{2}^{\prime}, q_{2}^{\prime}, m, i_{2}}^{\left(k_{2}\right)}\right. \\
& \\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{2}^{\prime} Q+q_{2}^{\prime}-1\right) T_{s}-\tau^{\left(k_{2}\right)}\right]\right\}\left.\right|_{t_{1}=(p Q+q-1) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{align*}
$$

So far, the derivation is identical to the derivation of $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ in Section W.1.2, except that $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ have been replaced by $q$. Therefore, we follow the same steps as outlined between (W.19) and (W.26) to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \\
& \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}\left[C_{p, q, m, i_{1}}^{(1)}\right]^{2} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q}  \tag{W.62}\\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=(p Q+q-1) T_{s}, t_{2}=(p Q+q-1) T_{s}} .
\end{align*}
$$

We then apply (S.67) to the above equation and use (S.38) to get

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& \quad=\left.\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}\left[C_{p, q, m, i_{1}}^{(1)}\right]^{2} \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=0} \\
& \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \cdot T_{s} \\
& \quad=\frac{A_{1 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{W.63}
\end{align*}
$$

## Second Term in (W.59)

We use $N_{y_{v, m, i}}(t)$ in (W.28) to re-write $N_{Y_{q, v, m, i}}$ as (see (W.53))

$$
\begin{equation*}
N_{Y_{q, v, m, i}}=C_{p, q, m, i_{1}}^{(1)} N_{y_{v, m, i}}\left[(p Q+q-1) T_{s}\right], \quad q=Q_{P}+1, \ldots, Q \tag{W.64}
\end{equation*}
$$

Thus, we have

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]  \tag{W.65}\\
& =C_{p, q, m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{v_{2}, m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} .
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are once again independent, and this implies that $N_{Y_{q, v_{1}, m, i_{1}}}$ and $N_{Y_{q, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{W.66}
\end{equation*}
$$

When $i_{1}=i_{2}$, we use (W.28) in (W.65) to write

$$
\begin{align*}
\frac{1}{2} E & {\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}}^{*}\right] } \\
= & {\left[C_{p, q, m, i_{1}}^{(1)}\right]^{2} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{v_{2}, m, i_{1}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} } \\
= & \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \frac{1}{2} E\left[\tilde{n}_{v_{1}}\left(\tau_{1}\right) \tilde{n}_{v_{2}}^{*}\left(\tau_{2}\right)\right]  \tag{W.67}\\
& \left.\cdot \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{2}\right) d \tau_{2} d \tau_{1}\right|_{t_{1}=(p Q+q-1) T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{align*}
$$

This derivation is identical to the one for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}^{*}\right]$ in Section W.1.3, except that $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ have been replaced by $q$. Therefore, we follow the same steps as in that derivation to show that

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}}^{*}\right] & =\left.N_{0} \delta_{v_{1}, v_{2}} \cdots x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}=0} \\
& =N_{0} \delta_{v_{1}, v_{2}} \tag{W.68}
\end{align*}
$$

Combining the results of (W.66) and (W.68), we get

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}^{*}}^{*}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} . \tag{W.69}
\end{equation*}
$$

## Combining the Results

Substituting (W.63) and (W.69) into (W.59), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} . \tag{W.70}
\end{equation*}
$$

## W.2.3 Combining the Results

Finally, we substitute the results of (W.58) and (W.70) into (W.57) to get

$$
\begin{align*}
& \frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad=2 A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}+\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \\
& \quad=\left\{\frac{2 E_{b 1}}{R_{1}} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+\frac{E_{b 1}}{R_{1}}(K-1)+N_{0}\right\} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} . \tag{W.71}
\end{align*}
$$

We use (W.9) and apply both (W.48) and (W.50) to the resulting expression to re-write (W.71) as

$$
\begin{align*}
& \frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{W.72}
\end{align*}
$$

## W. 3 Derivation of $\frac{1}{2} E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

For $q$ odd, we use (W.51) and

$$
b_{p, q, u, m}^{(k)}=\left\{\begin{array}{ll}
-a_{p, q, m}^{(k)}, & u=1,  \tag{W.73}\\
a_{p, q-1, m}^{(k)}, & u=2,
\end{array} \quad\left(q=Q_{P}+1, \ldots, Q ; q \text { even }\right)\right.
$$

from Table W. 1 (see p. 279) to write

$$
\begin{align*}
Y_{q+1, v, m, i}= & -A_{1 d} a_{p, q+1, m}^{(1)} g_{v, 1, m, i}^{(1)}+A_{1 d} a_{p, q, m}^{(1)} g_{v, 2, m, i}^{(1)}  \tag{W.74}\\
& +\Gamma_{Y_{q+1, v, m, i}}, \quad q=Q_{P}+1, \ldots, Q ; q \text { odd, }
\end{align*}
$$

where

$$
\begin{equation*}
\Gamma_{Y_{q+1, v, m, i}} \triangleq I_{Y_{q+1, v, m, i}}+N_{Y_{q+1, v, m, i}} . \tag{W.75}
\end{equation*}
$$

Using this expression, we have

$$
\begin{align*}
\frac{1}{2} E & {\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] } \\
= & A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{W.76}\\
& +\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right], \quad q=Q_{P}+1, \ldots, Q ; q \text { odd, }
\end{align*}
$$

where the expected values of the cross terms are easily shown to equal zero.

## W.3.1 Sum of First and Second Terms in (W.76)

The sum of the first and second terms in (W.76) is given by (W.58):

$$
\begin{align*}
& A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{W.77}\\
& \quad=2 A_{1 d}^{2} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} .
\end{align*}
$$

## W.3.2 Third Term in (W.76)

Using (W.75), we have

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q+1, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}+N_{Y_{q+1, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{W.78}
\end{equation*}
$$

## First Term in (W.78)

We replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$ (see Section W.2.2) to obtain the same result as (W.63):

$$
\begin{equation*}
\frac{1}{2} E\left[I_{Y_{q+1, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{A_{1 e}^{2}(K-1)}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{W.79}
\end{equation*}
$$

## Second Term in (W.78)

Similarly, we replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$ in Section W.2.2 to obtain (see (W.69))

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q+1, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{1}}^{*}}^{*}\right]=N_{0} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{W.80}
\end{equation*}
$$

## Combining the Results

We substitute (W.79) and (W.80) into (W.78) to get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q+1, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=\left(\frac{A_{1 e}^{2}(K-1)}{2}+N_{0}\right) \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} \tag{W.81}
\end{equation*}
$$

## W.3.3 Combining the Results

Finally, we substitute the results of (W.77) and (W.81) into (W.76) to get the same result as (W.72):

$$
\begin{align*}
\frac{1}{2} & E\left[Y_{q+1, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] \\
& = \begin{cases}\left.\frac{2 E_{b 1}}{R_{1}} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+\frac{E_{b 1}}{R_{1}}(K-1)+N_{0}\right\} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}}\end{cases} \\
& = \begin{cases}\frac{E_{b 1}}{R_{1}}\left[1+c_{1}\left(\frac{E_{b 1}}{N_{0}}\right) \delta_{i_{1}, i_{2}}\right] \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{W.82}
\end{align*}
$$

## W. 4 Derivation of $\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

We use (W.56) and (W.74) to write

$$
\begin{align*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]= & -A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{W.83}\\
& +\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right], \quad q=Q_{P}+1, \ldots, Q ; q \text { odd },
\end{align*}
$$

where the expected values of the cross terms are equal to zero.

## W.4.1 Sum of First and Second Terms in (W.83)

Using (W.8), we evaluate the sum of the first and second terms in (W.83) as

$$
\begin{align*}
- & A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
= & -A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \\
& +A_{1 d}^{2} a_{p, q, m}^{(1)} a_{p, q+1, m}^{(1)} \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \\
= & 0 . \tag{W.84}
\end{align*}
$$

## W.4.2 Third Term in (W.83)

We use (W.54) and (W.75) to expand the third term in (W.83) as

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}+N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right] \tag{W.85}
\end{equation*}
$$

where, again, the expected values of the cross terms are equal to zero.

## First Term in (W.85)

We use the expression for $I_{Y_{q, v, m, i}}$ in (W.60) to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]  \tag{W.86}\\
& \quad=C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{2}}^{(1)} \frac{1}{2} E\left\{I_{y_{v_{1}, m, i_{1}}}\left[(p Q+q-1) T_{s}\right] I_{y_{v_{2}, m, i_{2}}}^{*}\left[(p Q+q) T_{s}\right]\right\} .
\end{align*}
$$

By replacing $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section W.1.2) with $q$ and $q+1$, respectively, we obtain (see (W.26))

$$
\begin{align*}
& \frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{\left.Y_{q+1, v_{2}, m, i_{2}}^{*}\right]} \quad=\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q}\right. \\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right.  \tag{W.87}\\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=(p Q+q-1) T_{s}, t_{2}=(p Q+q) T_{s}} .
\end{align*}
$$

We then apply (S.67) to the above equation and use (S.38) to get

$$
\begin{align*}
\frac{1}{2} E\left[I_{Y_{q, v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]= & \frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{1}}^{(1)} \\
& \left.\cdot \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=T_{s}} \\
= & 0 \tag{W.88}
\end{align*}
$$

## Second Term in (W.85)

We use the expression for $N_{Y_{q, v, m, i}}$ in (W.64) to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]  \tag{W.89}\\
& \quad=C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[(p Q+q-1) T_{s}\right] N_{y_{v_{2}, m, i_{2}}}^{*}\left[(p Q+q) T_{s}\right]\right\}
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, so $N_{Y_{q, v_{1}, m, i_{1}}}$ and $N_{Y_{q+1, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{W.90}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section W.1.2) to evaluate (W.89). We replace $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in (W.35) with $q$ and $q+1$, respectively, to obtain

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{1}}^{*}}^{*}\right]= & N_{0} \delta_{v_{1}, v_{2}} C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{1}}^{(1)} \\
& \left.\cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{\substack{t_{1}=(p Q+q-1) T_{s} \\
t_{2}=(p Q+q) T_{s}}} \tag{W.91}
\end{align*}
$$

To the above equation, we then apply (S.60) and (S.63) to get

$$
\begin{align*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{1}}^{*}}^{*}\right] & =\left.N_{0} \delta_{v_{1}, v_{2}} C_{p, q, m, i_{1}}^{(1)} C_{p, q+1, m, i_{1}}^{(1)} \cdot x_{1}(\tau)\right|_{\tau=t_{2}-t_{1}=T_{s}} \\
& =0 \tag{W.92}
\end{align*}
$$

Combining the results of (W.90) and (W.92), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{Y_{q, v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{W.93}
\end{equation*}
$$

## Combining the Results

Substituting (W.88) and (W.93) into (W.85), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{Y_{q, v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=0 \tag{W.94}
\end{equation*}
$$

## W.4.3 Combining the Results

Finally, we substitute the results of (W.84) and (W.94) into (W.83) to get

$$
\begin{equation*}
\frac{1}{2} E\left[Y_{q, v_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]=0 \tag{W.95}
\end{equation*}
$$

## W. 5 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]$

Assuming $q=Q_{P}+1, \ldots, Q$ and $q$ odd, we use (W.12) and (W.56) to write

$$
\begin{align*}
\frac{1}{2} E & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[\left(g_{v_{1}, u_{1}, m, i_{1}}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}}\right)\right. \\
& \left.\cdot\left(A_{1 d} a_{p, q, m}^{(1)} g_{v_{2}, 1, m, i_{2}}^{(1)}+A_{1 d} a_{p, q+1, m}^{(1)} g_{v_{2}, 2, m, i_{2}}^{(1)}+\Gamma_{Y_{q, v_{2}, m, i_{2}}}\right)^{*}\right] \\
= & A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \tag{W.96}
\end{align*}
$$

where $q^{\prime}(u) \triangleq q^{\prime}+(u-1)$, and we used the fact that

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u, m, i_{1}}^{(k)} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=0 \tag{W.97}
\end{equation*}
$$

which is straightforward to prove.

## W.5.1 First and Second Terms in (W.96)

Using (W.8), we have

$$
\begin{equation*}
A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]=A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \tag{W.98}
\end{equation*}
$$

Similarly, we also have

$$
\begin{equation*}
A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]=A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \tag{W.99}
\end{equation*}
$$

## W.5.2 Third Term in (W.96)

We use (W.10) and (W.54) to write
$\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}+N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]$,
where, again, the expected values of the cross terms are equal to zero.

## First Term in (W.100)

We use the expressions for $I_{W_{q(u), v, m, i}}$ and $I_{Y_{q, v, m, i}}$ in (W.18) and (W.60), respectively, to write

$$
\begin{align*}
& \frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \\
& \quad=C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \frac{1}{2} E\left\{I_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) T_{s}\right] I_{y_{v_{2}, m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \tag{W.101}
\end{align*}
$$

By replacing $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in the derivation for $\frac{1}{2} E\left[I_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ (see Section W.1.2) with $q^{\prime}\left(u_{1}\right)$ and $q$, respectively, we can show that

$$
\begin{aligned}
& \frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right] \\
& =\frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{1}}^{(1)} \sum_{k_{1}=2}^{K} \sum_{p_{1}^{\prime}=-\infty}^{\infty} \sum_{q_{1}^{\prime}=1}^{Q} \\
& \quad \cdot E\left\{x_{1}\left[t_{1}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right. \\
& \left.\quad x_{1}\left[t_{2}-\left(p_{1}^{\prime} Q+q_{1}^{\prime}-1\right) T_{s}-\tau^{\left(k_{1}\right)}\right]\right\}\left.\right|_{t_{1}=\left[p Q+q^{\prime}\left(u_{1}\right)-1\right] T_{s}, t_{2}=(p Q+q-1) T_{s}}
\end{aligned}
$$

$$
\begin{align*}
= & \frac{A_{1 e}^{2}}{2} \delta_{v_{1}, v_{2}} \delta_{i_{1}, i_{2}} C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{1}}^{(1)} \\
& \left.\cdot \sum_{k_{1}=2}^{K} \frac{1}{T_{s}} \int_{-\infty}^{\infty}\left|X_{1}(f)\right|^{2} e^{j 2 \pi f \tau} d f\right|_{\tau=t_{2}-t_{1}=\left[q-q^{\prime}-\left(u_{1}-1\right)\right] T_{s}} \\
= & 0 \tag{W.102}
\end{align*}
$$

The last equality follows from (S.38), along with the fact that $q-q^{\prime}-\left(u_{1}-1\right)$ can never equal zero, since $q^{\prime}=1, \ldots, Q_{P}$ and $q=Q_{P}+1, \ldots, Q$, and $q^{\prime}$ and $q$ are both odd.

## Second Term in (W.100)

We use the expressions for $N_{W_{q(u), v, m, i}}$ and $N_{Y_{q, v, m, i}}$ in (W.29) and (W.64), respectively, to write

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}}^{*}\right] \\
& \quad=C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot \frac{1}{2} E\left\{N_{y_{v_{1}, m, i_{1}}}\left[\left(p Q+q^{\prime}\left(u_{1}\right)-1\right) T_{s}\right] N_{y_{v_{2}, m, i_{2}}}^{*}\left[(p Q+q-1) T_{s}\right]\right\} \tag{W.103}
\end{align*}
$$

When $i_{1} \neq i_{2}$, the AWGN terms $N_{y_{v_{1}, m, i_{1}}}(t)$ and $N_{y_{v_{2}, m, i_{2}}}(t)$ are independent, so $N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}}$ and $N_{Y_{q, v_{2}, m, i_{2}}}$ are independent as well:

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0, \quad i_{1} \neq i_{2} \tag{W.104}
\end{equation*}
$$

For $i_{1}=i_{2}$, we use the derivation for $\frac{1}{2} E\left[N_{W_{q_{1}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{W_{q_{1}\left(u_{2}\right), v_{2}, m, i_{2}}^{*}}\right]$ to evaluate (W.103) (see Section W.1.2). That is, we replace $q_{1}\left(u_{1}\right)$ and $q_{1}\left(u_{2}\right)$ in (W.35) with $q^{\prime}\left(u_{1}\right)$ and $q$, respectively, to obtain

$$
\begin{align*}
& \frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}^{*}}^{*}\right] \\
& \quad=N_{0} \delta_{v_{1}, v_{2}} C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)}  \tag{W.105}\\
& \left.\quad \cdot \int_{-\infty}^{\infty} \tilde{h}_{m, i_{1}, 1}\left(t_{1}-\tau_{1}\right) \tilde{h}_{m, i_{1}, 1}^{*}\left(t_{2}-\tau_{1}\right) d \tau_{1}\right|_{t_{1}=\left[p Q+q^{\prime}\left(u_{1}\right)-1\right] T_{s}, t_{2}=(p Q+q-1) T_{s}} .
\end{align*}
$$

We then apply (S.60) and (S.63) to the above equation to get

$$
\begin{align*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{1}}^{*}}^{*}\right] & =\left.N_{0} \delta_{v_{1}, v_{2}} C_{p, q^{\prime}\left(u_{1}\right), m, i_{1}}^{(1)} C_{p, q, m, i_{2}}^{(1)} \cdot x_{2}(\tau)\right|_{\tau=t_{2}-t_{1}=\left[q-q^{\prime}-\left(u_{1}-1\right)\right] T_{s}} \\
& =0 \tag{W.106}
\end{align*}
$$

Again, the quantity $q-q^{\prime}-\left(u_{1}-1\right)$ can never equal zero.
Combining the results of (W.104) and (W.106), we have

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{W.107}
\end{equation*}
$$

## Combining the Results

Substituting (W.102) and (W.107) into (W.100), we obtain

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q, v_{2}, m, i_{2}}}^{*}\right]=0 . \tag{W.108}
\end{equation*}
$$

## W.5.3 Combining the Results

Finally, we substitute the results of (W.98), (W.99), and (W.108) into (W.96) to get

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]= & A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \\
& +A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \\
= & \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \\
& +\sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \tag{W.109}
\end{align*}
$$

where we used the expression for $E_{b 1}$ in (W.48). The expression for $\frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, u_{1}, m, i_{2}}^{(1)}\right)^{*}\right]$ is given by (W.9). When $u_{1}=1$, (W.109) yields

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, 1, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{W.110}
\end{align*}
$$

Similarly, when $u_{1}=2$, we have

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, 2, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks. }\end{cases} \tag{W.111}
\end{align*}
$$

## W. 6 Derivation of $\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right]$

Again, we assume $q=Q_{P}+1, \ldots, Q$ and $q$ odd, but this time, we use (W.12) and (W.74) to write

$$
\begin{align*}
\frac{1}{2} E[ & {\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q+1, v_{2}, m, i_{2}}^{*}\right] } \\
= & \frac{1}{2} E\left[\left(g_{v_{1}, u_{1}, m, i_{1}}^{(1)}+\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}}\right)\right. \\
& \left.\cdot\left(-A_{1 d} a_{p, q+1, m}^{(1)} g_{v_{2}, 1, m, i_{2}}^{(1)}+A_{1 d} a_{p, q, m}^{(1)} g_{v_{2}, 2, m, i_{2}}^{(1)}+\Gamma_{Y_{q+1, v_{2}, m, i_{2}}}\right)^{*}\right] \\
= & -A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]+A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \\
& +\frac{1}{A_{1 e}} \frac{1}{Q_{P} / 2} \sum_{\substack{q^{\prime}=1 \\
q^{\prime} \text { odd }}}^{Q_{P}} \frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{\left.Y_{q+1, v_{2}, m, i_{2}}^{*}\right]}^{*}\right. \tag{W.112}
\end{align*}
$$

where $q^{\prime}(u) \triangleq q^{\prime}+(u-1)$, and we used the fact that

$$
\begin{equation*}
\frac{1}{2} E\left[g_{v_{1}, u, m, i_{1}}^{(k)} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=0 \tag{W.113}
\end{equation*}
$$

which is straightforward to prove.

## W.6.1 First and Second Terms in (W.112)

Using (W.8), we have

$$
\begin{align*}
& -A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 1, m, i_{2}}^{(1)}\right)^{*}\right]  \tag{W.114}\\
& \quad=-A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1}
\end{align*}
$$

and

$$
\begin{equation*}
A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{2}, 2, m, i_{2}}^{(1)}\right)^{*}\right]=A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, u_{1}, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \tag{W.115}
\end{equation*}
$$

## W.6.2 Third Term in (W.112)

Using (W.10) and (W.75), we can expand the third term in (W.112) as
$\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}}^{*}\right]=\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}+N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]$,
where, again, the expected values of the cross terms are equal to zero.

## First Term in (W.116)

We simply replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]$ in Section W.5.2 to obtain (see (W.102))

$$
\begin{equation*}
\frac{1}{2} E\left[I_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} I_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{W.117}
\end{equation*}
$$

since $q-q^{\prime}-\left(u_{1}-1\right)+1$ can never equal zero.

## Second Term in (W.116)

Similarly, we replace $q$ with $q+1$ in the derivation for $\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q, v_{2}, m, i_{2}}^{*}}^{*}\right]$ to obtain (see Section W.5.2)

$$
\begin{equation*}
\frac{1}{2} E\left[N_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} N_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{W.118}
\end{equation*}
$$

## Combining the Results

Substituting (W.117) and (W.118) into (W.116), we get

$$
\begin{equation*}
\frac{1}{2} E\left[\Gamma_{W_{q^{\prime}\left(u_{1}\right), v_{1}, m, i_{1}}} \Gamma_{Y_{q+1, v_{2}, m, i_{2}}^{*}}^{*}\right]=0 \tag{W.119}
\end{equation*}
$$

## W.6.3 Combining the Results

Finally, we substitute (W.114), (W.115), and (W.119) into (W.112) to get

$$
\begin{align*}
\frac{1}{2} E\left[\hat{W}_{v_{1}, u_{1}, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right]= & -A_{1 d} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1} \\
& +A_{1 d} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2} \\
= & -\sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 1, m, i_{1}}^{(1)}\left(g_{v_{1}, 1, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 1}  \tag{W.120}\\
& +\sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \cdot \frac{1}{2} E\left[g_{v_{1}, 2, m, i_{1}}^{(1)}\left(g_{v_{1}, 2, m, i_{2}}^{(1)}\right)^{*}\right] \delta_{v_{1}, v_{2}} \delta_{u_{1}, 2}
\end{align*}
$$

where we used the expression for $E_{b 1}$ in (W.48). By using (W.9) in (W.120), we have

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, 1, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}-\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q+1, m}^{(1)} \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks, }\end{cases} \tag{W.121}
\end{align*}
$$

when $u_{1}=1$, and

$$
\begin{align*}
& \frac{1}{2} E\left[\hat{W}_{v_{1}, 2, m, i_{1}} Y_{q, v_{2}, m, i_{2}}^{*}\right] \\
& \quad= \begin{cases}\frac{1}{2} \sqrt{\frac{E_{b 1}}{R_{1}}} a_{p, q, m}^{(1)} \delta_{v_{1}, v_{2}}, & i_{1} \text { and } i_{2} \text { are associated with the same block, } \\
0, & i_{1} \text { and } i_{2} \text { are associated with different blocks, }\end{cases} \tag{W.122}
\end{align*}
$$

when $u_{1}=2$.
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[^0]:    ${ }^{1}$ In this dissertation we will use the words "system" and "scheme" interchangeably to describe MC-DS-CDMA and MC-CDMA.
    ${ }^{2}$ In the literature, this is sometimes referred to as time-domain spreading.

[^1]:    ${ }^{3}$ In the literature, this is sometimes referred to as spreading in the frequency domain.

[^2]:    ${ }^{4}$ We assume the distribution of energy over the sub-carriers is uniform (i.e., there is no water-filling).
    ${ }^{5}$ The phrase "orthogonal sub-carriers" normally implies minimum sub-carrier spacing.

[^3]:    ${ }^{6}$ Multi-user detection schemes can attain performances which approach those of the single-user case [24], but such schemes are difficult to analyze without resorting to computer simulations.

[^4]:    ${ }^{1}$ Unless otherwise noted, the general term 'symbol' refers to both pilot and data symbols.

[^5]:    ${ }^{2}$ Also commonly referred to as the power delay profile.

[^6]:    ${ }^{1}$ Again, spectral efficiency is not a concern in this comparison, so we do not insist on using minimum sub-carrier spacing and having the sub-bands overlap.

[^7]:    ${ }^{2}$ Hence, there exists a one-to-one correspondence between the pair $(m, i)$ and the sub-carrier frequency $f_{m, i}$.

[^8]:    ${ }^{3}$ We will show later that the random variables in (3.14)-(3.15) are zero-mean complex Gaussian.

[^9]:    ${ }^{4}$ We assume the SISO and MIMO systems use data frames of the same length (i.e., same $Q$ ).

[^10]:    ${ }^{1}$ This algorithm is easily extended to the other two expansions.

[^11]:    ${ }^{1}$ See [35, Appendix B], [36, Ch. 9], and [37-49] for other works which deal with Hermitian quadratic forms in complex Gaussian random variables.

[^12]:    ${ }^{2}$ The authors in [49] were only able to derive the PFE coefficients for the case of distinct eigenvalues.
    ${ }^{3}$ The eigenvalues equal to zero only contribute a factor of 1 to $\Phi_{Z}(j v)$. A zero eigenvalue (i.e., a singular RF) can be shown to occur when there is perfect CSI.

[^13]:    ${ }^{1}$ An elementary treatment of contour integration and residue theory is given in [52, Appendix A], while [51] covers these topics more thoroughly.

[^14]:    ${ }^{1}$ An alternative derivation of (J.15) is given in Appendix E. It involves evaluating the inverse Fourier transform of $\Phi_{Z_{m, q}}(j v)$ to get the PDF of $Z_{m, q}, f_{Z_{m, q}}(x)$, and then solving $\int_{-\infty}^{0} f_{Z_{m, q}}(x) d x$.

