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Abstract of the Dissertation

Tests of WIMP Dark Matter Candidates with Direct

Dark Matter Detection Experiments
by

Andreea Irina Georgescu

Doctor of Philosophy in Physics

University of California, Los Angeles, 2015

Professor Graciela B. Gelmini, Chair

We reexamine the current direct dark matter (DM) detection data for several types of

DM candidates, both assuming the Standard Halo Model (SHM) and in a halo-independent

manner. We consider the potential signals for light WIMPs that have appeared in three direct

detection searches: DAMA, CDMS-II-Si, and CoGeNT, and we analyze their compatibility

with the null results of other direct detection experiments.

We first consider light WIMPs with exothermic scattering with nuclei (exoDM). Exother-

mic interactions favor light targets, thus reducing the importance of upper limits derived

from Xe targets, the most restrictive of which is at present the LUX limit. In our SHM

analysis the CDMS-II-Si and CoGeNT regions become allowed by these bounds, however

the SuperCDMS limit rejects both regions for exoDM with isospin-conserving couplings. An

isospin-violating coupling of the exoDM, in particular one with a neutron to proton coupling

ratio of −0.8 (which we call “Ge-phobic”), maximally reduces the DM coupling to Ge and

allows the CDMS-II-Si region to become compatible with all upper bounds. This is also

clearly shown in our halo-independent analysis.

Next, we extend and correct a recently proposed maximum-likelihood halo-independent

method to analyze unbinned direct DM detection data. Instead of the recoil energy as

an independent variable, we use the minimum speed a DM particle must have to impart

a given recoil energy to a nucleus. This has the advantage of allowing us to apply the
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method to any type of target composition and interaction, e.g. with general momentum

and velocity dependence, and with elastic or inelastic scattering. We prove the method

and provide a rigorous statistical interpretation of the results. As first applications, we

find that for dark matter particles with elastic spin-independent interactions and neutron

to proton coupling ratio fn/fp = −0.7 (“Xe-phobic”, which reduces maximally the coupling

to Xe), the WIMP interpretation of the signal observed by CDMS-II-Si is compatible with

the constraints imposed by all other experiments with null results. We also find a similar

compatibility for exothermic inelastic spin-independent interactions with fn/fp = −0.8.

Finally, we reexamine the interpretation of the annual modulation signal observed by the

DAMA experiment as due to WIMPs with a spin-dependent coupling mostly to protons. We

consider both axial-vector and pseudo-scalar couplings, and elastic as well as endothermic

and exothermic inelastic scattering. We conclude that the DAMA signal is in strong tension

with null results of other direct detection experiments, particularly PICASSO and KIMS.
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CHAPTER 1

Introduction

Astrophysical and cosmological observations indicate that dark matter (DM) is the most

abundant form of matter in the universe, and accounts for about 25% of the energy content

of the Universe. Ordinary matter, which makes up stars, planets and ourselves, constitutes

only about 5%, while the remaining 70% of the total energy density consists of dark energy.

Determining the nature of DM is one of the most fundamental open questions in physics and

cosmology. Many different particle candidates have been proposed as possible explanations

for the DM. Weakly interacting massive particles (WIMPs) are the most extensively studied

DM particle candidates, not only because of their theoretical appeal but also because they

could be detected in the near future. WIMPs are non-baryonic particles, with weak strength

interactions with visible matter, with masses typically of a few GeV to tens of TeV. They are

actively searched for in direct and indirect DM detection experiments, and at colliders. At the

Large Hadron Collider (LHC), WIMPs are searched for as missing transverse energy. LHC

is searching for indications of physics beyond the Standard Model (SM), which is expected

to appear at the electroweak scale. Indirect searches look for WIMP annihilation or decay

products (such as high-energy neutrinos produced by WIMPs captured inside the center of

the Sun or the Earth), or photons and anomalous cosmic rays from the galactic halo or

the galactic center (such as protons or antiprotons), which do not come from astrophysical

sources. Direct detection searches (which will be the focus of this dissertation) look for

energy deposited within a detector by the collisions between nuclei in a target material and

WIMPs belonging to the dark halo of our galaxy.

Most direct searches have produced only upper bounds on scattering rates and their
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annual modulation [1–11]. The most stringent limits on the DM mass and cross section

parameter space are currently set by LUX [10] and SuperCDMS [11] for WIMPs with spin-

independent interactions and spin-dependent interactions with neutrons, and by PICASSO

[6], SIMPLE [5], COUPP [7], and KIMS [12] for those with protons. While none of these

experiments have detected a DM signal so far, several potential signals for “light WIMPs”,

i.e. WIMPs with mass around a few to tens of GeV, have appeared in three direct detection

searches: DAMA [13–16] (here DAMA stands for both DAMA and DAMA/LIBRA), Co-

GeNT [17–21], and CDMS-II-Si [22], either as an unexplained excess of events (in CoGeNT,

and CDMS-II-Si) or as an annual modulation of the rate as expected for a DM signal due

to the revolution of Earth around the Sun (DAMA and CoGeNT). CRESST-II [23] has not

confirmed a previous DM hint found by the same collaboration [24]. Among the potential

DM signals, DAMA’s observation of an annually modulated rate has the highest statistical

significance. However, these potential signals are challenged by the null results of other direct

detection experiments which exclude the possibility of WIMP scattering in a large number

of particle models. In particular, the scattering cross section fitting the DAMA data for

WIMPs with isospin-conserving spin-independent interactions is several orders of magnitude

above the 90% CL LUX limit [25].

In certain particle models [26–32], a DM particle may collide inelastically with a tar-

get nucleus producing a different particle state, either heavier (endothermic scattering) or

lighter (exothermic scattering, see e.g. [33, 34]), when colliding with a nucleus. Endothermic

scattering favors heavier targets, thus enhancing scattering off I in DAMA while reducing

scattering off lighter targets such as Ge. Inelastic exothermic scattering [33, 35] instead

favors lighter targets, so it favors Na in DAMA over heavier nuclei (Ge and Xe). As pointed

out recently in previous direct DM detection data analysis [36–39], of particular interest for

the compatibility of the potential CDMS-II-Si and CoGeNT signals with all present limits

is the possibility of having DM with inelastic exothermic collisions with nuclei, originally

called “exciting DM” [40] in the context of indirect DM detection and later “exothermic

DM” (exoDM) [33, 35] in the context of direct dark matter detection. Having a complicated

“dark sector” [33, 35, 41, 42] with neutral particles of slightly different masses leads naturally

to the idea of having two different states constituting the DM at present, the lightest being

stable and the heaviest metastable. It can then happen that the heaviest may down-scatter
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off nuclei, but the scattering of each state to itself is suppressed or impossible because of

the DM couplings to the mediator of the interaction, and the up-scattering of the lightest

state is kinematically forbidden (as we will see below, the required speeds for the models

we consider would be above 1000 km/s and these high WIMP speeds are not available in

the halo of our galaxy). This type of DM favors lighter targets (such as Si in CDMS-II-Si)

with respect to heavier ones, thus it suppresses the limits derived from experiments using

Xe, which provide otherwise some of the most restrictive limits at present.

The conventional analysis of direct search data relies on a specific model of the DM

halo of our galaxy, often chosen to be the standard halo model (SHM). However, there

are large uncertainties in our knowledge of the local characteristics of the dark halo of

our galaxy, and the compatibility between signal regions and upper bounds from different

detectors depends heavily on the local DM velocity distribution. In order to compare data

from all the experiments while circumventing these uncertainties, a halo-independent data

comparison method was proposed and later used in different forms in [43–52]. The method

was generalized in [50] to be applied to WIMP-nucleus scattering cross sections with any

type of speed dependency [52]. The basic idea behind this method is that all the dependence

of the scattering rate on the halo model, in any detector, resides in the same function which

we call η̃(vmin, t) of the speed vmin and the time t. vmin is the minimum speed necessary

for the incoming interacting DM particle to impart a recoil energy ER to a nucleus in each

detector. Conversely, given an incoming WIMP speed v = vmin, ER is the extremum recoil

energy (maximum energy for elastic collisions, or either maximum or minimum for inelastic

collisions) that the DM particle can impart to a nucleus. This method consists in mapping

the rate measurements and bounds onto vmin space, which allows to factor out a common

function η̃(vmin, t) containing the dependency of the rate on the DM velocity distribution,

and use this as a detector-independent variable. Since η̃(vmin, t) is common to all direct

search experiments, this function can be measured by all experiments, and the compatibility

of the different measurements can be studied. Notice that ER and vmin are exchangeable

variables only for a single nuclide. When a target consists of multiple nuclides, a choice

must be made between the two, ER and vmin. Taking ER as independent variable (as is

done in [36, 43, 44]), vmin depends on each target nuclide. In our approach, vmin and the

observed energy E ′ are the independent variables. This allows us to incorporate any isotopic
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composition of the target by summing over target nuclide – dependent ER(vmin) for fixed

observed E ′.

In this dissertation, we explore the compatibility between the potential signals of CDMS-

II-Si and DAMA with the null results from the other direct DM detection experiments, for

different types of DM candidates. We analyze the data both assuming the SHM and in a halo

model – independent manner, and present new or extended halo-independent data analysis

methods. The data analysis described in this dissertation was implemented in the CoddsDM

software [53], an open-source Python program for comparing the data from various direct

detection experiments.

In Chapter 1, we review the direct detection rate and the formulation of the generalized

halo-independent analysis, which forms the basis for all subsequent chapters.

In Chapter 2 [34], we present comparisons of direct DM detection data for light WIMPs

with exothermic scattering with nuclei (exoDM), both assuming the SHM and in a halo-

independent manner. We find that the CDMS-II-Si region escapes all upper bounds, the

most relevant being LUX and SuperCDMS, for exothermic scattering and spin-independent

isospin-violating interactions. Exothermic scattering weakens the Xe-based limits, the strongest

of which is the LUX limit. An isospin-violating coupling, in particular a neutron to proton

coupling ratio of −0.8 (Ge-phobic), weakens the Ge-based limit from SuperCDMS.

In Chapter 3 [54], we expand and correct a recently proposed [55] extended maximum-

likelihood halo-independent (EHI) method to analyze unbinned direct DM detection data.

Due to the exponential prefactor in the extended likelihood, it is possible to show that the

likelihood is maximized by a non-increasing piecewise constant η̃ function, with the number

of discontinuities at most equal to the number of observed events. We give a rigorous

proof of the method, using the formulation for the generalized halo-independent method

presented in Sec.1.3. Instead of the recoil energy ER as independent variable (as done in

[55]), we use the minimum speed vmin, which has the advantage of allowing us to extend

the method to any type of target composition and interaction, e.g. with general momentum

and velocity dependence, and with elastic or inelastic scattering. Furthermore, we provide a

rigorous statistical interpretation of the results by defining a two-sided pointwise confidence

band, as a collection of confidence intervals in η̃ for every value of vmin. The pointwise

confidence band can be computed for given confidence levels, and thus we can quantitatively
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assess the compatibility of the unbinned data with upper bounds from other experiments.

We apply the method to the three candidate events of CDMS-II-Si, and we find that the

observed signal is compatible with the upper limits for elastic spin-independent scattering

with isospin-violating interactions for a neutron to proton coupling ratio fn/fp = −0.7

(Xe-phobic, which maximally reduces the Xe-based LUX limit). Similarly, we also find

compatibility for exothermic inelastic spin-independent interactions with fn/fp = −0.8 (Ge-

phobic).

In Chapter 4 [56], we consider WIMPs with a spin-dependent (SD) coupling mostly to

protons, as a potential interpretation of the annual modulation signal observed by DAMA.

These have the advantage that they weaken the bounds from experiments using target ele-

ments whose spin is mostly due to neutrons, such as LUX and SuperCDMS. We study both

axial-vector (AV) and pseudo-scalar (PS) interactions. The latter was proposed in [57], who

employed a Bayesian analysis and claimed that the DAMA regions can be reconciled at the

99% credible level with the null results of other experiments. We consider both elastic as

well as endothermic and exothermic inelastic scattering, and both contact and long-range in-

teractions. We find that the DAMA signal is rejected for elastic and exothermic interactions

by a combination of SIMPLE, PICASSO and KIMS limits, and it remains in strong tension

with the KIMS bound for endothermic scattering. We analyze the data both assuming the

SHM and in a halo-independent manner, and in both cases our conclusions are consistent.

For our halo-independent analysis, we present an extended analysis method of the DAMA

data when both target elements, Na and I, are involved in the scattering.

1.1 Direct detection rate

The differential recoil rate per unit detector mass, typically given in units of counts/day/kg/keV,

for the scattering of WIMPs of mass m off a target nuclide T with mass mT is

dRT

dER
=

ρ

m

CT
mT

∫
v≥vmin(ER)

d3v f(v, t)v
dσT
dER

(ER,v), (1.1.1)

where CT is the mass fraction of nuclide T in the detector, ER is the nuclear recoil energy,

ρ is the WIMP local energy density, f(v, t) is the WIMP velocity distribution in Earth’s

frame, dσT/dER is the WIMP-nucleus differential scattering cross section, and vmin(ER) is

5



the minimum WIMP speed needed to impart to the target nucleus a recoil energy ER, as

we will present in the next section. The revolution of Earth around the Sun introduces an

annual modulation of f(v, t). In detectors with more than one nuclide in their target, the

total differential recoil rate is
dR

dER
=
∑
T

dRT

dER
. (1.1.2)

Most experiments do not measure the recoil energy ER directly. They measure instead a

proxy E ′ for it, such as the ionization or scintillation signals, subject to experimental uncer-

tainties and fluctuations. These are represented by a target-dependent resolution function of

the detector GT (ER, E
′), which is the probability distribution for an event with recoil energy

ER to be measured with energy E ′, and incorporates the mean value 〈E ′〉 = QT (ER)ER,

with QT the target’s quenching factor, and the detector energy resolution. Including the

experimental acceptance ε(ER, E
′) from various experimental cuts and efficiencies, which, in

general, is a function of both the recoil energy ER and the detected energy E ′, the differential

event rate in the detected energy E ′ can be written as

dR

dE ′
=
∑
T

∫ ∞
0

dER ε(ER, E
′)GT (ER, E

′)
dRT

dER
. (1.1.3)

With respect to the WIMP-nucleus cross section and values of m and δ, we proceed in

a phenomenological manner, without referring to particular DM particle models (although

models with the required WIMP masses and mass splittings have been proposed in [39] - see

also references therein). We use the usual contact spin-independent (SI) interaction cross

section, which applies also to exoDM [33]

dσSIT
dER

(ER, v) = σp
µ2
T

µ2
p

[ZT + (AT − ZT )(fn/fp)]
2 mT

2µ2
Tv

2
F 2
T (ER), (1.1.4)

where σp is the WIMP-proton cross section, fn and fp are the effective DM couplings to

neutrons and protons, µp is the WIMP-proton reduced mass, AT and ZT are the atomic and

charge numbers of the nuclide T , respectively, and F 2
T (ER) is a nuclear form factor, for which

we take the Helm form factor [58] normalized to F 2
T (0) = 1.

With dR/dE ′ given in (1.1.1), the energy-integrated rate over an energy interval [E ′1, E
′
2]
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is

R[E′1,E
′
2](t) ≡

∫ E′2

E′1

dE ′
dR

dE ′
. (1.1.5)

Given a WIMP velocity distribution f(v, t), the rate R[E′1,E
′
2] measured by an experiment

in an energy interval [E ′1, E
′
2] can be used to infer best-fit regions and upper bounds on the

WIMP-proton cross section σp in an m – σp plane.

1.2 Elastic and inelastic scattering

The minimum speed the DM particle must have in the rest frame of the target nuclide in

order to impart a nuclear recoil energy ER to a nucleus of mass mT for µT |δ|/m2 � 1 is

vmin =
1√

2mTER

∣∣∣∣mTER
µT

+ δ

∣∣∣∣ , (1.2.1)

where µT is the DM-nucleus reduced mass. The mass splitting δ = m′ − m can be either

positive for endothermic scattering [26], negative for exothermic scattering [33, 35, 40], or

zero for elastic scattering. The same equation relates the speed of a DM particle v with the

maximum, and in this case also minimum, recoil energy the particle can impart to a nucleus.

Inverting this equation one finds the maximum and minimum recoil energies for a fixed DM

particle speed v: ET,−
R (v) < ER < ET,+

R (v), with

ET,±
R (v) =

µ2
Tv

2

2mT

(
1±

√
1− 2δ

µTv2

)2

. (1.2.2)

Fig. 1.1 shows these two functions for a Si target (used in CDMS-II-Si) for several WIMP

masses m and negative values of δ: −50, −200 and −300 keV. The left panel in Fig. 1.2 shows

the two ET,±
R (v) branches for the Na component of DAMA, for δ = −30 and −50 keV, for

WIMP masses that correspond to the best fit regions we will present in later chapters. The

right panel shows the ET,±
R (v) branches for the I component of DAMA, for δ = 50 and 100

keV. For a particular recoil energy ER only the speeds to the right of the vmin(ER) line are

allowed, while for a fixed speed v only the recoil energies in between the two lines ET,−
R (v) and

ET,+
R (v) are allowed. The minimum possible value of v for the interaction to be kinematically

allowed is vTδ =
√

2δ/µT for endothermic scattering, and vTδ = 0 for exothermic. This speed

7



CDMS-Si Events

∆ = -50 keV, m = 3.5 GeV

∆ = -200 keV, m = 1.3 GeV
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Figure 1.1. Recoil energy range in Si as a function of the WIMP speed v with respect to the Earth for different
values of the WIMP mass m and mass splitting δ, compared with the energies of the three events observed by CDMS-
II-Si (horizontal lines), assuming that the observed and recoil energies coincide. We see that for negative δ values
with |δ| > 300 keV not all three events can be contained within the possible DM recoil energy range in the SHM (the
halo model determines the maximum possible value of v, which here is 765 km/s).

Sodium QNa = 0.40
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Figure 1.2. Recoil energy range for exothermic scattering off Na (left) and endothermic scattering off I (right), as a
function of the WIMP speed v, for the indicated values of WIMP mass m and mass splitting δ. The two red horizontal
lines enclose the 2.0–3.5 keVee energy interval, in which most of the DAMA signal is observed. Here QNa = 0.40 and
QI = 0.09. The DAMA events can only be between the two vertical lines at vmin = 200 km/s and vmin = vmax = 765
km/s (see the text).

value corresponds to the point of intersection of the two ET,±
R branches, which occurs at

ET
δ = ET,+

R (vTδ ) = ET,−
R (vTδ ) = µT |δ|/mT . We define vδ to be the smallest of the vTδ values
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among all nuclides T in the detector.

Except for our halo-independent analysis, in this dissertation we assume the Standard

Halo Model (SHM) for the dark halo of our galaxy, where the DM local density is ρ =

0.3 GeV/cm3 and the velocity distribution of WIMPs in the galactic frame is a truncated

Maxwell-Boltzmann distribution

fG(~u) =
1

Nesc(v0

√
π)3

exp(−u2/v2
0) θ(vesc − u). (1.2.3)

Here v0 is the velocity dispersion and vesc is the escape speed from our galaxy. The normal-

ization factor

Nesc ≡ erf(vesc/v0)− 2(vesc/v0) exp(−v2
esc/v

2
0)/
√
π (1.2.4)

ensures that
∫
d3u fG(~u) = 1. We consider v0 to be the same as the velocity of the Local

Standard of Rest v0 = 220 km/s, and we take vesc = 533 km/s, according to recent Radial

Velocity Experiment (RAVE) 2013 results [59]. The velocity distribution in Earth’s frame,

f(v, t) in (1.1.1), can be obtained with the Galilean transformation

f(v, t) = fG(v� + v⊕(t) + v) , (1.2.5)

where v� and v⊕(t) are the velocity of the Sun with respect to the galaxy and the time

dependent velocity of Earth with respect to the Sun, respectively. We take v� = 232 km/s,

and v⊕ = 30 km/s in an orbit inclined at 60◦ with respect to the galactic plane [60]. The

maximum value of the DM speed allowed for a given halo model is the sum of the escape

speed vesc and the modulus of Earth’s velocity in the galactic rest frame, which is equal on

average to the Sun’s velocity ~v�; therefore, for our choice of parameter values, vmax = 765

km/s. This is indicated with a vertical line in Figs. 1.1 and 1.2.

As a result, endothermic scattering with a target nucleus will be kinematically forbidden

for δ larger than ' 3.3 keV(µT/GeV). In the ranges for m and δ corresponding to the best fit

regions presented in later chapters, endothermic scattering with Si in CDMS-II-Si and Na in

DAMA is kinematically forbidden a |δ| of 50 keV or larger. On the other hand, scattering off

I in DAMA is allowed for endothermic scattering, as can be seen in the right panel of Fig. 1.2

for δ = 50 and 100 keV. In an exothermic scattering, the energy of the recoiling nucleus

is peaked around ET
δ , which is proportional to the splitting between the dark matter states
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and is inversely proportional to the nuclear mass. Consequently, the nuclear recoils caused

by exothermic DM are more visible in experiments with light nuclei and low thresholds [33].

In Fig. 1.1 we also compare the allowed recoil energy values in Si with the energies of

the three events observed by CDMS-II-Si (horizontal lines). We took the recoil energies

to coincide with the observed energies (i.e. perfect energy resolution), which is not a bad

approximation for CDMS-II-Si. The values of m and δ are those corresponding to some of

the best fit points allowed by all upper limits (and coincide with the values of the halo-

independent analysis we show later). We see that for negative δ values such that |δ| > 300

keV not all three events can be contained within the possible recoil energy range for the

SHM, i.e. either the largest energy event (or events) or the lowest energy event (or events)

must be due to background. However, even for smaller negative δ values, such as δ = −200

keV, we find that, in the SHM, best fit regions are obtained when the highest-energy of the

three CDMS-II-Si observed events is considered background.

Earth’s revolution around the Sun causes the velocity distribution given in (1.2.5), and

therefore the scattering rate in (1.1.1), to modulate in time. Both the time-average rate and

the modulation amplitude of the rate can be measured. In the SHM, the velocity of Earth

with respect to the Galaxy is maximum at the end of May or the beginning of June. The

rate has a maximum at this moment if vmin > 200 km/s and it has instead a minimum at this

moment if vmin < 200 km/s. Thus, choosing the modulation phase so that the modulation

amplitude is positive for vmin > 200 km/s, the amplitude is negative for vmin < 200 km/s.

Only vmin > 200 km/s are compatible with the phase of the DAMA modulation data such

that the rate has the maximum on the 2nd of June [16]. The value of vmin = 200 km/s is

shown as a vertical line in Fig. 1.2.

1.3 Generalized halo-independent analysis

method

In this section we will present a generalized halo-independent method, developed in [50], for

which the cross section has any general dependence on the DM velocity and nuclear recoil

energy.
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By inserting (1.1.1) into (1.1.3) we can express the differential event rate in the detected

energy E ′ as a double integral

dR

dE ′
=

ρ

m

∑
T

CT
mT

∫ ∞
0

dER ε(ER, E
′)GT (ER, E

′)

×
∫
v≥vmin(ER)

d3v f(v, t)v
dσT
dER

(ER,v), (1.3.1)

from where changing the integration order and extracting a reference parameter σref from

the cross section we get

dR

dE ′
=
σrefρ

m

∫
v≥vδ

d3v
f(v, t)

v

dH

dE ′
(E ′,v). (1.3.2)

Here the function dH/dE ′ is

dH

dE ′
(E ′,v) ≡

∑
T

dHT

dE ′
(E ′,v), (1.3.3)

where dHT/dE
′ is defined as

dHT

dE ′
(E ′,v) ≡


CT
mT

∫ ET,+R (v)

ET,−R (v)

dER ε(ER, E
′)GT (ER, E

′)
v2

σref

dσT
dER

(ER,v) if v ≥ vTδ ,

0 if v < vTδ .

(1.3.4)

In (1.3.2) and (1.3.4) we have written explicitly a parameter σref extracted from the

differential cross section to represent the strength of the interaction. This is preferably, but

not necessarily, the WIMP-proton scattering cross section σp.

Here we consider only differential cross sections (and thus also dH/dE ′ functions) which

depend only on the speed v = |v|, and not on the direction of the initial WIMP velocity

v. The cross section depends only on v if the incoming WIMPs and the target nuclei are

unpolarized and the detector response is isotropic, as is most common. In this case, one can

write the differential event rate in a simpler form as

dR

dE ′
=
σrefρ

m

∫ ∞
vδ

dv
F (v, t)

v

dH

dE ′
(E ′, v), (1.3.5)
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where F (v, t) ≡ v2
∫

dΩv f(v, t). We now define the function η̃(vmin, t) as

η̃(vmin, t) ≡
ρσref

m

∫ ∞
vmin

dv
F (v, t)

v
, (1.3.6)

which contains all the dependence of the scattering rate on the halo model. Thus

σrefρ

m

F (v, t)

v
= −∂η̃(v, t)

∂v
, (1.3.7)

and (1.3.5) becomes

dR

dE ′
= −

∫ ∞
vδ

dv
∂η̃(v, t)

∂v

dH

dE ′
(E ′, v). (1.3.8)

Using that η̃(∞, t) = 0 (see (1.3.6)) and dH/dE ′(E ′, vδ) = 0 (since ET,−
R (vδ) = ET,+

R (vδ) and

the integrand in (1.3.3) is a regular function), the integration by parts of (1.3.8) leads to

dR

dE ′
=

∫ ∞
vδ

dvmin η̃(vmin, t)
dR

dE ′
(E ′, vmin), (1.3.9)

where we choose to call vmin the integration variable because it makes obvious the physical

meaning of η̃ as a function of vmin, and where we define the “differential response function”

dR/dE ′ of the detector as

dR

dE ′
(E ′, vmin) ≡ ∂

∂vmin

[
dH

dE ′
(E ′, vmin)

]
. (1.3.10)

Notice that dR/dE ′ is a function of the target dependent recoil energies, ET,±
R (vmin), which

are functions of the independent variable vmin. It is clear that, in (1.3.9), all the dependence

on the halo model is in the η̃ function which is independent of the experimental apparatus,

and thus is common to all direct detection experiments. Therefore, by mapping the rate data

into η̃, it is possible to compare the different experimental results without any assumption

on the dark halo of our galaxy.

Due to Earth’s rotation around the Sun, the velocity integral (1.3.6) is modulated in time
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with a 1 year period:

η̃(vmin, t) ' η̃0(vmin) + η̃1(vmin) cos

(
2π

yr
(t− t0)

)
, (1.3.11)

where t0 is the time when the rate reaches its maximum value. The energy-integrated rate

R[E′1,E
′
2](t) over an energy interval [E ′1, E

′
2] is given in (1.1.5). Since all the time dependence

of the rate is contained in η̃, we also have that

R[E′1,E
′
2](t) ' R0

[E′1,E
′
2] +R1

[E′1,E
′
2] cos

(
2π

yr
(t− t0)

)
, (1.3.12)

with

Rα
[E′1,E

′
2] ≡

∫ ∞
vδ

dvmin η̃
α(vmin)

∫ E′2

E′1

dE ′
dR

dE ′

=

∫ ∞
vδ

dvmin η̃
α(vmin)R[E′1,E

′
2](vmin) (1.3.13)

where α = 0 or 1. Direct detection experiments can measure the time-average R0
[E′1,E

′
2] and

the annual modulation amplitude R1
[E′1,E

′
2] of the rate. If the energy-integrated response

function R[E′1,E
′
2](vmin) for a given energy interval [E ′1, E

′
2],

R[E′1,E
′
2](vmin) =

∫ E′2

E′1

dE ′
dR

dE ′
(E ′, vmin), (1.3.14)

is a well-localized function in a vmin range, the measurements of R0
[E′1,E

′
2] and R1

[E′1,E
′
2] can be

used to infer the values of η̃0 and η̃1 over the vmin range in which the response function is

non-zero. This is true for WIMPs whose differential cross section is inversely proportional to

v2, such as for the usual spin-independent (SI) and spin-dependent interactions. Otherwise

R[E′1,E
′
2] may need to be regularized (see [50] for the details).

In general η̃ can be expanded in a Fourier series, and here we assume that higher modes

are not important. The DAMA collaboration did not find any hints of higher modes in their

data [16, 61], thus when considering the DAMA data we adopt (1.3.11) with the measured

phase t0 = June 2nd. All other experiments considered here give an upper bound on a

time-averaged signal, thus on η̃0. Given that the annual modulation amplitude cannot be

larger than the average rate, |η̃1(vmin)| 6 η̃0(vmin), we can interpret upper bounds on η̃0 from
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experiments with null results as (conservative) limits on the η̃1 signal measured by DAMA.

We do not consider the direct CDMS-II bound on η̃1 [8], since LUX and SuperCDMS set

more stringent constraints, see [25, 51, 52] (notice also that SuperCDMS employs the same

target material).

Using the contact SI cross-section from (1.1.4) in (1.3.3)-(1.3.4), we obtain

dHSI

dE ′
(v, E ′) ≡

∑
T

CT
2µ2

p

∫ ET,+R (v)

ET,−R (v)

dER ε(ER, E
′)GT (ER, E

′)

×[ZT + (AT − ZT )(fn/fp)]
2F 2

T (ER), (1.3.15)

and from (1.3.10), we get the following differential response function:

dRSI

dE ′
(vmin, E

′) ≡
∑
T

CT
2µ2

p

[ZT + (AT − ZT )(fn/fp)]
2

×

[
dET,+

R

dv

∣∣∣∣∣
v=vmin

ε(ET,+
R (vmin), E ′)GT (ET,+

R (vmin), E ′)F 2
T (ET,+

R (vmin))

− dET,−
R

dv

∣∣∣∣∣
v=vmin

ε(ET,−
R (vmin), E ′)GT (ET,−

R (vmin), E ′)F 2
T (ET,−

R (vmin))

]
.

(1.3.16)

For elastic scattering this reduces to

dRSI

dE ′
(vmin, E

′) ≡
∑
T

2vmin
CT
mT

ε(ER, E
′)GT (ER(vmin), E ′)

×µ
2
T

µ2
p

[ZT + (AT − ZT )(fn/fp)]
2F 2

T (ER(vmin)). (1.3.17)
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CHAPTER 2

Direct Detection of Light “Ge-phobic”

Exothermic Dark Matter

It was first shown in 2004 [62] that light WIMPs with spin-independent isospin-conserving

interactions with nuclei could simultaneously provide a viable DM interpretation of the

DAMA annual modulation [13] and be compatible with all negative searches at the time,

assuming the SHM for the dark halo of our galaxy. The interest in these candidates intensified

as new hints of light WIMPs appeared, first in the DAMA 2008 data [14] (see e.g. [63]) and

then in the data of CoGeNT, CRESST-II and CDMS-II-Si. In the following, we include all

the regions obtained from the DAMA, CDMS-II-Si and CoGeNT data, and the most relevant

limits derived from direct DM searches with null results by the LUX [10], XENON10 [1],

CDMSlite [64], SuperCDMS [11] and SIMPLE [5] collaborations (with SIMPLE relevant

only for isospin-violating [65, 66] interactions).

In this chapter we consider exoDM as a potential explanation of the signals found by

CDMS-II-Si. As already explained in the introduction, exothermic scattering favors lighter

targets with respect to heavier ones, and thus suppresses the limits due to Xe. We present

our results for WIMPs with elastic isospin-conserving and isospin-violating SI interactions,

and exothermic inelastic isospin-violating SI interactions. The isospin-conserving choice

fn = fp is usually assumed by the experimental collaborations. However, the value of fn/fp

that minimizes the coupling
∑

T [1 + (fn/fp)(AT −ZT )/ZT ]2(CT/mT ) for a particular target

element, where the sum runs over its isotopes, is also possible (see (1.1.4) for the spin-

independent scattering cross section). The isospin-violating choice fn/fp = −0.7 [65, 66]
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produces the maximum cancellation of the WIMP coupling to Xe, suppressing very effectively

the interaction cross section for this target. In our case, the exothermic character of the DM

interactions weakens the Xe-based limits for large enough mass splitting. Thus we consider

the value fn/fp = −0.8, which suppresses most efficiently the WIMP coupling with a Ge

target. This ad-hoc choice, which we call “Ge-phobic”, weakens the SuperCDMS limits

maximally and it is equally motivated (or not motivated) as the “Xe-phobic” -0.7 choice.

In Sec. 2.1 we describe the data analysis we perform, and in Secs. 2.2 and 2.3 we present

our results assuming the SHM and in a halo-independent manner, respectively. We give our

conclusions in Sec. 2.4.

2.1 Data analysis

We describe here the data analysis we perform assuming the SHM, which follows the pro-

cedure already presented in [51, 52]. The Python implementation can be found in [53]. We

compute the 68% and 90% CL allowed regions from the DAMA (Na only) and CoGeNT

2011-2012 modulation data [19] and from the CDMS-II-Si unmodulated signal using the

Extended Maximum Likelihood method [67]. For CDMS-II-Si we use the three events ob-

served in their signal region with recoil energies 8.2, 9.5, and 12.3 keV. We use the Maximum

Gap Method [68] to produce 90% CL bounds on the m–σp parameter space from the LUX,

CDMS-II-Si, CDMSlite, SuperCDMS, and XENON10 experiments. The CoGeNT 2011-2012

unmodulated rate bound is the 90% CL limit (in a raster scan).

To compute the LUX bound, following [51], we apply the Maximum Gap method [68] to

the variable S1 in the range 2–30 photoelectrons. We choose several numbers of observed

events, i.e. 0, 1, 3, 5 and 24 as described in [51]. In our SHM model the maximum WIMP

speed is vmax = 765 km/s, thus the maximum recoil energy for a WIMP lighter than 11.5

GeV in an elastic scattering with Xe is ∼ 12 keV. Using the approximated recoil energy

contours in Fig. 4 of [10], and dropping all observed events in and above the electron-recoil

band (plotted at 1.28σ) in the same figure, only five observed events remain below ∼ 12

keV. This means that for elastic scattering, choosing 5 events provides a safe upper limit for

WIMP masses m < 11.5 GeV. However, if m > 11.5 GeV, only using all the 24 events lying

outside the electron-recoil band provides a reliable upper limit. For inelastic scattering with
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δ = −50, −30, 50 and 100 keV, the maximum WIMP masses for which using the 5 events

bound is reliable are 8.2, 9.3, 19.2 and 56.2 GeV, respectively. Since our procedure does

not depend on the WIMP distribution in the S1–log10(S2/S1) plane [10], our Maximum Gap

upper limits are conservative and safe to be applied to any WIMP-nucleus interactions.

For the SuperCDMS bounds, we use the data set collected by the seven Ge detectors

between October 2012 and June 2013, corresponding to an effective exposure of 577 kg-

days. We use the Maximum Gap method with the eleven observed events listed in Table 1

of [11], which passed the selection criteria introduced by the collaboration to discriminate

signal from background events. We do not incorporate the uncertainty in recoil energy in

our analysis. For the detector acceptance we take the red curve in Fig. 1 of [11].

To compute the SIMPLE limits, we consider only the Stage 2 [5], a C2ClF5 detector

with an exposure of 6.71 kg-day, with one observed event above 8 keV compatible with the

expected background of 2.2 events. We use the Feldman-Cousins method [69] to place a

90% CL upper limit of 2.39 signal events for 2.2 expected background events and 1 observed

event.

For our halo-independent analysis, we follow the procedure developed and described in

[25, 48, 50, 51]. The data analysis for CoGeNT is the same as in [52], except for the binning

of the CoGeNT data for our halo-independent analysis (here we took two bins, 0.5–2.0 KeVee

and 2.0–4.5 keVee, the same as in [20]).

2.2 Data comparison assuming the SHM

Figs. 2.1 and 2.2 show the 90% confidence level (CL) bounds and 68% and 90% CL allowed

regions for DAMA, CoGeNT 2014 and CDMS-II-Si in the WIMP-proton cross section σp

vs WIMP mass m plane, assuming the SHM, for spin-independent isospin-conserving in-

teractions, and for elastic and inelastic scattering with δ = −50,−200 and −500 keV (in

Figs. 2.1.a, 2.1.b, 2.2.a and 2.2.b respectively). As the mass difference δ between the DM

mass eigenstates increases, it becomes progressively more difficult to insure that the lifetime

of the metastable DM state is larger than the lifetime of the Universe. Looking at Eq. 9 of

[39] (see also [35]) it seems that the values we consider are still safe in this respect.

The irregular shape of the limits, more noticeable for larger negative δ values, is due to
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Figure 2.1. 90% CL bounds and 68% and 90% CL allowed regions in the WIMP-proton cross section σp vs WIMP
mass plane, assuming the SHM, for spin-independent isospin-conserving interactions for a) (left) elastic scattering
(δ = 0) and b) (right) inelastic exothermic scattering with δ = −50 keV. The DAMA region is due to scattering off
sodium (with QNa = 0.30).
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Figure 2.2. Same as Fig. 2.1 but for a) (left) δ = −200 keV and b) (right) δ = −500 keV.

the rapid change of the interval chosen as the maximum gap since the narrow allowed energy

range changes rapidly with m (see Fig. 1.1).

For CDMS-II-Si we found that, already for δ = −200 keV, in the lower mass part of the

best fit region the highest-energy event of the three observed events must be background

18



(since a DM interaction would be kinematically forbidden; see Fig. 1). For δ = −500 keV, in

the lower mass part of the allowed CDMS-II-Si region only the lowest-energy event is due to

DM, while in the higher mass part only the two lowest-energy events are due to DM. This

is not a problem in our statistical analysis because we have included both the signal and

background contributions in the Extended Likelihood function [52].

Notice how the DAMA region moves progressively to lower WIMP mass values with

respect to the CoGeNT and CDMS-II-Si regions, as the negative δ value increases. This is

because the signal in DAMA is the annual modulation of the rate, and the observed phase

of the modulation require WIMP speeds larger than approximately 200 km/s in the SHM

(for lower speeds the modulation amplitude changes sign, i.e. the times of maximum and

minimum rate are reversed). With exothermic interactions even WIMPs with very low speeds

could have energies above the experimental threshold of DAMA, unless the WIMP mass is

sufficiently small. The CoGeNT and CDMS-II-Si regions are derived from unmodulated rate

measurements instead.

Figs. 2.1 and 2.2 show that, when assuming the SHM, considering exoDM per se does

not bring about compatibility between the potential signal regions and the upper limits in

the m-σp plane. The exothermic scattering is effective in weakening the xenon-based limits

(the most important of which is LUX), but does little to suppress the germanium-based

SuperCDMS limit which remains very restrictive because of the very low energy threshold

of the experiment (1.6 keVnr).

On the other hand, as can be seen in Fig. 2.3, for WIMPs with isospin-violating “Ge-

phobic” fn/fp = −0.8 coupling and elastic scattering, the 90% CL LUX limit rejects all 90%

CL regions of interest (although the “Xe-phobic” coupling fn/fp = −0.7 allows a very small

sliver of the CDMS-II-Si). It is the combination of exothermic scattering (which weakens the

LUX limits) and the isospin-violating couplings that could allow the CDMS-II-Si to be com-

patible with all present limits. This is shown in Figs. 2.4, 2.5 and 2.6 for δ = −50,−200 and

−500 keV respectively. Notice that the isospin-violating couplings separate the CoGeNT and

CDMS-II-Si regions, which instead overlap when isospin-conserving couplings are considered

(see Figs. 2.1 and 2.2). Thus the CoGeNT region is rejected even when the CDMS-II-Si is

allowed.

Figs. 2.4, 2.5 and 2.6 show clearly the different effects of the “Xe-phobic” and “Ge-phobic”
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Figure 2.3. Same as Fig. 2.1 but for the spin-independent isospin-violating interactions with fn/fp = −0.8 and
elastic scattering (δ = 0).
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Figure 2.4. Same as Fig. 2.3 but for the spin-independent isospin-violating interactions with a) (left) fn/fp = −0.7
(“Xe-phobic”) and b) (right) fn/fp = −0.8 (“Ge-phobic”), for inelastic exothermic scattering with δ = −50 keV.

choices in weakening maximally the LUX and the SuperCDMS limits respectively.
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Figure 2.5. Same as Fig. 2.4 but for δ = −200 keV.
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Figure 2.6. Same as Fig. 2.5.a but for δ = −500 keV. In this case only the lowest-energy or the two lowest-energy
events of the three events observed by CDMS-II-Si are due to DM.

2.3 Halo-independent data comparison

Here we present the averages of η̃0(vmin) (for CDMS-II-Si and CoGeNT) and η̃1(vmin) (for

DAMA) compared with the most relevant upper limits, as functions of vmin. For exothermic

scattering the relation between energy and vmin intervals is more complicated than for elastic
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scattering. Notice in Fig. 1.1 that if the boundaries of an energy bin cross the upper ER

branch, E+,T
R (with the target T = Si for CDMS-II-Si), higher recoil energies correspond to

higher values of vmin (the same happens for elastic scattering, for which only the upper ER

branch exists). This is the case in Figs. 2.7 and 2.8 for the three CDMS-II-Si energy bins

we adopted, 7 to 9 keV, 9 to 11 keV and 11 to 13 keV (each containing one observed event).

However, if the δ and m values are such that the boundaries of an energy bin cross the lower

ER branch, E−,TR , the vmin intervals are inverted: the largest vmin boundary corresponds to

the smallest energy boundary and vice versa. If instead ET
δ is included in the energy interval,

vmin extends all the way to vmin = 0. This is the case in Fig. 2.9 for the three CDMS-II-Si

energy bins we adopted.

Figs. 2.7 and 2.8 show the measurements of and upper bounds on η̃0(vmin) (for CDMS-II-

Si and CoGeNT) and η̃1(vmin) (for DAMA) for inelastic exothermic scattering with δ = −50

keV for a WIMP with mass m = 3.5 GeV. The two E±R branches for this δ and m combination

for scattering off Si are shown as the orange lines in Fig. 1.1. The CDMS-II-Si intervals in

vmin, shown as the horizontal bars of the three η̃0(vmin) crosses, are ordered in the same

way as the three energy intervals. In Fig. 2.7 the interaction assumed is spin-independent

isospin-conserving and the tension between the CDMS-II-Si crosses and the SuperCDMS

and LUX limits is apparent. This tension is clearly alleviated in Fig. 2.8.a and b when the

“Xe-phobic” choice fn/fp = −0.7 or the “Ge-phobic” choice fn/fp = −0.8 are respectively

made. This is largely the same conclusion we reached in our SHM analysis.

Our last figure, Fig. 2.9, is more difficult to interpret than the previous ones. It corre-

sponds to δ = −200 keV and mass m = 1.3 GeV, a combination for which the two E±,TR

branches are shown in green in Fig. 1.1. Because our halo-independent analysis extends to

larger speeds than in the SHM, up to 1000 km/s (accounting for potential extreme values

of the escape velocities encountered in some halo models), the three CDMS-II-Si events are

contained in the allowed recoil energy interval, as we can see in Fig. 1.1. The difficulty comes

in the relation between the energy and the vmin intervals for CDMS-II-Si. It is clear from

Fig. 1.1 that the first CDMS-II-Si energy bin, 7 to 9 keV, crosses the lower ER branch, and

thus its corresponding vmin interval is inverted. It is also located at higher vmin values than

the interval corresponding to the second energy bin, 9 to 11 keV, which contains ET
δ and

thus extends to vmin = 0. Only the largest energy bin crosses the upper ER branch, and is
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Figure 2.7. Measurements of and upper bounds on η̃0(vmin) (for CDMS-II-Si and CoGeNT) and η̃1(vmin) (for
DAMA) for inelastic exothermic scattering with δ = −50 keV for a WIMP with mass m = 3.5 GeV and spin-
independent isospin-conserving interactions. Only the scattering in Na is considered in DAMA(QNa = 0.30). The
dashed gray lines show the SHM η̃0 (upper line) and η̃1 (lower line) for σp = 1 × 10−42 cm2, which in Fig. 2.1.b is
within the CDMS-II-Si region.
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Figure 2.8. Same as in Fig. 2.7 but for isospin-violating couplings with a) (left) fn/fp = −0.7 and b) (right)
fn/fp = −0.8. The dashed gray lines show the SHM η̃0 (upper line) and η̃1 (lower line) for σp = 1 × 10−40 cm2,
which in Fig. 2.4.b is within the CDMS-II-Si region allowed by all upper bounds.

as expected in elastic collisions. It is clearly seen in Fig. 2.9 that the SuperCDMS limit is

below the CDMS-II-Si crosses in Fig. 2.9.a, where fn/fp = 1, and it is instead above the

CDMS-II-Si crosses in Fig. 2.9.b, where fn/fp = −0.8. Notice that the LUX bound in this

case only affects vmin values above 800 km/s, i.e. above the maximum speed values in the
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Figure 2.9. Measurements of and upper bounds on η̃0(vmin) (for CDMS-II-Si and CoGeNT) and η̃1(vmin) (for
DAMA) for inelastic exothermic scattering with δ = −200 keV for a WIMP with mass m = 1.3 GeV and a)
(left) spin-independent isospin-conserving interactions or b) (right) spin-independent isospin-violating coupling with
fn/fp = −0.8. The dashed gray lines show the SHM η̃0 (upper line) and η̃1 (lower line) for a) σp = 1 × 10−43 cm2

and b) σp = 1× 10−41 cm2 which in Fig. 2.2.a and Fig. 2.5.b respectively are within the CDMS-II-Si region allowed
by all upper bounds.

SHM.

In all our halo-independent plots there is only one cross in blue and only one in brown,

corresponding to the CoGeNT 2014 annual modulation and total rate respectively [20], in

the first of the two energy bins we adopted, extending from vmin = 0 to very large values of

vmin. These are almost entirely rejected by the SuperCDMS limit.

2.4 Conclusions for Chapter 2

We have considered light WIMPs with inelastic exothermic scattering, in which a heavier

DM state becomes de-excited to a lighter DM state. In our SHM analysis the CoGeNT

and DAMA regions are rejected by present bounds. In our halo-independent analysis, the

situation seems of strong tension, since only the lowest vmin portion of the data points remain

outside the upper limits.

In both our SHM and halo-independent analyses the conclusion we reach is similar,

namely that the CDMS-II-Si signal region can still be compatible with all present upper

limits, in particular the LUX and the SuperCDMS limits, with a combination of two as-

sumptions: exothermic scattering and spin-independent isospin-violating interactions. The
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reason is that the exothermic character of the scattering weakens the Xe-based limits, the

LUX bound in particular, but does not weaken significantly the SuperCDMS bound be-

cause of the low energy threshold of this experiment. This limit can be further relaxed by an

isospin-violating coupling which suppresses the WIMP-Ge coupling. In particular, the choice

of fn/fp = −0.8 for the neutron to proton coupling ratio reduces this coupling maximally.

We call this choice “Ge-phobic”.

That nature would choose for the dark matter the particular combination of character-

istics which weakens the best experimental upper limits at a particular moment seems too

much of a coincidence but, like always, more data will confirm or disprove this scenario.
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CHAPTER 3

Extended Maximum Likelihood

Halo-independent Analysis of Dark Matter

Direct Detection Data

In earlier implementations of the halo-independent method, only weighted averages over

vmin intervals of the time average, η̃0(vmin), and annual modulation amplitudes, η̃1(vmin), of

η̃(vmin, t) have been obtained from putative DM signals in direct detection. These averages

over vmin intervals are represented in plots by a set of crosses in the vmin − η̃ plane, whose

vertical and horizontal bars show the uncertainty in η̃0(vmin) or η̃1(vmin) and the vmin range

where they are measured, respectively. Combined with upper limits, these crosses can be

used to assess the compatibility of data sets from various experiments. However, making

a statistically meaningful evaluation of the compatibility of the data in this manner is not

possible.

The compatibility of different data has been studied in [70] using the “parameter goodness-

of-fit” test statistic [71]. The analysis is based on the likelihoods maximized with η̃0 written

as a sum of a very large number of step functions, following a method presented in [72]. In

this case, the level of compatibility is given by the p-value of the test statistic, which was

calculated by Monte Carlo simulations in [70]. Another test statistic for comparing one data

set with a positive result and another with a negative result has been defined in [73].

An alternative method to study the compatibility of a positive result with upper limits

uses a band in vmin − η̃0 space at a given confidence level [55], derived from unbinned data,
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with an extended likelihood [67]. In this case, as shown in [55] for single-nuclide detectors,

the likelihood is maximized by a non-increasing piecewise constant η̃0 function, because of

the exponential prefactor in the extended likelihood.

The proof presented in [55] relies on the assumption that the target is made of a single

component. The main limitation of the approach of [55] relies on their use of the recoil

energy ER as independent variable. Here we provide a derivation of the extended maximum

likelihood halo-independent (EHI) analysis method using vmin as a variable, which applies

to any type of WIMP interaction, including inelastic scattering, and any target composi-

tion. We correct and extend the original proof of [55] using the formulation developed for

the generalized halo-independent analysis in [50]. The proof for the realistic case of finite

experimental energy resolution presented in [55] relies on the application to the likelihood

functional maximization of the Karush-Kuhn-Tucker (KKT) conditions in [74, 75]. The

KKT conditions in [74, 75], however, apply only to the minimization of functions with a

finite number of variables subject to a finite number of inequalities, and they do not apply

to functionals. Eqs. (A.3) to (A.6) of [55] are given without proof and without a reference.

Moreover, Eq. (A.4) seems problematic for a g̃ function (which in our paper we call η̃) that

has discontinuities, as in the solutions found in [55]. In this case, Eq. (A.4) requires a Dirac

δ function to be smaller than or equal to zero, which is mathematically problematic. As we

explain in Sec. 3, although the KKT conditions have been extended to functionals defined

on specific kinds of function spaces and constraints, we did not find in the literature a proof

that clearly applies to our problem. Thus, in Sec. 3 we present our own proof of the KKT

conditions we use, Eqs. (3.1.22)-(3.1.25), which are clearly valid for discontinuous functions.

As in [55], here we find that the best fit η̃ function is piecewise constant with a number

of discontinuities at most equal to the number of observed events. In [55], this is a result

found for g̃ given as a function of the recoil energy, which can be easily translated to vmin

space only for a single target nuclide. Besides, the proof in [55] applies only to resolution

functions with certain properties. We instead prove the result for η̃ as a function of vmin for

any target composition and general resolution functions.

Besides these extensions, we make a correction to the method of [55] by providing a clear

definition of the uncertainty band. In [55], the uncertainty band is defined in Eq. (2.16)

through a numerical Monte Carlo simulation. In Sec. 4, we explain our objections to this
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procedure. We define instead a pointwise confidence band with a new method (see Sec. 4.2)

and provide a clear statistical interpretation for this band using Wilks’ theorem. The different

definitions of the band, here and in [55], yield very different values of the parameter ∆L

defined in both papers for the same confidence level.

In an earlier chapter, in Sec. 1.3, we reviewed the formulation of the generalized halo-

independent analysis, on which the following sections are based. In Sec. 3.1, we prove

crucial properties of the extended likelihood for unbinned direct DM detection data. In

Sec. 3.2, we develop the EHI analysis method, and discuss the statistical interpretation of

the confidence band computed with this method. In Sec. 3.3, we apply the method to the

CDMS-II-Si [22] data for WIMPs with elastic isospin-conserving and isospin-violating SI

interactions [65, 66, 76], and exothermic inelastic isospin-violating SI interactions [34, 77],

and compare the results with the upper limits imposed by other experiments. Finally, we

give our conclusions in Sec. 3.4.

3.1 Piecewise constant η̃(vmin) resulting from

the EHI method

Most direct detection experiments measure energy-integrated rates and/or their annual mod-

ulation amplitudes in given energy intervals. CDMS-II-Si gives instead the recoil energies of

three candidate DM events. Most halo-independent analyses of the CDMS-II-Si candidate

events have chosen a binning scheme, which is arbitrary and may lose some of the information

in the data [25, 34, 36, 48, 50, 52, 77].

Reference [55] has introduced a halo-independent analysis method without binning. The

method relies on the fact that the extended likelihood [67] yields piecewise constant functions

as solutions of the likelihood maximization. The extended likelihood for unbinned data can

be written as

L[η̃(vmin)] ≡ e−NE [η̃]

NO∏
a=1

MT
dRtot

dE ′

∣∣∣∣
E′=E′a

. (3.1.1)

For simplicity we use η̃ here for the time-average component of the η̃ function (we call it η̃0

in previous sections). Here NO is the total number of observed events, each with energy E ′a,

with a = 1, . . . , NO. NE[η̃] is the total number of expected events within the energy range
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[E ′min, E
′
max] detectable in the experiment, which we write as a functional of the function

η̃(vmin):

NE[η̃] = NBG +MT

∫ ∞
vδ

dvminη̃(vmin)R[E′min,E
′
max](vmin), (3.1.2)

where NBG is the expected number of background events

NBG ≡MT

∫ E′max

E′min

dE ′
dRBG

dE ′
. (3.1.3)

Here MT is the detector exposure, dRtot/dE
′ is the total predicted differential event rate

dRtot

dE ′
=

dRBG

dE ′
+

dR

dE ′

=
dRBG

dE ′
+

∫ ∞
vδ

dvminη̃(vmin)
dR

dE ′
(vmin), (3.1.4)

and dRBG/dE
′ is the differential rate of the background events. Writing the rate in this form

allows to take into account a non-trivial target composition (not included in [55]), through

the differential response function dR/dE ′, defined in (1.3.3) and (1.3.10), or in (1.3.16) for

SI interactions.

Without fixing the halo model, the likelihood function in (3.1.1) is actually a functional

of the η̃ function. If there is no uncertainty in the measurement of recoil energies, for a

single target nuclide it was proven in [55] that the likelihood is maximized by a piecewise

constant η̃ function with the number of steps equal to or smaller than the number of observed

events, NO. The proof for the realistic case with a finite energy resolution presented in [55]

applies only to resolution functions with certain properties such as having a single local

maximum, and relies on the application to the likelihood functional maximization of the

Karush-Kuhn-Tucker (KKT) conditions in [74, 75]. The KKT conditions in [74, 75] apply

to the minimization of functions with a finite number of variables subject to a finite number

of inequalities. The proofs in [74, 75] do not apply to functionals. The likelihood L[η̃] in

(3.1.1) is instead a functional of η̃(vmin) subject to an infinite number of inequalities, one

for each value of vmin. The inequality given in Eq. (A.4) of [55], dη̃/dER in our notation, is

actually an infinite set of inequalities, one for each ER.

The KKT conditions have been extended to functionals defined on specific kinds of func-

tion spaces and constraints. Banach spaces have been considered extensively (see e.g. [78]).
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However, the functions we are looking for, i.e. step functions, do not have derivatives ev-

erywhere unless interpreted as distributions, and the spaces of distributions defined on non-

compact intervals like [0,∞) are not Banach (under the usual weak-* topology). More general

spaces, i.e. locally convex topological vector spaces, have been considered by Dubovitskii

and Milyutin [79]. As explained in the book by R. B. Holmes [80] (see pages 51 to 53),

the Dubovitskii and Milyutin theory applies to constrained sets of functions that have non-

empty interiors. However, the set of non-increasing functions such as η̃ has empty interior.

A function η̃ ∈ S is in the interior of a set S if there is a neighborhood around it that belongs

to the set, but for non-increasing functions there is no such neighborhood. This is because

a non-increasing function always has a non-monotonic function arbitrarily close to it.

Since we did not find in the literature any proof that clearly applies to our problems, in

the following we present our own proof by first discretizing the variable vmin into a finite set

of values vimin so that the KKT conditions are applicable, and then taking the continuum

limit at the end. Our proof is heuristic only in that it does not address the convergence of

the limit.

For convenience, let us define a different functional of η̃, (−2 times the log-likelihood),

L[η̃] = −2 lnL[η̃]. (3.1.5)

With this definition, finding the η̃ function that maximizes the extended likelihood is equiv-

alent to finding the function that minimizes L. To simplify the problem, we discretize the

vmin space into a set of K + 1 positive variables vimin = vδ + i × ∆v with i = 0, 1, . . . , K,

where ∆v ≡ (vMAX − vδ)/K with a large enough constant vMAX value. At the end, we will

take K →∞ while keeping vMAX constant.

With a K-dimensional vector ~̃η = (η̃0, η̃1, . . . , η̃K−1), we can define a piecewise constant

function η̃(vmin; ~̃η) given by

η̃(vmin; ~̃η) ≡ η̃i if vimin ≤ vmin < vi+1
min. (3.1.6)

Notice that there is no loss of generality of the η̃(vmin) considered, since any physically

meaningful function is the limit of a sequence of piecewise constant functions as the number

of steps tends to infinity. The corresponding L functional becomes a function fL of the vector
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~̃η,

fL(~̃η) ≡ L[η̃(vmin; ~̃η)]. (3.1.7)

With this discretization we can formalize the minimization of the functional L as a limit of

the function minimization of fL, and by doing so we can safely apply the KKT conditions.

The KKT conditions for minimizing the function fL(~̃η) under the constraints η̃i ≥ η̃i+1

on its variables (i.e. requiring the piecewise constant function η̃(vmin; ~̃η) to be non-increasing)

are the minimization conditions for the function

f ′L(~̃η, ~q) ≡ fL(~̃η) +
K−1∑
i=0

qi(η̃i+1 − η̃i) (3.1.8)

with respect to the variables ~̃η and ~q ≡ (q0, . . . , qK−1) considered as unconstrained, and

the supplementary conditions qi ≥ 0 and qi(η̃i+1 − η̃i) = 0. Written explicitly, the KKT

conditions are:

(KKT I)a
∂fL
∂η̃i

+ qi−1 − qi = 0, for 1 ≤ i ≤ K − 1, (3.1.9)

(KKT I)b
∂fL
∂η̃0

− q0 = 0, (3.1.10)

(KKT II) qi ≥ 0, (3.1.11)

(KKT III) η̃i+1 − η̃i ≤ 0, and (3.1.12)

(KKT IV) qi(η̃i+1 − η̃i) = 0, or equivalently,

qi(η̃i+1 − η̃i)/∆v = 0 (no summation imposed). (3.1.13)

Choosing ~̃η to be a unit vector ˆ̃ηi along the ith component η̃i, the first term on the

left-hand side of (3.1.9) and (3.1.10) can be written as

∂

∂η̃i
fL(~̃η) = ˆ̃ηi ·

∂

∂~̃η
fL(~̃η) = lim

ε→0

fL(~̃η + εˆ̃ηi)− fL(~̃η)

ε
. (3.1.14)

Using (3.1.14), we now have

∂

∂η̃i
fL(~̃η) = lim

ε→0

L[η̃(vmin; ~̃η + εˆ̃ηi)]− L[η̃(vmin; ~̃η)]

ε
. (3.1.15)

Using L[η̃(vmin; ~̃η+ εˆ̃ηi)] = L[η̃(vmin; ~̃η) + εη̃(vmin; ˆ̃ηi)], (3.1.15) can be written in terms of the
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functional derivative of the L functional,

∂

∂η̃i
fL(~̃η) = lim

ε→0

L[η̃(vmin; ~̃η) + εη̃(vmin; ˆ̃ηi)]− L[η̃(vmin; ~̃η)]

ε
(3.1.16)

=

∫ ∞
0

dvmin η̃(vmin; ˆ̃ηi)
δL

δη̃(vmin)
. (3.1.17)

From (3.1.6) one can easily see that the function η̃(vmin; ˆ̃ηi) in (3.1.17) has a rectangular

shape with value 1 between vimin and vi+1
min and zero everywhere else. The summation over i

from i = 0 to j ≤ K − 1 of the left-hand side of (3.1.9) and (3.1.10) is thus

∂fL
∂η̃0

− q0 +

j∑
i=1

(
∂fL
∂η̃i

+ qi−1 − qi
)

=

j∑
i=0

∂fL
∂η̃i
− qj (3.1.18)

=

j∑
i=0

∫ ∞
0

dvmin η̃(vmin; ˆ̃ηi)
δL

δη̃(vmin)
− qj. (3.1.19)

Note that in the integrand (3.1.19)
∑j

i=0 η̃(vmin; ˆ̃ηi) = θ(vjmin − vmin)θ(vmin − vδ), thus

j∑
i=0

∫ ∞
0

dvmin η̃(vmin; ˆ̃ηi)
δL

δη̃(vmin)
− qj =

∫ vjmin

vδ

dvmin
δL

δη̃(vmin)
− qj. (3.1.20)

Using an interpolation function q(vmin) satisfying q(vjmin) = qj, we finally conclude, using

(3.1.20), that the KKT I conditions (3.1.9) and (3.1.10) imply

∫ vjmin

vδ

dv
δL

δη̃(v)
− q(vjmin) = 0. (3.1.21)

By taking a large enough K with vMAX fixed, we can find an integer j such that vjmin is

arbitrarily close to a given vmin value, if vδ ≤ vmin ≤ vMAX. Therefore, in the limit K →∞,

and thus ∆v → 0, we can write the conditions (3.1.21) and (3.1.11) to (3.1.13) for continuous

vmin and η̃ variables:

(I) q(vmin) =

∫ vmin

vδ

dv
δL

δη̃(v)
, (3.1.22)

(II) q(vmin) ≥ 0, (3.1.23)

(III) ∀ε > 0, η̃(vmin + ε) ≤ η̃(vmin), and (3.1.24)

(IV) q(vmin) lim
ε−>0

η̃(vmin + ε)− η̃(vmin)

ε
= 0. (3.1.25)
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Note that although we write the conditions in terms of continuous variables, they should

always be understood as a limit of the conditions for discrete variables.

Two direct consequences of (IV) (3.1.25) are: i) η̃(vmin) can be discontinuous only at

the points where q(vmin) vanishes, and ii) η̃(vmin) is constant in an open interval where

q(vmin) 6= 0. If there is an open interval where q(vmin) is zero, within the interval, (IV)

is trivially satisfied. Therefore, η̃(vmin) is a piecewise constant function with discontinuity

points where q(vmin) = 0. Let us examine the possible zeros of the q(vmin) function.

Using (3.1.1) and (3.1.5) in (I) (3.1.22), we get

q(vmin) = 2

∫ vmin

vδ

dv
δNE

δη̃(v)
− 2

∫ vmin

vδ

dv

NO∑
i=a

δ

δη̃(v)
ln

(
dRtot

dE ′

∣∣∣∣
E′=E′a

)
. (3.1.26)

In (3.1.2) NE is given in terms of R, given in turn in (1.3.14), where dR/dE ′ is in (1.3.10).

Using these equations, (3.1.26) becomes

q(vmin) = 2MT

∫ E′max

E′min

dE ′
dH

dE ′
(E ′, vmin)

−2

NO∑
a=1

[∫ vmin

vδ

dv

(
δ

δη̃(v)

dRtot

dE ′

)]
E′=E′a

/[
dRtot

dE ′

]
E′=E′a

.(3.1.27)

We define:

ξ(vmin) ≡MT

∫ E′max

E′min

dE ′
dH

dE ′
(E ′, vmin). (3.1.28)

Using (3.1.4) and (1.3.10), we can write∫ vmin

vδ

dv

(
δ

δη̃(v)

dRtot

dE ′

)∣∣∣∣
E′=E′a

=

∫ vmin

vδ

dv

(
dR

dE ′

)∣∣∣∣
E′=E′a

=
dH

dE ′
(E ′, vmin)

∣∣∣∣
E′=E′a

≡ Ha(vmin) (3.1.29)

and

γa[η̃] ≡ dRtot

dE ′

∣∣∣∣
E′=E′a

. (3.1.30)

Replacing (3.1.28) to (3.1.30) into (3.1.27), we obtain

q(vmin) ≡ 2ξ(vmin)− 2

NO∑
a=1

Ha(vmin)

γa[η̃]
. (3.1.31)
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In this equation, the only η̃ dependence is in γa[η̃]. The functions ξ(vmin) and Ha(vmin) do

not depend on η̃.

Fig. 3.1 shows the functions Ha(vmin) and ξ(vmin) for the three candidate events of CDMS-

II-Si assuming an SI cross section with fn/fp = 1 andm = 9 GeV. In order to explain the form

of these functions, let us first consider a simple situation where the target material consists

of a single nuclide, or multiple isotopes of the same element, as in CDMS-II-Si. In this case,

the integrands of the different terms dHT/dE
′ in (1.3.4) contributing to dH/dE ′ in (1.3.3)

are similarly localized in ER for all nuclides T (for a fixed E ′). Notice that these integrands

are independent of v if dσT/dER is proportional to v−2. In this case, the v dependence of

dHT/dE
′ is only in the integration range [ET−

R (v), ET+
R (v)]. If so, as v increases, this range

covers more of the region in which the integrand is non-zero. Thus, dH/dE ′ grows with v in

a certain range. When v is large enough for the integration in (1.3.4) to cover all the region

in which the integrand is non-zero, dHT/dE
′ becomes constant, and so does dH/dE ′. This

explains the step-like functional form of Ha(vmin) given in (3.1.29), which is dH/dE ′ with

E ′ = Ea, as can be seen in the left panel of Fig. 3.1.

Looking at (1.3.4) which defines dHT/dE
′ for each nuclide T , we see that the only

dependence on E ′ of the integrand is in ε(ER, E
′)GT (ER, E

′). To compute ξ(vmin), we need

thus a double integration, first in ER to obtain dHT/dE
′, and then in E ′, after summing all

dHT/dE
′ contributing to dH/dE ′. If we exchange the order of integration, performing the

E ′ integration first, we see that as ER increases, for ER very small the integrand εGT will

be zero within the E ′ integration range. Then, the non-zero portion of εGT within the E ′

integration range will increase, then be entirely contained, and then decrease and become

zero again. Thus, the resulting integrand in ER will be slowly changing in the ER range in

which it is non-zero. As vmin increases, the integration range in ER encompasses more of

the slowly varying integrand, resulting in a smoothly increasing function ξ(vmin), as shown

in the right panel of Fig. 3.1. Once vmin becomes large enough for the integration range in

ER to cover all the non-zero part of the integrand in ξ(vmin), this function becomes constant

(see Fig. 3.1).

Let us return to study the discontinuity points of the best-fit η̃ function which happen at

the zeros of q(vmin) given in (3.1.31). For elastic (δ = 0) or endothermic (δ > 0) scattering,

there is a region at small vmin values where both Ha and ξ vanish. Looking at (1.3.4), when
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Figure 3.1. Ha(vmin) (left panel) and ξ(vmin) (right panel) for elastic isospin-conserving SI interactions and m = 9
GeV, for the three events of CDMS-II-Si.
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Figure 3.2. Same as Fig. 3.1 but for a fictitious detector with target material composed of equal mass fractions of
Si and Ge (see the text), and showing in addition

∑
aHa(vmin)/γa (blue line, right panel) .

ET+
R (v) is below the experimental threshold, the integrand, in particular the acceptance ε,

is zero, thus dH/dE ′ = 0. In this vmin region the condition q(vmin) = 0 is trivially satisfied,

and the shape of the best-fit η̃ function is undetermined.

Changes in η̃(vmin) produce changes in γa[η̃]. For values of γa which make the second

term of the right hand side of (3.30) large enough to reach the first term 2ξ(vmin) from below,

q(vmin) (see (3.1.31)) has non-trivial zeros where ξ and Ha are non-zero. The non-negativity

of q(v) ≥ 0 means that q(v) = 0 only when the monotonically increasing function ξ touches
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the step-like
∑

aHa/γa function from above. Since
∑

aHa/γa has NO steps, this can happen

only at a number of vmin values smaller than or equal to NO. Examples of these functions ξ,∑
aHa/γa, and q will be shown below in Figs. 3.5, 3.7 and 3.8.

To guess the generic shape of the ξ(vmin) and Ha(vmin) functions for differential cross

sections whose WIMP speed v dependence is different from ∝ v−2, let us assume the differ-

ential cross section for a given ER behaves as v(n−2) for large values of v. One such example

is that of WIMPs interacting with nuclei through a magnetic dipole moment, where n = 2

at large v (see (3.9) of [52]). In this case, from (1.3.4) one can easily see that the shapes

of the functions Ha(v)/vn and ξ(v)/vn should be similar to those of Ha(v) and ξ(v) for a

differential cross section proportional to v−2. Therefore, the argument given above can be

used for q(v)/vn, whose zeros are the same as those of q(v), leading to the same conclusions.

When the target consists of several elements, each Ha has multiple step-like features,

one for each element. This is illustrated in Fig. 3.2 for a fictitious CDMS-II-like detector

composed of equal mass fractions of Si and Ge. We see in the left panel of Fig. 3.2 that for

each of the three elements there are two step-like features in Ha. One may naively expect

that because in this case there are 2NO step-like features in
∑

aHa/γa, the number of zeros

of the function q(vmin) would equally double. However, this is not the case. Because ξ and

Ha are independent of η̃, by changing η̃ and thus γa in general one can make at most one of

the two steps per observed event in
∑

aHa/γa touch the function ξ(vmin) from below. Thus

the number of zeros of q(vmin) is still at most NO. This can be seen in the right panel of

Fig. 3.2.

In summary, in this section we proved that the η̃ function maximizing the extended

likelihood is a piecewise constant function with a number of steps smaller than or equal to

the number NO of observed events.

3.2 EHI analysis in the vmin-space

In this section we show how to find the solution to the maximization of the extended likeli-

hood in the EHI method, in the vmin–η̃ space. As shown in the previous section, the best-fit

function, which we call η̃BF(vmin) from now on, is a piecewise constant function with at most

NO steps (note that in the statistics literature the subscript “ML” for maximum likelihood

36



is usually used instead of “BF”). We will also find a statistically meaningful confidence band

around η̃BF(vmin), which we will define as a pointwise confidence band.

3.2.1 Finding the best-fit function η̃BF(vmin)

The properties of the η̃ function maximizing the extended likelihood we have proven in the

previous section can be utilized to find η̃BF. We can define a function f
(NO)
L of 2NO variables,

~v = (v1, v2, . . . , vNO) and ~̃η = (η̃1, η̃2, . . . , η̃NO), specifying the positions and heights of the

NO steps, as a restriction of the functional L[η̃]:

f
(NO)
L (~v, ~̃η) ≡ L[η̃(NO)(vmin;~v, ~̃η)]. (3.2.1)

The piecewise constant function η̃(NO) is defined as

η̃(NO)(vmin;~v, ~̃η) ≡

η̃a if va−1 < vmin ≤ va,

0 if vNO < vmin,
(3.2.2)

where a = 1, . . . , NO. Here we assume vmin and va’s are all larger than vδ, and the constraints

(3.1.24) η̃a ≤ η̃b for a > b are satisfied. Since the function η̃ cannot change after the last step

and it must reach zero for large vmin, it must be zero for vmin > vNO . We do not specify the

value of η̃(NO) below the minimum vδ since the event rate is independent of it. Notice that

(3.2.2) requires the definition of v0. We define v0 = vδ for convenience.

From these definitions and the theorem we have proven, we can easily obtain η̃BF and

Lmin, the minimum value of the functional L[η̃], by finding ~vBF and ~̃ηBF that minimize f
(NO)
L ,

so that

η̃BF(vmin) = η̃(NO)(vmin;~vBF, ~̃ηBF) (3.2.3)

and

Lmin ≡ L[η̃BF(vmin)] = L[η̃(NO)(vmin;~vBF, ~̃ηBF)]. (3.2.4)

From the definition (3.1.1) of the extended likelihood function, we can write f
(NO)
L in a
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simple form as

f
(NO)
L = 2NBG + 2MT

NO∑
a=1

η̃a

∫ va

va−1

dvminR[E′min,E
′
max](vmin)

−2

NO∑
i=1

ln

[
MT

NO∑
a=1

η̃a

∫ va

va−1

dvmin
dR

dE ′
(vmin) +MT

dRBG

dE ′
(vmin)

]
E′=E′i

, (3.2.5)

with NBG given in (3.1.3). Defining the Na and Mai functions of va as

Na(~v) ≡ MT

∫ va

va−1

dvminR[E′min,E
′
max](vmin), (3.2.6)

Mai(~v) ≡ MT

∫ va

va−1

dvmin
dR

dE ′

∣∣∣∣
E′=E′i

(vmin), (3.2.7)

and the fixed constants bi

bi ≡ MT
dRBG

dE ′

∣∣∣∣
E′=E′i

, (3.2.8)

we can write (3.2.5) as

f
(NO)
L = 2NBG + 2

NO∑
a=1

η̃aNa − 2

NO∑
i=1

ln

[
NO∑
a=1

η̃aMai + bi

]
. (3.2.9)

The minimization of the function f
(NO)
L of 2NO parameters v1, . . . , vNO , η̃1, . . . , η̃NO , sub-

ject to the constraints

v1 > vδ, (3.2.10)

vb −va ≥ 0 and η̃a − η̃b ≥ 0 for a < b, (3.2.11)

can be done numerically using a global minimization algorithm. In the implementation,

we express f
(NO)
L in terms of ln η̃a and use ln η̃a instead of η̃a as variables, since η̃a span

many orders of magnitude. This also accounts for the η̃a > 0 constraints, leaving only

the constraints in (3.2.10) and (3.2.11) to be enforced in the minimization. Note that in

general minimization algorithms may attempt to evaluate the function in regions where the

constraints are not satisfied, and in these regions the function f
(NO)
L is not well defined,

thus a fictitious function must be used that grows smoothly with the absolute value of the
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unsatisfied constraints in (3.2.10) and (3.2.11).

3.2.2 Finding the confidence band

In order to compare the η̃BF we obtained with the upper limits imposed by other experiments,

we need a way to represent the uncertainty in our determination of η̃BF. This can be achieved

by finding a region in the vmin–η̃ space satisfying a certain statistical criterion, analogous

to the confidence interval in the usual analysis with a fixed halo model. The region in the

vmin–η̃ space which is densely filled by the family of all possible η̃(vmin) curves satisfying

∆L[η̃] ≡ L[η̃]− Lmin ≤ ∆L∗, (3.2.12)

with given ∆L∗, is a natural candidate to examine. The condition in (3.2.12) defines a two-

sided interval around η̃BF for each vmin value, and the collection of those intervals forms a

pointwise confidence band in vmin–η̃ space. From now on we will call it simply “the confidence

band”.

Conceptually, computing the confidence band is a straightforward procedure, but in

practice, finding all the η̃ functions satisfying (3.2.12) and constructing the band from them

is not possible. If the same band can be formed by a much smaller subset of them, and

this subset is much easier to find than the whole set, the construction of the band would be

practical.

As a possible subset, let us consider the set of η̃ functions which minimize L[η̃] subject

to the constraint

η̃(v∗) = η̃∗. (3.2.13)

Let us define Lcmin(v∗, η̃∗) to be the minimum of the L[η̃] subject to the constraint (3.2.13),

and

∆Lcmin(v∗, η̃∗) = Lcmin(v∗, η̃∗)− Lmin. (3.2.14)

If ∆Lcmin(v∗, η̃∗) is larger than a chosen ∆L∗, it simply means that the point (v∗, η̃∗) lies

outside of the confidence band. If it were inside the band, there should be at least one η̃

function passing through the (v∗, η̃∗) point, for which ∆L[η̃] ≤ ∆L∗, in contradiction with the

fact that ∆Lcmin(v∗, η̃∗) > ∆L∗. On the other hand, if ∆Lcmin(v∗, η̃∗) ≤ ∆L∗, the confidence

band should cover the point (v∗, η̃∗) by definition. Therefore, by finding the range of η̃∗
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values which satisfy ∆Lcmin(v∗, η̃∗) ≤ ∆L∗ for each v∗ value, we can construct the band.

The remaining problem is how to find an easy way of computing Lcmin(v∗, η̃∗) (and there-

fore ∆Lcmin(v∗, η̃∗)). We will now prove that the η̃ function minimizing L[η̃] subject to the

constraint (3.2.13) should be a piecewise constant function with at most NO + 1 discontinu-

ities.

Let us rewrite the KKT conditions in (3.1.9)-(3.1.13) but now with an additional equality

constraint

η̃k = η̃∗, (3.2.15)

where the index k is chosen to satisfy vkmin ≤ v∗ < vk+1
min , so that vkmin can be arbitrarily close

to v∗ for large enough K values. The additional constraint leads to the necessity of adding

the term p∗(η̃k − η̃∗) to the function f ′L in (3.1.8) introducing a Lagrange multiplier p∗, so

we define another function f ′′L(~̃η, ~q, p∗) as

f ′′L(~̃η, ~q, p∗) ≡ f ′L(~̃η, ~q) + p∗(η̃k − η̃∗) (3.2.16)

= L[η̃(vmin; ~̃η)] +
K−1∑
i=0

qi(η̃i+1 − η̃i) + p∗(η̃k − η̃∗), (3.2.17)

and use it to derive new KKT conditions.

The new KKT conditions consist of the unconstrained minimization conditions of the

function f ′′L(~̃η, ~q, p∗) with respect to the parameters ~̃η, ~q and p∗, plus the complementary

conditions, which are the same as before. Therefore, besides the constraint (3.2.15), the

changes only appear in the (KKT I)a and (KKT I)b conditions, where the function f ′L was

present. The new conditions are

(KKT I)′a
∂fL
∂η̃i

+ qi−1 − qi + p∗δki = 0, for 1 ≤ i ≤ K − 1, and (3.2.18)

(KKT I)′b
∂fL
∂η̃0

− q0 + p∗δk0 = 0 (3.2.19)

with additional terms p∗δki and p∗δk0, respectively, and the constraint (3.2.15). Following

similar steps as those in Sec. 3.1 from (3.1.14) to (3.1.21), the summation of (3.2.18) and
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(3.2.19) over i from 0 to j now becomes

∫ vjmin

vδ

dv
δL

δη̃(v)
− q(vjmin) + p∗θ(vjmin − vk) = 0. (3.2.20)

In the limit of K →∞, the first condition for the η̃ functions minimizing L[η̃] subject to the

constraint (3.2.13) becomes

(I)′ q(vmin) =

∫ vmin

vδ

dv
δL

δη̃(v)
+ p∗θ(vmin − v∗), (3.2.21)

while the conditions (II), (III) and (IV) are the same as in (3.1.23)-(3.1.25).

Using the definition of L[η̃] in (3.1.5) and (3.1.1) in the condition (3.2.21), we can write

the function q(vmin) as

q(vmin) = 2ξ(vmin)− 2

NO∑
a=1

Ha(vmin)

γa[η̃]
+ p∗θ(vmin − v∗), (3.2.22)

with ξ(vmin), Ha(vmin) and γa[η̃] defined in (3.1.28), (3.1.29) and (3.1.30), respectively.

Again, the conditions in (3.2.21) and (3.1.25) tell that the η̃ function we find is piecewise

constant with discontinuities only at the isolated zeros of q(vmin). We already argued that

ξ(vmin) can touch the function
∑NO

a=1Ha/γa from above at a number of points equal to or

less than the number of observed events NO. Since p∗θ(vmin−v∗) introduces another step on

the right hand side of (3.2.22), with the right p∗ value q(vmin) could have an additional zero.

Thus the η̃(vmin) function minimizing L[η̃] subject to the constraint (3.2.13) is piecewise

constant with at most NO + 1 discontinuities.

Using a function η̃ of this type in (3.2.12) for each (v∗, η∗), we minimize L[η̃] in (3.1.5)

as in Sec. 3.2.1 to compute ∆Lcmin(v∗, η̃∗) in (3.2.14). We define a function f
(NO+1)
L (~v, ~̃η)

as in (3.2.1), parametrized by ~v = (v1, v2, . . . , vi = v∗, . . . , vNO+1) and ~̃η = (η̃1, η̃2, . . . , η̃i =

η̃∗, . . . , η̃NO+1). The minimization of f
(NO+1)
L can again be done numerically using a global

minimization algorithm, subject to the same constraints as in (3.2.10)-(3.2.11), where in

addition we keep (vi, η̃i) fixed at (v∗, η̃∗). As before, in our implementation of the algorithm

we write f
(NO+1)
L in terms of ln η̃a instead of η̃a. We repeat the minimization procedure for

all indices i = 1 . . . (NO +1) corresponding to the position of the (v∗, η̃∗) step in η̃, and select

the solution that gives the overall minimum of f
(NO+1)
L .
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3.2.3 Statistical interpretation of the confidence band

From the procedure described above we can get both the best-fit η̃ function, η̃BF(vmin),

and the confidence band. For a quantitative assessment of the compatibility with other

experimental data, we need to know the statistical meaning of a particular choice for ∆L∗.

One may be tempted to interpret ∆L as −2 times the logarithm of the likelihood ratio with

2NO parameters, since we parametrized the η̃ function with 2NO parameters (plus v∗ and η̃∗

which are fixed each time) to obtain the confidence band. However, this is not the proper

interpretation. Note that the defining properties of the best-fit η̃BF and the band do not rely

on how we compute them.

Let us return to the definition of ∆Lcmin(v∗, η̃) and use again the discretization procedure

introduced to derive the KKT conditions in Sec. 3.1. With a discretization of vmin we can

define a likelihood function

L(η̃0, . . . , η̃K−1) = L[η̃(vmin; ~̃η)] (3.2.23)

with η̃(vmin; ~̃η) defined in (3.1.6). With this discretization, ∆Lcmin(v∗, η̃) defined in (3.2.14) is

replaced by a collection of functions ∆Lc,kmin(η̃∗) each having v∗ in the k-interval vkmin ≤ v∗ <

vk+1
min , so that η̃k = η∗,

∆Lc,kmin(η̃∗) = −2 ln

L(
̂̂̃
η0, . . . ,

̂̂̃
ηk−1, η̃k = η̃∗,

̂̂̃
ηk+1, . . . ,

̂̂̃
ηK−1)

L(̂̃η0, . . . , ̂̃ηk, . . . , ̂̃ηK−1)

 . (3.2.24)

Here the
̂̂̃
ηi values maximize the function L subject to the constraint η̃k = η̃∗, while ̂̃ηi

maximize the function L without the constraint. Thus ∆Lc,kmin is −2 ln of the profile likelihood

ratio (see e.g. equation (38.53) of [81]) with only one parameter η̃k = η̃∗. Notice that

the continuous parameter v∗ becomes the discrete index k, and is no longer an additional

parameter. According to Wilks’ theorem, the distribution of ∆Lc,kmin approaches a chi-square

distribution with one degree of freedom, in the limit where the data sample is very large

[81, 82] (and this is independent of the value of K). In short, this amounts to profiling

the likelihood at fixed v∗ over the nuisance parameters η̃0, . . . , η̃k−1, η̃k+1, . . . , η̃K . In this

language, the fact that the likelihood ratio in (3.2.24) has one degree of freedom is proven

mathematically in corollary 2 of [83] even for the case K →∞.
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By taking large enough K, we can make vkmin and vk+1
min arbitrarily close to v∗, and for each

v∗, ∆Lc,kmin(η̃∗) approaches ∆Lcmin(v∗, η̃∗). Therefore, the natural interpretation of the band

is the collection of the confidence intervals in η̃ for each vmin value, which defines a pointwise

confidence band, based on a profile likelihood ratio with one degree of freedom. With this

interpretation, we can now compare the confidence band with other limits or measurements

in a statistically meaningful way. If any upper limit at some CL crosses the lower boundary

of the band, at some other CL, it means that the two data, providing the limit and the band,

are incompatible at their respective CLs.

Wilks’ theorem ensures the asymptotic behavior of the distribution of ∆Lcmin as the

number of events becomes large, and the 3 observed number in CDMS-II-Si may not be a large

enough number to ensure that ∆L follows the classical chi-square distribution. Assuming

that ∆Lcmin is chi-square distributed, the choices of ∆L∗ = 1.0 and ∆L∗ = 2.7 correspond

to the confidence intervals of η̃ at the 68% and 90% CL, respectively, for each vmin. The

question on the convergence to the true confidence interval is also present in the analysis of

the CDMS-II-Si data with a fixed halo model, if one uses the confidence interval estimator

derived from the same likelihood function [34, 36].

In [55], ∆L∗ = 9.2 is used to compute the confidence band at the 90% CL, a value much

larger than our choice, corresponding to the 90% CL limit for a chi-squared distribution

with five degrees of freedom, resulting from a numerical Monte Carlo simulation. However,

in the simulation described in [55], only fake data with three simulated events are selectively

generated instead of allowing for any number of simulated events, as would be necessary to

avoid generating a biased data set. Yet, allowing the number of simulated events to vary

does not seem compatible with the ∆L definition in Eq. (2.16) of [55]. In this equation,
√

∆L is defined as the radius of a hyper-ellipsoid in a 6-dimensional parameter space defined

by the positions and heights of the three steps in the best-fit η̃BF for a number of simulated

events NO = 3. This leads to a chi-squared distribution for ∆L with 2NO − 1 = 5 degrees

of freedom (because there is one constraint). Allowing the number of simulated events NO

to change, the dimension of the η̃BF parameter space is not fixed to 6, but would be 2NO,

leading to a number of degrees of freedom 2NO − 1 that would change from simulated set to

simulated set.
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3.3 Application to the CDMS-II-Si data

In this section, we apply the EHI method to the three events observed by CDMS-II-Si in their

signal region with recoil energies 8.2, 9.5, and 12.3 keV. We follow the procedure developed

above. We use ∆L∗ = 1.0 and 2.7 for the 68% CL and 90% CL confidence bands, and

compare the bands with the 90% CL upper limits from CDMSlite [9], SuperCDMS [11],

LUX [10], XENON100 [3] data, as well as the CDMS-II-Si data itself. The data analysis

to obtain the upper limits is the same as in Sec. 2.1 [34]. Recent analyses of the CDMS-

II-Ge data [84, 85] use the same data set of [4], shown in [25] to provide weaker upper

limits in the halo-independent analysis than SuperCDMS (and thus not included here). The

implementation of the data analysis is found in the CoddsDM software [53].

3.3.1 Elastic SI scattering

In this subsection we present the result of our analysis for elastic scattering with isospin-

conserving fn/fp = 1 and with isospin-violating fn/fp = −0.7 (Xe-phobic) and fn/fp = −0.8

(Ge-phobic) SI interactions [65, 66, 76]. They are shown in the left and right panels of Fig. 3.3

and in Fig. 3.4, respectively, for a WIMP of mass m = 9 GeV. This value of the mass is

within the 68% CL CDMS-II-Si regions obtained assuming the Standard Halo Model (SHM)

in [25] and [34]. Figs. 3.3 and 3.4 show the best-fit η̃BF (dark red line) and the 68% and 90%

CL confidence bands derived from the CDMS-II-Si data shaded in darker and lighter red,

respectively. Despite starting with three observed events, thus three steps in η̃, the η̃BF has

only two steps, located at the zeros of the q(vmin) function shown in Fig. 3.5.

Fig. 3.5 shows the ξ(vmin) (red lines) and
∑

aHa(vmin)/γa (blue lines) functions in the

left panel, and the q(vmin) function given in (3.1.31) (right panel) for the best-fit η̃BF of

the CDMS-II-Si data for spin-independent elastic scattering with fn/fp = 1. The zeros of

q(vmin), located at the points where the functions in the left panel of Fig. 3.5 touch, are at

507 and 580 km/s. These coincide with the locations of the steps of the best-fit η̃BF plotted

in the left panel of Fig. 3.3. The location of the steps is practically the same for other

fn/fp values. The shapes of the ξ(vmin),
∑

aHa(vmin)/γa, and q(vmin) functions are almost

unchanged for a different choice of fn/fp values, up to a rigid rescaling along the vertical

axis. The only changes expected in the positions of the zeros of q(vmin) for different fn/fp
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Figure 3.3. 90% CL bounds from CDMSlite, SuperCDMS, LUX, XENON100 and CDMS-II-Si, and the 68% CL and
90% CL confidence bands (see the text) from the three WIMP candidate events observed in CDMS-II-Si, for elastic
isospin-conserving SI interaction (fn/fp = 1, left panel) and for elastic Xe-phobic isospin-violating SI interaction
(fn/fp = −0.7, right panel), for WIMP mass m = 9 GeV.
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Figure 3.4. Same as Fig. 3.3, but for elastic Ge-phobic (fn/fp = −0.8) isospin-violating SI interaction.

values are due to the very small change in the relative strength of the WIMP interaction

with different isotopes.

Figs. 3.3 and 3.4 show the 90% CL CDMSlite (cyan), SuperCDMS (dark yellow), LUX

(magenta), XENON100(blue) and CDMS-II-Si (red) upper limits, and the red crosses derived

from the halo-independent analysis using binned data [25]. The crosses represent 68% CL

intervals of averaged η̃ and the corresponding vmin ranges for the CDMS-II-Si data with three
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Figure 3.5. ξ(vmin) (red) and
∑NO
a=1Ha(vmin)/γa (blue) (left panel), and q(vmin) = 2ξ(vmin)− 2

∑NO
a=1Ha(vmin)/γa

(right panel) for SI elastic interaction with m = 9 GeV (see the text).

equally spaced bins spanning the recoil energy range from 7 to 13 keV. Notice that the 68%

CL crosses are similar in vertical extent to the 68% CL confidence band. Notice also that the

90% CL CDMS-II-Si limit follows closely the upper limit of the 90% CL confidence band.

As one can see in the left panel of Fig. 3.3 for fn/fp = 1, the 68% CL confidence

band is excluded in the vmin range from 370 to 560 km/s, by the combination of the 90%

CL CDMSlite, SuperCDMS, and LUX upper limits. The lower boundary of the 90% CL

confidence band is also cut at 450 km/s by the SuperCDMS 90% CL limit. Since there is no

single continuous curve within the 90% CL confidence band which does not cross any 90%

CL upper limit, we conclude that the potential signal and limits are incompatible for any

halo model.

On the other hand, in the right panel of Fig. 3.3 a significant portion of the 68% CL

confidence band remains below all the 90% CL upper limits. This shows that for SI interac-

tions with fn/fp = −0.7 the CDMS-II-Si signal is consistent with the null results of all other

experiments.

The choice of fn/fp = −0.8 (Fig. 3.4) disfavors maximally the Ge limits (while fn/fp =

−0.7 disfavors maximally Xe couplings instead). Thus, as expected, in Fig. 3.4 the Super-

CDMS limit is weakened with respect to Fig. 3.3, but the LUX upper limits exclude almost

completely both confidence bands.

The dashed gray curves in Figs. 3.3 and 3.4 are the η̃ functions assuming the SHM for
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Figure 3.6. Same as Fig. 3.3, but for Ge-phobic isospin-violating SI interaction (fn/fp = −0.8) with m = 3.5 GeV
and δ = −50 keV (left panel), and m = 1.3 GeV and δ = −200 keV (right panel).

WIMP-proton cross sections σp = 10−41 cm2 and σp = 10−40 cm2 in the left and right panels

of Fig. 3.3, and σp = 10−39 cm2 in Fig. 3.4. For m = 9 GeV, these σp values are within

the 68% and 90% CL CDMS-II-Si regions obtained assuming the SHM (in Fig. 1 of [25] and

in Fig. 4 of [34], respectively). In the analyses of [25] and [34] assuming the SHM, the m

and σp choices for fn/fp = 1 and fn/fp = −0.8 interactions are shown to be rejected, while

the choice for fn/fp = −0.7 interactions are allowed by all 90% upper limits. The same

conclusions are evident in Figs. 3.3 and 3.4, where the dashed gray lines are above the upper

limits for fn/fp = 1 and fn/fp = −0.8 and below them for fn/fp = −0.7.

3.3.2 Inelastic SI scattering

In this subsection we present the results of the analysis for the exothermic Ge-phobic WIMP

proposed in [34, 77] as an interpretation of the CDMS-II-Si data, shown in Fig. 3.6.This

choice of fn/fp = −0.8 suppresses maximally the coupling to Ge. The limits due to Xe are

weakened by the exothermic nature of the scattering, which disfavors heavier targets (such

as Xe) with respect to lighter ones (such as Si) [34], leaving in principle Ge limits as the

most important.

Fig. 3.6 shows our results for a WIMP mass m = 3.5 GeV and mass split δ = −50 keV

(left panel), and m = 1.3 GeV and δ = −200 keV (right panel). These masses are shown

in [34] to be within the CDMS-II-Si 90% and 68% CL regions when assuming the SHM, for
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Figure 3.7. Same as Fig. 3.5, but for SI exothermic inelastic interaction with m = 3.5 GeV and δ = −50 keV (see
the text).

σp = 10−40 cm2 and 10−41 cm2, respectively (see Figs. 5 and 6 of [34]). This is corroborated

by the present halo-independent analysis, since the corresponding η̃ functions assuming the

SHM shown in Fig. 3.6 (dashed gray lines) escape all upper limits from experiments with

null results.

The best-fit η̃BF functions for both Ge-phobic cases are shown in dark red in Fig. 3.6.

They have two and one steps respectively in the left and right panels of Fig. 3.6, correspond-

ing to the zeros of the q(vmin) functions in the right panels of Figs. 3.7 and 3.8 (located at

vmin values of 437 and 678 km/s in Fig. 3.7 and 792 km/s in Fig. 3.8).

Figs. 3.7 and 3.8 show the functions ξ (red) and
∑NO

a=1Ha(vmin)/γa (blue) in the left

panels, and twice their difference, q(vmin), in the right panels, for the two Ge-phobic cases

in Fig. 3.6.

In the previous analysis of Ge-phobic exothermic WIMP based on the SHM [34], the m

and σp parameters chosen in the current analysis are found to be compatible with the null

results of all other experiments. Consistently with this result, we find a large portion of the

68% CL confidence band is below all the 90% CL upper limits imposed by all null results.

Thus WIMP-nucleus scattering through Ge-phobic interaction can potentially explain the

CDMS-II-Si data as a WIMP signal without any conflict with the null results of all other

searches.
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Figure 3.8. Same as Fig. 3.5, but for SI exothermic inelastic interaction with m = 1.3 GeV and δ = −200 keV (see
the text).

3.4 Conclusions for Chapter 3

We have expanded and corrected a recently proposed extended maximum likelihood halo-

independent (EHI) method to analyze unbinned direct dark matter detection data. Instead

of the recoil energy ER as independent variable, we use vmin, the minimum speed a dark

matter particle must have to impart a given recoil energy to a nucleus. An earlier version

of the method, using ER as variable, was introduced in [55]. The use of vmin as variable

allows to incorporate in the analysis any type of target composition and of WIMP-nucleus

interaction, including elastic and inelastic collisions. This is not possible using ER. The

advantages of using vmin instead of ER in a halo-independent analysis was first pointed out

in [46] and extensively used later on [25, 34, 48, 50, 52].

The EHI method uses unbinned direct dark matter detection data. The predicted differ-

ential rate as a function of the observed energy E ′ in all direct detection experiments can be

written in terms of a common function η̃(vmin) (see (1.3.9)). The aim of the method is to find

the η̃ function that provides the best fit for the unbinned data. We have proven rigorously

that the best-fit η̃ function, η̃BF(vmin), is a piecewise constant function with a number of

discontinuities smaller than or equal to the number of observed events NO. We have also

rigorously defined a two-sided pointwise confidence band with a clear statistical meaning, as

a collection of confidence intervals in η̃ for every vmin value. We can assign a confidence level
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to the band and thus compare with upper limits given at particular confidence levels. This

allows to quantitatively assess the compatibility of the unbinned data with upper limits due

to null results.

Using this method, we analyzed the compatibility of the three candidate events found by

CDMS-II-Si with the best available upper bounds, for spin-independent (SI) WIMP-nucleus

interactions with different neutron to proton coupling ratio fn/fp values and either elastic

or exothermic inelastic scattering. We found the best-fit η̃BF function and 68% and 90% CL

confidence bands. We chose values of the WIMP mass within the CDMS-II-Si regions in

the m–σp plane that we had found in previous studies [25, 34] assuming the Standard Halo

Model (SHM). Our results for fn/fp = 1, WIMP mass m = 9 GeV and elastic scattering are

shown in the left panel of Fig. 3.3. The 90% CL CDMSlite, SuperCDMS and LUX limits

derived as in [34] exclude the entire 90% CL band for this candidate. This case was also

studied in [55], where the best-fit η̃BF is very similar to ours, but the 90% CL band is much

larger. In [55], only 90% CL limits derived from LUX and XENON10 data are presented.

The LUX limit in [55] is similar to ours, but it does not exclude their much larger confidence

band.

The right panel of Fig. 3.3 shows our results for fn/fp = −0.7 (Xe-phobic) and m = 9

GeV. We found that in this case a significant portion of the 68% and 90% CL confidence

bands remains below all the 90% CL upper limits. Thus, a WIMP candidate with these

characteristics provides an explanation for the three CDMS-II-Si events compatible with all

present null results of other direct searches. This case was also studied in [55], where their

best-fit η̃BF function has the same number and position of steps as ours, but is an order of

magnitude larger. We think this difference is due to the inclusion of the isotopic composition

of Si in our computation, which can not be done with the method used in [55]. The LUX

limit presented in [55] for this case is similar to ours, but their 90% CL band is again much

larger.

The Ge-phobic fn/fp = −0.8 case, again for m = 9 GeV, is presented in Fig. 3.4. The

90% CL confidence band is almost completely excluded by the 90% CL LUX limit.

Our results for the Ge-phobic coupling and exothermic inelastic scattering are presented

in Fig. 3.6, for two different values of the WIMP mass m and mass split δ: m = 3.5 GeV,

δ = −50 keV and m = 1.3 GeV, δ = −200 keV. In these cases the 68% and 90% CL
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confidence bands are almost entirely below all the 90% CL limits. Thus, again we found

compatibility between a dark matter interpretation of the CDMS-II-Si data and all null

results.

In all cases studied we included the crosses derived from the CDMS-II-Si data obtained

with our previous halo-independent analysis using binned data [25, 34]. The crosses represent

68% CL intervals of averaged η̃ and vmin ranges corresponding to three equally-spaced bins

spanning the recoil energy range from 7 to 13 keV. We found that the crosses are similar in

vertical extent to the 68% CL confidence bands in all cases. This shows agreement between

both types of halo-independent analyses, but the present method is much more powerful.

We found remarkable that the 90% CL limit derived from the CDMS-II-Si data itself

using the Maximum Gap method, as described in [25, 34] (and references therein) is almost

identical to the 90% CL upper boundary of the 90% CL confidence band in all cases studied.

Again, this indicates agreement between the two different analyses.

SI elastic scattering was also studied in [70] and [73], where two different statistics were

used to quantify the compatibility among different direct search data sets. In [70], for

isospin-conserving SI interactions and WIMP mass 7 GeV, which is slightly smaller than

our choice of 9 GeV, the parameter goodness-of-fit value derived from the global likelihood

of the CDMS-II-Si, SuperCDMS and LUX data has a p-value of only 0.44%. This poor

compatibility level is consistent with our results. For isospin-violating interactions, [70]

used slightly different parameter sets, fn/fp = −0.71, m = 6.2 GeV, and fn/fp = −0.79,

m = 6.3 GeV, with corresponding p-values of 18.7% and 18.5%. Thus the compatibility

is significantly improved, which is also consistent with our results. In [73], a test statistic

“pjoint” is proposed and calculated, said to be the upper bound on the joint probability of

obtaining the outcomes of two potentially conflicting experiments. Only if the value of pjoint

is small there is a clear interpretation of incompatibility, but a large pjoint value does not

imply compatibility. For m = 9 GeV, [73] finds incompatibility between CDMS-II-Si and

SuperCDMS for fn/fp = 1, but not for fn/fp = −0.7 or −0.8. In this respect, we agree.

The use of a test statistic such as defined in [70] or [73] is complementary to our method

of using a confidence band and upper limits in vmin − η̃ space to assess the compatibility

among different data sets.
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CHAPTER 4

Reevaluation of Spin-dependent

WIMP-proton Interactions as an Explanation

of the DAMA Data

Over the years, several particle candidates have been proposed with properties which enhance

a potential signal in DAMA and weaken the main limits imposed by direct DM searches with

negative results, among them WIMPs with spin-dependent coupling mostly to protons, which

we reevaluate in this chapter.

As already explained in the introduction, inelastic DM [26–32] scatters to another particle

state, either heavier (endothermic scattering) or lighter (exothermic scattering, see e.g. [33,

34]), when colliding with a nucleus. Endothermic scattering favors heavier targets, thus

enhancing scattering off I in DAMA while reducing scattering off lighter targets such as Ge.

Moreover, this type of interaction enhances the annual modulation amplitude, thus pushing

the cross section needed to fit the DAMA data to lower values. However, experiments

employing Xe as target material, which is heavier than I, rule out endothermic scattering

of DM as an explanation to the DAMA data unless there is an additional feature of the

interaction that favors a signal in DAMA. Two types of WIMP couplings favor Na and

I (DAMA) over Xe (LUX, XENON10) and Ge (CDMS, SuperCDMS): a spin-dependent

coupling mostly to protons and a magnetic dipole moment coupling [31, 86]. The reason for

the first is that the spin of a nucleus is mostly due to an unpaired nucleon and Na and I have

an unpaired proton, while Xe and Ge have an unpaired neutron. The reason for the second
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is the large magnetic moment of both Na and I. We do not consider here inelastic magnetic

DM, which [32] recently found still marginally compatible with all negative results of direct

searches, for a small value of the I quenching factor (without the aid of inelasticity, instead,

this candidate has been shown to be ruled out [52]).

The possibility that a DM candidate with spin-dependent interactions mostly with pro-

tons would explain the DAMA signal was, to the best of our knowledge, first studied in [87].

Compared to spin-independent interactions, spin-dependent couplings reduce the bounds

from experiments with heavy targets, most notably LUX, due to the lack of the usual A2
T

enhancement factor proper to the spin-independent interaction (AT being the mass number

of the target nucleus). This interaction might explain why the DAMA signal is not seen by

LUX and SuperCDMS. In this case, bounds from PICASSO, SIMPLE, COUPP, and KIMS

become relevant, since they contain F, I and Cs, all nuclei with an unpaired proton. This

candidate was further studied in [88], in the context of both elastic and inelastic endothermic

scatterings. The inelastic endothermic kinematics reduces the expected rate in experiments

employing F (PICASSO, SIMPLE) because it is light, thus making the COUPP (CF3I) and

KIMS (CsI) bounds the most relevant constraints on WIMP scatterings off I in DAMA.

[32] found that a small portion of the parameter space favored by DAMA for inelastic spin-

dependent couplings with protons can still escape all bounds from null experiments.

Inelastic exothermic scattering [33, 35] favors lighter targets, so it favors Na in DAMA

over heavier nuclei (Ge and Xe). In this case the most important limits are set by experiments

containing F (PICASSO and SIMPLE).

Recently, [57] studied a Dirac WIMP candidate coupled to standard model (SM) fermions

through a light pseudo-scalar mediator, and claimed that with a contact interaction and

elastic scattering it reconciles the DAMA data with the null results of other experiments

at the 99% credible level. The model produces a non-standard spin-dependent interaction,

with the noteworthy feature that, for universal flavor-diagonal quark couplings to the pseudo-

scalar mediator, the WIMP couples mainly to protons. The couplings of pseudo-scalar light

bosons (mφ < 7 GeV) with quarks are strongly constrained by rare meson decays [89–91],

and unless the pseudo-scalar coupling to the DM (called gDM below) is very large, gDM & 103,

the one-particle exchange scattering cross section required in [57] is rejected [91]. The flavor

physics bounds on pseudo-scalar couplings to quarks proportional to the quark mass are less
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stringent [91], but in this case [57] found that the resulting proton to neutron coupling ratio is

not large enough to reconcile a DM signal in DAMA with the results of other direct detection

experiments. Leaving aside the limits from other types of experiments we concentrate here

on direct detection.

[57] employed a Bayesian analysis, where a number of uncertain parameters like quench-

ing factors and background levels, as well as astrophysical quantities, are marginalized over.

While the process of marginalization (i.e. integrating over nuisance parameters with assumed

prior probability distributions) is the proper treatment of uncertain and uninteresting pa-

rameters in the context of Bayesian statistics, it makes it unclear whether there exists at least

one set of values of the uncertain parameters, in particular one halo model, that produces

the same result of the analysis.

Here we reconsider the viability of a signal due to WIMPs with spin-dependent coupling

mostly to protons as an explanation of the DAMA data. We study both axial-vector and

pseudo-scalar couplings, which lead respectively to ~sχ ·~sp and (~sχ · ~q)(~sp · ~q) couplings in the

non-relativistic limit (~sχ and ~sp are the spins of the WIMP χ and the proton respectively,

and ~q is the momentum transfer). We assume the mediator to be either heavy enough for the

contact interaction limit to be valid, or otherwise much lighter than the typical momentum

transfer of the scattering process than the typical momentum transfer of the scattering

process (we refer to this last case as “massless”). The possibilities of elastic and inelastic

scattering, both endothermic and exothermic, are considered.

In Sec. 4.1 we present the differential cross sections for axial-vector and pseudo-scalar

couplings, which can be used in the direct detection rate formula in Sec. 1.3. The analysis

methods we adopt for experimental data are described in Sec. 4.2, and our results assuming

a standard model of the dark halo of our galaxy are presented in Sec. 4.3. In Sec. 4.4 we

describe our halo-independent analysis and present the related results. Our conclusions are

given in Sec. 4.6.
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4.1 Cross sections

4.1.1 Axial-vector (AV) interaction

An AV coupling leads to the usual spin-dependent interaction. The effective Lagrangian for

the elastic scattering of a DM particle χ, either a Dirac or a Majorana fermion, with AV

couplings to nucleons, mediated by a vector boson of mass mφ, is

LAV =
gDM

2(m2
φ − qµqµ)

∑
N=p,n

aN χ̄γ
µγ5χ N̄γµγ

5N . (4.1.1)

Here we assumed a one-particle exchange process. qµ is the momentum transfer four-vector,

and N is a nucleon, p or n. gDM and aN are the mediator coupling constants to χ and N ,

respectively, and they are real. The scattering amplitude is

MAV =
gDM

2(m2
φ − qµqµ)

∑
N=p,n

aN ū
s′

χ γ
µγ5usχ ū

r′

Nγµγ
5urN . (4.1.2)

We now follow [92] because we will largely use the nuclear form factors given in this reference.

We first take the non-relativistic limit of the Dirac spinors, in the chiral representation, for

both χ and N : us(~p) '
√

1/4m
(
(2m− ~p · ~σ) ξs, (2m+ ~p · ~σ) ξs

)T
, where ~σ are the Pauli

matrices. This limit is justified by the fact that the DM initial speed and the exchanged

momentum are small. The matrix element for scattering off a single nucleon then reads

MAV = −8mNm
gDM

m2
φ + q2

∑
N=p,n

aN 〈~sχ〉 · 〈~sN〉 , (4.1.3)

where 〈~sχ〉 = ξs
′
χ

† ~σ
2
ξsχ and 〈~sN〉 = ξr

′
N

† ~σ
2
ξrN (see e.g. (44), (47d), and (49) of [93]). Notice

that this matrix element assumes the usual form for the Dirac spinors with normalization

ūs
′
(~p)us(~p) = 2mδss

′
; Quantum Mechanical amplitudes usually assume a different state

normalization, which differs by a factor of 2
√
m2 + ~p 2. With this normalization (4.1.3)

would be replaced by M QM
AV = −2gDM(q2 +m2

φ)−1
∑

N=p,n aN 〈~sχ〉 · 〈~sN〉.

For a model of inelastic DM, one could introduce two Dirac fields, χ1 and χ2, with slightly
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different masses and the DM-nucleon effective Lagrangian

LAV =
gDM

2(m2
φ + q2)

∑
N=p,n

aN χ̄2γ
µγ5χ1 N̄γµγ

5N + h.c. . (4.1.4)

The gDM coupling can now be complex. We use the same symbol, gDM, for the couplings

in (4.1.1) and (4.1.4), because then the expression of σAV
p in (4.1.6) is valid both for elastic

and inelastic scattering. χ1 is the DM particle entering the scattering process, with mass m,

while χ2 is the DM particle in the final state, with mass m′ = m + δ. The sign of the mass

splitting δ determines the different kinematic regimes: δ > 0 implies endothermic scattering,

δ < 0 implies exothermic scattering, while δ = 0 implies elastic scattering.

One may attempt to build an inelastic DM model without introducing additional degrees

of freedom by assuming the interaction in (4.1.1) and adding a small Majorana mass term

which produces two almost degenerate Majorana fermions, χ1 and χ2, in which case χ =

χ1 + iχ2 becomes a quasi-Dirac fermion. However, as noted in [88], this interaction produces

diagonal terms which result in elastic scattering rather than inelastic. In this case, one

can instead write an effective tensor interaction χ̄σµνχ N̄σµνN , which produces inelastic

scattering since the diagonal interaction terms vanish identically. The non-relativistic limit

of this operator is also ~sχ · ~sN .

The differential cross section for DM-nucleus scattering, for both the elastic and inelastic

interactions introduced above in (4.1.1) and (4.1.4), is

dσAV
T

dER
= σAV

p

mT

2µ2
p

(
m2
φ

m2
φ + 2mTER

)2
1

v2
F 2

AV(q2) , (4.1.5)

where ER = q2/2mT is the nuclear recoil energy, v is the incoming WIMP speed, and µp is

the DM-proton reduced mass. F 2
AV(q2) is a nuclear form factor including spin dependence,

and will be defined in Section 4.1.3. σAV
p is the total DM-proton cross section in the limit of

contact interaction mφ � q =
√

2mTER,

σAV
p =

3|gDM|2a2
p

4π

µ2
p

m4
φ

. (4.1.6)

The term in parenthesis in (4.1.5) accounts for long-range interactions, when mφ is smaller

than or comparable to q =
√

2mTER. For typical target masses of a few tens of GeV and
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recoil energies around few to tens of keV, the interaction becomes effectively long-range if the

mediator mass is smaller than several MeV: mφ � q ' 20 MeV
√

(ER/10 keV)(mT/20 GeV).

In order to plot our results for long-range interactions, we express the differential cross

section in terms of a reference total cross section σAV, ref
p = σAV

p (mφ = mref
φ ) corresponding to

a reference mediator mass mref
φ , which we set equal to 1 GeV:

dσAV
T

dER
= σAV, ref

p

mT

2µ2
p

(
(mref

φ )2

m2
φ + 2mTER

)2
1

v2
F 2

AV(q2) . (4.1.7)

The massless mediator limit thus corresponds to setting mφ = 0 in the equation above.

In the following we will refer to any scenario with m2
φ � q2 as massless mediator limit or

long-range limit.

Given that a large value of ap/an is needed to suppress the strong LUX and SuperCDMS

constraints, we will assume the maximally isospin-violating coupling an = 0 for the AV

interaction.

4.1.2 Pseudo-scalar (PS) interaction

Here the DM particle is a Dirac fermion χ, coupled to a real PS boson φ with mass mφ,

LDM = −igDM√
2
φ χ̄γ5χ (4.1.8)

(as in [57, 94]), with a real coupling constant gDM. The PS field couples also to the SM

quarks with real coupling gq,

Lq = −i 1√
2

∑
q

gq φ q̄γ
5q . (4.1.9)

While PS couplings to quarks are usually taken to be proportional to the fermion mass (see

e.g. [94]), we will assume instead a flavor-universal coupling gq = g, which introduces a larger

|ap/an| ratio, ap/an ' −16.4 [57] (see below).

To model inelastic scattering we assume a non-diagonal coupling of two Dirac DM fields

χ1 and χ2 with φ,

LDM = −igDM√
2
φ χ̄2γ

5χ1 + h.c. . (4.1.10)

Again, the gDM coupling can now be complex. With this definition of gDM, (4.1.8) and
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(4.1.10) yield the same expression for σPS
p in (4.1.16). Diagonal interaction terms as well as

non-diagonal mass terms can be forbidden by assuming a Z2 symmetry under which both φ,

χ1 (or χ2), and all the SM electroweak doublets have charge −1.

The DM-nucleon effective Lagrangian, for elastic scattering (for inelastic scattering we

should have χ̄2γ
5χ1 instead of χ̄γ5χ), and assuming one-particle exchange, is

LPS =
gDM

2(m2
φ − qµqµ)

∑
N=p,n

aN χ̄γ
5χ N̄γ5N , (4.1.11)

and yields in the non-relativistic limit

MPS = 2
gDM

m2
φ + q2

∑
N=p,n

aN (〈~sχ〉 · ~q)(〈~sN〉 · ~q) , (4.1.12)

where 〈~sχ〉 and 〈~sN〉 were defined after (4.1.3). This is a different type of spin-dependent

interaction than in (4.1.3). Due to the extra factors of ~q, the PS cross section receives a large

q4/m2
Nm

2 suppression with respect to the AV cross section. Therefore, the normalization of

the signal and its spectrum, and also the nuclear form factors are different in the two cases

[92] (see Section 4.1.3). Given the large momentum suppression, one needs to check the

existence of unsuppressed radiative corrections to this tree-level cross section, that would

spoil the setup. The PS interaction in (4.1.11) with a Dirac fermion χ has been proven

not to produce such corrections [95], while this would not be the case if χ were a Majorana

fermion.

The proton and neutron couplings appearing in (4.1.11) are given by

aN = g
∑

f=u,d,s

mN

mf

[
1−

∑
f ′=u,...,t

m̄

mf ′

]
∆

(N)
f = g

∑
f=u,d,s

mN

mf

[ ∑
f ′=c,b,t

m̄

mf ′

]
∆

(N)
f , (4.1.13)

with m̄ ≡ (1/mu+ 1/md+ 1/ms)
−1. The subscripts f in (4.1.13) indicate quark flavors. The

∆
(N)
f factors parametrize the quark spin content of the nucleon, and are usually determined

experimentally or computed with lattice calculations. As in [57], we adopt the following

values from [96]:

∆(p)
u = ∆

(n)
d = +0.84 , ∆

(p)
d = ∆(n)

u = −0.44 , ∆(p)
s = ∆(n)

s = −0.03 , (4.1.14)
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with which ap ' −0.4g. As a natural feature of this model, the proton coupling ap is larger

(in modulus) than the neutron coupling an, by an amount that depends on the choice of

the ∆
(N)
f ’s. As noted in [57], the values in (4.1.14) are conservative in the sense that they

minimize the ratio ap/an with respect to other values encountered in the literature (see

e.g. Table 4 in [93]). In this case ap/an = −16.4.

The differential cross section for the PS interaction, for both elastic and inelastic scat-

tering, is

dσPS
T

dER
= σPS

p

3m3
TE

2
R

8µ6
p

1

vref4

(
m2
φ

m2
φ + 2mTER

)2
1

v2
F 2

PS(q2) . (4.1.15)

F 2
PS(q2), to be defined in Section 4.1.3, is the nuclear form factor including spin dependence.

σPS
p is the total DM-proton cross section in the limit of contact interaction,

σPS
p =

|gDM|2a2
p

12π

µ6
p

m4
φ

vref4

m2m2
p

. (4.1.16)

In this case, the total DM-proton cross section has a v4 dependence, and, for the purpose of

plotting our results in terms of the reference cross section, in (4.1.16) we evaluate σPS
p at a

reference speed vref. We set vref equal to the rotational speed of our Local Standard of Rest,

220 km/s, which is representative of the WIMP speeds with respect to Earth.

For long-range PS interactions we proceed in the same manner as for the long-range AV

interactions, by writing the differential cross section in terms of a reference total cross section

σPS, ref
p = σPS

p (mφ = mref
φ ), with mref

φ = 1 GeV:

dσPS
T

dER
= σPS, ref

p

3m3
TE

2
R

8µ6
p

1

vref4

(
(mref

φ )2

m2
φ + 2mTER

)2
1

v2
F 2

PS(q2) . (4.1.17)

4.1.3 Nuclear form factors

We adopt the form factors computed in [92] using standard shell model techniques, for the

nuclides for which they are available, namely the main stable isotopes of Ge, Xe, Na, I, and

F. In these cases, we define

F 2
AV(q2) =

1

3a2
p

∑
N,N ′=p,n

aNaN ′
(
F

(N,N ′)
Σ′′ (q2) + F

(N,N ′)
Σ′ (q2)

)
(4.1.18)
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for the AV interaction, and

F 2
PS(q2) =

1

a2
p

∑
N,N ′=p,n

aNaN ′F
(N,N ′)
Σ′′ (q2) (4.1.19)

for the PS interaction. The (squared) nuclear form factors FΣ′ and FΣ′′ are tabulated in

[92] for the nuclides mentioned above. These form factors can be employed unmodified also

for inelastic scattering [32]. We include a factor of 1/3 in the definition of F 2
AV in order to

normalize F 2
AV and F 2

PS to be 1 in the limit of zero momentum transfer when the target is an

isolated proton. This factor traces back to FΣ′ being twice as large as FΣ′′ at q = 0, which

is consistent with the fact that FΣ′′ corresponds to the component of the nucleon spin along

the direction of the momentum transfer, while FΣ′ corresponds to the transverse component.

F 2
AV(q2) can be expressed (see (59), (60) and (77c) in [92]) in terms of the usual nuclear

spin structure function S(q2) = a2
0S00(q2) + a0a1S01(q2) + a2

1S11(q2) [97] (with a0 = ap + an

and a1 = ap − an the isoscalar and isovector parameters):

F 2
AV(q2) =

4π

3(2JT + 1)

1

a2
p

S(q2) , (4.1.20)

with JT the spin of the target nucleus. At zero momentum transfer

S(0) =
1

π

(2JT + 1)(JT + 1)

JT
(ap〈Sp〉+ an〈Sn〉)2 , (4.1.21)

where 〈Sp〉 ≡ 〈JT ,MT = JT |Szp |JT ,MT = JT 〉, and where Szp is the component of ~Sp ≡∑
protons ~sp along the z-axis [98] (〈Sn〉 is defined analogously). Notice that 〈Sp〉 and 〈Sn〉

are often denoted with boldface style in the literature, although they are not vector quan-

tities. F 2
AV can then be expressed in terms of the usually called spin-dependent form factor

F 2
SD(q2) = S(q2)/S(0) as

F 2
AV(q2) =

4(JT + 1)

3JT

(
〈Sp〉+

an
ap
〈Sn〉

)2

F 2
SD(q2) . (4.1.22)

For the nuclides for which no form factors have been computed in [92] (Cl, C and Cs), we

define F 2
AV(q2) by means of (4.1.22), with the spin-dependent form factor in Gaussian form

F 2
SD(q2) = e−q

2R2/4 ; (4.1.23)
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here we take R =

(
0.92A

1/3
T + 2.68− 0.78

√
(A

1/3
T − 3.8)2 + 0.2

)
fm, with AT the mass

number of the target nucleus [99]. In this case we also assume F 2
PS = F 2

AV, which we

expect to be approximately valid at low q2. For Cs, a component of KIMS’s target material,

we take 〈Sp〉 = −0.370, 〈Sn〉 = 0.003 [100, 101]. For SIMPLE, we use 〈Sp〉 = −0.051,

〈Sn〉 = −0.0088 for both 35Cl and 37Cl [98], and 〈Sp〉 = −0.026, 〈Sn〉 = −0.155 for 13C [102].

Notice that there are large uncertainties in the hadronic matrix elements 〈Sp〉 and 〈Sn〉 and

the nuclear form factors, which differ in different nuclear models (see e.g. Fig. 1 of [103] for

the Xe nuclear structure functions). Factors of 2 difference in different calculations are not

uncommon [104].

4.2 Analysis assuming the SHM

In the following sections we examine the compatibility of the WIMP interpretation of the

DAMA annual modulation signal with various null results for the AV and PS models de-

scribed above. We consider both elastic, endothermic, and exothermic scattering.

4.2.1 Data analysis

In this section we describe the data analysis we perform assuming the SHM, which follows

the procedure already presented in [51, 52]. The implementation of the data analysis can be

found in the CoddsDM software [53].

The LUX, SuperCDMS and SIMPLE limits are computed as described in Sec. 2.1.

For the DAMA annual modulation signal, we take the data plotted in Fig. 8 of [16]. We

determine the DAMA favored regions in the DM parameter space by performing a Maximum

Likelihood analysis, assuming the data are Gaussian distributed. Due to the uncertainties

residing in the quenching factors of Na and I, which play an important role in the analysis,

we choose two values for each target, namely QNa = 0.40 and 0.30 for Na, and QI = 0.09

and 0.06 [105] for I (see e.g. [106] and references therein). In the analysis we adopt the

combinations QNa = 0.30 with QI = 0.06, and QNa = 0.40 with QI = 0.09.

We also compute an upper limit on the WIMP cross section using the total rate measured

by DAMA, employing the data points plotted in Fig. 1 of [14]. We restrict our analysis to

energies above the experimental threshold of 2 keVee. Given the very large number of
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observed events in each bin, and the resulting small statistical fluctuations, we compute

an upper bound on the cross section by requiring that the predicted rate does not exceed

the observed rate in any energy bin. This limit is particularly important for exothermic

scattering, which reduces the modulation amplitude with respect to the average rate.

For PICASSO we perform a Maximum Likelihood analysis using the data in Fig. 5

of [6]. The target material in PICASSO is C4F10, but the collaboration only considers

scattering off F in their analysis [6]; we do the same, noting that the contribution of C

for DM spin-dependent interactions with protons is anyway negligible. We construct our

Gaussian likelihood using the expected rate above each one of the eight energy thresholds

adopted by the collaboration (1.7, 2.9, 4.1, 5.8, 6.9, 16.3, 38.8, and 54.8 keV), and the

measured rate with its uncertainty, which are already background subtracted.

For KIMS we perform again a Maximum Likelihood analysis using the data points with

their 68% CL intervals from Fig. 4 of [12], assuming Gaussian distributed data. Because Cs

and I have similar atomic masses, their quenching factors are not measured separately [107].

As for DAMA, we perform our analysis of the KIMS data adopting two values for QI = QCs

in CsI: 0.05 and 0.10 (see Fig. 2 of [107], and Fig. 5 of [108] and references therein).

4.3 Results assuming the SHM

The plots in Figs. 4.1–4.3, 4.5–4.7, and 4.9–4.12 show 90% CL upper bounds and 68%

CL (inner and darker shaded region), 90% CL (outer and lighter shaded region), 3σ (solid

contour) and 5σ (dashed contour) allowed regions in the m–σp plane. The green shaded

regions and green closed contours labeled ‘DAMA1’ are the allowed regions compatible with

the DAMA annual modulation, for quenching factors QNa = 0.40 and QI = 0.09 in dark

green, and QNa = 0.30 and QI = 0.06 in light green. The lower the quenching factor,

the higher is the DM mass needed to fit the data. The low and high WIMP mass regions

correspond to the interpretation of the DAMA data as the WIMP scattering mostly off Na

and I in the detector, respectively. The upper limit due to the DAMA total rate (black, and

labeled ‘DAMA0 Na’) is shown for scattering off Na assuming QNa = 0.40. 90% CL upper

limits from LUX data are shown as various magenta curves. As in [51] the different dashing

styles of the lines indicate different selections of candidate events used in the Maximum Gap
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analysis: dotted (0 events), double-dot-dashed (1 event), dot-dashed (3 events), dashed (5

events) and solid (24 events) curves. Two purple lines show the 90% CL upper limits from

KIMS data with quenching factors QI = QCs = 0.10 (solid) and 0.05 (dashed). 90% CL

upper limit from SIMPLE (brown), PICASSO (cyan), and SuperCDMS (dark yellow) are

also drawn.
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Figure 4.1. 90% CL bounds and 68% CL, 90% CL, 3σ, and 5σ allowed regions in the WIMP-proton reference
cross section σp vs WIMP mass plane, assuming the SHM, for elastic proton-only contact AV interactions. The
unmodulated DAMA rate limit (black) corresponds to a Na quenching factor of 0.40. Different line styles for the
LUX bound correspond, from most to least constraining, to 0, 1, 3, 5 and 24 observed events (see text). The KIMS
bound is shown for both QI = QCs = 0.10 (solid line) and 0.05 (dashed line).

4.3.1 Elastic contact interactions

Fig. 4.1 shows our results for elastic proton-only contact AV interactions. The most stringent

bounds come from two bubble chamber experiments, SIMPLE and PICASSO. Both of these

limits exclude all the regions favored by the DAMA modulation signal.

Fig. 4.2 is the same as Fig. 4.1, but for PS interactions with flavor-universal coupling

an/ap = −1/16.4 (left panel), and with proton-only coupling an = 0 (right panel). As

expected, the only limits that change from one case to the other are those of LUX and

SuperCDMS, due to their enhanced sensitivity to DM-neutron couplings. The DAMA regions

for WIMP scattering off Na are entirely excluded by SIMPLE and PICASSO, and the regions

for scattering off I are excluded by KIMS when assuming similar values for the I quenching

factor in both experiments. This result is different from what was found in [57], where some
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Figure 4.2. Same as Fig. 4.1 but for flavor-universal (left) and proton-only (right) PS interactions.

portion of the Na and I DAMA regions are compatible with all null experiments for the PS

flavor-universal coupling.

[57] uses Bayesian statistics to infer 99% credible level exclusion limits, and 90% and

99% credible regions for DAMA, marginalizing over the SHM parameters using Gaussian

priors (taking central values for the velocities v0 = 230 km/s and vesc = 544 km/s, and

for the local WIMP density ρ = 0.3 GeV/cm3, with standard deviations ∆v0 = 24.4 km/s,

∆vesc = 39 km/s and ∆ρ = 0.13 GeV/cm3). As a result, regions and limits at a specific

point in parameter space do not necessarily correspond to a fixed set of values for the SHM

parameters. In our analysis instead we assumed the same set of SHM parameter values across

all experimental results. We found that the regions and limits move approximately in the

same manner in the parameter space as we vary the DM velocities, and the DAMA regions

fail to escape the upper bounds at the 90% CL. This can be seen in Fig. 4.3 (left panel),

which shows the results for elastic PS interactions with flavor-universal coupling where both

vesc and v0 are taken 3σ below their central values in [57] (however, we keep vref = 220 km/s

to plot σp). Our choice for the SHM velocities roughly matches the low mass SIMPLE limit

in Fig. 1 of [57]. The right panel of Fig. 4.3 shows also the 99% CL upper bounds (dotted

lines) for the same set of parameters. In this case, the high mass DAMA region corresponding

to a quenching factor of 0.09 escapes the KIMS upper limit for quenching factor 0.05. The

Na component of the DAMA region is still rejected by PICASSO at the 99% CL. In Fig. 4.4
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Figure 4.3. (left) Same as Fig. 4.2 but for v0 and vesc taken to be 3σ lower than the central values assumed in [57].
(right) Same as the left panel, but showing in addition 99% CL upper bounds (dotted lines) (only the LUX upper
bound for 24 events is presented here).
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Figure 4.4. Same as the left panels in Figs. 4.2 and 4.3, but plotted in the Λφ ≡ mφ/
√
gDMg vs WIMP mass m

plane as in Fig. 1 of [57].

we present our results from the left panels of Figs. 4.2 and 4.3 in the same plane as Fig. 1

of [57], namely in the m–Λφ plane, where Λφ ≡ mφ/
√
gDMg. The allowed DAMA regions

shown in [57] are much larger than the regions we found. We believe that this is due to their

marginalization over the SHM parameters and experimental parameters including quenching

factors.
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Figure 4.5. Same as Fig. 4.1 but for proton-only elastic AV (left) and PS (right) interactions via a massless
mediator.

[91] found for PS interactions that the LUX bound excludes the DAMA region (see Fig. 9

in [91], where the I region in DAMA is completely excluded by LUX in both the contact

and long-range limits). This is in disagreement with our conclusions, possibly because of the

different analysis of the LUX data.

4.3.2 Elastic long-range interactions

Fig. 4.5 shows the regions and limits for elastic AV (left panel) and PS (right panel) inter-

actions via a massless mediator. The results are shown in the reference cross section σref
p vs

DM mass m plane, where σref
p = σp(mφ = mref

φ ) with mref
φ = 1 GeV. Note that the results for

the contact AV and long-range PS interactions are very similar up to a shift in the vertical

direction (compare Fig. 4.1 and the right panel of Fig. 4.5). This is expected from the ER

dependence of the differential cross sections given in (4.1.5) and (4.1.17): disregarding the

form factors, the differential cross section for the long-range PS and contact AV interactions

is proportional to E0
R, for contact PS it is proportional to E2

R, and for long-range AV it is

proportional to E−2
R . As it can be seen in Fig. 4.5, considering long-range elastic interactions

does not help to bring compatibility between the DAMA regions and the upper limits from

the experiments with null results.
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Figure 4.6. Same as Fig. 4.1 but for exothermic AV interactions with δ = −30 keV (left) and δ = −50 keV (right).
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Figure 4.7. Same as Fig. 4.6 but for PS interactions.

4.3.3 Exothermic contact interactions

Figs. 4.6 and 4.7 show the results for exothermic inelastic proton-only AV and PS interac-

tions, respectively, with δ = −30 keV (left panels) and δ = −50 keV (right panels). As |δ|

increases, the DAMA regions move to lower masses, for the following reason.

The lowest reach in DM mass for a direct detection experiment is obtained whenE+,T
R (vmax) =
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Figure 4.8. Estimated lowest reach in WIMP mass m for SIMPLE and PICASSO, and estimated mass range in
which the Na component of the DAMA region with quenching factor 0.40 is found, as a function of mass splitting δ
for exothermic scattering.

Eth (see Fig. 1.2), where the threshold energy Eth is the lowest detectable recoil energy.

The mass reach can be found by extracting m as a function of δ and v from (1.2.2), for

E+,T
R (v) = Eth,

m̃(δ, v) =
EthmT

v
√

2EthmT − Eth − δ
, (4.3.1)

and evaluating it at v = vmax. The DAMA region will be therefore located at WIMP masses

higher than m̃(δ, vmax), taking Na as the target element. For DAMA, Eth = 5 keV for

scattering off Na with quenching factor 0.40. The lowest reach of DAMA is the lower green

line plotted in Fig. 4.8. Also shown in the same figure are the mass reaches of PICASSO

and SIMPLE, for which we used Eth = 1.7 keV and 8 keV, respectively. We only considered

scattering off F in both experiments.

An estimated upper limit on the DM mass for the DAMA region comes from requiring

that DM particles with speeds below 200 km/s always scatter below threshold and are

therefore undetectable, because otherwise DAMA should have observed a sign change in the

modulation amplitude (see Sec. 1.2). In other words, scatterings of DM particles slower than

200 km/s would yield a different phase for the modulated signal with respect to that measured

by DAMA, and therefore an acceptable fit requires these scatterings to occur below threshold.
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Since a fixed nuclear recoil energy can be imparted by heavier DM particles traveling at lower

velocities, the condition vmin(Eth) > 200 km/s implies an upper limit on the DM mass in

DAMA, given by m̃(δ, v = 200 km/s). This upper limit is the higher green line plotted in

Fig. 4.8. The other possible condition to avoid scatterings of DM particles slower than 200

km/s, i.e. having a large enough E−,TR (v = 200 km/s), would imply a very odd spectrum in

DAMA, with more events at higher energy instead of the observed spectrum vanishing at

high energy.

Since exothermic scattering decreases the value of vmin for a given recoil energy, the

modulation amplitude becomes smaller with respect to the time-average rate. For large

enough |δ| the DAMA modulation signal becomes inconsistent with the DAMA time-average

rate. For values of δ lower than about −30 keV (for AV interactions) and −50 keV (for PS

interactions), the DAMA total rate limit rules out the modulation signal in Na, as indicated

by the black curve excluding the DAMA Na region in the right panels of Figs. 4.6 and 4.7.

For the values of δ allowed by the DAMA rate, the limit by PICASSO (and also the

SIMPLE limit in most instances) rejects the allowed regions. For each value of δ on the

horizontal axis of Fig. 4.8, the DAMA region spans a mass range enclosed within the green

belt, while the SIMPLE and PICASSO lines indicate the mass value where the limits in

the m–σp plane become vertical. From the plot it becomes clear that exothermic scattering

brings compatibility between SIMPLE and DAMA for large enough |δ|, as suggested by

Figs. 4.6 and 4.7, however the region is rejected by the DAMA average rate measurements.

While this is true for QNa = 0.40, smaller quenching factors move the DAMA region to larger

DM masses, thus potentially compromising this compatibility with SIMPLE. In any case,

the DAMA region does not escape the PICASSO limit.

4.3.4 Exothermic long-range interactions

Fig. 4.9 shows the AV interaction via a massless mediator for δ = −30 keV. Here as well, all

the DAMA regions are rejected by the null experiments. We do not plot the results for long-

range PS interactions as these are qualitatively similar to those for contact AV interactions,

as commented above.

69



DAMA0 Na

DAMA1

SuperCDMS

SIMPLE

LUX

PICASSO

KIMS

SHM
v

�
= 232 km�s

v0 = 220 km�s
vesc = 533 km�s

mΦ = 0 MeV

∆ = -30 keV
an�ap = 0

1 10 100
10

-46

10
-45

10
-44

10
-43

10
-42

10
-41

10
-40

10
-39

m @GeVD

Σ
pA

V
@c

m
2

D

Figure 4.9. Same as Fig. 4.6 (left) but for a massless mediator.

4.3.5 Endothermic contact interactions

Figs. 4.10 and 4.11 show the result for the proton-only spin dependent endothermic scat-

tering with AV and PS interactions, respectively, in the contact limit, with δ = 50 keV

(left panels) and δ = 100 keV (right panels). As δ increases, scattering off light targets

becomes kinematically forbidden since vTδ becomes larger than vmax. For δ = 100 keV, the

only remaining limits are from KIMS and LUX. We can see that the DAMA region for I

scattering moves towards the left compared to the KIMS upper bound as δ increases. For PS

interactions with δ = 50 keV, it is only the combination of larger quenching factor QI = 0.09

for I in DAMA and smaller quenching factor QI = 0.05 in KIMS that allows the DAMA

signal to be compatible with all upper limits. For δ = 100 keV, the I region corresponding

to QI = 0.06 barely escapes the limit with QI = 0.05 from KIMS, and the situation remains

tense for quenching factors 0.09 (DAMA) and 0.10 (KIMS). Raising δ further makes it pro-

gressively more difficult to find a region of the DAMA signal that is kinematically allowed.

For AV interactions the DAMA regions are even more severely constrained: only the larger

quenching factor QI = 0.09 DAMA region is allowed by the KIMS upper bound with smaller

quenching factor QI = 0.05 for δ = 100 keV.

These results are largely consistent with those of [32], where the framework of non-

relativistic operators introduced in [92] was generalized to inelastic scattering and a model-
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Figure 4.10. Same as Fig. 4.1 but for endothermic AV interactions with δ = 50 keV (left) and δ = 100 keV (right).
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Figure 4.11. Same as Fig. 4.10 but for PS interactions.

independent analysis was performed on a series of effective operators. In Table V of [32]

the AV and PS interactions correspond to fermion operators 15 and 4, respectively. For

those interactions, [32] quotes best fit parameters for DAMA (corresponding to δ = 106 keV

for AV and δ = 57 keV for PS) that are consistent with the KIMS data only for DAMA

quenching factor 0.09 and KIMS quenching factor 0.05. In [32], however, scattering off Cs

in KIMS was neglected due to the lack of the form factor in [92]. Since the contribution of
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Figure 4.12. Same as Fig. 4.10 (right) but for a massless mediator.

Cs to the scattering rate is sizable for interaction with protons, we adopt an approximate

form factor for Cs as discussed in Sec. 4.1.3, resulting in stronger KIMS bounds.

At this point it is important to recall the flavor physics bounds we mentioned in the

introduction. Fig. 9 of [91] shows that the quark couplings needed for PS inelastic scattering

on I to fit the DAMA data with a one-particle exchange process,

g gDM =

κ
( mφ

100 MeV

)2

for mφ � 100 MeV

κ′ for mφ � 100 MeV,
(4.3.2)

where κ ' 0.2 and κ′ ' 0.1 for δ = 50 keV, and κ ' 1.6 and κ′ ' 0.7 for δ = 100 keV,

is rejected [91] for any reasonable value of gDM (unless gDM > 105). Note that the quark

coupling used in [91] is g/
√

2.

4.3.6 Endothermic long-range interactions

For the AV interaction via a massless mediator shown in Fig. 4.12, only a very small portion

of the I DAMA region with quenching factor 0.09 escapes the KIMS limit with quenching

factor 0.05. Therefore, quite different quenching factors are needed for I in DAMA and

KIMS to have the DAMA region escape the KIMS limit. Although quenching factors of a

given element in different crystals can have different values in general, large differences may
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be questionable. Again, we do not plot the results for long-range PS interactions since these

are qualitatively similar to those for contact AV interactions, as commented above.

4.4 Halo-independent analysis

So far we have assumed a particular model for the dark halo of our galaxy. It is however

possible to compare direct detection data without making any assumption about the local

density or velocity distribution of the dark matter particles [25, 34, 36, 43–51, 55, 70, 72,

77, 109–115] (in particular we follow the analysis of [25, 48, 50, 51]). This method was

described in Sec. 1.3 and consists of extracting from the data, instead of just the (reference)

WIMP-proton cross section σp, the function η̃ of vmin defined in (1.3.6) which encloses all the

dependence of the rate on the DM velocity distribution. Since this function is experiment-

independent, data from different experiments can be directly compared in the vmin–η̃ plane.

In order to perform the halo-independent analysis we have to assume a value for the DM

mass m, together with all the other interaction parameters such as the mass splitting δ and

the neutron to proton coupling ratio an/ap. We study parameter values that seem promising

in our SHM analysis to make a DM interpretation of the DAMA data compatible with all

other experiments when relaxing the assumption on the dark halo. Taking into account

Figs. 4.2 and 4.3 we select a WIMP mass below 10 GeV, one close to 30 GeV, and one close

to 50 GeV, for WIMPs with PS interactions and elastic scattering. For the couplings we

take an = 0 rather than an/ap = −1/16.4; this choice is conservative in the sense that, while

results from experiments employing targets with negligible spin-dependent interactions with

neutrons like DAMA, SIMPLE, PICASSO, and KIMS are not affected, the bounds from

LUX and SuperCDMS are less constraining when the WIMP-neutron coupling is set to 0

(see e.g. Fig. 4.2). We do not consider inelastic exothermic scattering, as the DAMA regions

are badly excluded in all cases studied in the previous section. For inelastic endothermic

scattering, looking at Fig. 4.10 we select m = 40 GeV for δ = 50 keV and m = 52 GeV for

δ = 100 keV, for WIMPs with AV interactions with an = 0. Analogously, from Fig. 4.11

we select m = 38 GeV for δ = 50 keV and m = 45 GeV for δ = 100 keV, for WIMPs with

PS interactions with an = 0. Notice that some of these choices are similar to the best fit

parameters of [32], i.e. m = 54.3 GeV and δ = 106 keV for AV interactions and m = 40.8
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GeV and δ = 57 keV for PS interactions. Finally, from Fig. 4.12 we select m = 80 GeV for

δ = 100 keV, for long-range AV interactions with an = 0.

4.4.1 Data analysis

For LUX, SuperCDMS, and SIMPLE we follow the procedure developed and described in

[25, 48, 50, 51]. For PICASSO and KIMS we cannot perform a Maximum Gap analysis as

done for LUX and SuperCDMS because the data are binned. We therefore produce a limit

on η̃0 at each vmin value in the following way. We compute the rate (1.3.13) adopting a step

function, η̃0(vmin) = η̃∗θ(v∗min− vmin), because it is the function that allows to draw the most

conservative bound on the value η̃∗ taken by η̃0(vmin) at a specific vmin value v∗min [43, 44].

For each value of v∗min we compare this predicted rate in each single energy bin with the 90%

CL limit on the rate. Imposing the computed rate not to surpass the limit in any of the

bins thus fixes the maximum allowed η̃∗ at v∗min. For KIMS we use the black limit lines in

Fig. 4 of [12], while for PICASSO we translate the upper end of the error bars in Fig. 5 of [6]

into 90% CL upper limits assuming the data are Gaussian distributed and the uncertainty

is given at the 1σ level.

The halo-independent analysis of the DAMA annual modulation data presented in [25,

48, 50, 51] and in [34] is only applicable when WIMPs can scatter off only one of the target

elements, either Na or I. This happens, for instance, if the DM is so light that elastic

scattering off I occurs always below threshold, assuming a reasonable maximum speed with

respect to Earth, vmax, for WIMPs in the galaxy. It also happens for inelastic endothermic

scattering with vmax < vNa
δ =

√
2δ/µNa, which makes WIMP scattering off Na kinematically

forbidden. Therefore, we can straightforwardly apply the analysis of DAMA data presented

in [25, 34, 48, 50, 51] to the light WIMP with m . 10 GeV scattering elastically and to all

considered cases of endothermic scattering. The WIMPs with mass close to 30 GeV and 50

GeV scattering elastically need a special treatment, described in the following.

When both elements, Na and I, are involved in the scattering, the same value of the

detected energy E ′ is mapped onto different vmin values because of the different target masses

and quenching factors. In order to extract the value of η̃ in a vmin interval from (1.3.13),

we adapt to the DAMA data the procedure that was developed for CRESST-II in Appendix

A.2 of [44] and in [46]. We start by choosing the highest energy bin at high enough energy
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Figure 4.13. Binning scheme used for m = 30.14 GeV and elastic scattering. The red and blue arrows show the
correspondence between average detected energies 〈E′〉, shown on the top axis, and minimum speeds vmin, shown
on the bottom axis, for Na and I targets, respectively. The dashed arrows show that WIMPs scattering off I could
produce events in the highest energy bin only with vmin > vmax = 800 km/s. The DAMA data are overlaid in green.

so that the heaviest element (I) does not contribute to the scattering rate in it, because

the necessary vmin exceeds the maximum possible speed in the halo. Starting from the

highest energy bin we work our way toward the lowest energy bin as depicted in Fig. 4.13.

We compute the vmin range corresponding to the highest E ′ bin for Na using the relation

〈E ′〉 = QTER(vmin,mT ) for T = Na (with ER(vmin,mT ) given in (1.2.2)). From this vmin

range we derive the second highest energy bin using again the same relation for T = I.

The procedure can then be repeated starting from this new bin, until the lightest energy

bin above the experimental threshold is built. Since we only wish to consider bins where a

significant signal is observed, we require the lowest energy bin to lie within the 2.0–6.0 keVee

interval, where the modulation amplitude measured by DAMA is significantly different from

zero.

Notice that the DAMA modulation data span 2.0 to 20.0 keVee with an original bin size

of 0.5 keVee. In rebinning the DAMA data we want to merge the original bins, and not split

existing bins. Therefore, each new bin needs to have boundaries that are multiples of 0.5

keVee so as to encompass an entire number of original DAMA bins. Notice also that, if E ′ is

the boundary of one of the chosen bins, the corresponding boundary of the next higher energy
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bin is rE ′ with r ≡ QNaER(vmin,mNa)/QIER(vmin,mI) = QNaµ
2
NamI/QIµ

2
ImNa. Therefore, it

is necessary for r to be an integer (or a half-integer) number. For quenching factors that are

constant in energy, this can be achieved for particular DM mass values. With QNa = 0.30

and QI = 0.09, we choose our DM particle masses to be 30.14 GeV and 47.35 GeV for which

r = 5.0 and 3.5, respectively.

Choosing vmax = 800 km/s, for m = 30.14 GeV the bin at highest E ′ must be completely

above QIER(vmax,mI) ' 6.3 keVee for QI = 0.09. Using r = 5 we take two bins, [2.0, 4.0]

keVee and [10.0, 20.0] keVee. We choose bins well separated in energy and as large as possible

to avoid overlapping and to minimize the effect of the tails of the corresponding response

functions. The binning scheme for this candidate is shown in Fig. 4.13. Our choice of

m = 47.35 GeV comes from a halo model in Fig. 4.3 with a low vmax value, close to vmax = 600

km/s. Assuming this vmax value, scattering of I is kinematically forbidden for E ′ energies

above QIER(vmax,mI) ' 6.97 keVee for QI = 0.09. Using r = 3 we choose the two bins

[3.0, 6.0] keVee and [10.5, 21.0] keVee. Since the highest energy bin surpasses the 2.0–20.0

keVee energy range where the DAMA modulation data is available, for the two additional

0.5 keVee bins in the 20.0 to 21.0 keVee range we assume the same average and mean square

error as for the nineteen 0.5 keVee bins in the 10.5–20.0 keVee range.

Once the energy bins to be used in the analysis are established, we extract information

on the modulated component of the velocity integral, η̃1, in the following way. For two bins

[E ′1, E
′
2] and [E ′3, E

′
4] (the extension to a larger number of bins is trivial), (1.3.13) reads

R1
[E′1,E

′
2] =

∫ ∞
0

dvmin η̃
1(vmin)

[
RNa

[E′1,E
′
2](vmin) + RI

[E′1,E
′
2](vmin)

]
= ANa

[E′1,E
′
2]η̃

1,Na
[E′1,E

′
2] + AI

[E′1,E
′
2]η̃

1, I
[E′1,E

′
2](vmin)

(4.4.1)

and

R1
[E′3,E

′
4] =

∫ ∞
0

dvmin η̃
1(vmin)

[
RNa

[E′3,E
′
4](vmin) + RI

[E′3,E
′
4](vmin)

]
' ANa

[E′3,E
′
4]η̃

1,Na
[E′3,E

′
4] , (4.4.2)

where scattering off I does not contribute to the rate in the highest energy bin by construc-
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tion. Here we defined the target-specific average of η̃1
[E′1,E

′
2] as

η̃1, T
[E′1,E

′
2] ≡

∫∞
0

dvmin η̃(vmin)RT
[E′1,E

′
2](vmin)

AT
[E′1,E

′
2]

, (4.4.3)

with

AT
[E′1,E

′
2] ≡

∫ ∞
0

dvmin R
T
[E′1,E

′
2](vmin) , (4.4.4)

and analogous definitions for [E ′3, E
′
4]. Since the two energy bins are chosen so that scattering

off I in [E ′1, E
′
2] probes the same vmin range as scattering off Na in [E ′3, E

′
4], we expect that

η̃1,Na
[E′3,E

′
4] ' η̃1, I

[E′1,E
′
2] , (4.4.5)

and thus that RNa
[E′3,E

′
4](vmin)/ANa

[E′3,E
′
4] ' RI

[E′1,E
′
2](vmin)/AI

[E′1,E
′
2]. Fig. 4.14 shows the compar-

ison between these quantities for WIMPs with PS interactions and elastic scattering, and

gives an idea of the extent to which the assumption in (4.4.5) is correct. In Fig. 4.14 we can

see that the vmin range associated with a certain detected energy bin through the average

relation 〈E ′〉 = QTER(vmin,mT ) determines only approximately the vmin range in which the

corresponding response functions RT (vmin) are significantly different from zero. The differ-

ence between the response functions of Na and I shown in Fig. 4.14 is due to the width of

the energy resolution function, which depends on energy, and the vmin (or alternatively the

ER) dependence of the scattering cross section.

Finally, using (4.4.1), (4.4.2) and (4.4.5) we get the system of equations
R1

[E′1,E
′
2] = ANa

[E′1,E
′
2]η̃

1,Na
[E′1,E

′
2] + AI

[E′1,E
′
2]η̃

1, I
[E′1,E

′
2] ,

R1
[E′3,E

′
4] ' ANa

[E′3,E
′
4]η̃

1,Na
[E′3,E

′
4] ' ANa

[E′3,E
′
4]η̃

1, I
[E′1,E

′
2] ,

(4.4.6)

which can be solved for η̃1,Na
[E′1,E

′
2] and η̃1, I

[E′1,E
′
2]. We compute the 68% CL error on these quantities

by propagating the 1σ uncertainty of the DAMA data.

Same as for the SHM analysis, the implementation of the halo-independent analysis can

be found in the CoddsDM software [53].
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Figure 4.14. Normalized response functions RT (vmin)/AT for WIMPs with PS interactions and elastic scattering,
for DM mass m = 30.14 GeV (left) and m = 47.35 GeV (right). RNa

[E′
3,E

′
4]

(vmin)/ANa
[E′

3,E
′
4]

is shown in red and

RI
[E′

1,E
′
2]

(vmin)/AI
[E′

1,E
′
2]

in blue.

4.5 Results of the halo-independent data

comparison

The plots in Figs. 4.15–4.18 show 90% CL upper bounds on η̃0(vmin) from LUX, SuperCDMS,

SIMPLE, PICASSO, and KIMS with QI = QCs = 0.10 (solid purple line) and 0.05 (dashed

purple line). The DAMA measurements of the annual modulation amplitude η̃1(vmin) are

shown as crosses, where the vertical bars show the 68% CL uncertainty and are located at

the position of the maximum of the relevant response functions RT (vmin). The horizontal

bar of each cross indicates the vmin interval where 90% of the integral of RT (vmin) about the

peak is included. When both Na and I contribute to a cross we choose the response function

extended over the larger vmin interval, which is RI(vmin) (see Fig. 4.14). We assume the most

commonly adopted values of the quenching factors, QNa = 0.30 and QI = 0.09.

For WIMPs with PS interactions and elastic scattering (see Fig. 4.15), we selected three

masses from the DAMA regions shown in Figs. 4.2 and 4.3. We show results for an = 0,

as explained above. Only scattering off Na is kinematically accessible in DAMA for m = 7

GeV (top panel of Fig. 4.15), since E ′ > 2 keVee would require vmin > 1644 km/s for I
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Figure 4.15. 90% CL upper bounds on η̃0(vmin) from LUX, SuperCDMS, SIMPLE, PICASSO, and KIMS, and
measurements of η̃1(vmin) with 68% CL vertical error bars for DAMA with QNa = 0.30, QI = 0.09, for a WIMP with
mass m = 7 GeV (top), m = 30.14 GeV (bottom left) and 47.35 GeV (bottom right), contact PS interactions and
elastic scattering. Different line styles for the LUX bound correspond, from most constraining to least constraining,
to 0, 1, 3, 5 and 24 observed events (see Section 4.2). The KIMS bound is shown for both QI = QCs = 0.10 (solid
line) and 0.05 (dashed line). The thin DAMA crosses show the absolute value of η̃1 when this is negative.

recoils. In this case the limits of PICASSO and SIMPLE cut across the DAMA points (each

corresponding to the DAMA bins of width 0.5 keVee from 2.0 to 6.5 keVee), except for the

highest energy bin. This shows incompatibility between the DAMA and the PICASSO and

SIMPLE data, unless the modulation amplitude |η̃1(vmin)| can be as large as the time-average

η̃0(vmin), which is not possible in the whole vmin range.

For the bottom panels of Fig. 4.15, where m = 30.14 GeV and 47.35 GeV, both I and
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Na contribute (see above). Although these masses were chosen within the DAMA regions

in our SHM analysis, the η̃1 crosses shown in the two panels correspond to a halo that

significantly differs from the SHM. We obtained negative η̃1 values in the lowest vmin ranges

in both cases, both of them above vmin = 200 km/s, while in the SHM η̃1 is negative only

below the vmin = 200 km/s value. The absolute value of the crosses with negative η̃1 values

are shown in Fig. 4.15 with thinner lines than those with positive η̃1 values. In both cases

the combination of KIMS, PICASSO, SIMPLE and LUX bounds reject the DAMA crosses,

showing strong incompatibility between the DAMA result and the just mentioned limits.

Our results are similar to those of [114], although the halo-independent analysis done in

this reference is different. In [114] the “minimal” η̃1(vmin) compatible with the 1σ DAMA

error bars is identified with the piecewise continuous function touching the lower end of

these error bars. Only the four 0.5 keVee experimental bins in the 2.0 to 4.0 keVee energy

interval are considered. η̃1(vmin) is set to zero outside the vmin range corresponding to this

E ′ range. This amounts to a choice of very low (m-dependent) vmax. With this choice, the

contribution of I can be neglected for m . 60 GeV. Besides, η̃0(vmin) is assumed to be equal

to the “minimal” η̃1(vmin) in almost all the considered vmin bins. This implies the dark halo

leading to this velocity integral is quite different from the SHM, as we also find. However,

while our results seem similar to those of [114], we partially draw different conclusions. The

authors of [114] conservatively conclude that their choice of η̃1 and η̃0 for DAMA can be

compatible with the limits from other experiments for PS interactions with m = 7 and

m = 30 GeV (while being rejected for AV interactions). This is because they allow η̃1(vmin)

to be equal to η̃0(vmin) in almost the whole 2.0–4.0 keVee energy range. Assuming instead

that |η̃1(vmin)| is much smaller than η̃0(vmin), as it happens in most halo models, the DM

interpretation of the DAMA data is in strong tension with the limits.

Fig. 4.16 shows the result of our halo-independent analysis for WIMPs with AV interac-

tions and inelastic endothermic scattering. The left panel is for m = 40 GeV and δ = 50

keV, for which vNa
δ = 802.7 km/s, and the right panel is for m = 52 GeV and δ = 100

keV, for which vNa
δ = 1135.2 km/s. Therefore, only scattering off I is kinematically allowed

for vmax = 800 km/s. The DAMA data seems in disagreement with the KIMS bound for

QI = QCs = 0.10, but not if QI = QCs = 0.05 in KIMS (however, this last value is much

smaller than the QI = 0.09 taken for DAMA).
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Figure 4.16. Same as Fig. 4.15 but for WIMPs with inelastic endothermic contact AV interactions and m = 58
GeV, δ = 50 keV (left), and m = 52 GeV, δ = 100 keV (right).
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Figure 4.17. Same as Fig. 4.16 but for WIMPs with inelastic endothermic contact PS interactions and m = 38
GeV, δ = 50 keV (left), and m = 45 GeV, δ = 100 keV (right).

Fig. 4.17 shows the result of our halo-independent analysis for WIMPs with PS inter-

actions and inelastic endothermic scattering, for m = 38 GeV and δ = 50 keV in the left

panel, resulting in vNa
δ = 810.1 km/s, and m = 45 GeV and δ = 100 keV in the right panel,

resulting in vNa
δ = 1113.0 km/s. WIMPs scattering off Na are again kinematically forbidden

for vmax = 800 km/s. The DAMA data are in disagreement with the KIMS bound, unless

QI = QCs = 0.05 and |η̃1(vmin)| ' η̃0(vmin).
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Figure 4.18. Same as Fig. 4.16 but for WIMPs with inelastic endothermic AV long-range interactions and m = 80
GeV, δ = 100 keV.

Fig. 4.18 shows our results for a WIMP with AV interactions and long-range inelastic

endothermic scattering. Here m = 80 GeV and δ = 100 keV, thus vNa
δ = 1031.5 km/s. The

DAMA data are excluded by our most stringent KIMS (QI = QCs = 0.10) and LUX bounds,

but they remain in strong tension with the null results even when the less stringent KIMS

and LUX bounds are considered.

4.6 Conclusions for Chapter 4

We investigated the possibility of interpreting the annual modulation signal observed in the

DAMA experiment as due to WIMPs with spin-dependent coupling mostly to protons. We

considered both an axial-vector (AV) interaction, which is what is usually referred to as ‘spin-

dependent interaction’, and a pseudo-scalar (PS) interaction, proposed in [57] to reconcile

DAMA with the null experiments. We also extended our analysis to inelastic scattering, and

considered both contact and long-range interactions. Due to the similar ER dependence of

the differential cross sections, we find for the long-range PS interaction the same results as

for contact AV interactions, up to a shift in σp. We analyzed the data both assuming the

Standard Halo Model (SHM) and in a halo-independent manner.

Spin-dependent WIMP couplings mostly to protons effectively weaken the bounds from
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experiments using Xe and Ge as target elements, whose spin is due mostly to neutrons.

However, the bounds from experiments with F and I targets, such as PICASSO, SIMPLE

and KIMS, remain relevant since their spin is due mostly to protons.

Assuming the SHM, for elastic scattering (see Figs. 4.1 to 4.5) we found that, in all the

cases investigated here, the DAMA regions for Na are entirely excluded by SIMPLE and

PICASSO, while the regions for I are excluded by KIMS.

For exothermic scattering (see Figs. 4.6, 4.7 and 4.9), the DAMA regions move progres-

sively to smaller WIMP masses with respect to the upper limits as |δ| increases, because the

modulation phase observed by DAMA forces vmin > 200 km/s, and this is possible only for

progressively lighter WIMPs (see Fig. 4.8). Thus, exothermic scattering brings compatibility

between the DAMA region for Na and the upper bounds from SIMPLE. However, it does not

suppress the PICASSO limit which continues to rule out the DAMA region. Furthermore,

exothermic scattering reduces the modulation amplitude with respect to the time-average

rate. Thus, the upper limit derived from the DAMA average rate measurement rejects the

interpretation of the signal as due to scattering off Na for values of δ < −30 keV. The

DAMA region for scattering off I is excluded by the SIMPLE and KIMS upper bounds.

For endothermic scattering (see Figs. 4.10 to 4.12), only KIMS provides relevant bounds.

Scattering in all detectors besides KIMS and LUX becomes kinematically forbidden for large

enough δ. We showed results for δ = 50 and 100 keV, because as δ increases further,

scattering off I becomes kinematically forbidden as well. For δ = 50 keV, only assuming

a larger quenching factor QI = 0.09 for I in DAMA, and a smaller quenching factor QI =

QCs = 0.05 in KIMS, the allowed DAMA region is compatible with all present limits for PS

couplings. However, the possibility that the same nuclide has such different quenching factors

in different crystals may be questionable. The same holds for contact and long-range AV and

long-range PS interactions for δ = 100 keV. For contact PS interactions and δ = 100 keV, a

small sleeve of the 90% CL DAMA region for scattering off I escapes the 90% CL KIMS limit

with similar QI for both experiments. These results are largely consistent with the results of

[32]. However, for PS interactions the DAMA regions are rejected by flavor physics bounds

on the PS coupling to quarks [91] (unless gDM can be very large gDM > 105). In our analysis

we assumed that the scattering process can be approximated by one-particle exchange. The

inclusion of multi-particle exchange processes may change the form of the WIMP-nucleus
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scattering cross section, and therefore all bounds shall be reconsidered.

For WIMP mass values within the DAMA regions derived assuming the SHM and close

to the upper limits rejecting them, we performed also a halo-independent analysis. This is

presented in Fig. 4.15 for elastic scattering with contact PS interactions and in Figs. 4.16–

4.18 for inelastic endothermic scattering with contact AV, contact PS, and long-range AV

interactions. We again find strong tension between the DAMA data and upper bounds,

except for contact AV and PS interactions with inelastic endothermic scattering if QI in

KIMS is much smaller (QI = 0.05) than the QI = 0.09 assumed for DAMA, although this

choice of different QI values for both experiments may be questionable.
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CHAPTER 5

Conclusions and Present Status of Potential

DM Signals

We have explored the compatibility between the potential signals of CDMS-II-Si and DAMA

with the null results from the other direct dark matter (DM) detection experiments, for

different types of DM candidates, both assuming the Standard Halo Model (SHM) and in

a halo-independent manner, and we have presented new or extended halo-independent data

analysis methods.

First, we presented comparisons of direct DM detection data for light WIMPs with in-

elastic exothermic scattering. We found that the CDMS-II-Si signal region can still be

compatible with all present upper bounds for exothermic scattering and spin-independent

(SI) isospin-violating interactions. Exothermic scattering favors light targets and weakens

the Xe-based limits, the most restrictive of which is at present the LUX limit. We found that

the CDMS-II-Si region becomes allowed by LUX, but is rejected by the SuperCDMS limit

for isospin-conserving interactions. Considering in addition an isospin-violating coupling, in

particular one with a neutron to proton coupling ratio of −0.8 (Ge-phobic) which maximally

reduces the WIMP-Ge coupling, allows the CDMS-II-Si regions to become compatible with

all upper bounds.

Next, we have expanded and corrected a recently proposed extended maximum halo-

independent (EHI) method to analyze unbinned direct DM detection data. An earlier version

of this method was introduced in [55], which used the recoil energy ER as an independent
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variable. Instead, we use vmin, the minimum speed a DM particle must have in order to

impart a given recoil energy ER to the nucleus, which allows us to apply the method to

any type of target composition and interaction, including general momentum and velocity

dependence, and elastic and inelastic scattering. We have proved the method and rigorously

defined a two-sided pointwise confidence band with a clear statistical meaning, which allows

to quantitatively assess the compatibility of the unbinned data with upper limits of other

experiments, at given confidence levels.

We applied this method to the three candidate events found by CDMS-II-Si for SI in-

teractions with either elastic or inelastic exothermic scattering, and with different neutron

to proton coupling ratios fn/fp. We found that the WIMP interpretation of the CDMS-

II-Si signal is compatible with all upper bounds for elastic scattering and fn/fp = −0.7

(Xe-phobic), as well as for inelastic exothermic scattering (for mass differences δ = −50 and

−200 keV) and fn/fp = −0.8 (Ge-Phobic).

Finally, we examined the interpretation of the annual modulation signal observed in

the DAMA experiment as due to WIMPs with spin-dependent coupling mostly to protons.

We considered both an axial-vector (AV) interaction, which what is usually referred to as

“spin-dependent interaction”, and a pseudo-scalar (PS) interaction. The PS interaction had

previously been proposed in [57], who employed a Bayesian analysis, and claimed that for

contact interactions and elastic scattering, the DAMA data is reconciled with the null results

of other experiments at the 99% credible level. We considered both elastic and inelastic

scattering, and contact and long-range interactions. Spin-dependent coupling mostly to

protons weakens the upper bounds from experiments using target elements whose spin is

mostly due to neutrons, such as Xe and Ge. However, experiments such as PICASSO,

SIMPLE, and KIMS remain relevant, since they contain F, I and Cs which have an unpaired

proton. For elastic and exothermic scattering, we found that in all cases the DAMA regions

are excluded by a combination of the SIMPLE, PICASSO, and KIMS upper bounds.

Endothermic scattering favors heavier targets, enhancing scattering off I in DAMA com-

pared to lighter targets such as Ge in SuperCDMS, and in addition it enhances the annual

modulation amplitude. Scattering in all detectors besides KIMS and LUX becomes kine-

matically forbidden for large enough mass split δ. We found that for exothermic scattering
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the DAMA regions for I are in strong tension with the KIMS upper bounds, and the al-

lowed DAMA regions are compatible only assuming a larger quenching factor for I in the

NaI crystal (used in DAMA) and a smaller quenching factor for I in the CsI crystal (used in

KIMS). However, the possibility that the same nuclide has such different quenching factors

in different crystals may be questionable.

We also performed a halo-independent analysis. For elastic scattering, we extended the

halo-independent method to analyze the DAMA data when both target elements, Na and I,

are involved in the scattering. For endothermic scattering, we only included scattering of I

(since for the values considered here, scattering of Na is kinematically forbidden). We again

found strong tension between the DAMA data and the upper bounds, except for endothermic

scattering and contact AV or PS interactions with a larger quenching factor for I in DAMA

and a smaller quenching factor for I in KIMS, although this choice of quenching factors may

be questionable.
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