
UC Merced
Proceedings of the Annual Meeting of the Cognitive Science 
Society

Title
Long-form analogies generated by chatGPT lack human-like psycholinguistic properties

Permalink
https://escholarship.org/uc/item/77v7q91n

Journal
Proceedings of the Annual Meeting of the Cognitive Science Society, 45(45)

Authors
Seals, S M
Shalin, Valerie

Publication Date
2023
 
Peer reviewed

eScholarship.org Powered by the California Digital Library
University of California

https://escholarship.org/uc/item/77v7q91n
https://escholarship.org
http://www.cdlib.org/


Long-form analogies generated by chatGPT lack human-like psycholinguistic
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Valerie L. Shalin (valerie.shalin@wright.edu)1,2
2 AI Institute University of South Carolina

Columbia, SC 29208 USA

Abstract

Psycholinguistic analyses provide a means of evaluating large
language model (LLM) output and making systematic com-
parisons to human-generated text. These methods can be used
to characterize the psycholinguistic properties of LLM out-
put and illustrate areas where LLMs fall short in compari-
son to human-generated text. In this work, we apply psy-
cholinguistic methods to evaluate individual sentences from
long-form analogies about biochemical concepts. We com-
pare analogies generated by human subjects enrolled in intro-
ductory biochemistry courses to analogies generated by chat-
GPT. We perform a supervised classification analysis using 78
features extracted from Coh-metrix that analyze text cohesion,
language, and readability (Graesser, McNamara, Louwerse, &
Cai, 2004). Results illustrate high performance for classifying
student-generated and chatGPT-generated analogies. To eval-
uate which features contribute most to model performance, we
use a hierarchical clustering approach. Results from this anal-
ysis illustrate several linguistic differences between the two
sources.
Keywords: Large Language Models; chatGPT; analogical
reasoning; psycholinguistics

Introduction
Natural language processing and deep learning have enabled
the development of personal assistants (Radford et al., 2019),
automatic speech recognition, (Hinton et al., 2012), machine
translation systems (Sutskever, Vinyals, & Le, 2014), and
large language models that can generate convincing human-
like text and dialogue (Brown et al., 2020; Devlin, Chang,
Lee, & Toutanova, 2019; Ouyang et al., 2022; Zhang et al.,
2022). One such model that has attracted considerable scien-
tific and popular attention is chatGPT, a large language model
released by openAI in December of 2022 1.

In this paper we examine the potential differences between
ChatGPT output and human output. We examine perfor-
mance on a task regarded as indicative of sophisticated human
reasoning: the generation of analogies in support of scientific
reasoning. We employ computationally grounded metrics es-
tablished in psycholinguistic research (Graesser et al., 2004).

Background
Language and reasoning are commonly considered to require
human-like cognitive capabilities. Recent advances in com-
putational natural language processing motivate careful anal-
ysis of the potential differences between the output of such

1https://openai.com/blog/chatgpt/

processes and human behavior using features that are suffi-
ciently sensitive to subtle differences in language abilities.

Language models represent a probability distribution of se-
quences of words, content and syntax in large natural lan-
guage corpora (Jurafsky & Martin, 2008). Models are trained
on input text, typically represented as words, morphemes, or
characters and aim to capture underlying statistical properties
of language in the input text. Language models do not gen-
erate text directly, rather they output probabilities that can be
used to select words. Recent advances in natural language
processing and deep learning have enabled the development
of language models that are considerably larger than their pre-
decessors and can generate text that can, in some instances,
pass for that of a human author (Brown et al., 2020; Devlin
et al., 2019; Shoeybi et al., 2020). Here we ask the extent to
which LLMs are plausible models of skilled human language.

What is chatGPT?
InstructGPT is a large language model (LLM) recently re-
leased by openAI that was designed to follow natural lan-
guage based instructions better than its predecessor GPT-3
(Ouyang et al., 2022). One of the known limitations of LLMs
is the generation of undesirable content. For example, LLMs
may ”make up” facts, generate biased or toxic text, or simply
not comply with user instructions (Bender, Gebru, McMillan-
Major, & Shmitchell, 2021; Gehman, Gururangan, Sap, Choi,
& Smith, 2020; Ji et al., 2022; Lu, Mardziel, Wu, Aman-
charla, & Datta, 2019). InstructGPT uses human feedback to
minimize such undesirable content.

ChatGPT is a ’sibling’ model of instructGPT that is cur-
rently available to use during a research preview 2. Chat-
GPT was trained using a reinforcement learning paradigm
that incorporates human feedback 3. The initial model was
trained with supervised fine-tuning. Humans provided sam-
ple conversations to the model where both the example
AI assistant and the human participant dialogue were writ-
ten by humans. Human trainers were provided with sug-
gested model-generated responses to assist with composing
responses. This dataset was combined with the dataset for
InstructGPT (which was converted to dialogue format). The
reward function for chatGPT was created by randomly sam-

2https://chat.openai.com/chat
3https://openai.com/blog/chatgpt/
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pling alternative completions for a given prompt and having
humans rate the quality of the alternative completions. This
information was used to fine-tune the model with proximal
policy optimization (Schulman, Wolski, Dhariwal, Radford,
& Klimov, 2017). This version is the source of LLM text for
the present analysis.

Analysis Method Background
We employed a machine learning classifier to distinguish be-
tween ChatGPT text and human-generated text. Supervised
methods employ labeled data in a training process. Unsuper-
vised methods do not require such labels and simply attempt
to group like material with like. For some AI-detection prob-
lems, ground truth labels may not be available (Mitchell, Lee,
Khazatsky, Manning, & Finn, 2023). However, due to the de-
sign of this experiment, ground truth labels are available and
we use a supervised method to characterize the differences
between the two sources of data.

Psycholinguistic Analysis of Text
While many ML efforts depend on vector representations of
material to be clustered, the resulting findings are difficult to
interpret or provide theoretical insight. Therefore, we em-
ploy psychologically motivated ”engineered” features to de-
scribe text, which if diagnostic, explain the differences be-
tween clusters. We use Coh-Metrix, an automated tool that
calculates computational metrics of cohesion and coherence
for written and spoken texts (Graesser et al., 2004). Coh-
Metrix includes measures that capture word information and
frequency, syntactic complexity, polysemy and hypernymy,
the frequency of major parts of speech, use of connectives and
logical operators, and cohesion (Graesser et al., 2004; Mc-
Carthy, Lewis, Dufty, & McNamara, 2006). A large research
base in psycholinguistics, cognitive psychology, and educa-
tion informs the identification of relevant features (Coltheart,
1981; Graesser et al., 2004; Halliday & Hasan, 2014; Just
& Carpenter, 1980; McNamara, Graesser, McCarthy, & Cai,
2012; Miller, 1998; van Dijk & Kintsch, 1983).

Coh-Metrix is particularly relevant here for its original fo-
cus on instructional applications. Coh-Metrix has been used
in other applications as well. For example, previous work
demonstrated the use of Coh-Metrix for classifying adults as
healthy elderly controls, patients with Mild Cognitive Impair-
ment, patients with possible Alzheimer’s disease, and patients
with probably Alzheimer’s disease (Padhee et al., 2020).

Methods
In the following sub-sections, we discuss the data, psycholin-
guistic features, and the analysis method we used.

Data
We used two sets of data, a human subject sample and a chat-
GPT sample. Participants in the original study were enrolled
in three different biochemistry courses taught at a large south-
eastern university in the United States. The original data col-
lection was reviewed and approved by the Institutional Re-

view Board. Subsequent analysis occurred on de-identified
data. The study examined two different biochemical pro-
cesses, glycolysis and enzyme kinetics. Instructors first in-
troduced the relevant topics in class by assigning textbook
readings and conducting lectures on the relevant biochemical
process. Students were then provided with a sample analogy
to explain the relevant biochemical process. Participants were
then asked to create their analogy to explain the biochemical
process using a subject of their choice. This unique task is
the foundation of EngageFastLearning 4. Participants created
a total of 500 analogies in this study. To control for class bal-
ance and power for this project, we sampled (n = 31) from
the 500 for analysis.

For each biochemical process, we prompted chatGPT to
generate analogies. For the enzyme kinetics example, we
gave chatGPT the prompt: Create an analogy to explain how
enzyme kinetics works. To generate the chatGPT glycolysis
examples, we gave chatGPT the prompt: Create an analogy
to explain how glycolysis works. We found that chatGPT will
create multiple versions of the same response if an identical
prompt is repeated. On subsequent requests for each topic,
we replaced Create an analogy with Create a new analogy.
We generated a total of 51 chatGPT analogies, all of which
were created on December 20th, 2022.

Psycholinguistic Features
We calculated features using Coh-metrix version 3.0. Coh-
metrix generates a total of 108 features. We removed a total
of 30 Coh-Metrix features with low variance (σ2 < 0.01), re-
taining 78. We scaled the features to have a mean of zero and
standard deviation of 1.

Analysis Method
We use a linear ridge classifier to analyze our data. Ridge
is a supervised learning method that imposes a penalty on
the size of the regression coefficients (Hastie, Tibshirani, &
Friedman, 2017). This penalty is intended to reduce overfit-
ting and increase performance on unseen data.

Initial inspection of the data indicated that the chatGPT
analogies differ in length from those generated by subjects
(see Figure 1). Notably, the mean length of an analogy gen-
erated by chatGPT is shorter than those generated by the sub-
jects (t = 17.35,d f = 33, p < 0.001). Fitting a classification
algorithm on these two samples would allow the algorithm
to capitalize on analogy length in order to classify the exam-
ples. Thus, we perform our analysis on individual sentences
to control for this. Moreover, this is consistent with prior
work examining NLP analysis of analogies (Wijesiriwardene,
Wickramarachchi, Shalin, & Sheth, 2022). This results in a
total of 366 chatGPT sentences and 735 participant sentences.

We report three sets of analyses. In the first set of analyses,
we evaluate the performance of a model fit on all 78 features.

In the second set of analyses, we remove two linguistic
features: the length of each sentence (in words) and the stan-

4https://www.engagefastlearning.com/
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Figure 1: A: Number of sentences by analogy source. chat-
GPT: M = 6.92, SD = 0.98; Subjects: M = 24.8, SD = 4.96
B: Number of words by analogy source. chatGPT: M = 25.3,
SD = 8.17; Subjects: participants: M = 25.4, SD= 11.6. Error
bars in both represent +/- 1 SD.

dard deviation of sentence length. As illustrated in Figure 1
B, the mean sentence length is similar for the subjects and
chatGPT. However, the standard deviation of sentence length
is smaller for chatGPT than for the participants (F variance
test: F = 0.47,d fn = 365,d fd = 734, p < 0.001).

In the third set of analyses, we remove all features asso-
ciated with length. These include total word count, sentence
length, sentence length standard deviation, word length, and
word length standard deviation.

For each set of analyses, we fit the model via a cross-
validation procedure. We divide the data into ten stratified
groups such that each group will contain roughly similar in-
stances of both classes. We train the model on 9 of the groups,
validate the model on the 10th group and repeat this proce-
dure ten times. We report means and standard deviations for
each metric.

Feature Analysis Method

Figure 2: Hierarchical clustering dendrogram

For each set of analyses, we perform a feature analysis pro-
cedure to examine which features are most informative for
classifying the data. Because many of the features available
in Coh-Metrix are highly correlated, we use a hierarchical
clustering method to examine the relative importance of the
Coh-Metrix features for each model.

Hierarchical clustering algorithms use successive merging
or splitting techniques to create nested clusters that can be

represented in tree-like structures or dendrograms (Nielsen &
Nielsen, 2016). First, we compute a Spearman rank correla-
tion matrix for the features. We then convert this to a distance
matrix. Next, we perform hierarchical clustering using a bot-
tom up approach where each feature begins as a unique item
and features are successively merged. We use the Ward cri-
terion, which minimizes the sum of squared errors between
the clusters (Ward Jr, 1963) as implemented here 5. A an il-
lustration of the dendrogram for Analysis 1 appears in Figure
2.

Next, we create flat clusters using the Wald criterion. We
specify that the clusters cannot have a distance greater than
1.25 or half the cophenetic distance of the dendrogram il-
lustrated in Figure 2. Conceptually speaking, we take the
features represented in the top half of the dendrogram.

Next, we use the selected features to perform another k-
means cluster analysis with 2 clusters and random initial cen-
troids. We perform a 10-fold cross validation procedure to
generalize the results.

Results
Below, we discuss results for each of our three sets of analy-
ses.

Analysis 1
In the first set of analyses, we evaluate the performance of
a model that uses all 78 features. Results from this model
are illustrated in the top half of Table 1. Results from this
model indicate high performance at classifying the data as
either created by subjects or created by chatGPT.

Table 1: Analysis 1 Results

Model Metric Score: M (SD)
Classification Balanced Accuracy 0.89 (0.08)
Classification Weighted Precision 0.90 (0.05)
Classification Weighted Recall 0.89 (0.05)
Feature Balanced Accuracy 0.70 (0.05)
Feature Weighted Precision 0.75 (0.04)
Feature Weighted Recall 0.75 (0.04)

Note. Top: Results from ridge classifier fit on 78 Coh-metrix
features. Bottom: Results from ridge classifier fit on 11 Coh-
metrix features. All result metrics are means and standard de-
viations from 10-fold cross validation. Precision: ratio of true
positives to sum of true positives and false positives, weighted
by the frequency of each class. Recall: ratio of true positives
to sum of true positives and false negatives, weighted by the
frequency of each class. Balanced accuracy: average recall
for each class.

Next, we use the hierarchical clustering approach de-
scribed above to evaluate which features are most informative

5https://scipy.org/
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for classifying the data. We identified 11 features using this
procedure.

These features are: total word count, sentence length, sen-
tence length standard deviation, the type token ratio of con-
tent word lemmas, noun phrase density, and six features as-
sociated with text easability. The text easability features
are designed to capture text difficulty in a more comprehen-
sive manner than traditional grade level reading metrics (i.e.,
Flesch, 1948). These measures provide readability informa-
tion at different levels of discourse processing (Graesser, Mc-
Namara, & Kulikowich, 2011). The six easability features are
z-scores for narrativity, word concreteness, referential cohe-
sion, deep cohesion, connectivity, and temporality. Distribu-
tion plots for these variables appear in Figure 3.

Figure 3: Distribution plots for: Top row: noun phrase den-
sity (A) and type token ratio for content word lemmas (B).
Middle row: Z scores of narrativity (A), temporality (B),
and concreteness (C). Bottom row: z scores of deep cohe-
sion (A), referential cohesion (B), and the presence of explicit
connectives (C).

Results from fitting a ridge classifier with these features
are presented in the bottom half of Table 1. Performance on
this model is reduced compared to the full model (dependent
t- test: Accuracy: t = 7.64, Precision: t = 8.18, Recall: t =
7.86, d f = 9, p < 0.001). However, this model still illustrates
reasonably high levels of classification performance with a
much smaller feature set.

Analysis 2

Analysis 1 illustrated that features associated with word count
and sentence length were important to model classification
performance. While there are clear differences in these fea-
tures for our data set, these differences may not hold for new

Table 2: Analysis 2 Results

Model Metric Score: Mean (sd)
Classification Balanced Accuracy 0.88 (0.08)
Classification Weighted Precision 0.90 (0.06)
Classification Weighted Recall 0.89 (0.06)
Feature Weighted Recall 0.72 (0.06)
Feature Weighted Recall 0.76 (0.05)
Feature Weighted Recall 0.77 (0.04)

Table 3: Note. Top: Results from ridge classifier fit on 75
Coh-metrix features (total word count, sentence length, and
sentence length standard deviation are removed). Bottom:
Results from ridge classifier fit on 11 Coh-metrix features se-
lected via a hierarchical clustering approach based on Anal-
ysis 2. All result metrics are means and standard deviations
from 10-fold cross validation.

Figure 4: Distribution plots for the Z scores of syntactic sim-
plicity (A), verb cohesion (B), and the percentile score for
temporality (C).

datasets. Thus, for analysis 2, we examine classification per-
formance on a model that excludes these features.

We remove three linguistic features: total word count, the
length of each sentence and the standard deviation of sen-
tence length. Results from this model are illustrated in the
top half of Table 2. Results from this model are compara-
ble to those reported in the top half of Table 1 (dependent t-
tests: Accuracy t = 0.73, Precision t = 0.73, Recall t = 0.75,
d f = 9, p > 0.05). This model demonstrates high perfor-
mance at classifying the data as either created by subjects or
created by chatGPT.

Next, we use the hierarchical clustering approach de-
scribed above to evaluate which features are most informa-
tive for classifying the data. We identified 11 features. These
features are word length in syllables, noun phrase density, the
type token ratio for content word lemmas, and 8 different text
easability metrics. Five of these text easablity metrics were
the same as those for analysis 1 (narrativity, word concrete-
ness, referential cohesion, deep cohesion, connectivity, and
temporality). The three newly identified features are the z
score for syntactic simplicity, the z score for verb cohesion,
and the percentile score for temporality. Distribution plots for
these variables are illustrated in Figure 4.

Results from fitting a ridge classifier with these features
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are presented in the bottom half of Table 2. Performance on
this model is reduced compared to the full model presented
in Analysis 1 (Dependent t-test: Accuracy: t = −7.51, Pre-
cision: t = −7.83, Recall: t = −7.60, d f = 9, p < 0.001).
However, this analysis still illustrates reasonably high lev-
els of classification performance. Results from this feature
analysis model are comparable to those reported in the fea-
ture analysis model in Analysis 1 (dependent t-test: Accu-
racy: t = 1.35, Precision: t = 1.43, Recall: t = 1.71, d f = 9,
p > 0.05). Classification accuracy does not depend on word
count or sentence length.

Analysis 3
Results from analysis 2 illustrated that some remaining de-
scriptive linguistic features may be contributing to high
model performance. Notably, word length in syllables was
one of the features identified by the feature analysis method.
In analysis 3, we conduct a more stringent test and remove
all descriptive linguistic features from the data. In addition to
total word count, sentence length, and sentence length stan-
dard deviation, we remove four features associated with word
length.

Results from this model are illustrated in the top of Ta-
ble 4. Results from this model are comparable to those re-
ported in Tables 1 2 (Repeated measures ANOVA: Accu-
racy: F = 0.12, Precision: F = 0.16, Recall: F = 0.17,
d fn = 2,d fd = 18, p > 0.05). Results indicate high perfor-
mance at classifying the data as either created by subjects or
created by chatGPT.

Table 4: Analysis 3 Results

Model Metric Score: Mean (sd)
Classification Balanced Accuracy 0.89 (0.08)
Classification Weighted Precision 0.90 (0.06)
Classification Weighted Recall 0.89 (0.05)
Feature (11) Balanced Accuracy 0.60 (0.02)
Feature (11) Weighted Precision 0.67 (0.02)
Feature (11) Weighted Recall 0.69 (0.02)
Feature (19) Balanced Accuracy 0.71 (0.06)
Feature (19) Weighted Precision 0.76 (0.04)
Feature (19) Weighted Recall 0.77 (0.03)

Note. Top: Results from ridge classifier fit on 71 Coh-
metrix features (all descriptive linguistic features are re-
moved). Middle: Results from ridge classifier fit on 11 Coh-
metrix features selected via a hierarchical clustering approach
based on Analysis 3. Bottom: Results from ridge classifier
fit on 19 Coh-metrix features selected via a hierarchical clus-
tering approach based on Analysis 3. All result metrics are
means and standard deviations from 10-fold cross validation.

The 11 features identified using the clustering approach on
this model were: noun phrase density, the type token ratio for
content word lemmas, and 9 different text easability compo-

nents. The easability components were the z-scores for nar-
rativity, word concreteness, referential cohesion, deep cohe-
sion, connectivity, temporality, verb cohesion, syntactic sim-
plicity, and the percentile score for temporality. All of these
features were identified in at least one of the feature analyses
conducted in analysis 1 and 2.

Results from training a ridge classifier on these 11 fea-
tures are illustrated in the middle of Table 4. Results indicate
reduced classification performance compared to the feature
analysis model results reported in Table 2 (Repeated mea-
sures ANOVA: Accuracy: F = −6.3, Precision: F = −5.58,
Recall: F = −5.02, d f = 9, p < 0.01). These results illus-
trate that removing all descriptive linguistic features from the
model reduces model performance.

We perform a follow-up analysis to estimate how many
features are required to generate results that are comparable
to those of the feature analyses reported in Tables 1 and 2.
We execute this by adjusting the cophenatic distance used to
select candidate features. Results from this procedure suggest
that using 19 features (selected with a cophenatic distance of
0.95) creates a model with similar performance. Results from
this model appear in the bottom of Table 4. In addition to the
11 features identified previously, the 19 features include: inci-
dence rates for all connectives, first person singular pronouns,
second person pronouns, and passive voice; the mean word
frequency for content words (derived from CELEX Baayen,
Piepenbrock, & Gulikers, 1996); the mean age of acquisi-
tion for content words, lexical diversity as measured by the
VOCD (McCarthy & Jarvis, 2010); and the incidence rate for
intentional verbs. Distribution plots for the 8 new features are
illustrated in Figure 5.

General Discussion
Results from our analyses suggest that long-form analogies
generated by chatGPT differ from those generated by human
participants in terms of both descriptive linguistic properties
and underlying psycholinguistic properties. It is possible that
differences in descriptive linguistic features may be unique
to our dataset. However, there are several fruitful areas for
future study.

Our results suggest that chatGPT and the human partic-
ipants tend to select different types of words in responses.
Moreover, for many features, participant summaries exhibit
more variance in the words they select. Previous work on
detecting text generated by LLMs has noted that LLM gener-
ated text tends to have distributional or statistical properties
that differ from that of text generated by humans (Mitchell
et al., 2023; Shen et al., 2023; Varshney, Shirish Keskar, &
Socher, 2020). We extend this finding by demonstrating that
human authors select different function words (illustrated in
incidence rates for explicit connectives, all connectives, and
pronouns). Moreover, we demonstrate that this variance is
reflected in multiple parts of speech for content words (inten-
tional verbs and verb cohesion).

Second, our results suggest differences between the two
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Figure 5: Distribution plots for variables identified in analy-
sis 3. Top row: Incidence of all connectives (A), first per-
son singular pronouns (B), and second person pronouns (C).
Middle row: Incidence of passive voice (A), CELEX word
frequency (B), and mean AOA for content words (C). Bot-
tom row: VOC lexical diversity (A), incidence for intentional
verbs (C).

sources that extend beyond individual word choice. We
demonstrate that the two groups differ in style dimensions
like syntactic simplicity, passive voice, and narrativity. Dif-
ferences in narrativity are particularly interesting given that
chatGPT is optimized for dialogue, which one might hypoth-
esize would lead to more narrative-like output. Lastly, we
demonstrate that the two groups differ in the use of devices
that assist readers with developing a complete understanding
of the text (deep, referential, and verb cohesion; connectivity,
and temporality).

Limitations and Future Research
Despite our efforts to control the data set, due to differences
in the length of the analogies generated by chatGPT and the
participants, we have an unbalanced dataset with more sen-
tences from human subjects than chatGPT. Because chatGPT
is being actively updated 6, it is unclear whether a user is in-
teracting with the same model on a different day. Thus, we
opted to not add any additional examples that were generated
on a different day that might introduce unwanted systematic
variation into the dataset. Second, we did not give chatGPT
any specific stylistic instructions. For example, we did not
specify the age or educational level of the purported author.
Equally relevant, we have not yet conducted domain-specific
content analyses that may prove diagnostic. However, given

6See iterative deployment: https://openai.com/blog/chatgpt/

Table 5: Summary of Psycholinguistic Differences

Feature t-test (d f ) Levene’s F
Narrativity Z 21.41(1099)** 128.53**
Referential cohesion Z 8.36(1084.9)** 57.43**
Deep cohesion Z 5.69(1059.1)** 12.96**
Verb cohesion Z −2.31(960.99)* 13.23**
Temporality Z 4.10(799.01)* 5.98*
Temporality % 2(734)* 2
Word Concreteness Z −.82(839.87) 3.22
Explicit connectives Z 7.19(787.57)** 3.39
Syntactic simplicity Z −.38(1036.4) 18.17**
Noun phrase density 2.64(750.74)* 0.19
TTR content word 3.19(1061.7)* 5.44*
Connectives I −5.11(832.1)** 0.55
1st singular pronouns I 4.99(734)** 12.44**
2nd pronouns I 5.39(762.86)** 14.68**
Passive voice I −13.41(637.42)** 79.02**
CELEX word freq. 12.99(955.93)** 25.77**
AOA content words −7.18(780.73)** 4.59*
VOCD lexical diversity 1(734) .49
Intentional verbs I 10.77(1081.5)** 72.72**

Note. Inferential statistics for identified features. ** = p <
0.01 * = p < 0.05, I = incidence score. All Levene’s tests
have d f = 1099.

the broad domain content resources available to chatGPT, we
may find that human writers draw on less content. Prior re-
search performed sentence level analyses on a graded subset
corpus (Wijesiriwardene et al., 2022). Although their results
are substantially less dramatic, the conclusions are conver-
gent. Language skills appear to determine manual grades,
with broader impact implications for pedagogical assessment
practices. Finally, we have not yet identified the psychologi-
cal processes that result in the documented differences.

Conclusion
In this work, we examined the psycholinguistic properties of
long-form analogies generated by chatGPT. Advances in nat-
ural language processing and deep learning have led to the
development of large language models that can generate con-
vincing and fluent text. This apparent fluency prompts the
need for evaluation techniques that can capture subtle, under-
lying features of skilled language use. Psycholinguistic fea-
tures are well-suited to this task and have the added benefit
of explainability. We demonstrate that features drawn from
established psycholinguistic research can identify the differ-
ences between human and computationally generated text in
a complex reasoning exercise.
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