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## ABSTRACT OF THE DISSERTATION

Learning to Adapt Across Distribution and User Constraint Shifts for Static and Dynamic Tasks<br>by<br>Dripta Sankar Raychaudhuri<br>Doctor of Philosophy, Graduate Program in Electrical Engineering<br>University of California, Riverside, June 2023<br>Dr. Amit K. Roy-Chowdhury, Chairperson

Deep neural networks have demonstrated remarkable efficacy across a wide range of tasks, yet they face a significant limitation in their ability to adapt to distributional shifts. In contrast, humans possess inherent adaptability, effortlessly adjusting to changes in data distributions and modifying task strategies to accommodate environmental variations. To fully harness the potential of deep learning models and enhance their practical applicability, it is crucial to impart robustness to distributional shifts. This dissertation addresses this need by presenting algorithms to empower deep learning models with the capacity to seamlessly navigate diverse forms of distributional shifts.

The dissertation encompasses four significant contributions. First, we explore the adaptation of a person re-identification model trained on labeled data from a single camera to other cameras in the network using only unlabeled data. By optimizing temporal consistency across frames in unlabeled videos, the model acquires generalizable representations. Second, we address the adaptation of 2D human pose estimation models to different imaging conditions, achieving adaptation through pre-trained models and unlabeled data from
the target domain. Leveraging a pre-built human pose prior that captures plausible human poses, labeled data becomes unnecessary for the adaptation process.

Expanding the concept of adaptation beyond static tasks, we proceed to tackle sequential decision-making problems. It demonstrates how imitation learning can be executed when expert demonstrations originate from domains with distinct morphologies compared to the learning agent. By utilizing cyclic state transformation consistency and value function consistency, a transformation function is learned to render demonstrations comprehensible to the agent.

Finally, we shift focus towards adapting to user constraints, a critical aspect of deep learning model adaptability. It addresses the challenge of adapting multi-task models to changing user preferences by introducing a hypernetwork controller capable of dynamically modifying model architecture and weights without necessitating re-training.

By bridging the gap between human adaptability and the limitations of current models, this dissertation paves the way for deep learning to become more versatile and applicable in real-world scenarios, unlocking its full potential across various domains.
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2.1 A schematic illustration of the proposed framework. Our method makes use of both labeled and unlabeled tracklets at every iteration of model training. The first step involves learning the parameters of the deep model by using temporal consistency as self-supervision and, additionally, softmax loss on the minimal set of annotated tracklets. Next, this model is used to predict pseudo-labels on a few confident samples. These two steps alternate, one after the other, until the entire unlabeled set has been incorporated in terms of pseudo-labels.
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2.6 Pseudo-label estimation. Accuracy of pseudo-labels as enlarging factor $p$
is varied, on MARS [(a), (b)] and DukeMTMC-VideoReID [(c), (d)] . . .
3.1 Problem setup. Previous UDA methods for pose estimation in the literature rely on a labeled source dataset while adapting to an unlabeled target dataset. However, privacy concerns surrounding the use of personally identifiable information in these labeled datasets, as well as the significant storage and computational requirements, can limit access to such data. Hence, our work focuses on source-free UDA of pose estimation models.
3.2 Overview of framework. Our approach builds on the Mean Teacher framework and performs adaptation both in the pose prediction space using $\mathcal{L}_{\text {out }}$, work and performs adaptation
and the feature space using $\mathcal{L}_{\text {feat }}$. This is supplemented by a human pose prior $g$ that scores the predicted pseudo-labels in terms of plausibility. These scores are used to regularize the adaptation process in the absence of labeled source data via $\mathcal{L}_{\text {prior }}$. The student model $f_{\text {stu }}$ is trained by the combination of the three losses, while the teacher model $f_{\text {tea }}$ is updated with the exponential moving average (EMA) of the weights of the student model.
3.3 Qualitative results on SURREAL $\rightarrow$ Human3.6M. We demonstrate
sample results on the Human3.6M dataset. For each row, the leftmost shows the Source only prediction, the middle one shows the UDAPE [86] prediction, and the rightmost shows the prediction made POST.
3.4 Qualitative results on SURREAL $\rightarrow$ BRIAR. We demonstrate sample results on the BRIAR dataset at all ranges. For each range, we display three images: the leftmost shows the Source only prediction, the middle one shows the $U D A P E[86]$ prediction, and the rightmost shows the prediction made by our framework. Although our approach does not use any source data for adaptation, it is able to match the predictions produced by UDAPE, which uses source data.
3.5 Cross-dataset prior transfer. We plot the histogram of scores predicted by the prior. The prior is able to clearly demarcate plausible poses from implausible poses across datasets.
4.1 Problem setup. Cross-domain Imitation from Observation (xDIO) entails learning from experts who are different from the agent. Here, the expert is a 4-legged Ant, while the agent is a HalfCheetah. We learn a domain transformation function from unpaired, unaligned, state-only trajectories from a set of proxy tasks and utilize it to imitate the expert on the given inference task. 57
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## Chapter 1

## Introduction

Deep neural networks have demonstrated remarkable proficiency across various tasks. However, they often struggle to effectively adapt to distributional shifts, as highlighted by several studies [163, 84, 11]. In contrast, humans exhibit robustness in dynamically adjusting to changing data distributions and modifying their approach to accommodate environmental variations. Given the growing deployment of deep models in real-world systems, including autonomous cars and video surveillance, it becomes imperative to imbue these models with the ability to handle distributional shifts of any kind gracefully. This enhancement ensures their practical applicability and reliable performance in dynamic and unpredictable scenarios.

Motivated by the challenges posed by distributional shifts, this dissertation focuses on the development of novel algorithms aimed at enhancing the adaptability of machine learning models. The scope of these algorithms encompasses a wide range of scenarios, including camera viewpoint changes, variations in imaging conditions, morphological trans-
formations of embodied agents, and dynamic fluctuations in computational resources. Our objective is to enable models to adapt to such shifts with minimal reliance on supervision seamlessly. By achieving this, we aim to extend the potential applicability of state-of-the-art deep learning models, rendering them suitable for use cases that require data efficiency and rapid adaptation. Examples of such applications include disaster scenarios, personalized guides for individuals with disabilities, and surveillance systems.

In Chapter 2, we focus on the problem of one-shot video person re-identification. Traditional supervised approaches in this field heavily rely on labor-intensive identity labeling of tracklets, limiting scalability. To address this limitation, we propose an innovative solution that reduces the annotation requirements to tracklets from a single camera. By leveraging a pseudo-labeling framework in conjunction with curriculum learning and selfsupervision, we tackle the data distribution shift between cameras. Our approach enables the re-identification model to adapt to different cameras despite the absence of explicit labels. Remarkably, even with minimal supervision, our adaptation achieves performance that is comparable to supervised methods.

In Chapter 3, we focus on the problem of adapting 2D human pose estimation models to different imaging conditions. Domain adaptation methods for 2 D human pose estimation typically require continuous access to the source data during adaptation, which can be challenging due to privacy, memory, or computational constraints. To address this limitation, we focus on the task of source-free domain adaptation for pose estimation, where a source model must adapt to a new target domain using only unlabeled target data. Although recent advances have introduced source-free methods for classification tasks, extending them
to the regression task of pose estimation is non-trivial. We propose a pseudo-labeling approach that builds on the popular Mean Teacher framework to compensate for the distribution shift. We leverage prediction-level and feature-level consistency between a student and teacher model against certain image transformations. In the absence of source data, our framework utilizes a human pose prior that regularizes the adaptation process by directing the model to generate more accurate and anatomically plausible pose pseudo-labels. Our framework can deliver significant performance gains compared to applying the source model directly to the target data. In fact, our approach achieves comparable performance to recent state-of-the-art methods that use source data for adaptation.

In Chapter 3, we address the challenge of adapting 2D human pose estimation models to different imaging conditions. Traditional domain adaptation methods for this task require continuous access to the source data during adaptation, which can be problematic due to privacy, memory, or computational constraints. To overcome this limitation, we propose a source-free domain adaptation approach for pose estimation. Although recent advances have introduced source-free methods for classification tasks, extending them to the regression task of pose estimation is non-trivial. Our approach builds upon the Mean Teacher framework and utilizes pseudo-labeling to handle the distribution shift. By enforcing prediction-level and feature-level consistency between a student and teacher model under specific image transformations, we compensate for the domain shift. Additionally, in the absence of source data, we incorporate a human pose prior to guide the adaptation process and generate more accurate and anatomically plausible pose pseudo-labels. Our framework demonstrates significant performance improvements compared to directly ap-
plying the source model to the target data. In fact, it achieves comparable performance to recent state-of-the-art methods that leverage source data for adaptation.

In Chapter 4, we tackle the challenging problem of domain adaptation in the context of imitation learning. Drawing inspiration from the remarkable ability of humans to learn new behaviors by observing others, we seek to endow autonomous agents with similar capabilities. Humans can effortlessly imitate expert behavior, even when there are variations in viewpoints, morphologies, or dynamics between the observer and the expert. However, existing imitation learning algorithms often rely on demonstrations from the same domain, which imposes unrealistic constraints and limits their practical applicability. We study how to imitate locomotion tasks when such discrepancies exist between the expert and agent. Importantly, in contrast to prior works, we use unpaired and unaligned demonstrations on simple tasks across domains to learn a robust correspondence across the domains. To accomplish this, we utilize a cycle-consistency constraint on both the state space and a domain-agnostic latent space. In addition, we enforce consistency on the temporal position of states via a normalized position estimator function, to align the trajectories across the two domains. The learned correspondence is used to transfer task knowledge to unseen tasks. Furthermore, our algorithm can proficiently imitate tasks without requiring access to either expert action information or additional reinforcement learning.

In Chapter 5, we explore the design of controllable networks for multi-task learning (MTL) that can dynamically adapt to two types of user requirements: task preference and compute budget. The naive approach of creating and training MTL architectures for all possible variations of user requirements is highly inefficient, resulting in exorbitant design
and deployment costs. Thus, there is a pressing need for flexible MTL architectures that can facilitate test-time adaptation to trade-offs based on relative task importance and resource allocation. We propose an expressive tree-structured dynamic multi-task network that can adapt its architecture and weights during inference in accordance with user preferences. To effect these architectural changes, we introduce a controller (comprised of hypernetworks) which is trained using meta-learning by exploiting task affinity and a new branching regularized loss. Achieving performance comparable to recent MTL architecture search methods under uniform task preference, our framework can further approximate efficient architectures for non-uniform preferences with provisions for reducing network size depending on computational constraints.

Finally, in Chapter 6 we summarize the findings of this thesis and discuss possible extensions and future avenues for further research.

## Chapter 2

## One-shot Person Re-identification

### 2.1 Introduction

Person re-identification (re-ID) aims to solve the challenging problem of matching identities across non-overlapping views in a multi-camera system. The surge of deep neural networks in computer vision $[94,155]$ has been reflected in person re-ID as well, with impressive results over a wide variety of datasets [199, 27]. However, this improved performance has predominantly been achieved through supervised learning, facilitated by the availability of large amounts of annotated data. However, acquiring identity labels for a large set of unlabeled tracklets across different cameras is an extremely time-consuming and cumbersome task. Consequently, methods that can ameliorate this annotation problem and work with limited supervision, such as unsupervised learning or semi-supervised learning techniques, are of primary importance in the context of person re-ID.

In this chapter, we focus on the semi-supervised task in video person re-ID, specifically, the one-shot setting, where only one tracklet per identity is labeled. The primary
objective of the learning process is to leverage this limited labeled set, derived from a single camera, in conjunction with a more extensive unlabeled set of tracklets from the rest of the camera network to derive a robust re-identification (re-ID) model. The key challenge involved with the one-shot task is figuring out the inter-relationships which exist amongst the labeled and unlabeled instances across the different camera viewpoints. State-of-the-art one-shot methods try to address this by estimating the labels of the unlabeled tracklets (pseudo-labels) and then utilizing a supervised learning strategy. Some works employ a static sampling strategy [211, 114], where pseudo-labels with a confidence score above a pre-defined threshold are selected for supervised learning. More recent works [205, 204] make use of a progressive sampling strategy, where a subset of the pseudo-labeled samples is selected with the size of the subset expanding with each iteration. This prevents an influx of noisy pseudo-labels, and thus, averts the situation of confirmation bias [10]. However, in an effort to control the number of noisy pseudo-labels, most of these methods discard a significant portion of the unlabeled set at each learning iteration; thus, the information in the unlabeled set is not maximally utilized for training the model. Due to this inefficient usage of the unlabeled set and the limited number of labeled instances, propagating beliefs directly from the labeled to the unlabeled set is insufficient to fully capture the relationships which exist amongst instances of the unlabeled set.

To resolve this issue of inefficient usage of the unlabeled data, we draw inspiration from the field of self-supervised visual representation learning [91]. We propose using temporal coherence $[143,130,126]$ as a form of self-supervision to maximally utilize the unlabeled data and learn discriminative person-specific representations. Temporal coherence


Figure 2.1: A schematic illustration of the proposed framework. Our method makes use of both labeled and unlabeled tracklets at every iteration of model training. The first step involves learning the parameters of the deep model by using temporal consistency as self-supervision and, additionally, softmax loss on the minimal set of annotated tracklets. Next, this model is used to predict pseudo-labels on a few confident samples. These two steps alternate, one after the other, until the entire unlabeled set has been incorporated in terms of pseudo-labels.
is motivated by the fact that features corresponding to a person in a tracklet should be focused on the discriminative aspects related to the person, such as clothing and gait, and ignore background nuances such as illumination and occlusion (see Fig. 2.2). This naturally suggests that features should be temporally consistent across the entire duration of the tracklet as the person in a tracklet remains constant. Thus, we propose a new framework, Temporally Consistent Progressive Learning (TCPL), which unifies this notion of temporal coherence with a progressive pseudo-labeling strategy [205]. An overview of our framework is presented in Fig. 2.1.

We propose two novel losses to learn such temporally consistent features: Intrasequence temporal consistency loss and the Inter-sequence temporal consistency loss. Both of these losses apply consistency regularization on the temporal dimension of a tracklet. While the first loss employs a local level of consistency by operating on one specific tracklet, the
second loss extends it to a global level of consistency by applying temporal consistency both within and across tracklets.

Using such self-supervised losses, our framework can use the unlabeled data at each iteration of learning, allowing maximal information to be extracted from it. Additionally, by exploiting two levels of consistency, as explained above, TCPL can better model the relationships amongst the unlabeled instances without being limited by the number of labeled instances. Thus, our framework addresses both the drawbacks associated with the current crop of methods and achieves state-of-the-art performance in the one-shot person re-ID task.

Main contributions. To summarize, our primary contributions are as follows:

- We introduce a new framework, Temporally Consistent Progressive Learning, which unifies self-supervision and pseudo-labeling to maximally utilize the labeled and unlabeled data efficiently for one-shot video person re-ID.
- We introduce two novel self-supervised losses, the Intra-sequence temporal consistency loss and the Inter-sequence temporal consistency loss, to implement temporal consistency and empirically demonstrate their benefits in learning richer and more discriminative feature representations.
- We demonstrate that this intelligent use of the unlabeled data through self-supervision, unlike previous pseudo-labeling methods, leads to significantly better label estimation and superior results on the one-shot video re-ID task, outperforming the state-of-theart one-shot methods on the MARS and DukeMTMC-VideoReID datasets.


### 2.2 Related Works

The majority of the literature in person re-ID has focused on supervised learning on labeled images/tracklets of persons [230, 227, 25, 208]. While these techniques achieve excellent results on many datasets, they require a substantial amount of annotations. The need to alleviate this excessive need for labeled data has led to research into unsupervised [214, 215, 106, 28] and semi-supervised [205, 204, 37] methods. We provide a review of the relevant developments in these fields. In addition, our work draws inspiration from the ideas explored in the domain of self-supervision.

Unsupervised person re-ID. Recent unsupervised methods [214, 215, 106, 28] mostly use some form of deep clustering. The authors in [99] utilize a camera aware loss by defining nearest neighbors across cameras as being similar. In [106], an agglomerative clustering scheme is introduced, alternating between the learning of features and clustering using the learned features. However, these methods still lag behind supervised methods by quite some distance. Another line of research utilizes auxiliary datasets, which are completely labeled, for initializing a re-ID model and then using unsupervised domain adaptation techniques on the unsupervised target dataset.

Semi-supervised \& one-shot person re-ID. The unsatisfactory performance of purely unsupervised methods $[214,215,106,28]$ has given rise to semi-supervised and one-shot methods in re-ID. Some of the major ideas utilized in these methods include dictionary learning [112], graph matching [62], and metric learning [12]. More recently, new methods in this setting try to estimate the labels of the unlabeled tracklets (pseudo-labels) with
respect to the labeled tracklets and then utilize a supervised learning strategy. The authors of [211] use a dynamic graph matching strategy that iteratively updates the image graph and the label estimation to learn a better feature space with intermediate estimated labels. A stepwise metric learning approach to the problem is proposed in [114]. Both these methods employ a static sampling strategy, where pseudo-labels with a confidence score above a pre-defined threshold are selected at each step - this leads to a lot of noisy labels being incorporated and hinders the learning process due to due to confirmation bias [10]. In order to contain the noise, the authors of $[205,204]$ approach the problem from a progressive pseudo-label selection strategy, where the subset of the pseudo-labeled samples selected gradually increase with iterations. While this prevented the influx of noisy pseudo-labels, a significant portion of the unlabeled set is discarded at each step and thus, the unlabeled set is used inefficiently. We address this issue by using self-supervision.

Self-supervised learning. Self-supervised learning utilizes pretext tasks, formulated using only unsupervised data. A pretext task is designed in such a way that solving it requires the model to learn useful visual features. These tasks can involve predicting the angle of rotation applied to an image [55] or predicting a permutation of multiple randomly sampled and permuted patches [137]. Some techniques go beyond solving such auxiliary classification tasks and enforce constraints on the representation space. A prominent example is the exemplar loss from [39]. Our method belongs to this latter category of self-supervision and imposes temporal consistency on tracklet features.

### 2.3 Temporal Consistency Progressive Learning

In this section, we present our framework, Temporal Consistency Progressive Learning (TCPL), for solving the task of one-shot video person re-ID. First, we provide a background on the current progressive pseudo-labeling methods and discuss their shortcomings. Thereafter, we turn to our proposed temporal consistency losses and describe their workings, before presenting our integrated framework. Before going into the details of our framework, let us define the notations and problem statement formally.

Problem statement. Consider that we have a training set of $m$ tracklets, $\mathcal{D}=\left\{\mathcal{X}_{i}\right\}_{i=1}^{m}$, which are acquired from a camera network. One-shot re-ID assumes that there exists a set $\mathcal{D}_{l} \subset \mathcal{D}$, which contains a singular labeled tracklet for each identity. Thus, $\mathcal{D}_{l}=$ $\left\{\left(\mathcal{X}_{i}, y_{i}\right)\right\}_{i=1}^{m_{l}}$, where $y_{i} \in\{0,1\}^{m_{l}}$ such that $y_{i}$ is 1 only at dimension $i$ and 0 otherwise, and $m_{l}$ denotes the number of distinct identities. The rest of the tracklets, $\mathcal{D}_{u}=\mathcal{D}-\mathcal{D}_{l}=$ $\left\{\mathcal{X}_{i}\right\}_{i=1}^{m_{u}}$ do not possess annotations. Our goal is to learn a discriminative person re-ID model $f_{\theta}(\cdot)$ utilizing both $\mathcal{D}_{l}$ and $\mathcal{D}_{u}$. During inference, $f_{\theta}(\cdot)$ is used to embed both the probe $\mathcal{X}^{q}$ and gallery tracklets $\left\{\mathcal{X}_{i}^{\mathrm{g}}\right\}_{i=1}^{m_{g}}$ into a common space and then rank all the gallery tracklets by evaluating their degree of correspondence to the probe via some metric. What makes this challenging, even more so than the semi-supervised task, is the fact that $m_{l} \ll m_{u}$ and each identity has only a single labeled tracklet.

### 2.3.1 Progressive Pseudo-labeling and its drawbacks

The progressive pseudo-labeling paradigm is an enhancement over the original pseudo-labeling framework [96] where one imputes approximate classes on unlabeled data
by making predictions from a model trained only on labeled data. The learning process involves the following two steps for each step of learning: (1) train the model via supervised learning on the labeled data and the pseudo-labeled data; (2) select a few reliable pseudolabeled candidates from unlabeled data according to a prediction reliability criterion.

In [205], the authors gradually select larger sets of pseudo-labeled data to be incorporated into the supervised learning process via a dissimilarity criterion. Pseudo labels are assigned to the unlabeled candidates by the identity labels of their nearest labeled neighbors in the embedding space. The distance to the corresponding labeled neighbor is designated as the dissimilarity cost, which is used as the measure of reliability for the pseudo label. However, as a result of the strict selection criterion, this does not use the unlabeled set efficiently - discarding a significant amount of unlabeled data at each step of pseudo labeling.

To improve the efficiency, the authors in [204] propose to set up a memory bank to store the instance features $v_{i}=f_{\theta}\left(\mathcal{X}_{i}\right)$ calculated in the previous step. Then the probability of sample $\mathcal{X}_{j}$ being recognized as the $i$-th instance can be written as,

$$
\begin{equation*}
P\left(i \mid \mathcal{X}_{j}\right)=\frac{\exp \left(v_{i}^{T} f_{\theta}\left(\mathcal{X}_{j}\right) / \tau\right)}{\sum_{k} \exp \left(v_{k}^{T} f_{\theta}\left(\mathcal{X}_{j}\right) / \tau\right)} \tag{2.1}
\end{equation*}
$$

where $\tau$ is the temperature parameter controlling the softness of the distribution. Minimizing the negative $\log$-likelihood of $\sum_{i} P\left(i \mid \mathcal{X}_{j}\right)$, which they call the exclusive loss, pulls each instance $\mathcal{X}_{i}$ towards its corresponding memorized vector $v_{i}$ and repels the memorized vectors of other instances. Due to efficiency issues, the memorized feature $v_{i}$ corresponding to instance $\mathcal{X}_{i}$ is only updated in the iteration which takes $\mathcal{X}_{i}$ as input [212]. In other words, the memorized feature $v_{i}$ is only updated once per epoch. However, the network it-
self is updated in each iteration, rendering the memory bank scheme inefficient. In addition, the exclusive loss looks at the global data distribution, similar to the softmax loss, forcing embeddings corresponding to different identities to stay apart for encouraging inter-class separability. The local data distribution or the intra-class similarity, is left unaddressed and thus, the improvement over softmax is negligible.

In the next section, we present how temporal coherence can be employed to amend these drawbacks.

### 2.3.2 Temporal Coherence as Self-supervision

In the previous section, we discussed the two fundamental problems plaguing the current crop of progressive pseudo-labeling methods: (1) inefficient usage of the unlabeled set, (2) focusing strictly on the global data distribution. To ameliorate these drawbacks, we propose to use temporal coherence as a form of self-supervision. Consistency across the frames in a tracklet encourages the model to focus on the local distribution of the data and learn features which incorporate the specific attributes of the individual in the tracklet and ignore spurious artifacts such as background and lighting variation. This also provides a straightforward approach towards utilizing the entire unlabeled set, irrespective of whether some specific unlabeled instance is assigned a confident pseudo-label. In the following sections, we present two novel losses: Intra-sequence temporal consistency and Inter-sequence temporal consistency, which implement this notion of temporal consistency and show how to integrate them into a self-learning framework towards solving the one-shot video re-ID task.

## Intra-sequence temporal consistency

The intra-sequence temporal consistency loss is based on the idea of video temporal coherence [143, 130, 126]. While the previous works focus on learning the temporal order by considering individual frames, we use consistency as a tool for the learnt features to implicitly ignore background nuances and focus on the actual person attributes. We do this by sampling non-overlapping mini-tracklets from a tracklet and enforce the embeddings corresponding to these mini-tracklets to come closer via a contrastive loss.

Given a tracklet $\mathcal{X}$ consisting of frames $\left\{x_{1}, \cdots, x_{n}\right\}$, intra-sequence consistency involves creating two mini-tracklets $\mathcal{X}^{\text {a }}$ and $\mathcal{X}^{\text {p }}$ by sampling two mutually exclusive sets of frames from the original tracklet $\mathcal{X}$. This is done by the function $\Phi_{\mathrm{T}}(\mathcal{X})$, which first divides the $\mathcal{X}$ into a set of mini-tracklets, each of size $\rho \cdot|\mathcal{X}|$ and then samples from it as follows,

$$
\begin{equation*}
\mathcal{X}^{\mathrm{a}}, \mathcal{X}^{\mathrm{p}}=\Phi_{\mathrm{T}}(\mathcal{X}) \tag{2.2}
\end{equation*}
$$

More specifically, $\Phi_{\mathbf{T}}(\mathcal{X})$ samples from the set $\left\{\mathcal{X}^{1}, \mathcal{X}^{2}, \cdots, \mathcal{X}^{1 / \rho}\right\}$ uniformly without replacement. Here, $\rho$ is a hyper-parameter that controls the size of each mini-tracklet with respect to the size of the tracklet $|\mathcal{X}|$. This ensures that $\mathcal{X}^{\mathrm{a}} \cap \mathcal{X}^{\mathrm{p}}=\emptyset$, and consequently, these tracklets are temporally incoherent. For all our experiments, $\rho$ is set to 0.2 . After obtaining these tracklets the loss forces their respective representations to be consistent temporally with one another as follows,

$$
\begin{equation*}
\left.\mathcal{L}_{\text {intra }}=\| f_{\theta}\left(\mathcal{X}^{\mathrm{a}}\right)-f_{\theta}\left(\mathcal{X}^{\mathrm{p}}\right)\right) \|_{2} . \tag{2.3}
\end{equation*}
$$

This definition of the intra-sequence temporal consistency can be interpreted as a from of consistency regularization $[128,180,139]$, which measures discrepancy between predictions
made on perturbed unlabeled data points, i.e.,

$$
\begin{equation*}
\mathcal{L}_{\mathrm{cons}}=d(p(y \mid x), p(y \mid \hat{x})) \tag{2.4}
\end{equation*}
$$

where $d(\cdot, \cdot)$ is a divergence measure and $\hat{x}=x+\delta$. Such regularization focuses on the local data distribution, and implicitly pushes the decision boundary away from high-density parts of the unlabeled data to enhance intra-class similarity in accordance to the cluster assumption [24]. In our formulation, the two mini-tracklets are temporally perturbed versions of each other in terms of background, i.e., $x=\mathcal{X}^{\text {a }}, \hat{x}=\mathcal{X}^{\mathrm{p}}$ and $\delta$ indicates perturbations in time - the consistency is applied on features, instead of distributions, and across time.

## Inter-sequence temporal consistency

The intra-sequence temporal consistency loss focuses solely on the intra-class similarity. To learn a discriminative person re-ID model, the learning process also has to account for the global distribution of the data or the inter-class separability. The triplet loss [66] has been widely used in the re-identification and retrieval literature for its ability to encode such global information.

The triplet loss ensures that, given an anchor point $\mathcal{X}^{\text {a }}$, the feature of a positive point $\mathcal{X}^{\text {p }}$ belonging to the same class (person) $y_{a}$ is closer to the feature of the anchor than that of a negative point $\mathcal{X}^{n}$ belonging to another class $y_{n}$, by at least a margin $\alpha$. However, directly using the triplet loss is not possible in our scenario as it uses identity label information and thus, its effectiveness will depend heavily on the quality of label estimation. Therefore, we propose the inter-sequence temporal consistency loss, which induces a global level of consistency similar to the standard triplet formulation without access to labels.

Specifically, given a tracklet $\mathcal{X}$, we sample two temporally incoherent mini-tracklets in the same manner as mentioned in the previous section. Without loss of generality, we treat one as the anchor $\mathcal{X}^{\text {a }}$, and the other one as the positive point $\mathcal{X}^{\text {p }}$, which contains the same identity, but temporally perturbed. For the negative instance, we obtain it from the batch nearest neighbors of $\mathcal{X}^{\mathrm{a}}$. This is done by creating the corresponding ranking list of tracklets in the batch B , excluding $\mathcal{X}$ and sampling a tracklet $\mathcal{X}^{\mathrm{n}}$ uniformly within the range of ranks $[r, 2 r]$ as follows:

$$
\begin{equation*}
\mathcal{X}^{\mathrm{n}}=\Psi\left(\mathcal{N}_{[r, 2 r]}(\mathcal{X})\right) \tag{2.5}
\end{equation*}
$$

where $\Psi(\cdot)$ denotes sampling from a set of elements uniformly. $\mathcal{N}_{[r, 2 r]}(\mathcal{X})$ indicates the nearest neighbors of $\mathcal{X}$ in the batch (up to a total of B neighbors) which are ranked in the range $[r, 2 r]$. Using this range of ranks we filter out the possible positive samples and the easy negative samples, which are very low in the ranking list and potentially contribute to zero gradient. This strategy allows us to choose potential hard negatives which have been shown to give best performance [66]. The value of $r$ is set to 3 and $\alpha$ to 0.3 , for all our experiments.

Thus, the inter-sequence temporal consistency loss can be formulated as,

$$
\begin{equation*}
\mathcal{L}_{\text {inter }}=\max \left\{0,\left\|f_{\theta}\left(\mathcal{X}^{\mathrm{a}}\right)-f_{\theta}\left(\mathcal{X}^{\mathrm{p}}\right)\right\|_{2}-\left\|f_{\theta}\left(\mathcal{X}^{\mathrm{a}}\right)-f_{\theta}\left(\mathcal{X}^{\mathrm{n}}\right)\right\|_{2}+\alpha\right\} \tag{2.6}
\end{equation*}
$$

A pictorial representation of the loss formulation is presented in Fig. 2.2.

### 2.3.3 Optimization

TCPL integrates self-supervision with pseudo-labeling to learn the person re-ID model. Temporal coherence is used to enhance the feature learning process in the form


Figure 2.2: An illustration of the inter-sequence temporal consistency criterion. Firstly, we sample temporally incoherent mini-tracklets using $\Phi_{\boldsymbol{\top}}$ to serve as the anchor and positive sample. Note the temporal perturbations in these mini-tracklets, manifested in the form changing background. Next, $\Psi$ is used to obtain the negative sample from the batch nearest neighbors of the anchor, using a ranking based criterion. Using these, we formulate the triplet loss to enforce consistency such that $f_{\theta}(\cdot)$ learns features which focus on the discriminative aspects related to the person in the tracklet and ignore the background nuances.
of multi-task learning. Training of this framework alternates between two key steps: (1)
Representation learning, (2) Assignment of pseudo-labels.

Representation learning. In order to learn the weights of the embedding function $f_{\theta}(\cdot)$, we jointly optimize the following loss function,

$$
\begin{equation*}
\mathcal{L}=\sum_{(X, y) \in \mathcal{D}_{l}} \mathcal{L}_{l}(\mathcal{X}, y)+\sum_{(x, y) \in \mathcal{\mathcal { D } _ { p }}} \mathcal{L}_{l}(\mathcal{X}, \hat{y})+\lambda\left(\sum_{x \in \mathcal{D}} \mathcal{L}_{\text {intra }}(\mathcal{X})+\sum_{\chi \in \mathcal{D}} \mathcal{L}_{\text {inter }}(\mathcal{X})\right) \tag{2.7}
\end{equation*}
$$

where $\mathcal{L}_{l}$ is a standard cross-entropy classification loss applied on all labeled and selected pseudo-labeled tracklets in the dataset. The supervised loss $\mathcal{L}_{l}$ is optimized by appending
a classifier $g_{W}(\cdot)$ on top of the feature extractor $f_{\theta}(\cdot)$ as

$$
\begin{gather*}
\mathcal{Z}=g_{W}\left(f_{\theta}(\mathcal{X})\right)=W^{T} f_{\theta}(\mathcal{X})+b  \tag{2.8}\\
\mathcal{L}_{l}=-\log \left(\frac{e^{y^{T} \mathcal{Z}}}{\sum_{j} e^{\mathcal{Z}_{j}}}\right), \tag{2.9}
\end{gather*}
$$

where $f_{\theta}(\mathcal{X}) \in \mathbb{R}^{d \times 1}, W \in \mathbb{R}^{d \times m_{l}}$ and $b \in \mathbb{R}^{m_{l} \times 1}$. The value of $d$ represents the feature dimension and is equal to 2048 in our experiments. The labeled set and pseudo-labeled set are denoted by $\mathcal{D}_{l}$ and $\mathcal{D}_{p}$ respectively, with $\hat{y}$ denoting the pseudo-labels, while $\mathcal{D}$ refers to the entire set of tracklets. Note that, $\mathcal{D}_{l} \subset \mathcal{D}$ and $\mathcal{D}_{p} \subset \mathcal{D}$, such that $\mathcal{D}_{p} \cap \mathcal{D}_{l}=\emptyset$. The hyper-parameter $\lambda$ is a non-negative scalar that controls the weight of temporal consistency in the joint loss function.

Assignment of pseudo-labels. Following [205], we use the nearest neighbor in the embedding space to assign pseudo-labels - each unlabeled tracklet is assigned a pseudo-label by transferring the label of its nearest labeled neighbor in the embedding space. For $\mathcal{X}_{j} \in \mathcal{D}_{u}$,

$$
\begin{gather*}
i=\arg \min _{\mathcal{X}_{k} \in \mathcal{D}_{l}}\left\|f_{\theta}\left(\mathcal{X}_{j}\right)-f_{\theta}\left(\mathcal{X}_{k}\right)\right\|_{2},  \tag{2.10}\\
\hat{y}_{j}=y_{i} \tag{2.11}
\end{gather*}
$$

After assignment of the pseudo-labels, a confidence criterion is used to choose the most reliable predictions to be used in optimizing $\mathcal{L}_{l}$ for the next step. Instead of a static threshold, a total of $n_{t}$ samples are selected at step $t$ by choosing the top $n_{t}$ unlabeled samples with smallest distance to their corresponding labeled nearest neighbour and added to $\mathcal{D}_{p}$. A smaller value of the distance implies a more confident pseudo-label prediction.

The value of $n_{t}$ is incremented gradually with $t$, depending on an enlarging factor $p \in(0,1)[205]$ where, $n_{t}=n_{t-1}+p n_{u}$. Thus, the learning process continues for a total of
$(\lfloor 1 / p\rfloor+1)$ steps - until the entire unlabeled set has been assigned confident pseudo-labels. The parameter $p$ controls the trade-off between label estimation accuracy and training time - a smaller value of $p$ leads to better label estimation at the cost of higher training time.

### 2.4 Experiments

We evaluate our proposed method on two popular video person re-ID benchmarks, namely, MARS [225] and DukeMTMC-VideoReID [156]. MARS is the largest video re-ID dataset containing 17,503 tracklets for 1, 261 identities and 3, 248 distractor tracklets, which are captured by six cameras. The DukeMTMC-VideoReID dataset is captured using 8 cameras and contains 2, 196 tracklets for training and 2, 636 tracklets for testing. Standard splits are used along with distractors.

### 2.4.1 Experimental Details

Evaluation metrics. Given a probe tracklet, we calculate the Euclidean distance with respect to all the gallery tracklets, and sort the distances to obtain the final ranking list. We utilize the Cumulative Matching Characteristics (CMC) and mean Average Precision (mAP) as the performance evaluation measures. We report the Rank-1, Rank-5, Rank-20 scores to represent the CMC curve.

Initial data selection. To initialize the labeled and unlabeled sets, we follow the protocol outlined in [205]. For each identity, a tracklet is chosen randomly in camera 1. If camera 1 does not record an identity, a tracklet in the next available camera is chosen to ensure each identity has one tracklet for initialization.

Implementation details. For our model, we use a ResNet-50 [65] pre-trained on ImageNet [35] - the last classification layer is removed and a fully-connected layer with batch normalization [75] and a classification layer is added at the end of the model. We adopt stochastic gradient descent (SGD) with momentum 0.5 and weight decay 0.0005 to optimize the parameters for 70 epochs, with batch size 16 in each iteration. We set $\lambda=1$ in Eqn. 2.7 for the DukeMTMC-VideoReID dataset and $\lambda=0.8$ for the MARS dataset (due to the huge disparity in the number of labeled and unlabeled tracklets as a result of fragmentation in MARS). The learning rate is initialized to 0.1 . In the last 15 epochs, to stabilize the model training and prevent overfitting, we change the learning rate to 0.01 and set $\lambda=0$.

### 2.4.2 Comparison with Baselines

One-shot re-ID methods in the literature can be broadly divided into two classes: (1) DGM [211] and Stepwise Metric [114] use the entire pseudo-labeled data at each step of learning and in the process incorporate a lot of noisy labels, (2) EUG [205] and OneExample Progressive Learning [204] employ progressive sampling. TCPL outperforms all of these by learning an embedding which is temporally consistent. We also consider two baselines: Baseline (one-shot), which utilizes only the one-shot data for training, and Baseline(supervised), which assumes all the tracklets in the training set are labeled; these are trained in a supervised manner using only the cross-entropy loss. We also compare against state-of-the-art unsupervised methods which report results on video re-ID datasets: BUC [106], UTAL [99] and DAL [28].

We present the results for different instantiations of our framework in Table 2.1: one which uses both the losses (TCPL -full) and two others corresponding to the usage of
the losses individually (TCPL $-\mathcal{L}_{\text {intra }}$, TCPL $\left.-\mathcal{L}_{\text {inter }}\right)$. For TCPL, EUG [205] and One-Shot Progressive [204], we set the enlarging parameter $p$ to 0.05. The consistency losses lead to consistent gains in both rank-1 accuracy and mAP over both EUG [205] and One-Shot Progressive Learning [204] in both the datasets.

### 2.4.3 Analysis

Analysis over enlarging factor $p$. The selection of the enlarging factor $p$ plays an important role in progressive sampling methods. Decreasing the value of $p$ generally leads to fewer label estimation errors due to careful data selection, at the cost of a very slow learning process (See Fig. 2.3).

The performance of our method as $p$ varies is shown in Table 2.2. Unlike baseline methods, which suffer drastic drops in performance as $p$ is increased, our framework limits label estimation errors via consistency losses. Notably, TCPL at $p=0.20$ is able to outperform both EUG and One-Shot Progressive Learning at $p=0.05$ on DukeMTMC-

VideoReID. This translates to a $4 \times$ speedup of learning without sacrificing performance.
On MARS, at $p=0.10$, TCPL is able to achieve a Rank- 1 accuracy of $61.8 \%$. This is


Figure 2.3: Comparison with different values of enlarging factor on MARS. Figures (a) and (b) represent the Rank-1 accuracy and mAP using TCPL with $\mathcal{L}_{\text {inter }}$. Figures (c) and (d) represent the Rank-1 accuracy and mAP using TCPL with $\mathcal{L}_{\text {intra }}$.
only $1 \%$ behind One-Shot Progressive Learning with $p=0.05$ and suggests a $\mathbf{2} \times$ speedup with only a negligible drop in performance. All of these indicate that TCPL is robust to appending pseudo-labeled data more aggressively and thus, can save time.


Figure 2.4: Performance of TCPL by varying access to the unlabeled set. (a) presents the Rank-1 acc. and (b) the mAP on DukeMTMC-VideoReID. Temporal consistency performs better than $[205,204]$ without using the entire unlabeled data, and improves even further when the unlabeled data is used. This demonstrates two things: (1) using the unlabeled data efficiently is important, (2) self-supervision can learn highly discriminative features. (L/UL denotes the labeled/unlabeled set.)

Importance of maximally using the unlabeled data. The ability to extract maximal information from the unlabeled data is at the core of TCPL. We demonstrate this in Fig. 2.4 by evaluating the losses on DukeMTMC-VideoReID with and without access to entire unlabeled data at each step of learning.

The results confirm the two aspects of our hypothesis. Firstly, utilizing the entire unlabeled set at every step of learning improves performance. Secondly, self-supervision even without access to the entire unlabeled set - learns better features and improves reID performance. TCPL, with access to only the labeled data, outperforms [204] which accesses the entirety of the unlabeled set. This is a direct consequence of the ability of


Figure 2.5: Importance of temporal consistency. (a) presents variations in Rank-1 accuracy on DukeMTMC-VideoReID by changing weights on temporal losses. Higher $\lambda$ represents more weight on the temporal losses. (b) presents the variations in mAP.
self-supervision to learn better features via consistency regularization, within and across camera views.

Weight on the loss function. In our framework, we jointly optimize two types of losses - the cross-entropy loss and the temporal coherence losses $\left(\mathcal{L}_{\text {intra }}, \mathcal{L}_{\text {inter }}\right)$, as defined in Eqn. 2.7 , to learn the weights $\theta$ of the feature embedding $f_{\theta}(\cdot)$. We investigate the contributions of the temporal losses to the re-identification performance. In order to do that, we performed experiments with different values of $\lambda$ (higher value indicates larger weight on the temporal losses) and present the results on the DukeMTMC-VideoReID dataset in Fig. 2.5. In general, increasing the weight improves performance, indicating the efficacy of selfsupervision. As may be observed from the plot, the proposed method performs best with $\lambda=1$.

Analysis over pseudo-label estimation. As a consequence of more discriminative feature learning using local consistency, TCPL is able to generate high-quality labels for the unlabeled set. At $p=0.20$ and $p=0.10$, TCPL is able to achieve $\mathbf{8 . 2} \%$ and $\mathbf{4 . 0} \%$ improve-


Figure 2.6: Pseudo-label estimation. Accuracy of pseudo-labels as enlarging factor $p$ is varied, on MARS [(a), (b)] and DukeMTMC-VideoReID [(c), (d)]
ment in label estimation respectively, on DukeMTMC-VideoReID, compared to EUG. On MARS, the improvement in estimation is $\mathbf{5 . 0} \%$ and $\mathbf{3 . 8} \%$ respectively. A visual representation of the improved pseudo-label estimation can be found in Fig. 2.6.

Table 2.1: Comparison of TCPL with state-of-the-art one-shot and unsupervised methods on the MARS and DukeMTMC-VideoReID datasets. (Sup./Unsup. refers to supervised and unsupervised methods respectively.)

|  |  | MARS |  |  |  | Duke |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Method | Setting |  | R-1 | R-5 | mAP | R-1 | R-5 |
|  |  | mAP |  |  |  |  |  |
| Baseline: upper bound | Sup. | 80.8 | 92.1 | 67.4 | 83.6 | 94.6 | 78.3 |
| TCPL -full (Ours) | 1-shot | $\mathbf{6 5 . 2}$ | $\mathbf{7 7 . 5}$ | $\mathbf{4 3 . 6}$ | $\mathbf{7 6 . 8}$ | $\mathbf{8 7 . 8}$ | $\mathbf{6 7 . 9}$ |
| TCPL - $\mathcal{L}_{\text {intra }}$ (Ours) | 1-shot | 63.3 | 75.2 | 42.9 | 76.2 | 87.6 | 67.7 |
| TCPL - $\mathcal{L}_{\text {inter (Ours) }}$ | 1-shot | 64.9 | 77.5 | 43.1 | 74.4 | 86.6 | 66.5 |
| One-Shot Prog. [204] | 1-shot | 62.8 | 75.2 | 42.6 | 72.9 | 84.3 | 63.3 |
| EUG [205] | 1-shot | 62.7 | 72.9 | 42.5 | 72.8 | 84.2 | 63.2 |
| Stepwise Metric [114] | 1-shot | 41.2 | 55.6 | 19.7 | 56.3 | 70.4 | 46.8 |
| DGM+IDE [211] | 1-shot | 36.8 | 54.0 | 16.9 | 42.4 | 57.9 | 33.6 |
| Baseline: lower bound | 1-shot | 36.2 | 50.2 | 15.5 | 39.6 | 56.8 | 33.3 |
| BUC [106] | Unsup. | 61.1 | 75.1 | 38.0 | 69.2 | 81.1 | 61.9 |
| UTAL [99] | Unsup. | 49.9 | 66.4 | 35.2 | - | - | - |
| DAL [28] | Unsup. | 46.8 | 63.9 | 21.4 | - | - | - |

Table 2.2: Variation in one-shot performance results for different scales of the enlarging parameter $p$. The best and second best results are in red/blue respectively.

| $p$ | Method | Duke |  |  |  | MARS |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | R-1 | R-5 | R-20 | mAP | R-1 | R-5 | R-20 | mAP |
| 0.20 | EUG [205] | 68.9 | 81.1 | 89.4 | 59.5 | 48.7 | 63.4 | 72.6 | 26.6 |
|  | One-Shot Prog. [204] | 69.1 | 81.2 | 89.6 | 59.6 | 49.6 | 64.5 | 74.4 | 27.2 |
|  | TCPL - $\mathcal{L}_{\text {intra }}$ | 74.4 | 85.8 | 91.6 | 65.4 | 52.5 | 65.6 | 73.9 | 31.6 |
|  | TCPL - $\mathcal{L}_{\text {inter }}$ | 69.4 | 81.6 | 88.5 | 60.5 | 53.6 | 66.2 | 74.9 | 30.6 |
| 0.10 | EUG [205] | 70.8 | 83.6 | 89.6 | 61.8 | 57.6 | 69.6 | 78.1 | 34.7 |
|  | One-Shot Prog. [204] | 71.0 | 83.8 | 90.3 | 61.9 | 57.9 | 70.3 | 79.3 | 34.9 |
|  | TCPL $-\mathcal{L}_{\text {intra }}$ | 74.8 | 87.3 | 92.0 | 66.7 | 59.7 | 72.0 | 79.3 | 39.3 |
|  | TCPL - $\mathcal{L}_{\text {inter }}$ | 74.9 | 86.5 | 92.0 | 67.2 | 61.8 | 74.7 | 81.5 | 39.5 |
| 0.05 | EUG [205] | 72.8 | 84.2 | 91.5 | 63.2 | 62.7 | 72.9 | 82.6 | 42.5 |
|  | One-Shot Prog. [204] | 72.9 | 84.3 | 91.4 | 63.3 | 62.8 | 75.2 | 83.8 | 42.6 |
|  | TCPL $-\mathcal{L}_{\text {intra }}$ | 76.2 | 87.6 | 92.9 | 67.7 | 63.3 | 75.2 | 82.4 | 42.9 |
|  | TCPL - $\mathcal{L}_{\text {inter }}$ | 74.4 | 86.6 | 92.2 | 66.5 | 64.9 | 77.5 | 84.1 | 43.1 |

### 2.5 Conclusion

We introduce a new framework, Temporally Consistent Progressive Learning, which uses self-supervision via temporal coherence, in conjunction with one-shot labels, to learn a person re-ID model. Two novel temporal consistency losses, intra-sequence temporal consistency, and inter-sequence temporal consistency, are at the core of this framework. These losses enable the learning of richer and more discriminative representations. Our approach demonstrates the importance of using the unlabeled data efficiently and intelligently, an aspect of one-shot re-ID ignored by most previous works. Experiments on two challenging datasets establish our method as the state-of-the-art in the one-shot video person re-ID task.

## Chapter 3

## Source-free Adaptation for Pose

## Estimation

### 3.1 Introduction

Human pose estimation is a fundamental task in computer vision that involves determining the precise locations of keypoints, such as joints, on a human body in an image or video [178]. The growing need for pose estimation in various applications such as action recognition [209], human-computer interaction [108], and video surveillance [100] has driven the rapid development of highly accurate deep learning techniques. However, the challenge of obtaining large annotated datasets for training, compounded with the susceptibility to a performance decline in the face of data distribution shifts still poses limitations for current pose estimation models. To overcome these limitations, recent studies have focused on unsupervised domain adaptation (UDA) of pose estimators [79, 86]. UDA


Figure 3.1: Problem setup. Previous UDA methods for pose estimation in the literature rely on a labeled source dataset while adapting to an unlabeled target dataset. However, privacy concerns surrounding the use of personally identifiable information in these labeled datasets, as well as the significant storage and computational requirements, can limit access to such data. Hence, our work focuses on source-free UDA of pose estimation models.
allows for transferring a pose estimation model trained on a source domain, where labeled data is available, to a target domain where labeled data is unavailable. Despite improved and robust pose estimation, the requirement of simultaneous access to both source and target domains during adaptation hinders real-world implementation. For instance, the labeled source data may not be accessible post-deployment due to privacy or proprietary issues. This is particularly relevant for human pose datasets, which contain personally identifiable information (PII) [170]. Furthermore, adaptation using the entire source data might be infeasible due to both memory and computational constraints. In light of these issues, we focus on source-free UDA of human pose estimation models in this chapter.

Concretely, our objective is to adapt a 2D human pose estimation model to a new target domain utilizing only its trained parameters and unlabeled target data. This poses a major challenge as the absence of source data for regularization can cause catastrophic forgetting. While recent advances have introduced methods to tackle this issue in classification tasks [103, 4, 142], extending them to the regression task of pose estimation is non-trivial. To address this challenge, we introduce Prior-guided Self-training (POST), a self-training regression framework that employs a human pose prior to effectively guide the adaptation in the absence of source data. An overview of our problem setup is shown in Figure 3.1.

Our approach builds on the Mean Teacher [180] framework, which uses consistency in the prediction space of a student and teacher model to produce trustworthy pseudo-labels and learn from the unlabeled target domain. To achieve this, we create two augmented views of each target image, varying in scale, spatial context, and color statistics. Aligned pose predictions from both models in both views are then obtained, and consistency between the predictions across the different views is encouraged to facilitate prediction space adaptation. However, our empirical results show that relying solely on consistency in the output space is insufficient when supervision from the source data is lacking. To address this, we also introduce feature space adaptation, which aims to encourage consistency across features extracted from the two separate views. We adopt the Barlow Twins [220] approach to accomplish this. Specifically, we seek to make the cross-correlation matrix calculated from a pair of feature embeddings as close to the identity matrix as possible.

In addition to the adaptation across both outputs and features, we employ a human pose prior that models the full manifold of plausible poses in some high-dimensional
pose space to refine possible noisy pseudo-labels that may arise during self-training. The plausible poses are represented as points on the manifold surface, with zero distance from it, while non-plausible poses are located outside the surface, with a non-zero distance from it. This manifold is learned using a high-dimensional neural field, similar to Pose-NDF [182]. The pose prior acts as a strong regularizer, directing the model to generate more accurate pose pseudo-labels on the target data and leading to improved adaptation. The learning of this prior requires an auxiliary dataset of plausible human poses, but this does not compromise the privacy aspect of our framework as the prior does not make use of RGB images. In addition, it is worth noting that the prior can be trained offline, separately from the adaptation process. This not only saves computational resources but also reduces the amount of storage required. Compared to storing entire images, it is much more efficient to store pose coordinates, which requires approximately $3000 \times$ less memory.

Main contributions. To summarize, our primary contributions are as follows:

- We address the problem of adapting a human pose estimation model to a target domain consisting of unlabeled data, without access to the source dataset. This ameliorates the privacy concern associated with the current UDA pose estimation methods.
- We introduce Prior-guided Self-training (POST), a simple source-free unsupervised adaptation algorithm. POST leverages both prediction-level and feature-level consistency, in addition to a human pose prior, to drive self-training for improved adaptation to the target domain.
- We evaluate our method qualitatively and quantitatively on three challenging domain adaptive scenarios, demonstrating that it achieves comparable performance to existing UDA methods that have access to the source data.


### 3.2 Related Works

Pose Estimation. 2D human pose estimation aims to locate human anatomical keypoints, such as the elbow and knee. Prior works can be categorized into two primary frameworks: the top-down framework and the bottom-up framework. Top-down methods $[44,64,202,136,207,29,178]$ first detect each person from the image and then perform single-person pose estimation on each bounding box independently. On the other hand, bottom-up methods [145, 74, 21, $92,32,54,80]$ predict keypoints of each person directly in an end-to-end manner. Typical bottom-up methods consist of two steps: predicting keypoint heatmaps and grouping the detected keypoints into separate poses. In this work, we focus on the bottom-up framework for efficiency purposes and adopt the Simple Baseline [207] architecture following [86] to ensure fair comparisons with prior domain adaptation algorithms.

Unsupervised Domain Adaptation. UDA methods have been extensively applied to a broad range of computer vision tasks, including image classification [190], semantic segmentation [189], object detection [72], and reinforcement learning [152] to tackle the issue of data distribution shift. Most approaches aim to align the source and target data distributions through techniques such as maximum mean discrepancy [116] and adversarial learning [50, 190]. Another line of research utilizes image translation methods to perform
adaptation by transforming the source images into the target domain [70, 187]. More recently, there has been a surge of interest in adaptation using only a pre-trained source model due to privacy and memory storage concerns related to the source data. These include techniques such as information maximization [103, 4], pseudo-labeling [213, 95] and self-supervision [206]. Compared to other tasks, domain adaptation for regression tasks, such as pose estimation, remains relatively unexplored.

Domain Adaptive Pose Estimation. UDA methods for pose estimation have explored various techniques for overcoming the domain gap, including adversarial feature alignment and pseudo-labeling. RegDA [79] estimates the domain discrepancy by evaluating false predictions on the target domain and minimizes it. Mu et al. [132] proposed consistency regularization with respect to transformations and temporal consistency learning within a video. Li et al. [98] proposed a refinement module and a self-feedback loop to obtain reliable pseudo-labels. Recently, Kim et al. [86] introduced a unified framework for both human and animal keypoint detection, which aligns representations using input-level and output-level cues. Typically, these methods require access to the source data, which may raise data privacy, memory and computation concerns. In contrast, our method addresses the domain adaptation problem in a source-free setting.

### 3.3 Prior-guided Self-training

Our work investigates source-free domain adaptation for 2D human pose estimation. In the pose estimation task, given an input image $\mathbf{x} \in \mathbb{R}^{H \times W \times 3}$, the goal is to predict the corresponding $y \in \mathbb{R}^{K \times 2}$ representing the 2D coordinates of $K$ keypoints using a pose


Figure 3.2: Overview of framework. Our approach builds on the Mean Teacher framework and performs adaptation both in the pose prediction space using $\mathcal{L}_{\text {out }}$, and the feature space using $\mathcal{L}_{\text {feat }}$. This is supplemented by a human pose prior $g$ that scores the predicted pseudo-labels in terms of plausibility. These scores are used to regularize the adaptation process in the absence of labeled source data via $\mathcal{L}_{\text {prior }}$. The student model $f_{\text {stu }}$ is trained by the combination of the three losses, while the teacher model $f_{\text {tea }}$ is updated with the exponential moving average (EMA) of the weights of the student model.
regression model $f$. In this paper, we assume access to a pre-trained model, denoted by $f_{\mathcal{S}}$, as well as $N$ unlabeled images $\mathcal{D}=\left\{\boldsymbol{x}_{i}\right\}_{i=1}^{N}$ from a target domain $\mathcal{T}$. Our goal is to adapt the source model to the target such that it performs better on images drawn from the target distribution than when directly using the source model on the target images.

Overview. In the absence of source data, we propose to use self-training to adapt the source pose estimation model to the target domain. However, self-training methods are prone to error accumulation, particularly when labeled data is absent to act as regularization. Hence, we introduce POST, an enhanced self-training strategy that employs three essential ideas to prevent such errors:

1. A weight-averaged teacher model is used to generate the pseudo-labels for self-training. This ensures better retention of the source knowledge within the teacher model by reducing the effect of updating the weights via noisy pseudo-labels (Section 3.3.1).
2. In addition to adaptation over the output space via pseudo-labels, the model is adapted in the feature space as well. For each target image, two aligned predictive views are generated via data augmentation, and consistency across features extracted from the two separate views is encouraged via a contrastive learning strategy (Section 3.3.1).
3. A human pose prior is used to regularize the overall adaptation by directing the model to generate more accurate and anatomically plausible pose pseudo-labels (Section 3.3.2).

An overview of our framework is presented in Figure 3.2.

### 3.3.1 Self-training via Mean Teacher

Motivated by research suggesting that weight-averaged models over training steps tend to perform better than the final model [86, 98], we utilize the Mean Teacher framework [180] to generate pseudo-labels for self-training. The framework involves creating two identical models, a teacher model $f_{\text {tea }}$ and a student model $f_{\text {stu }}$, both of which are initialized with the pre-trained network $f_{\mathcal{S}}$ at time step $t=0$. At each subsequent time step $t$, the student model parameters $\theta$ are updated by backpropagating the supervisory signals provided by the teacher model. The parameters of the teacher model $\tilde{\theta}$ are updated via an
exponential moving average (EMA) of the student model parameters.

$$
\begin{equation*}
\tilde{\theta}_{t}=\alpha \tilde{\theta}_{t-1}+(1-\alpha) \theta_{t}, \tag{3.1}
\end{equation*}
$$

where $\alpha$ denotes the smoothing coefficient which is set to 0.999 by default. The EMA update prevents the teacher model from overfitting to noisy pseudo-labels during the initial rounds of self-training, thereby, preserving the source knowledge. This is especially advantageous in our scenario where source data is unavailable to regularize the adaptation.

In the following sections, we demonstrate how to adapt $f_{\text {stu }}$ using supervisory signals from $f_{\text {tea }}$ on both the feature space and the pose prediction space.

## Prediction space adaptation

At each time step $t$, we apply two different data augmentations, $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, to a target image $\boldsymbol{x}$ to generate two views. We then obtain the keypoint heatmap corresponding to the first transformed image $\tilde{h}^{t}=f_{\text {tea }}^{t}\left(\mathcal{A}_{1}(\boldsymbol{x})\right)$. Here $\tilde{h}^{t} \in \mathbb{R}^{K \times H^{\prime} \times W^{\prime}}$ denotes the spatial likelihood of the $K$ different keypoints on each channel. The pseudo-label from the teacher model is generated by obtaining the coordinates which produce the maximum activations $\hat{y}^{t}=\operatorname{argmax}_{u} \tilde{h}_{[:, u]}^{t}$.

To reduce the influence of erroneous pseudo-labels in our training process, we utilize a confidence threshold to discard potentially unreliable labels. Specifically, we only retain the keypoint activations with the top $p \%$ maximum values among all activations and discard the rest. We set the threshold $\tau$ accordingly to reflect this.

Following prior work on supervised pose estimation, we first convert the pseudolabels to normalized Gaussian heatmaps [184] and then use the mean squared error (MSE)
loss to update the student model over batches of target images sampled from $\mathcal{D}$ :

$$
\begin{equation*}
\mathcal{L}_{\text {out }}=\frac{1}{|\mathcal{B}|} \sum_{\mathbf{x} \in \mathcal{B}} \sum_{k=1}^{K} \mathbb{1}\left(\hat{h}_{k}^{t} \geq \tau\right)\left\|\tilde{\mathcal{A}}_{1}\left(\hat{h}_{k}^{t}\right)-\tilde{\mathcal{A}}_{2}\left(h_{k}^{t}\right)\right\|_{2} . \tag{3.2}
\end{equation*}
$$

We denote the inverse functions of the chosen augmentations $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$ as $\tilde{\mathcal{A}}_{1}$ and $\tilde{\mathcal{A}}_{2}$, respectively. The heatmap predicted by the student model for the $k$-th keypoint is represented by $h_{k}^{t}=f_{\text {stu }}^{t}\left(\mathcal{A}_{2}(\boldsymbol{x})\right)^{k}$, while the heatmap generated from the pseudo-labels predicted by the teacher model is represented by $\hat{h}_{k}^{t}=L\left(\hat{y}^{t}\right)^{k}$. Here, $L(\cdot)$ represents the heatmap generating function and $\mathcal{B}$ denotes a batch of target images.

## Feature space adaptation

Pose estimation models primarily rely on a high-to-low-resolution feature encoder to generate low-resolution representations, which are then used to recover high-resolution pose heatmaps [207]. Since the upsampling process is inherently noisy, providing intermediate supervision to explicitly adapt the features, in addition to adapting the output pose keypoints as shown in the previous section, can be beneficial [136]. While previous work has demonstrated the benefits of joint adaptation across the output and feature space via adversarial learning in tasks such as semantic segmentation [188], this has been exclusively focused on scenarios where source data is available. Here, we propose an alternative way to accomplish feature space adaptation in the absence of source data via contrastive learning.

We begin by creating two different views of each target image $\mathbf{x}$ using a pair of sampled augmentations $\mathcal{A}_{1}$ and $\mathcal{A}_{2}$, as previously shown. Next, considering the pose estimation model as a composition of a feature encoder and an output regressor, i.e., $f=$ Dec $\circ$ Enc, we extract the augmentation reversed feature maps from the teacher model
$\tilde{z}=\tilde{\mathcal{A}}_{1}\left(\operatorname{Enc}_{\text {tea }}\left(\mathcal{A}_{1}(\boldsymbol{x})\right)\right)$ and the student model $z=\tilde{\mathcal{A}}_{2}\left(\operatorname{Enc}_{\text {stu }}\left(\mathcal{A}_{2}(\boldsymbol{x})\right)\right)$. We extract pairs of features for every image in a batch, pool them along the spatial dimensions, and then normalize them along the batch dimension to ensure that each covariate has a mean of 0 over the batch. For simplicity, we overload $z, \tilde{z}$ to represent the normalized features, and drop the time index $t$.

We utilize feature-level consistency between the different views in order to accomplish feature space adaptation. This is achieved via a contrastive learning strategy which encourages the cross-correlation matrix between the outputs of the two networks to be as close to the identity matrix as possible [220],

$$
\begin{equation*}
\mathcal{L}_{\text {feat }}=\sum_{i}\left(1-C_{i i}\right)^{2}+\gamma \sum_{i} \sum_{j \neq i} C_{i j}{ }^{2} . \tag{3.3}
\end{equation*}
$$

We define $\gamma$ as a positive constant that balances the importance of the first and second terms of the loss function. $C$ represents the cross-correlation matrix computed between the outputs of the student and teacher networks along the batch dimension:

$$
\begin{equation*}
C_{i j}=\frac{\sum_{b=1}^{|\mathcal{B}|} \tilde{z}_{b, i} z_{b, j}}{\sqrt{\sum_{b=1}^{|\mathcal{B}|}\left(\tilde{z}_{b, i}\right)^{2}} \sqrt{\sum_{b=1}^{|\mathcal{B}|}\left(z_{b, j}\right)^{2}}} . \tag{3.4}
\end{equation*}
$$

Here, $b$ represents the batch index, while $i$ and $j$ index the feature dimensions of the networks' outputs. We set $\gamma=5 e-3$ following [220].

The first term of $\mathcal{L}_{\text {feat }}$ encourages the consistency of pose features within the same image by equating the diagonal elements of the cross-correlation matrix to 1 , effectively reversing the effects of augmentations. In contrast, the second term aims to decorrelate the different feature dimensions of the embedding by forcing the off-diagonal elements of the cross-correlation matrix to 0 .

### 3.3.2 Regularization via Pose Prior

Enhancing the performance of the pose estimation model on the target domain through joint adaptation over the output and feature space is undoubtedly valuable. However, this approach has its limitations, as it relies solely on general domain adaptation principles and overlooks the rich structural priors associated with human poses. To address this issue, we propose incorporating a parametric human pose prior to better adapt the pose estimation model to the target domain.

## 2D Human pose prior

Building upon the work of [182], we propose a human pose prior modeled as a manifold consisting of plausible 2D poses. To represent the 2 D poses while ignoring aspects such as size and scale, we use a set of 2 D orientation vectors that connect pairs of joints in the human skeleton, denoted by $\mathcal{G}=\left\{\boldsymbol{\theta}=\left(\theta_{1}, \ldots, \theta_{L}\right) \mid \theta_{l} \in \mathbb{R}^{2},\left\|\theta_{l}\right\|_{2}=1 \forall l \in[L]\right\}$. We assume that plausible 2D human poses lie on a manifold embedded in this pose space $\mathcal{G}$. We use a function $g: \mathcal{G} \rightarrow \mathbb{R}^{+}$, which maps a pose to a non-negative scalar, to represent the manifold of plausible poses as the zero-level set:

$$
\begin{equation*}
\mathcal{P}=\{\boldsymbol{\theta} \in \mathcal{G} \mid g(\boldsymbol{\theta})=0\} \tag{3.5}
\end{equation*}
$$

where $g$ represents the unsigned distance to the manifold. We construct this distance function by first encoding the pose using a hierarchical network $g_{\text {enc }}$ that encodes the human pose based on its anatomical structure [124], and subsequently, use $g_{\text {dec }}$ to predict the distance based on the pose representation.

Specifically, for a given pose $\boldsymbol{\theta}$, we encode it as follows,

$$
\begin{equation*}
\mathbf{v}_{1}=g_{\mathrm{enc}}^{1}\left(\theta_{1}\right), \quad \mathbf{v}_{l}=g_{\mathrm{enc}}^{l}\left(\theta_{l}, \mathbf{v}_{\Omega(l)}\right), l \in\{2, \ldots, L\} . \tag{3.6}
\end{equation*}
$$

Here, $\Omega(l)$ is a function that maps the index of each orientation vector to its parent orientation vector in the kinematic chain of the human skeleton. We obtain the overall pose encoding as $\mathbf{p}=\left[\mathbf{v}_{1}|\ldots| \mathbf{v}_{L}\right]$ by concatenating all the individual orientation encodings. This pose encoding is then processed by $g_{\text {dec }}: \mathbb{R}^{d . L} \rightarrow \mathbb{R}^{+}$, which predicts the unsigned distance for the given pose representation $\mathbf{p}$. A lower distance value for a pose implies that the configuration of joints is more likely to be a plausible human pose.

## Pose prior training

To train the parametric prior $g$, we rely on an auxiliary dataset of $M$ human poses $\mathcal{D}_{\mathrm{A}}=\left\{\boldsymbol{\theta}^{i}\right\}_{i=1}^{N_{\mathrm{A}}}$, where $\boldsymbol{\theta}^{i}=\left(\theta_{1}^{i}, \ldots, \theta_{L}^{i}\right)$. Importantly, these poses are not associated with their corresponding RGB images, which preserves the privacy aspect of the method. Additionally, storing only the pose coordinates instead of entire images makes data storage much more efficient and feasible.

We adopt a supervised approach to train $g$ to predict the $L 2$ distance to the plausible pose manifold for a given pose. To achieve this, we construct a dataset $\tilde{\mathcal{D}}=$ $\left\{\left(\boldsymbol{\theta}_{i}, d_{i}\right)\right\}_{i=1}^{M}$, consisting of pose and distance pairs, from $\mathcal{D}_{\mathrm{A}}$. As the poses from $\mathcal{D}_{\mathrm{A}}$ lie on the desired manifold, we assign $d=0$ to all poses in the dataset. To diversify our training samples, we randomly generate negative samples with distance $d>0$ by perturbing the poses from $\mathcal{D}_{\mathrm{A}}$ with noise.

We train the network with the standard $L 1$ loss,

$$
\begin{equation*}
\mathcal{L}_{\text {dist }}=\sum_{(\boldsymbol{\theta}, d) \in \tilde{D}}\|g(\boldsymbol{\theta})-d\|_{1} . \tag{3.7}
\end{equation*}
$$

More details on the training process of the prior are provided in the experiments.

## Adaptation using pose prior

We leverage the trained pose prior $g$ to regularize the adaptation process by incentivizing the pose estimator to generate pseudo-labels that resemble plausible human poses.

Given the heatmaps $\left\{h_{k}^{t}\right\}_{k=1}^{K}$ generated for each keypoint by the student model $f_{\mathrm{stu}}^{t}$ for a target image $\boldsymbol{x}$, we calculate the corresponding orientation vectors in a differentiable manner to evaluate the plausibility of the predicted pose using the prior. First, we renormalize each heatmap to a probability distribution via spatial softmax and condense it to a point by computing the spatial expected value of the latter. For computational efficiency, we carry this out in a separable manner along the two spatial dimensions. Namely, assuming $u=\left(u_{1}, u_{2}\right)$ to be the two components of each pixel coordinate, we set

$$
\begin{equation*}
u_{i}^{k}=\frac{\sum_{u_{i}} u_{i} e^{h_{k}^{t}\left(u_{i}\right)}}{\sum_{u_{i}} e^{h_{k}^{t}\left(u_{i}\right)}}, \quad h_{k}^{t}\left(u_{i}\right)=\sum_{u_{j}} h_{k}^{t}\left(u_{1}, u_{2}\right), \tag{3.8}
\end{equation*}
$$

where $i=1,2$ and $j=2,1$ respectively. Next, we use the pose coordinates to determine the orientation vectors between pairs of connected keypoints. Specifically, for every pair $(a, b)$ of connected keypoints in the human skeleton (denoted by the set $\mathcal{E}$ ), we calculate the unit vector $\theta$ in the direction from $u^{a}$ to $u^{b}$, where $u^{a}$ and $u^{b}$ are the estimated softmax
coordinates of keypoints $a$ and $b$, respectively, i.e.,

$$
\begin{equation*}
\theta=\frac{u^{a}-u^{b}}{\left\|u^{a}-u^{b}\right\|_{2}}, \quad \forall(a, b) \in \mathcal{E} \tag{3.9}
\end{equation*}
$$

Finally, we use the prior as a regularization term to minimize the distance of the current pose from our learned manifold,

$$
\begin{equation*}
\mathcal{L}_{\text {prior }}=\frac{1}{|\mathcal{B}|} \sum_{\boldsymbol{x} \in \mathcal{B}} g\left(T\left(f_{\mathrm{stu}}^{t}(\boldsymbol{x})\right)\right), \tag{3.10}
\end{equation*}
$$

where $T(\cdot)$ converts the predicted heatmaps to the orientation vector format required as input by the prior.

### 3.3.3 Overall Adaptation

The final training objective for the student model $f_{\text {stu }}$ can be expressed as:

$$
\begin{equation*}
\min _{f_{\text {stu }}} \mathcal{L}_{\text {out }}+\lambda_{1} \mathcal{L}_{\text {feat }}+\lambda_{2} \mathcal{L}_{\text {prior }} . \tag{3.11}
\end{equation*}
$$

Here, $\lambda_{1}$ and $\lambda_{2}$ are hyper-parameters that control the influence of feature space adaptation and prior regularization, respectively. The teacher model $f_{\text {tea }}$ is updated asynchronously by computing an exponential moving average of the student model weights as shown in Equation 3.1.

### 3.4 Experiments

In this section, we demonstrate POST's ability to adapt a 2D human pose estimation model to a target domain using only unlabeled data from that domain. We conduct experiments on three domain adaptive scenarios and compare with state-of-the-art domain
adaptation baselines that utilize source data during adaptation. We also conduct extensive analysis to analyze the contribution and interaction between each component in our framework.

### 3.4.1 Datasets

SURREAL: SURREAL [194] is a large-scale dataset of synthetically generated images of people rendered from 3D sequences of human motion capture data against indoor backgrounds. It contains over 6 million frames, making it one of the largest and most diverse datasets of its kind.

Human3.6M: Human3.6M [76] is a real-world video dataset captured in indoor environments, comprising 3.6 million frames. The dataset features human subjects performing various actions. In order to reduce redundancy and computational complexity, we downsampled the videos from 50 fps to 10 fps as per the approach proposed in [79]. For training, we follow the standard protocol proposed in [86] and use 5 subjects (S1, S5, S6, S7, S8), while the remaining 2 subjects ( $\mathrm{S} 9, \mathrm{~S} 11$ ) are reserved for testing.

LSP: Leeds Sports Pose (LSP) [82] is a real-world dataset that contains 2,000 images with annotated human body joint locations collected from sports activities. The images in LSP are captured in the wild, featuring a wide variety of human poses that are often challenging to detect.

BRIAR: BRIAR [33] is a cutting-edge biometric dataset featuring a large-scale collection of videos of human subjects captured in extremely challenging conditions. The videos are
recorded at varying distances, i.e., close range, $100 \mathrm{~m}, 200 \mathrm{~m}, 400 \mathrm{~m}, 500 \mathrm{~m}$, and unmanned aerial vehicles (UAV), with each video lasting around 90 seconds. We randomly sample 20 frames from each sequence for each of the 158 subjects for our experiments.

### 3.4.2 Experiment Protocols

Pose estimation model. We adopt the Simple Baseline [207] as our pose estimation model, with the ResNet-101 [65] as the backbone. To train the model, we use the Adam optimizer [89] with a base learning rate of $1 e-4$, scheduled to decrease to $1 e-5$ after 5 epochs and to $1 e-6$ after 20 epochs. The model is trained for 30 epochs. We use a batch size of 32 and run 500 iterations per epoch. To threshold the model predictions, we set the confidence thresholding ratio $p$ to 0.5 . To augment the images during training, we follow [86] and use rotation, translation, shear, and Gaussian blur. The hyper-parameters $\lambda_{1}$ and $\lambda_{2}$ are set to $1 e-3$ and $1 e-6$, respectively.

Pose prior. The training of the parametric prior follows a multi-stage approach that involves using different types of training samples. Initially, we use a combination of manifold poses $\boldsymbol{\theta}_{\boldsymbol{m}}$ and non-manifold poses $\boldsymbol{\theta}_{\boldsymbol{n} \boldsymbol{m}}$ with a considerable distance from the desired manifold. Over the course of training, we gradually increase the number of non-manifold poses $\boldsymbol{\theta}_{n m}$ with a small distance from the manifold. This enables our model to first learn a smooth surface and then gradually incorporate finer details as training progresses. We create these non-manifold poses $\boldsymbol{\theta}_{\boldsymbol{n} \boldsymbol{m}}$ by injecting noise into the manifold poses $\boldsymbol{\theta}_{\boldsymbol{m}}$ obtained from the auxiliary dataset. Specifically, we sample directional noise from the Von-Mises distribution [53] and add it to the manifold poses in order to obtain the implausible poses.

The architecture for the encoder $g_{\text {enc }}$ consists of a 2-layer MLP with an output feature size of $d=6$ for each orientation vector, similar to [124]. The distance field network $g_{\text {dec }}$ is implemented as a 5-layer MLP. Given its large size and diverse poses, we train the prior for our primary experiments using the SURREAL dataset.

### 3.4.3 Comparison with Baselines

Baselines. We evaluate the performance of our proposed method against several state-of-the-art domain adaptive frameworks. This includes adversarial learning-based feature alignment methods, such as $D A N[116], D D[224]$, and $\operatorname{Reg} D A[79]$. Additionally, we consider approaches based on pseudo-labeling, namely $\operatorname{CCSSL}[132]$, and UDAPE [86]. It is worth noting that all these methods employ the source data during the adaptation process. To establish a comprehensive performance baseline, we report the results of two additional baselines: Oracle and Source only. The Oracle baseline represents the upper bound of the model's performance, achieved by training the model jointly with target 2D annotations. On the other hand, Source only represents the model's performance when it is directly applied to the target domain without any adaptation.

Metrics. We adopt the evaluation metric of Percentage of Correct Keypoint (PCK) for all experiments and report PCK@0.05 that measures the ratio of correct prediction within a range of $5 \%$ with respect to the image size.

Table 3.1: PCK@0.05 on SURREAL $\rightarrow \mathbf{L S P}$. (Best value is in red color, while the second best value is in blue color.)

| Method | SF | Sld. | Elb. | Wrist | Hip | Knee | Ankle | Avg. |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Source only | - | 51.5 | 65.0 | 62.9 | 68.0 | 68.7 | 67.4 | 63.9 |
| Oracle | - | - | - | - | - | - | - | - |
| DAN | $\boldsymbol{x}$ | 52.2 | 62.9 | 58.9 | 71.0 | 68.1 | 65.1 | 63.0 |
| DD | $\boldsymbol{x}$ | 28.4 | 65.9 | 56.8 | 75.0 | 74.3 | 73.9 | 62.4 |
| RegDA | $\boldsymbol{x}$ | 62.7 | 76.7 | 71.1 | 81.0 | 80.3 | 75.3 | 74.6 |
| CCSSL | $\boldsymbol{x}$ | 36.8 | 66.3 | 63.9 | 59.6 | 67.3 | 70.4 | 60.7 |
| UDAPE | $\boldsymbol{x}$ | 69.2 | 84.9 | 83.3 | 85.5 | 84.7 | 84.3 | 82.0 |
| POST | $\boldsymbol{\Omega}$ | 66.5 | 83.9 | 81.0 | 84.6 | 83.1 | 82.6 | 80.3 |

### 3.4.4 Results

Quantitative results. We evaluate POST in two adaptation scenarios: SURREAL $\rightarrow$ LSP and SURREAL $\rightarrow$ Human3.6M, and report the quantitative results in Table 3.1 and Table 3.2, respectively. Specifically, we report the PCK@0.05 on 16 keypoints of the human body, including shoulders (sld.), elbows (elb.), wrists, hips, knees, and ankles. Our method achieves comparable results to many recent approaches that leverage source data for adaptation. Among these methods, UDAPE [86] achieves the highest performance on both cases, with our framework achieving a close second and only 2 percentage points behind

Table 3.2: PCK@0.05 on SURREAL $\rightarrow$ Human3.6M.
Method SF Sld. Elb. Wrist Hip Knee Ankle Avg.

| Source only | - | 69.4 | 75.4 | 66.4 | 37.9 | 77.3 | 77.7 | 67.3 |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Oracle | - | 95.3 | 91.8 | 86.9 | 95.6 | 94.1 | 93.6 | 92.9 |
| DAN | $x$ | 68.1 | 77.5 | 62.3 | 30.4 | 78.4 | 79.4 | 66.0 |
| DD | $\times$ | 71.6 | 83.3 | 75.1 | 42.1 | 76.2 | 76.1 | 70.7 |
| RegDA | $x$ | 73.3 | 86.4 | 72.8 | 54.8 | 82.0 | 84.4 | 75.6 |
| CCSSL | $\times$ | 44.3 | 68.5 | 55.2 | 22.2 | 62.3 | 57.8 | 51.7 |
| UDAPE | $\times$ | 78.1 | 89.6 | 81.1 | 52.6 | 85.3 | 87.1 | 79.0 |
| POST | $\checkmark$ | 81.3 | 88.5 | 77.4 | 46.1 | 83.4 | 83.4 | 76.7 |

on average. Notably, we outperform every other method, including the recently proposed RegDA [79] approach, by a significant margin of up to 5.7 percentage points. It is worth noting that not only do these methods require source data, but also involve additional models such as discriminators or style transfer modules, and unstable adversarial training. In contrast, our framework is lightweight, only involves pseudo-label training, and utilizes a simple prior model that can be trained offline.


Figure 3.3: Qualitative results on SURREAL $\rightarrow$ Human3.6M. We demonstrate sample results on the Human 3.6 M dataset. For each row, the leftmost shows the Source only prediction, the middle one shows the UDAPE [86] prediction, and the rightmost shows the prediction made POST.

Qualitative results. In addition to quantitative results, we also present qualitative results on SURREAL $\rightarrow$ Human3.6M in Figure 3.3. Also, we present only visual results on the SURREAL $\rightarrow$ BRIAR adaptation scenario since pose annotations are absent in the BRIAR dataset. Figure 3.4 displays the predicted human poses on images taken from six different imaging ranges in the BRIAR dataset. While using the source model directly produces completely inaccurate poses, POST can accurately localize the keypoint locations, even in the presence of occlusions and atmospheric turbulence. Our approach can also accurately reconstruct poses even when the human is imaged from an elevated perspective, resulting in a high camera angle (Figure 3.4.f). Notably, our approach achieves this without using any source data for adaptation. Our results are comparable to those produced by UDAPE [86], which utilizes source data for adaptation.


Figure 3.4: Qualitative results on SURREAL $\rightarrow$ BRIAR. We demonstrate sample results on the BRIAR dataset at all ranges. For each range, we display three images: the leftmost shows the Source only prediction, the middle one shows the UDAPE [86] prediction, and the rightmost shows the prediction made by our framework. Although our approach does not use any source data for adaptation, it is able to match the predictions produced by UDAPE, which uses source data.

Table 3.3: Effect of auxiliary dataset. We evaluate the effect of the auxiliary dataset on downstream adaptation tasks.

| SURREAL $\rightarrow$ Human3.6M |  |  |  |  |  |  |  |  |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Aux. dataset | Sld. | Elb. | Wrist | Hip | Knee | Ankle | Avg. |  |
| SURREAL | 81.3 | 88.5 | 77.4 | 46.1 | 83.4 | 83.4 | 76.7 |  |
| Human3.6M | 80.9 | 88.0 | 77.2 | 45.0 | 83.1 | 82.8 | 76.2 |  |
|  |  | SURREAL | LSP |  |  |  |  |  |
| Aux. dataset | Sld. | Elb. | Wrist | Hip | Knee | Ankle | Avg. |  |
| SURREAL | 66.5 | 83.9 | 81.0 | 84.6 | 83.1 | 82.6 | 80.3 |  |
| Human3.6M | 66.1 | 83.6 | 80.7 | 84.4 | 83.1 | 82.5 | 80.1 |  |

### 3.4.5 Ablation Studies

Effect of auxiliary dataset. We conduct experiments to evaluate the impact of the choice of the auxiliary dataset (used to train the prior) on downstream adaptation. The results are presented in Table 3.3. Our findings indicate that POST is robust to the choice of the auxiliary dataset, with performance differences of $\sim 0.5$ percentage points.

Effect of loss terms. We conduct an experiment to evaluate the performance of each component of our framework. The results on the SURREAL $\rightarrow$ Human3.6M adaptation scenario are presented in Table 3.4. Our findings indicate that in addition to prediction

Table 3.4: Effect of each loss term. We evaluate the contribution of each loss term on SURREAL $\rightarrow$ Human3.6M.

| $\mathcal{L}_{\text {out }}$ | $\mathcal{L}_{\text {feat }}$ | $\mathcal{L}_{\text {prior }}$ | Sld. | Elb. | Wrist | Hip | Knee | Ankle | Avg. |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\boldsymbol{X}$ | $\boldsymbol{X}$ | $\boldsymbol{X}$ | 69.4 | 75.4 | 66.4 | 37.9 | 77.3 | 77.7 | 67.3 |
| $\boldsymbol{\checkmark}$ | $\boldsymbol{X}$ | $\boldsymbol{X}$ | 77.9 | 86.7 | 73.7 | 38.8 | 83.0 | 84.3 | 74.1 |
| $\boldsymbol{J}$ | $\boldsymbol{J}$ | $\boldsymbol{X}$ | 81.7 | 87.1 | 75.2 | 44.3 | 82.3 | 82.2 | 75.5 |
| $\boldsymbol{J}$ | $\boldsymbol{J}$ | $\boldsymbol{J}$ | 81.3 | 88.5 | 77.4 | 46.1 | 83.4 | 83.4 | 76.7 |

Table 3.5: Effect of $\boldsymbol{\tau}$. We evaluate adaptation performance on SURREAL $\rightarrow$ Human3.6M as $\tau$ is varied.

| $\tau=0.1$ | $\tau=0.3$ | $\tau=0.5$ | $\tau=0.7$ | $\tau=0.9$ |
| :---: | :---: | :---: | :---: | :---: |
| 76.4 | 76.5 | 76.7 | 75.3 | 73.8 |

space adaptation, feature space adaptation also plays a crucial role in enabling effective unsupervised learning from pseudo-labels. Moreover, we observed that the human pose prior brings additional improvements, thus validating our hypothesis that noisy pose pseudolabels can be refined implicitly by a prior in the absence of source data. Overall, our results demonstrate the effectiveness of our framework and the importance of each of its components in achieving state-of-the-art performance.

Effect of thresholding. We analyze the impact of the pseudo-label threshold $\tau$ on the adaptation performance in Table 3.5. The results on SURREAL $\rightarrow$ Human3.6M reveal that as we increase this ratio, the performance gradually decreases. This can be attributed


Figure 3.5: Cross-dataset prior transfer. We plot the histogram of scores predicted by the prior. The prior is able to clearly demarcate plausible poses from implausible poses across datasets.
to the fact that higher thresholding ratios tend to include lower confident predictions as pseudo-labels, which can negatively impact adaptation.

Cross-dataset performance of prior. We evaluate the ability of the learned prior to handle distribution shift separately from the adaptation performance. Specifically, we assess the robustness of the prior by computing pose scores across datasets, and the results are presented in Figure 3.5. The plot demonstrates that our prior is effective in scoring plausible (real) poses with low scores and scoring implausible poses with higher scores. Note that the
bell curve shape of the noisy pose scores is due to the Von-Mises noise added to create the noisy poses.

### 3.5 Conclusion

We address the problem of adapting a pre-trained 2 D human pose estimator to a new target domain with unlabeled target data. To this end, we propose a self-training algorithm, POST, that leverages a Mean Teacher framework to enforce both prediction-level and feature-level consistency between a pair of student and teacher models. Our approach incorporates a human pose prior that captures the manifold of possible poses in a highdimensional space, which helps to refine noisy pseudo-labels generated during self-training. We evaluate our method on three challenging adaptation scenarios and show that it achieves competitive performance compared to existing UDA methods that have access to source data.

## Chapter 4

## Domain Adaptive Imitation

## Learning

### 4.1 Introduction

Humans possess the innate ability to quickly pick up a new behavior by simply observing others performing the same skill. Not only are we able to learn from demonstrations coming from a third-person point of view, but we are also capable of imitation from experts who are morphologically different or have different embodiments - as evidenced by a child imitating an adult with different bio-mechanics [83]. Previous works in neuroscience [157, 122] have attributed this to the human capacity of learning structure preserving domain correspondences via an invariant feature space [192], which allows us to reconstruct the observed behavior in the self-domain. While imitation learning algorithms [68, 159] are successful, to some extent, in endowing autonomous agents with this ability to imitate ex-
pert behavior, they impose the somewhat unrealistic requirement that the demonstrations must come from the same domain, whether that be first-person viewpoint, same morphology or similar dynamics. The question then arises: can we perform imitation learning which can overcome all such domain discrepancies?

Prior work on bridging domain disparities in imitation learning has focused on each of these differences in isolation: morphology [60], dynamics [49] and viewpoint mismatch [175, 172, 113]. These works [60, 113, 172] utilize paired, time-aligned demonstrations from both domains, on a set of proxy tasks, to first build a correspondence map across the domains and then perform an extra reinforcement learning (RL) step for learning the final policy on the given task. This limits their applicability since paired demonstrations are rarely available and RL procedures are expensive.

Recently, [88] proposed a general framework that can perform imitation across a wide array of such discrepancies from unpaired, unaligned demonstrations. However, they require expert actions, such as the exact kinematic forces, in order to learn a domain correspondence and assume the availability of an expert policy which is utilized in an interactive learning setting. This is distinctly different from how humans imitate: we are capable of learning behaviors solely from observations/states, without access to underlying actions. Furthermore, continuously querying the expert might be onerous in several situations. Thus, we require a mechanism for learning policies from observation alone, where the expert demonstrations can originate in a domain that is different from the agent domain and access to the expert is limited. We define this setting as Cross Domain Imitation from Observation (xDIO).


Figure 4.1: Problem setup. Cross-domain Imitation from Observation (xDIO) entails learning from experts who are different from the agent. Here, the expert is a 4-legged Ant, while the agent is a HalfCheetah. We learn a domain transformation function from unpaired, unaligned, state-only trajectories from a set of proxy tasks and utilize it to imitate the expert on the given inference task.

In this chapter, we propose a novel framework to tackle the xDIO problem, encompassing morphological, viewpoint, and dynamics mismatch. We follow a two-step approach (see Fig. 4.1), where we first learn a transformation across the domains using the proxy tasks [60], followed by a transfer process and subsequent learning of the policy. Importantly, in contrast to previous work, we use unpaired and unaligned trajectories containing only states on the expert domain trajectories, to learn this transformation. Additionally, we do not assume any access to the expert policy or the expert domain except for the given demonstrations. To learn the state correspondences, we jointly minimize the divergence between the transition distributions in the state space as well as in the latent space between the expert and the agent proxy task trajectories, while learning to translate between the two domains with the unpaired data via cycle-consistency [231]. However, solely learning
with such state cycle consistency may only result in local alignment, and lead to difficulties in optimizing for complex environments. Thus, to impose global alignment, we enforce additional consistency on the temporal position of states across the two domains. This ensures that when a state is mapped from one domain to the other, the degree of completion associated with being in that state remains unchanged. Having learned this mapping on the proxy tasks, we transfer demonstrations for a new inference task from the expert to the agent domain, which are subsequently utilized to learn a policy via imitation.

Experiments on a wide array of domains encompassing dynamics, morphological and viewpoint mismatch, demonstrate the feasibility of learning domain correspondences from unpaired and unaligned state-only demonstrations.

Main contributions. To summarize, our primary contributions are as follows:

- We propose an algorithm for cross-domain imitation learning by learning transformations across domains, modeled as Markov Decision Processes (MDP), from unpaired, unaligned, state-only demonstrations, thereby ameliorating the need for costly paired, aligned data.
- Unlike previous work, neither do we utilize any costly RL procedure, nor do we require interactive querying of an expert policy.
- We adopt multiple tasks in the MuJoCo physics engine [183], and show that our framework can find correspondences and align two domains across different viewpoints, dynamics, and morphologies.


### 4.2 Related Works

Imitation Learning. Imitation learning [167] uses a set of expert demonstrations to learn a policy that successfully mimics the expert. A common approach is behavioral cloning (BC) $[146,15]$, which amounts to learning to mimic the expert demonstrations via supervised learning. Inverse reinforcement learning (IRL) is another approach, where one seeks to learn a reward function that explains the demonstrated actions [68, 3, 232]. Recent works [185, 210, 144] extend imitation learning to state-only demonstrations, where expert actions are not observed - this opens up the possibility of using imitation in robotics and learning from weak-supervision sources such as videos. Unlike these approaches, our work tackles the problem of imitation from state-only demonstrations coming from a different domain.

Domain Transfer in Reinforcement Learning. Transfer in the reinforcement learning setting has been attempted by a wide array of works [181]. [9] manually define a common state space between MDPs and use it to learn a mapping between states. Unsupervised manifold alignment is used in [7] to learn a linear map between states with similar local geometric properties. However, they assume the existence of hand-crafted features along with a distance metric between them, which limits their applicability. Recent works in transfer learning across mismatches in embodiment [60] and viewpoint [113, 172], obtain state correspondences from a proxy task set comprising paired, time-aligned demonstrations and use them to learn a state map or a state encoder to a domain invariant feature space. [88] proposed a framework that can learn a map across domains from unpaired, unaligned

Table 4.1: Comparison to prior work using attributes demonstrated in the paper. xDIO satisfies all the criteria desired in a holistic domain adaptive imitation framework.

| Method | Unpaired trajectories | Only states | No online expert | No RL |
| :---: | :---: | :---: | :---: | :---: |
| IF [60] | $x$ | $\checkmark$ | $\checkmark$ | $x$ |
| DAIL [88] | $\checkmark$ | $x$ | $x$ | $\checkmark$ |
| Ours | $\checkmark$ | $\checkmark$ | $\checkmark$ | $\checkmark$ |

demonstrations. However, they require expert actions to train the framework, along with access to an online expert. Furthermore, most of these approaches [60, 113] utilize an RL step which incurs additional computational cost. In contrast to these methods, our approach learns an MDP structure-preserving state map from unpaired, unaligned demonstrations without requiring access to expert actions, additional RL, or online experts. Viewpoint agnostic imitation has also been tackled in [175], where a combination of adversarial learning [68] and domain confusion [191] is used to learn a policy without a proxy set. However, it fails to account for large variations in viewpoint, in addition to sub-optimal trajectories from the expert domain. From a theoretical perspective, our approach aligns with the objective of MDP homomorphisms [151]. Similar ideas are explored in learning the MDP similarity metric via bisimulation [45] and Boltzmann machine reconstruction error [8]. However, these works find homomorphisms within an MDP and do not provide ways to discover homomorphisms across MDPs.

Cycle-consistency. Our work draws inspiration from the literature on cycle-consistency [231, 69, 174]. CycleGAN [231] introduced cycle-consistency to learn bidirectional transfor-
mations between domains via Generative Adversarial Networks [56] for unpaired image-toimage translation. This was extended to domain adaptation in [69]. Similar techniques are applied in sim-to-real transfer [67, 48]. Recently, [149] propose RL-CycleGAN to perform sim-to-real transfer by adding extra supervision from the Q -value function. Unlike these works, which are restricted to visual alignments, we propose to learn alignments across differing dynamics/morphology.

### 4.3 Problem Setting

Before formally defining the xDIO problem, we first lay the groundwork in terms of notation. Following [88], we define a domain as a tuple $\left(\mathcal{S}, \mathcal{A}, \mathcal{P}, \mathcal{P}_{0}\right)$, where $\mathcal{S}$ denotes the state space, $\mathcal{A}$ is the action space, $\mathcal{P}$ is the dynamics or transition function, and $\mathcal{P}_{0}$ is the initial distribution over the states. Given an action $a \in \mathcal{A}$, the next state is governed by the transition dynamics as $s^{\prime} \sim \mathcal{P}\left(s^{\prime} \mid s, a\right)$. An infinite horizon Markov Decision Process (MDP) is defined subsequently by including a reward function $r: \mathcal{S} \times \mathcal{A} \rightarrow \mathbb{R}$, and a discount factor $\gamma \in[0,1]$ to the domain tuple. Thus, while the domain typifies only the agent morphology and the dynamics, augmenting the domain with a reward and discount factor describes an MDP for a particular task. We define an MDP in some domain $x$ for a task $\mathcal{T}$ as $\mathcal{M}_{x}^{\mathcal{T}}=\left(\mathcal{S}_{x}, \mathcal{A}_{x}, \mathcal{P}_{x}, r_{x}^{\mathcal{T}}, \gamma_{x}^{\mathcal{T}}, \mathcal{P}_{0 x}\right)$. A policy is a map $\pi_{x}^{\mathcal{T}}: \mathcal{S}_{x} \rightarrow \mathcal{B}\left(\mathcal{A}_{x}\right)$, where $\mathcal{B}$ is the set of all probability measures on $A_{x}$. A trajectory corresponding to the task $\mathcal{T}$ in domain $x$ is a sequence of states $\eta_{\mathcal{M}_{x}^{\tau}}=\left\{s_{x}^{0}, s_{x}^{1}, \ldots, s_{x}^{H_{\eta}}\right\}$, where $H_{\eta}$ denotes the length of the trajectory. We denote $\mathcal{D}_{\mathcal{M}_{x}^{\tau}}=\left\{\eta_{\mathcal{M}_{x}^{\tau}}^{i}\right\}_{i=1}^{N}$ to be a set of such trajectories. In our work, we consider two domains: expert and agent, indicated by $\mathcal{M}_{E}^{\mathcal{T}}$ and $\mathcal{M}_{A}^{\mathcal{T}}$ respectively.

The objective of xDIO is to learn an optimal policy $\pi_{A}^{\mathcal{T}}$ in the agent domain, given state-only demonstrations $\mathcal{D}_{\mathcal{M}_{E}^{\mathcal{T}}}$ in the expert domain. In this paper, we propose to first learn a transformation $\psi: \mathcal{S}_{E} \rightarrow \mathcal{S}_{A}$ between the domains and then leverage $\psi$ to imitate from the expert demonstrations. Following prior work [60, 113, 88], we assume access to a dataset consisting of expert-agent trajectories for $M$ different proxy tasks: $\mathcal{D}=$ $\left\{\left(\mathcal{D}_{\mathcal{M}_{E}^{\tau_{j}}}, \mathcal{D}_{\mathcal{M}_{A}^{\tau_{j}}}\right)\right\}_{j=1}^{M}$. Proxy tasks encompass simple primitive skills in both domains and are different from the inference task $\mathcal{T}$, for which we wish to learn the policy.

We relax certain assumptions made in previous work, which are critical for realworld applications. Firstly, the trajectories derived from proxy tasks are not paired, i.e., time-aligned trajectories do not exist in $\mathcal{D}$. This is crucial in real-world cases, as the tasks may not be executed at the same rate in different domains. Secondly, expert actions are not observed: such actions are difficult to obtain in various scenarios such as videos of humans performing some task. Finally, we train in an offline fashion and do not require any expert policy for interactive querying, to guide the learning process, beyond the provided demonstrations.

Once the domain transformation function $\psi$ is learned, we use it to translate the expert domain trajectories $\mathcal{D}_{\mathcal{M}_{E}^{\tau}}$, for the inference task $\mathcal{T}$, to the agent domain to obtain $\hat{\mathcal{D}}_{\mathcal{M}_{A}^{\top}}$. An inverse dynamics model $\mathcal{I}_{A}: \mathcal{S}_{A} \times \mathcal{S}_{A} \rightarrow \mathcal{A}_{A}$ is then learned to augment these translated trajectories with actions, similar to [185]. These are subsequently used to learn the policy $\pi_{A}^{\mathcal{T}}$ via imitation learning.

### 4.4 Cross-domain Imitation from Observation

A crucial characteristic of a good domain transformation $\psi$ lies in MDP dynamics preservation. In our framework, we enforce this from both the local and global perspectives. For local alignment, we aim to ensure that optimal state transitions in $\mathcal{M}_{E}^{\mathcal{T}}$ map to optimal transitions in $\mathcal{M}_{A}^{\mathcal{T}}$. Our proposed method achieves this local alignment by matching the state-transition distributions defined for the true and transferred trajectories on the proxy tasks in an adversarial manner while maintaining cycle-consistency. A latent space is learned via a mutual information objective to only preserve task-specific information. On the other hand, a learned temporal position function aims to enforce consistency on the temporal position of the states across the two domains to ensure global alignment. In the following parts, we define each of these components in more detail.

### 4.4.1 Local Alignment via Distribution Matching

State cycle-consistency. We seek to map optimal transitions in the expert domain to the agent domain, and propose to learn domain transformation $\psi$ such that the state transition distribution is matched over the trajectories derived from the proxy tasks. We utilize adversarial training to accomplish this. Given unpaired samples $\left\{\left(s_{E}^{t}, s_{E}^{t+1}\right)\right\} \in \mathcal{D}_{\mathcal{M}_{E}^{\tau_{j}}}$ and $\left\{\left(s_{A}^{t}, s_{A}^{t+1}\right)\right\} \in \mathcal{D}_{\mathcal{M}_{A}^{\tau_{j}}}$ drawn from the $j^{\text {th }}$ proxy task, the function $\psi$ is learned in an adversarial manner with a discriminator $D_{A}^{j}$, where $\psi$ tries to map $\left(s_{E}^{t}, s_{E}^{t+1}\right)$ onto the distribution of $\left(s_{A}^{t}, s_{A}^{t+1}\right)$, while $D_{A}^{j}$ tries to distinguish translated samples $\left(\psi\left(s_{E}^{t}\right), \psi\left(s_{E}^{t+1}\right)\right)$
against real samples $\left(s_{A}^{t}, s_{A}^{t+1}\right)$ :

$$
\left.\left.\begin{array}{l}
\min _{\psi} \max _{D_{A}^{j}} \mathcal{L}_{a d v}^{j}=\mathbb{E}_{\left(s_{A}^{t}, s, s_{A}^{t+1}\right) \sim \mathcal{D}_{\mathcal{M}}^{\mathcal{M}_{A}^{j}}}\left[\log D_{A}^{j}\left(s_{A}^{t}, s_{A}^{t+1}\right)\right] \\
\quad+\mathbb{E}_{\left(s_{E}^{t}, s_{E}^{t+1} \sim \mathcal{D}\right.} \mathcal{M}_{E}^{\mathcal{M}_{E}^{\tau}} \tag{4.1}
\end{array}\right] \log \left(1-D_{A}^{j}\left(\psi\left(s_{E}^{t}\right), \psi\left(s_{E}^{t+1}\right)\right)\right)\right]
$$

Solely optimizing this adversarial loss can lead to the model mapping the same set of states to any random permutation of states in the agent domain, where any of the learned mappings can induce an output distribution that matches the agent state transition distribution. Following [231], we introduce cycle consistency as a means to control this undesired effect. We learn another state map in the opposite direction $\phi: \mathcal{S}_{A} \rightarrow \mathcal{S}_{E}$ by optimizing an adversarial loss, $\min _{\phi} \max _{D_{E}^{j}} \mathcal{L}_{\text {adv }}^{j}$, with a discriminator $D_{E}^{j}$. Cycle consistency is then imposed as:

$$
\begin{equation*}
\min _{\psi, \phi} \mathcal{L}_{c y c}^{j}=\mathbb{E}_{s_{E} \sim \mathcal{D}}^{\mathcal{M}_{E}^{\mathcal{T}_{j}}}\left[\left\|\phi \circ \psi\left(s_{E}\right)-s_{E}\right\|_{2}^{2}\right]+\mathbb{E}_{s_{A} \sim \mathcal{D}}^{\mathcal{M}_{A}^{\mathcal{T}_{j}}},\left[\left\|\psi \circ \phi\left(s_{A}\right)-s_{A}\right\|_{2}^{2}\right] \tag{4.2}
\end{equation*}
$$

Domain invariant latent space. To incentivize $\psi, \phi$ to generalize beyond proxy tasks, we use an encoder-decoder structure for the transformation function $\psi$. Concretely, $\psi=$ $\mathrm{D}_{E} \circ \mathrm{E}_{E}$, where $\mathrm{E}_{E}: \mathcal{S}_{E} \rightarrow \mathcal{Z}$ represents an encoder which maps a state in the expert domain to a domain agnostic latent space $\mathcal{Z}$, while $\mathrm{D}_{E}: \mathcal{Z} \rightarrow \mathcal{S}_{A}$ represents the decoding function. $\phi=\mathrm{D}_{A} \circ \mathrm{E}_{A}$ is defined similarly via the same latent space $\mathcal{Z}$. Prior work [60] has explored learning such invariant spaces, but use paired data from both domains, which is a very strong and often unrealistic assumption, as explained above. Inspired from work based on information theoretic objectives [43, 197], we learn the latent space by minimizing the mutual information between the domain and the latent transitions:

$$
\begin{equation*}
\min _{\mathbf{E}_{E}, \mathbb{E}_{A}} I\left(d ;\left(z^{t}, z^{t+1}\right)\right) \tag{4.3}
\end{equation*}
$$

where $\left(z^{t}, z^{t+1}\right)$ denotes an encoded transition from either of the domains. Minimizing the mutual information between the domain $(\Delta=\{E, A\})$ and the encoded latent transition for the same proxy task will result in a latent space that encodes the task-specific information and filters out the domain-specific nuances.

Note that we can decompose the mutual information term as $I\left(\Delta ;\left(z^{t}, z^{t+1}\right)\right)=$ $H(\Delta)-H\left(\Delta \mid\left(z^{t}, z^{t+1}\right)\right)$, where $H(\cdot)$ denotes the entropy. Thus, our objective in Equation 4.3 reduces to just maximizing the conditional entropy $H\left(\Delta \mid\left(z^{t}, z^{t+1}\right)\right)$. Due to the intractability of this expression $[6,147]$, we optimize the following variational lower bound instead,

$$
\begin{equation*}
\mathbb{E}_{d \sim \Delta,\left(s_{d}^{t}, s_{d}^{t+1}\right) \sim \mathcal{D}}^{\mathcal{M}_{d}^{\mathcal{T}_{j}}}{ }^{\left[-\log q^{j}\left(d \mid\left(z^{t}, z^{t+1}\right)\right)\right], ~} \tag{4.4}
\end{equation*}
$$

where $q^{j}$ denotes a variational distribution that approximates the true posterior.
Here, $q^{j}$ is parameterized as a discriminator which outputs the probability that the generated transition comes from domain $d$ for the $j$ th proxy task. Maximizing this objective over the encoder parameters ensures that the discriminator is maximally confused and the latent transitions for the task, coming from both domains, are well aligned. The overall objective is as follows:

$$
\begin{equation*}
\min _{q^{j}} \max _{\mathbb{E}_{E}, \mathbb{E}_{A}} \mathcal{L}_{M I}=\mathbb{E}_{d \sim \Delta,\left(s_{d}^{t}, s_{d}^{t+1}\right) \sim \mathcal{D}}^{\mathcal{M}_{d}^{\mathcal{T}_{j}}}\left[-\log q^{j}\left(d \mid\left(z^{t}, z^{t+1}\right)\right)\right] \tag{4.5}
\end{equation*}
$$

Additionally, we enforce consistency in the latent embedding to further constrain the learned mapping:

$$
\begin{equation*}
\min _{\psi, \phi} \mathcal{L}_{z}^{j}=\mathbb{E}_{s_{E} \sim \mathcal{D}}^{\mathcal{M}_{E}^{\tau_{j}}}\left[\left\|\mathrm{E}_{A} \circ \psi\left(s_{E}\right)-\mathrm{E}_{E}\left(s_{E}\right)\right\|_{2}^{2}\right]+\mathbb{E}_{s_{A} \sim \mathcal{D}} \mathcal{M}_{A}^{\tau_{j}}\left[\left\|\mathrm{E}_{E} \circ \phi\left(s_{A}\right)-\mathrm{E}_{A}\left(s_{A}\right)\right\|_{2}^{2}\right] \tag{4.6}
\end{equation*}
$$



Figure 4.2: Overview of framework. We perform local alignment via state-transition distribution matching and cycle-consistency in the state space using $\mathcal{L}_{\text {adv }}^{j}$ and $\mathcal{L}_{\text {cyc }}^{j}$, as well as in a learnt latent space using $\mathcal{L}_{z}^{j}$ and $\mathcal{L}_{M I}^{j}$ (only proxy task is $j$ shown here). The inverse cycle from agent to expert is omitted here for clarity. Global alignment is performed via consistency on the temporal position of states across the two domains, using the pretrained position estimators $P_{A}^{j}, P_{E}^{j}$ in $\mathcal{L}_{\text {pos }}^{j}$. Further improvement is obtained via inference task adaptation using $\mathcal{L}_{\text {pos_inf }}^{j}$ and $\mathcal{L}_{\text {cyc_inf }}^{j}$ - this prevents overfitting to the proxy tasks and makes the learned transformation more robust and well-conditioned to the target data.

### 4.4.2 Global Alignment via Temporal Position Preservation

Solely learning with state cycle-consistency may result only in local alignment: an optimal state pair in the expert domain may get mapped to an optimal transition in the agent domain while violating task semantics (transitions from the beginning of a task get mapped to terminal ones), and then back without breaking cycle-consistency. In order to constrain the mapping to maintain temporal semantics for a task, we enforce additional consistency on the temporal position of states across the two domains.

We encode the temporal position of a state by computing a normalized score of proximity to the terminal state in the trajectory. Each state is assigned a value of 1 if they are terminating goal states and 0 otherwise. These discrete values are then exponentially
weighted by a discount factor $\gamma \in(0,1)$ to obtain a continuous estimate of the state temporal position. Using these temporal encodings, we pre-train temporal position estimators $P_{E}^{j}, P_{A}^{j}$ in a supervised fashion by optimizing a squared error loss as follows:

$$
\begin{equation*}
\min _{P_{E}^{j}} \mathbb{E}_{\eta \sim \mathcal{D}_{\mathcal{M}_{E}^{\tau}}} \sum_{t=1}^{H_{\eta}}\left(P_{E}^{j}\left(s_{E}^{t}\right)-\gamma^{H_{\eta}-t}\right)^{2} \tag{4.7}
\end{equation*}
$$

$P_{A}^{j}$ is learned in a similar fashion by optimizing Equation 4.7 with respect to the agent trajectories. These estimators are subsequently used to enforce temporal preservation as:

$$
\begin{equation*}
\min _{\psi, \phi} \mathcal{L}_{\text {pos }}^{j}=\mathbb{E}_{s_{E} \sim \mathcal{D}} \mathcal{M}_{E}^{\tau_{j}}\left[\left\|P_{A}^{j} \circ \psi\left(s_{E}\right)-P_{E}^{j}\left(s_{E}\right)\right\|_{2}^{2}\right]+\mathbb{E}_{s_{A} \sim \mathcal{D}}^{\mathcal{M}_{A}^{\tau_{j}}}\left[\left\|P_{E}^{j} \circ \phi\left(s_{A}\right)-P_{A}^{j}\left(s_{A}\right)\right\|_{2}^{2}\right] . \tag{4.8}
\end{equation*}
$$

Our temporal position estimators may be interpreted as state value functions: trajectories are from a greedy optimal policy with reward 1 for terminal states, and 0 otherwise.

### 4.4.3 Inference Task Adaptation

As discussed in Section 4.3, we are provided with the state-only trajectories $\mathcal{D}_{\mathcal{M}_{E}^{\tau}}$ on solely the expert domain for the inference task $\mathcal{T}$. We propose to use these trajectories during the learning process as additional regularization, referred to as inference task adaptation. First, we enforce cycle consistency on the states:

$$
\begin{equation*}
\min _{\psi, \phi} \mathcal{L}_{\text {cycinf }}=\mathbb{E}_{s_{E} \sim \mathcal{D}_{\mathcal{M}_{E}^{\mathcal{T}}}}\left[\left\|\phi \circ \psi\left(s_{E}\right)-s_{E}\right\|_{2}^{2}\right] . \tag{4.9}
\end{equation*}
$$

In addition, we also enforce temporal preservation in the latent space. Concretely, we first train a position estimator $P_{E}^{\mathcal{T}}$ by optimizing Equation 4.7 on the given trajectories as discussed in Section 4.4.2. We use the trained position estimator, along with a latent space
position predictor $P_{z}$ to enforce temporal preservation by:

$$
\begin{equation*}
\min _{\mathrm{E}_{E}, P_{z}} \mathcal{L}_{\text {pos_inf }}=\mathbb{E}_{s_{E} \sim \mathcal{D}_{\mathcal{M}_{E}^{\mathcal{T}}}}\left[\left\|P_{z} \circ \mathrm{E}_{E}\left(s_{E}\right)-P_{E}^{\mathcal{T}}\left(s_{E}\right)\right\|_{2}^{2}\right] . \tag{4.10}
\end{equation*}
$$

### 4.4.4 Optimization

Given the alignment dataset $D$ containing trajectories from the $M$ proxy tasks, we first pre-train the temporal position estimators $\left\{\left(P_{E}^{j}, P_{A}^{j}\right)\right\}_{j=1}^{M}$ using Equation 4.7. This is followed by adversarial training of the state maps $\psi, \phi$, where we use separate discriminators on the state space and latent space for each proxy task. The full objective is then:

$$
\begin{align*}
& \min _{\psi, \phi} \max _{\left\{D_{E}^{j}\right\},\left\{D_{A}^{j}\right\},\left\{q^{j}\right\}} \mathcal{L}=\sum_{j=1}^{M}\left[\lambda_{1}\left(\mathcal{L}_{\text {adv }}^{j}\left(D_{A}^{j}\right)+\mathcal{L}_{\text {adv }}^{j}\left(D_{E}^{j}\right)\right)\right. \\
& \left.\quad+\lambda_{2}\left(\mathcal{L}_{\text {cyc }}^{j}+\mathcal{L}_{z}^{j}\right)+\lambda_{3} \mathcal{L}_{\text {pos }}^{j}-\lambda_{4} \mathcal{L}_{M I}^{j}\right] \\
& \quad+\lambda_{5}\left(\mathcal{L}_{\text {cyc_inf }}+\mathcal{L}_{\text {pos_inf }}\right), \tag{4.11}
\end{align*}
$$

where $\left\{\lambda_{i}\right\}_{i=1}^{5}$ denote hyper-parameters which control the contribution of each loss term. A pictorial description of the overall framework is shown in Figure 3.2.

### 4.4.5 Imitation from Observation

We use the learned $\psi$ to map the states in the inference task expert demonstrations $\mathcal{D}_{\mathcal{M}_{E}^{\mathcal{T}}}$ to the agent domain. Given the set of transferred state-only demonstrations $\hat{\mathcal{D}}_{\mathcal{M}_{A}^{\mathcal{T}}}$, we can use any imitation from observation algorithm to learn the final policy. In this work, we follow the Behavioral Cloning from Observation (BCO) approach proposed in [185]. BCO entails learning an inverse dynamics model $\mathcal{I}_{A}: \mathcal{S}_{A} \times \mathcal{S}_{A} \rightarrow \mathcal{A}_{A}$ to infer missing action information. First, we collect a dataset of state-action triplets $\mathcal{P}=\left\{\left(s_{A}^{t}, a_{A}^{t}, s_{A}^{t+1}\right)\right\}$ by
random exploration. The inverse model is subsequently estimated by Maximum Likelihood Estimation (MLE) of the observed transitions in $\mathcal{P}$. Assuming a Gaussian distribution over actions, this reduces to minimizing an $\ell 2$ loss as follows,

$$
\begin{equation*}
\min _{\mathcal{I}_{A}} \sum_{\left(s_{A}^{t}, a_{A}^{t}, s_{A}^{t+1}\right) \in \mathcal{P}}\left\|a_{A}^{t}-\mathcal{I}_{A}\left(s_{A}^{t}, s_{A}^{t+1}\right)\right\|_{2}^{2} \tag{4.12}
\end{equation*}
$$

Next, the learnt inverse model is used to augment $\hat{\mathcal{D}}_{\mathcal{M}_{A}^{\tau}}$ with agent specific actions. Finally, these action-augmented trajectories are used to learn the final policy $\pi_{A}^{\mathcal{T}}$ via behavioral cloning. Note that our correspondence learning framework is agnostic to the imitation from observation algorithm used for learning the agent policy. The pseudo-code for training our framework is presented in Algorithm 1.

```
Algorithm 1 Learn domain transformation \(\psi\)
    Input: Proxy task set \(\left\{\mathcal{D}_{\mathcal{M}_{E}^{\tau}, \mathcal{D}}^{\mathcal{M}_{A}^{\tau}}\right)_{j=1}^{M}\), inference task trajectories \(\mathcal{D}_{\mathcal{M}_{E}^{\tau}}\)
    while not done do
        for \(j=1, \ldots, M\) do //Global and local alignment
```

            Sample \(\left(s_{E}, s_{E}^{\prime}\right) \sim \mathcal{D}_{\mathcal{M}_{E}^{\tau_{E}},},\left(s_{A}, s_{A}^{\prime}\right) \sim \mathcal{D}_{\mathcal{M}_{A}^{\tau_{\tau}}}\) and store in buffers \(B_{E}^{j}, B_{A}^{j}\)
            for \(i=1, \ldots, N\) do
                    Sample mini-batch \(i\) from \(B_{E}^{j}, B_{A}^{j}\)
                    Update \(D_{E}^{j}, D_{A}^{j}\) by maximizing \(\mathcal{L}_{\text {adv }}^{i}\left(D_{E}^{j}\right)\) and \(\mathcal{L}_{\text {adv }}^{j}\left(D_{E}^{j}\right)\) respectively
                    Update \(q^{j}\) by minimizing \(\mathcal{L}^{j}{ }_{M I}\)
                    Update \(\psi, \phi\) by minimizing \(\lambda_{1}\left(\mathcal{L}_{\text {adv }}^{j}\left(D_{A}^{j}\right)+\mathcal{L}_{\text {adv }}^{j}\left(D_{E}^{j}\right)\right)+\lambda_{2}\left(\mathcal{L}_{c y c}^{j}+\mathcal{L}_{z}^{j}\right)+\lambda_{3} \mathcal{L}_{\text {pos }}^{j}-\)
                    \(\lambda_{4} \mathcal{L}^{j}{ }_{M I}\)
            end for
        end for
        Sample \(\left(s_{E}, s_{E}^{\prime}\right) \sim \mathcal{D}_{\mathcal{M}_{E}^{\tau}}\) and store in buffers \(B_{E}^{M+1} \quad\) //Inference task adaptation
        for \(i=1, \ldots, N\) do
            Sample mini-batch \(i\) from \(B_{E}^{M+1}\)
            Update \(V_{z}\) by minimizing \(\mathcal{L}_{\text {pos_inf }}\)
            Update \(\psi, \phi\) by minimizing \(\mathcal{L}_{\text {cyc_inf }}+\mathcal{L}_{\text {pos_inf }}\)
        end for
    end while
    
### 4.5 Experiments

In this section, we analyze the efficacy of our proposed method on the xDIO task. We adopt MuJoCo [183] as the experimental test bed and evaluate on several cross-domain tasks, along with a thorough ablation study of different modules in our overall framework.


Figure 4.3: Cross-domain tasks. Different morphologically mismatched tasks used in our experiments.

### 4.5.1 Tasks

We use a total of 7 environments derived from the OpenAI Gym [18]: 2-link Reacher, 3-link Reacher, Friction-modified 2-link Reacher, Third-person 2-link Reacher, 4legged Ant, 6-legged Ant, and HalfCheetah. We use the joint-level state-action space for all environments. These are used to construct six cross-domain tasks:

- Dynamics-Reacher2Reacher (D-R2R): Agent domain is the 2-link Reacher and the expert domain is the Friction-modified 2-link Reacher, created by doubling the friction co-efficient of the former. The proxy tasks are reaching for $M$ goals and the
inference tasks are reaching for 4 new goals, placed maximally far away from the proxy goals.
- Viewpoint-Reacher2Reacher (V-R2R): Agent domain is the 2-link Reacher and expert domain is Third-person 2-link Reacher that has a "third person" view state space with a $180^{\circ}$ planar offset. Tasks are the same as D-R2R.
- Viewpoint-Reacher2Writer (V-R2W): Agent domain is the 2-link Reacher and the expert domain is Third-person 2-link Reacher. The proxy tasks are the same as D-R2R and the inference task is tracing a letter on a plane as fast as possible [88]. The inference task differs from the proxy tasks in two key aspects: the end effector must draw a straight line from the letter's vertex to vertex and not slow down at the vertices.
- Morphology-Reacher2Reacher (M-R2R): Agent domain is the 2-link Reacher, while the expert domain is the 3-link Reacher. Otherwise same as D-R2R.
- Morphology-Ant2Ant (M-A2A): Agent domain is the 4-legged Ant, while the expert domain is the 6-legged Ant. Otherwise same as D-R2R.
- Morphology-Ant2Cheetah (M-A2C): Agent domain is the HalfCheetah, while the expert domain is the 4-legged Ant. Otherwise same as D-R2R.


### 4.5.2 Environment details

The various reacher environments used in the tasks are extended from the "Reacherv2" OpenAI Gym [18] environment. A $k$ link reacher has a state vector of the form


Figure 4.4: Goals in reaching experiments. A visualization of the goal locations used in our reacher experiments. The top four goals constitute the set of proxy tasks and the bottom four serve as inference goals.
$\left(\omega_{1}, \ldots, \omega_{k}, \dot{\omega}_{1}, \ldots, \dot{\omega}_{k}, x_{g}, y_{g}\right)$, where $\omega_{i}$ and $\dot{\omega}_{i}$ are the joint angle and angular velocity of the $i$ th joint, and $\left(x_{g}, y_{g}\right)$ is the position of the goal. The action vector has the form $\left(\tau_{1}, \ldots, \tau_{k}\right)$, where $\tau_{i}$ is the torque applied to the $i$ th joint. The state map acts only on the non-goal dimensions. Following [88], proxy goals are placed near the wall of the arena and the target tasks are reaching for 4 new goals near the corner of the arena. The new goals are placed as far as possible from the proxy goals within the bounds of the arena. Figure 4.4 depicts the location of the goals.

For the V-R2W task, the proxy tasks are the same as the ones discussed previously, while the target task is tracing the letter C (shown in Figure 4.6) as fast as possible. The goal location in the writing task represents the next vertex of the letter to trace. Once the first vertex is reached, the goal coordinates are updated to be the next vertex coordinates.


Figure 4.5: Goals in locomotion experiments. A visualization of the tasks used in our ant and cheetah experiments. The top four constitute the set of proxy tasks and the bottom four serve as inference tasks.

The reward function is defined as follows:

$$
R_{\text {write }}(s)= \begin{cases}100, & \text { if state } s \text { corresponds to reaching a vertex } \\ -1, & \text { otherwise }\end{cases}
$$

Thus the agent must perform a sequential reaching task and accomplish it as fast as possible.
The key difference with a normal reaching task is that the reacher must not slow down at each vertex and plan its path accordingly in order to minimize drastic direction changes.

The two ant environments and the cheetah environment are derived from the
"Ant-v2" and "HalfCheetah-v2" environments respectively. A $k$-legged Ant has a state vector of the form $\left(c_{x}, c_{y}, c_{z}, q_{0}, \ldots, q_{3}, \omega_{1}, \ldots, \omega_{2 k}, \dot{c}_{x}, \dot{c}_{y}, \dot{c}_{z}, \dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}, \dot{\omega}_{1}, \ldots, \dot{\omega}_{2 k}, x_{g}, y_{g}\right)$, where $\left(c_{x}, c_{y}, c_{z}\right)$ denotes the torso 3D co-ordinates, $\left(q_{0}, \ldots, q_{3}\right)$ denotes the torso orientation quarternion, $\left(\dot{c}_{x}, \dot{c}_{y}, \dot{c}_{z}\right)$ denotes the torso 3D velocity and ( $\left.\dot{q}_{1}, \dot{q}_{2}, \dot{q}_{3}\right)$ denotes the torso angular velocity. The rest are the same as the reacher, with 2 hinge joints per leg. The action vector has the form $\left(\tau_{1}, \ldots, \tau_{2 k}\right)$, where $\tau_{i}$ is the torque applied to the $i$ th joint. For the cheetah, the


Figure 4.6: V-R2W inference task. The sequence of goals needs to be reached as quickly as possible.
state vector is of the form $\left(r_{x}, r_{y}, r_{z}, \omega_{1}, \ldots, \omega_{6}, \dot{r}_{x}, \dot{r}_{y}, \dot{r}_{z}, \dot{\omega}_{1}, \ldots, \dot{\omega}_{6}, x_{g}, y_{g}\right)$ where $\left(r_{x}, r_{y}, r_{z}\right)$ denotes the root 3 D co-ordinates and $\left(\dot{r}_{x}, \dot{r}_{y}, \dot{r}_{z}\right)$ are the corresponding velocities; rest are the same as the reacher for the 6 hinge joints (3 for each leg). The action vector has the form $\left(\tau_{1}, \ldots, \tau_{6}\right)$, where $\tau_{i}$ is the torque applied to the $i$ th joint. For all these environments, the task is to reach the center of a circle of radius 5 m with the agent being initialized on a $2^{\circ}$ arc of the circle. Different initializations define the different tasks as shown in Fig. 4.5.

### 4.5.3 Implementation Details

The state maps $\{\psi, \phi\}$ are neural networks, with hidden layers of size $[128,64]$ (both encoder and decoder), on the Reacher experiments and $[512,256]$ for the others. The state space discriminators $\left\{D_{A}^{j}, D_{E}^{j}\right\}_{j=1}^{M}$ and latent space discriminators $\left\{q^{j}\right\}_{j=1}^{M}$ comprises hidden layers of size $[128,128]$ for the Reacher experiments and $[512,256,128]$ for the rest. All discriminators use spectral normalization [127] and additionally, replace the negative loglikelihood objective in $\mathcal{L}_{a d v}$ by a least-squares loss [121]. This loss has been shown to be more
stable during training. Temporal position estimators $\left\{P_{A}^{j}, P_{E}^{j}\right\}_{j=1}^{M}$ consist of hidden layers of size $[200,128]$. Latent space position estimator $V_{z}$, for the inference task adaptation, contains hidden layers of size $[64,64]$. The fitted policy $\pi_{A}^{\mathcal{T}}$ and the inverse dynamics model $\mathcal{I}_{A}$ have hidden layers of size $[64,64]$ and $[100,100]$ respectively. For CycleGAN, we use the same architecture as the state map in our framework. For IF, we use hidden layers with $[128,64]$ units and leaky ReLU non-linearities to parameterize the encoders and decoders. We use Adam optimizer with default decay rates and learning rate $1 e-4$ for training. With regards to the hyperparameters in Eqn. 10, we set them as For our experiments, $\lambda_{1}=2, \lambda_{2}=\lambda_{3}=\lambda_{4}=\lambda_{5}=1$. Finally, for CCA, the embedding dimension is the minimum state dimension between the expert and self domains. We train all our models on a single Titan XP GPU using PyTorch.

### 4.5.4 Baselines

We compare our framework to other methods which are able to learn state correspondences from unpaired and unaligned demonstrations without access to expert actions Canonical Correlation Analysis [71], Invariant Features [60] and CycleGAN [231]. Canonical Correlation Analysis (CCA) [71] finds invertible linear transformations to a space where domain data are maximally correlated when given unpaired, unaligned demonstrations. Invariant Features (IF) learns state maps via a domain agnostic space from paired and aligned demonstrations - we use Dynamic Time Warping [133] on the learned latent space to compute the pairings from the unpaired data. CycleGAN learns the state correspondence via adversarial learning with an additional cycle consistency on state reconstruction. For all the baselines, we follow a similar procedure towards learning the final policy - the correspon-

Table 4.2: Cross-domain imitation performance of the policy learned on transferred trajectories for inference tasks. All rewards are normalized by expert performance on the corresponding tasks.

| Method | V-R2R | V-R2W | D-R2R | M-R2R | M-A2A | M-A2C |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| IF | $0.32 \pm 0.10$ | $0.57 \pm 0.20$ | $0.48 \pm 0.30$ | $0.61 \pm 0.23$ | $0.09 \pm 0.08$ | $0.00 \pm 0.00$ |
| CCA | $0.16 \pm 0.27$ | $0.86 \pm 0.30$ | $0.47 \pm 0.20$ | $0.16 \pm 0.13$ | $0.30 \pm 0.30$ | $0.75 \pm 0.50$ |
| CycleGAN | $0.17 \pm 0.10$ | $0.72 \pm 0.16$ | $0.13 \pm 0.02$ | $0.12 \pm 0.06$ | $0.22 \pm 0.20$ | $0.80 \pm 0.28$ |
| OURS | $\mathbf{0 . 9 5} \pm \mathbf{0 . 0 3}$ | $\mathbf{0 . 9 3} \pm \mathbf{0 . 0 1}$ | $\mathbf{0 . 9 9} \pm \mathbf{0 . 0 2}$ | $\mathbf{0 . 9 6} \pm \mathbf{0 . 0 7}$ | $\mathbf{0 . 7 8} \pm \mathbf{0 . 0 8}$ | $\mathbf{1 . 0 0} \pm \mathbf{0 . 0 0}$ |



Figure 4.7: Trajectory length distributions of the proxy tasks used for M-A2C.
dence is learned through the proxy tasks and then is used to transfer trajectories for policy training via BCO. Reported results are averaged across 10 runs. Experts on Reacher tasks are trained using PPO [169], while those for Ant/Cheetah are trained using A3C [129].

### 4.5.5 Cross-domain Imitation Performance

We compare imitation policies learned by our framework against those learned using baselines in Table 4.2. As may be observed, the proposed method achieves near-


Figure 4.8: Adaptation complexity. Performance of learned policy as the number of cross-domain demonstrations is varied. Our framework consistently performs better than baselines and achieves results close to Self-demo.
expert performance across all the cross-domain tasks encompassing viewpoint, dynamics, and morphological mismatch. On the other hand, baselines consistently fail to generalize across the same tasks. There are two key reasons which can be hypothesized for this poor performance. Firstly, IF requires time-aligned trajectories, and the alignment when done by algorithms like DTW, rather than human intervention, may not be good enough given that our experiments involve diverse starting states, up to $1.5 \times$ differences in demonstration lengths (shown in Figure 4.7), and varying task execution rates. Secondly, baselines that learn from unpaired data (CCA and CycleGAN), also fail due to the lack of a mechanism to preserve MDP task characteristics, which is taken care of in our method via temporal order preservation and domain alignment. Figure 4.10 illustrates the learned state-maps for some of the cross-domain tasks. The proposed framework translates the expert states in a manner that preserves task semantics.


Figure 4.9: Alignment Complexity. Performance of learned policy as the number of proxy tasks is varied. Notably, even with a reduced number of proxy tasks, our method outperforms the baselines in most cases.

Varying the number of demonstrations. Given an adequate set of proxy tasks, we experiment by varying the number of cross-domain demonstrations required for training the policy on the inference task. To serve as an upper-bound on performance, we imitate agent domain demonstrations, drawn from an expert, on the inference task and denote this as the Self-demo baseline. As shown in Figure 4.8, our framework produces transferred demonstrations of equal effectiveness to the self-demonstrations. This clearly demonstrates the effectiveness of our framework.

Varying the number of proxy tasks. The number of proxy tasks plays a vital role in learning the correspondence across the domains. We perform experiments by varying the number of proxy tasks in the alignment set needed to learn the state map for imitation, given sufficient cross-domain demonstrations for the inference tasks. The results are shown in Figure 4.9. In general, more proxy tasks equate to better domain alignment as the


Figure 4.10: Visualization of the state maps learned by our framework and the baselines on the M-R2R task. Our framework is able to map the end effector in a manner that preserves task semantics.
solution space over possible state maps is constrained, and the learned mapping generalizes better to the inference tasks.

### 4.5.6 Ablation Study

We perform a set of ablation studies by removing each piece of the framework, demonstrating the importance of including each component. The results are shown in Table 4.3. We begin by excluding inference task adaptation. This leads to a small drop in performance across all tasks, reinforcing the need for adapting on the inference task to incorporate the new state distribution introduced by the inference task. Notably, even without adaptation, the performance in almost all the tasks exceeds those of the baselines.

Table 4.3: Ablation study on each module's contribution to final policy performance.

| Method | V-R2R | V-R2W | D-R2R | M-R2R | M-A2A | M-A2C |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
| Ours | $\mathbf{0 . 9 5} \pm \mathbf{0 . 0 5}$ | $\mathbf{0 . 9 3} \pm \mathbf{0 . 0 0}$ | $\mathbf{0 . 9 9} \pm \mathbf{0 . 0 2}$ | $\mathbf{0 . 9 6} \pm \mathbf{0 . 0 7}$ | $\mathbf{0 . 7 8} \pm \mathbf{0 . 0 8}$ | $\mathbf{1 . 0 0} \pm \mathbf{0 . 0 0}$ |
| - w/o Inference Adaptation | $0.81 \pm 0.11$ | $0.88 \pm 0.03$ | $0.74 \pm 0.22$ | $0.78 \pm 0.11$ | $0.46 \pm 0.12$ | $0.78 \pm 0.23$ |
| - w/o $\mathcal{L}_{M I}$ | $0.60 \pm 0.30$ | $0.92 \pm 0.03$ | $0.76 \pm 0.30$ | $0.67 \pm 0.34$ | $0.28 \pm 0.20$ | $0.80 \pm 0.21$ |
| - w/o Temporal Preservation | $0.64 \pm 0.31$ | $0.84 \pm 0.00$ | $0.70 \pm 0.32$ | $0.72 \pm 0.32$ | $0.36 \pm 0.50$ | $0.43 \pm 0.50$ |

Removing the mutual information objective leads to a similar drop in performance across all tasks. Excluding temporal position preservation also reduces performance - demonstrating the significance of preserving task semantics via global alignment, which cycle consistency alone fails to ensure.

### 4.6 Conclusion

We present a novel framework to tackle the xDIO task by learning a state-map across domains using both local and global alignment. Local alignment is performed via transition distribution matching and cycle-consistency in both the state and latent space, while global alignment is enforced via the idea of temporal position preservation. While previous approaches rely on paired data and expert actions, we provide a general framework that can learn the mapping from unpaired, unaligned demonstrations without expert actions. We demonstrate the efficacy of our approach on multiple cross-domain tasks encompassing dynamics, viewpoint and morphological mismatch. Our future work will concentrate on extending our method for learning correspondence using random trajectories, thus mitigating the need for proxy tasks.

## Chapter 5

## Controllable Multi-task Learning

### 5.1 Introduction

Multi-task learning [22, 160] (MTL) solves multiple tasks using a single model, with the potential advantages of fast inference and improved generalization by sharing representations across related tasks. However, in practice, simultaneously optimizing all tasks is difficult due to task conflicts and limited model capacity [219]. Consequently, a trade-off between the competing tasks has to be found, necessitating precise balancing of the different task losses during optimization.

In many applications, the desired trade-off can change over time, requiring a new model to be retrained from scratch. To overcome this lack of flexibility, recent methods propose dynamic networks for multi-task learning [135, 104]. These frameworks enable a single multi-task model to learn the entire trade-off curve and allow users to control the desired trade-off during inference via task preferences denoting the relative task importance. These conventional dynamic approaches for MTL assume a fixed model architecture, with

Conventional dynamic multi-task networks
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Fixed compute cost Fixed architecture

Proposed framework


## Control over compute Flexible architecture

Figure 5.1: Problem setup. Our goal is to enable users to control resource allocation dynamically among multiple tasks at inference time. Conventional dynamic networks for MTL (PHN [135]) achieve this in terms of weight changes within a fixed model (color gradients indicate the proportion of weights allocated for each task). In contrast, we perform resource allocation in terms of both architecture and weights. This enables us to control total compute cost in addition to task preference. The dashed circle represents the maximum compute budget, while the filled circle represents the desired budget. The portion of colors represents the user-defined task importance.
all but the last prediction layers shared, and control trade-offs by changing the weights of this model. While such hard-parameter sharing is helpful in saving resources, the performance is inevitably lower than single-task baselines when task conflicts exist due to the over-sharing of parameters between tasks [160]. Furthermore, the fixed architecture suffers from a lack of flexibility, leading to a constant compute cost irrespective of the given task preference or compute budget changes. In many applications where the budget can change over time, these approaches may fail to take advantage of the increased resources in order
to improve performance or accordingly lower the compute cost in order to satisfy stricter budget requirements.

To address the aforementioned issue and strike a balance between flexibility and performance, we propose a more expressive tree-structured [57] dynamic multi-task network which can adapt its architecture in addition to its weights at test-time, as illustrated in Figure 5.1. Specifically, we design a controller using two hypernetworks [61] that predict architectures and weights, respectively, given a user preference that specifies test-time trade-offs of relative task importance and resource availability. This increases flexibility by changing branching locations to re-allocate resources over tasks to match user-preferred task importance and enhance or compromise task accuracy given computation budget requirements at any given moment. However, this comes at the cost of an increase in complexity: 1) generalizing architecture prediction to unseen preferences, and 2) performing dynamic weight changes on potentially thousands of different models.

To tackle these challenges, we develop a two-stage training scheme that starts from an $N$-stream network, termed the anchor net, which is initialized using weights from $N$ pre-trained single-task models. This guides the architecture search as a prior that is preference-agnostic yet captures inter-task relations. In the first stage, we exploit intertask relations derived from the anchor net to train the first hypernetwork that predicts connections between the different streams. We introduce a branching regularized loss that encourages more resource allocation for dominant tasks while reducing the network cost from the less preferred ones. The predicted architectures contain edges that have not been observed during the anchor net initialization. These are denoted as cross-task edges since
they connect nodes that belong to different streams. In the second stage, to improve the performance of the predicted architectures with cross-task edges, we train a secondary hypernetwork for cross-task adaptation via modulation of the normalization parameters. Our framework is evaluated on three MTL datasets (PASCAL-Context, NYU-v2, and CIFAR100) in terms of task performance, computational cost, and controllability (for both task importance and computational cost). Achieving performance comparable to state-of-the-art MTL architecture search methods under uniform task preference, our controller can further approximate efficient architectures for non-uniform preferences with provisions for reducing network size depending on computational constraints.

Main contributions. To summarize, our primary contributions are as follows:

- A controllable multi-task framework which allows users to assign task preference and the trade-off between task performance and network capacity via architectural changes.
- A controller, composed of two hypernetworks, to provide dynamic network structure and adapted network weights.
- A new joint learning objective including task-related losses and network complexity regularization to achieve the user-defined trade-offs.
- Experiments on several MTL benchmarks (PASCAL-Context [131], NYU-v2 [173], CIFAR-100 [93]) demonstrate the efficacy of our framework.


### 5.2 Related Work

Multi-Task Learning. Multi-task learning seeks to learn a single model to simultaneously solve a variety of learning tasks by sharing information among the tasks [22]. In the context of deep learning, current works focus mostly on designing novel network architectures and constructing efficient shared representation among tasks [160, 223]. Typically, these works can be grouped into two classes - hard-parameter sharing and soft-parameter sharing. In the soft sharing setting [125, 52, 161], each task has its own set of backbone parameters with some sort of regularization mechanisms to enforce the distance between weights of the model to be close. In contrast, the hard sharing setting entails all the tasks sharing the same set of backbone parameters, with branches towards the outputs [116, 90,85$]$. More recent works have attempted to learn the optimal architectures via differentiable architecture search $[57,19,179]$. The overwhelming majority of these approaches are trained using a simple weighted sum of the individual task losses, where a proper set of weights is commonly selected using grid search or using techniques such as gradient balancing [30]. Other approaches $[171,105,119]$ attempt to model multi-task learning as a multi-objective optimization problem and find Pareto stationary solutions among different tasks. Recently, optimization methods have also been proposed to manipulate gradients in order to avoid conflicts across tasks [31, 216]. None of these methods are suitable for dynamically modeling performance trade-offs, which is the focus of our work.

Hypernetworks. A hypernetwork is used to learn context-dependent parameters for a dynamic network [61, 168], thus, obtaining multiple customizable models using a single
network. Such hypernetworks have been successfully applied in different scenarios, e.g., recurrent networks [61], 3D point cloud prediction [107], video frame prediction [78], neural architecture search [17] and reinforcement learning [150, 166]. Recent works [135, 104] propose using hypernetworks to model the Pareto front of competing multi-task objectives. Our approach is closely related to these works, however, these methods focus on generating weights for a fixed, handcrafted architecture, while we use hypernetworks to model the trade-offs in multi-task learning by varying the architecture. This allows us to take dynamic resource allocation into account, an aspect largely ignored in previous works.

Dynamic Networks. Dynamic neural networks, as opposed to usual static models, can adapt their structures during inference, leading to notable improvements in performance and computational efficiency [63]. Previous works focus on adjusting the network depth [195, 16, 201, 73], width [218, 97], or performing dynamic routing within a fixed supernet that includes multiple possible paths [110, 101, 138]. Dynamic depth is realized by either early exiting, i.e., allowing "easy" samples to be processed at shallow layers without executing the deeper layers $[16,73]$, or layer skipping, i.e., selectively skipping intermediate network layers conditioned on each sample $[195,201]$. Dynamic width is an alternative to the dynamic depth where instead of layers, filters are selectively pruned conditioned on the input [218, 97$]$. Dynamic routing can be implemented by learning controllers to selectively execute one of the multiple candidate modules at each layer $[110,138]$. Due to the nondifferentiable nature of the discrete choices, reinforcement learning is employed to learn these controllers. In [101], the routing modules utilize a differentiable activation function that conditionally outputs zero values, facilitating the end-to-end training of routing de-
cisions. Recent works have also proposed learning dynamic weights for modeling different hyperparameter configurations [38] and domain adaptation [198]. In contrast to most of the existing works which intrinsically adapt network structures as a function of input, our method enables explicit control of the total computational cost as well as the task trade-offs.

Weight Sharing Neural Architecture Search. Weight sharing has evolved as a powerful tool to amortize computational cost across models for neural architecture search (NAS). These methods integrate the whole search space of architectures into a weight-sharing supernet and optimize network architectures by pursuing the best-performing sub-networks. Joint optimization methods [109, 203, 20] optimize the weights of the supernet and a differentiable routing policy simultaneously. In contrast, one-shot methods [14, 17, 5, 59] disentangle the training into two steps: first, the weights of the supernet are trained, after which the agent is trained with the fixed supernet. We utilize such a weight-sharing strategy in our framework for dynamic resource allocation.

### 5.3 Controllable Dynamic Multi-Task Architectures

Given a set of $N$ tasks $\mathbf{T}=\left\{\mathcal{T}_{1}, \mathcal{T}_{2}, \ldots, \mathcal{T}_{N}\right\}$, conventional multi-task learning seeks to minimize a weighted sum of task-specific losses: $\mathcal{L}_{\text {task }}(\boldsymbol{r})=\sum_{i} r_{i} \mathcal{L}_{i}$, where each $\mathcal{L}_{i}$ represents the loss associated with task $\mathcal{T}_{i}$, and $\boldsymbol{r}$ denotes a task preference vector. This vector signifies the desired performance trade-off across the different tasks, with larger values of $r_{i}$ denoting higher importance to task $\mathcal{T}_{i}$. Here $\boldsymbol{r} \in \mathcal{S}_{N}$, where $\mathcal{S}_{N}=\left\{\boldsymbol{r} \in \mathbb{R}^{N} \mid \sum_{i} r_{i}=\right.$ $\left.1, r_{i} \geq 0\right\}$ represents the $N$-dimensional simplex [160]. We seek to approximate the tradeoff curve defined by different values of $\boldsymbol{r}$ using tree-structured sub-networks [57] within a


Figure 5.2: Overview of framework. We initialize our framework using an anchor net which consists of single-task networks. During training, we first train the edge hypernet $h(\phi)$ using sampled preferences $(\boldsymbol{r}, c)$ to optimize the task loss and a branching regularizer, for preference-aware branching. Next, we optimize the weight hypernet $\bar{h}(\bar{\phi})$ in a similar fashion by minimizing only the task loss. At inference, the hypernets jointly predict architecture and weights according to user preferences.
single multi-task model, given a total computational budget defined by a resource preference variable $c \in[0,1]$, where larger $c$ denotes more frugal resource usage. This is formulated as a minimization of the expected value of the task loss over the user preference distribution, with regularization $\Omega$ to control resource usage, i.e., $\mathbb{E}_{(\boldsymbol{r}, c) \sim P_{(\boldsymbol{r}, c)}} \mathcal{L}_{\text {task }}(\boldsymbol{r})+\Omega(\boldsymbol{r}, c)$. Optimizing this directly is equivalent to solving NAS [109] for every possible ( $\boldsymbol{r}, c)$ simultaneously. Thus, instead of solving directly, we cast it as a search to find tree sub-structures and the corresponding modulation of features for every $(\boldsymbol{r}, c)$, within an $N$-stream anchor network with fixed weights.

Our framework consists of two hypernets ( $h$ and $\bar{h}$ ) [61] and an anchor net F , as shown in Figure 5.2. At test-time, given an input preference, we utilize the network connections and adapted weights predicted by the hypernets to modulate F , to obtain the final model. We propose a two-stage training scheme to train the framework. First, we initialize a preference agnostic anchor net, which provides the anchor weights at test time
(Section 5.3.1). Based on this anchor net, the tree-structured architecture search space is then defined (Section 5.3.2). Next, we train the edge hypernet using prior task relations obtained from the anchor net by optimizing a novel branching regularized loss function derived by inducing a dichotomy over the tasks (Section 5.3.3). Finally, we train a weight hypernet, keeping the anchor net and edge hypernet fixed, to modulate the anchor net weights (Section 5.3.3).

### 5.3.1 Anchor Network

We introduce an anchor net F as an alternative approach to model weight generation in dynamic networks for MTL [135, 104]. Previous methods adopt chunking [61] to mitigate the large computation and memory required for generating entire network weights at the expense of limiting the hypernet capacity. The anchor net, consisting of $N$-stream backbones trained for $N$ individual tasks (Figure 3.2), overcomes this bottleneck by providing the weights in the tree structures predicted by the edge hypernet. Our choice of the anchor net is motivated by the need for initialization that reflects inter-task relations and is based on observations from [193], where branching in tree-structured MTL networks is shown to be contingent on how similar task features are at any layer. It can also be interpreted as a supernet used in one-shot NAS approaches [14], which is capable of emulating any architecture in the search space. Subsequently, the base weights of the anchor net are further modulated via the weight hypernet to address the cross-task connections unseen in the anchor net (Section 5.3.3).


Figure 5.3: Branching block. Illustration of the parent sampling operation in Section 5.3.2. Nodes in layer $l$ are sampled in accordance to a categorical distribution defined by $\alpha_{j}^{l}\left(\sum_{i} \alpha_{j}^{l}(i)=1\right)$ for each node $(l+1, j)$ in layer $l+1$.

### 5.3.2 Architecture Search Space

We utilize a tree-structured network topology which has been shown to be highly effective for multi-task learning in [57]. It shares common low-level features over tasks while extracting task-specific ones in the higher layers, enabling control of the trade-off between tasks by changing branching locations conditioned on the desired preference $(\boldsymbol{r}, c)$. The search space is represented as a directed acyclic graph (DAG), where vertices in the graph represent different operations and edges denote the data flow through the network. Figure 5.3 shows a block of such a graph, containing $N$ parent and child nodes. In this work, we realize a tree-structure by stacking such blocks sequentially and allowing a child node to sample a path from the candidate paths between itself and all its parent nodes. Concretely,
we formulate the stochastic branching operation at layer $l$ as

$$
\begin{equation*}
x_{j}^{l+1}=d_{j} \cdot Y^{l}, \quad d_{j} \sim p_{\alpha_{j}^{l}}, \tag{5.1}
\end{equation*}
$$

where $x_{j}^{l+1}$ denotes the input to the $j$-th node in layer $l+1, d_{j}$ is a one-hot vector indicating the parent node sampled from the categorical distribution parameterized by $\alpha_{j}^{l}$ and, $Y^{l}=$ $\left[y_{1}^{l}, \ldots, y_{N}^{l}\right]$ concatenates outputs from all parent nodes at layer $l$. Note that selecting a parent from every node determines a unique tree structure. This suggests learning $\boldsymbol{\alpha}=$ $\left\{\alpha_{j}^{l}\right\}_{0 \leq j \leq N, 0 \leq l<L}$, conditioned on a preference ( $\left.\boldsymbol{r}, c\right)$, in a manner which satisfies the desired task trade-offs. Here, $L$ denotes the total number of layers.

### 5.3.3 Preference Conditioned Hypernetworks

We use two hypernets [61] to construct our controller for architectural changes. The edge hypernet $h$, parameterized by $\phi$, predicts the branching parameters $\hat{\boldsymbol{\alpha}}=h(\boldsymbol{r}, c ; \phi)$ within the anchor net. Subsequently, the weight hypernet $\bar{h}$, parameterized by $\bar{\phi}$, predicts the normalization parameters $\{\hat{\boldsymbol{\beta}}, \hat{\gamma}\}=\bar{h}(\boldsymbol{r}, c ; \bar{\phi})$ to adapt the predicted network.

Optimizing the task loss $\mathcal{L}_{\text {task }}$ only takes into account the individual task performances without considering computational cost. Consequently, we introduce a branching regularizer $\Omega(\boldsymbol{r}, c, \hat{\boldsymbol{\alpha}})$ to encourage node sharing (or branching) based on the preference. This regularizer contains two terms, the active loss, which encourages limited sharing of features among the high preference tasks, and the inactive loss, which aims to reduce resource utilization for the less important ones. In particular, the active loss is additionally weighted by the cost preference $c$ to enable the control of total computational cost. Formally, our objective is formulated as to find the controller ( $\phi$ and $\bar{\phi}$ ) that minimizes the
expectation of the branching regularized task loss over the distribution of user preferences $P_{(\boldsymbol{r}, c)}:$

$$
\begin{equation*}
\min _{\phi, \bar{\phi}} \mathbb{E}_{(\boldsymbol{r}, c) \sim P_{(\boldsymbol{r}, c)}}\left[\mathcal{L}_{\mathrm{task}}(\boldsymbol{r}, \hat{\boldsymbol{\alpha}}, \hat{\boldsymbol{\beta}}, \hat{\boldsymbol{\gamma}})+\Omega(\boldsymbol{r}, c, \hat{\boldsymbol{\alpha}})\right], \tag{5.2}
\end{equation*}
$$

We disentangle the training of the hypernetworks for stability - the edge hypernet is trained first, followed by the weight hypernet. At test time, when a preference ( $\boldsymbol{r}, c)$ is presented to the controller, the maximum likelihood architecture corresponding to the supplied preference is first sampled from the branching distribution parameterized by the predictions of $h$. The weights of this tree-structure are then inherited from the anchor net, supplemented via adapted normalization parameters predicted by $\bar{h}$.

## Regularizing the Edge Hypernet

We illustrate the idea of branching regularization in Figure 5.4: tasks with higher preferences should have a greater influence on the branching structure while tasks with smaller preferences may be de-emphasized by encouraging them to follow existing branching choices. Specifically, we define two losses, active and inactive losses, based on the task division into two groups, active tasks $\mathcal{A}=\left\{\mathcal{T}_{i} \mid r_{i} \geq \tau, \forall i \in[N]\right\}$, and inactive tasks $\mathcal{I}=\left\{\mathcal{T}_{i} \mid r_{i}<\tau, \forall i \in[N]\right\}$ with some threshold $\tau$. Although individual tasks are already weighted by $r$ in task loss $\mathcal{L}_{\text {task }}$, this explicit emphasizing of certain tasks over others was found to be crucial to induce better controllability, as shown in Section 5.4.7.

Active loss. The active loss $\mathcal{L}_{\text {active }}$ encourages nodes in the anchor net, corresponding to the active tasks, to be shared in order to avoid the whole network being split up by tasks
with little knowledge shared among them. Specifically, we encourage any pair of nodes that are likely to be sampled in the final architecture $(P)$ and are from two similar tasks $(A)$ to take the same parent node. Formally, we define $\mathcal{L}_{\text {active }}$ as,

$$
\begin{equation*}
\mathcal{L}_{\text {active }}=\sum_{l=1}^{L} \sum_{\substack{i, j \in \mathcal{A} \\ i \neq j}} \frac{L-l}{L} \cdot A(i, j) \cdot P(l, i, j) \cdot\left\|\nu_{i}^{l}-\nu_{j}^{l}\right\|^{2} \tag{5.3}
\end{equation*}
$$

where $P(l, i, j)=P_{\text {use }}(l, i) \cdot P_{\text {use }}(l, j) . P_{\text {use }}(l, i)=1-\prod_{k}\left\{1-P_{\text {use }}(l+1, k) \cdot \nu_{k}^{l}(i)\right\}$ denotes the probability that the nodes $i$ in layer $l$ are used in the sampled tree structure. $A(i, j)$ captures the task affinity between tasks $\mathcal{T}_{i}$ and $\mathcal{T}_{j}$, where we adopt Representational Similarity Analysis (RSA) [40] to compute the affinity. The factor $\frac{L-l}{L}$ encourages more sharing of nodes that contain low-level features.

We use the Gumbel-Softmax reparameterization trick [77] to obtain the samples $\nu_{i}^{l}$ from the predicted logits $\hat{\boldsymbol{\alpha}}$,

$$
\begin{equation*}
\nu_{i}^{l}(k)=\frac{\exp \left(\left(\log \alpha_{i}^{l}(k)+G_{i}^{l}(k)\right) / \zeta\right)}{\sum_{m=1}^{N} \exp \left(\left(\log \alpha_{i}^{l}(m)+G_{i}^{l}(m)\right) / \zeta\right)} . \tag{5.4}
\end{equation*}
$$

Here, $G_{i}^{l}=-\log \left(-\log U_{i}^{l}\right)$ is a standard Gumbel distribution with $U_{i}^{l}$ sampled i.i.d. from the uniform distribution $\operatorname{Unif}(0,1)$, and $\zeta$ denotes the temperature of the softmax.

Inactive loss. The inactive tasks should have minimal effect in terms of branching. Inactive loss, $\mathcal{L}_{\text {inactive }}$, encourages these tasks to mimic the most closely related branching pattern,

$$
\begin{equation*}
\mathcal{L}_{\text {inactive }}=\sum_{l=1}^{L} \sum_{j \in \mathcal{I}} \min _{i \in \mathcal{A}}\left\|\nu_{i}^{l}-\nu_{j}^{l}\right\|^{2} \tag{5.5}
\end{equation*}
$$

This ensures that the network branching is controlled by the active tasks, with the inactive tasks sharing nodes with the active tasks.


Figure 5.4: Branching loss. Illustration of the branching regularization, consisting of active and inactive losses. The active loss encourages limited sharing between high-importance tasks, while the inactive loss tries to limit branching for less preferred tasks as much as possible.

Thus, the branching regularizer is defined as follows,

$$
\begin{equation*}
\Omega(\boldsymbol{r}, c, \hat{\boldsymbol{\alpha}})=c \cdot \lambda_{\mathcal{A}} \mathcal{L}_{\text {active }}+\lambda_{\mathcal{I}} \mathcal{L}_{\text {inactive }} \tag{5.6}
\end{equation*}
$$

where $\lambda_{\mathcal{A}}, \lambda_{\mathcal{I}}$ are hyperparameters to determine the weighting of the losses. Typically, we set $\lambda_{\mathcal{A}}=1$ and $\lambda_{\mathcal{I}}=0.1$. Here, the active loss is additionally weighted by the resource preference $c$, so that larger $c$ encourages more feature sharing to reduce total computational cost.

## Cross-task Adaptation

The architecture sampled by the edge hypernet $h$ contains edges that have not been observed during the anchor net training. These are denoted as cross-task edges since they connect nodes that belong to different streams in F. Consequently, the performance of the sampled network is sub-optimal. To rectify this issue, we propose to modulate the weights of
the anchor net to adaptively update the unseen edges using an additional weight hypernet $\bar{h}$. Inspired from the prior works [198, 118] that estimate normalization statistics and optimize channel-wise affine transformations, we modulate only the normalization parameters using a hypernetwork. Concretely, we modulate the original batch normalization operation at layer $l, \operatorname{BN}_{i}^{l}\left(\boldsymbol{x}_{i}^{l}\right)=\gamma_{i}^{l} \frac{x_{i}^{l}-\mu_{i}^{l}}{\sigma_{i}^{l}}+\beta_{i}^{l}$, to $\mathrm{BN}_{i}^{l}\left(\boldsymbol{x}_{i}^{l}\right)=\left(\gamma_{i}^{l}+\Delta \boldsymbol{\gamma}_{\boldsymbol{i}}^{l}\right) \frac{x_{i}^{l}-\mu_{i}^{l}}{\sigma_{i}^{l}}+\left(\beta_{i}^{l}+\Delta \boldsymbol{\beta}_{\boldsymbol{i}}^{l}\right)$ by predicting the perturbations to the parameters: $\left\{\Delta \beta_{i}^{l}, \Delta \gamma_{i}^{l}\right\}_{0 \leq i \leq N, 0 \leq l<L}=\bar{h}(r, c ; \theta)$, where $\gamma_{i}^{l}$ and $\beta_{i}^{l}$ are the original affine parameters, and $\mu_{i}^{l}$ and $\sigma_{i}^{l}$ denote the batch statistics of the node input $x_{i}^{l}$. This modulation primarily affects the preferences with two or more dominant tasks, where cross-task connections occur.

### 5.4 Experiments

In this section, we demonstrate the ability of our framework to dynamically search for efficient architectures for multi-task learning. We show that our framework achieves flexibility between two extremes of the accuracy-efficiency trade-off, allowing better control within a single model. Extensive experiments indicate that the predicted network structures match well with the input preferences, in terms of both resource usage and task performance.

### 5.4.1 Evaluation Criteria

Uniformity. To measure controllability with respect to task preferences, we utilize uniformity [119] which quantifies how well the vector of task losses $\boldsymbol{L}=\left[\mathcal{L}_{1}, \ldots, \mathcal{L}_{N}\right]$ is aligned with the given preference. Specifically, for the loss vector $L$ corresponding to the architecture for task preference $\boldsymbol{r}$, uniformity is defined as $\mu_{\boldsymbol{r}}=1-D_{K L}(\hat{\boldsymbol{L}} \| \mathbf{1} / N)$, where


Figure 5.5: This figure illustrates hypervolume calculation in 2-D. The shaded area represents the hypervolume obtained by the point set comprising the red points, with respect to the reference green point $p$.
$\hat{\boldsymbol{L}}(j)=\frac{r_{j} \mathcal{L}_{j}}{\sum_{i} r_{i} \mathcal{L}_{i}}$. This arises from the fact that, ideally, $r_{j} \propto 1 / \mathcal{L}_{j}$, which in turn implies $r_{1} \mathcal{L}_{1}=r_{2} \mathcal{L}_{2} \cdots=r_{N} \mathcal{L}_{N}$.

Hypervolume. Using the trained controller, we are able to approximate the trade-off curve among the different tasks in the loss space. To evaluate the quality of this curve we utilize hypervolume (HV) [233] - a popular metric in the multi-objective optimization literature to compare different sets of solutions approximating the Pareto front [47]. It measures the volume in the loss space of points dominated by a solution in the evaluated set. Since this volume is unbounded, hypervolume measures the volume in a rectangle defined by the solutions and a selected reference point. Specifically, given a point set $S \subset \mathbb{R}^{N}$ and a reference point $p \in \mathbb{R}^{N}$ in the loss space, the hypervolume of the set $S$ is defined as the size of the region dominated by $S$ and bounded above by $p$,

$$
\begin{equation*}
\operatorname{HV}(S)=\lambda\left(\left\{a \in \mathbb{R}^{N} \mid \exists b \in S: b \preceq a \text { and } b \preceq p\right\}\right), \tag{5.7}
\end{equation*}
$$

where $\lambda$ is the Lebesgue measure. Figure 5.5 shows an example in two dimensions.

Computational Resource. We measure the computational cost using the memory of the activated nodes in the anchor net and the GFLOPs, which approximates the time spent in the forward pass. We also report the computational cost of the hypernets to take into account their overheads.

### 5.4.2 Datasets

We evaluate the performance of our approach using three multi-task datasets, namely PASCAL-Context [131] and NYU-v2 [173], and CIFAR-100 [93]. The PASCALContext dataset is used for joint semantic segmentation, human parts segmentation, and saliency estimation, as well as these three tasks together with surface normal estimation, and edge detection as in [19]. The NYU-v2 dataset comprises images of indoor scenes, fully labeled for semantic segmentation, depth estimation, and surface normal estimation. For CIFAR-100, we split the dataset into 20 five-way classification tasks [158].

### 5.4.3 Baselines

We compare our framework with both static and dynamic networks. Static networks include Single-task networks, where we train each task separately using a taskspecific backbone, and Multi-task networks, in which all tasks share the backbone but have separate task-specific heads at the end. These multi-task networks are trained separately for different preferences and thus, training time scales linearly with the number of preferences. We use this to contrast the training time of our framework. The singletask networks demonstrate the anchor net performance. We also compare our architectures with two multi-task NAS methods, LTB [101] and BMTAS [19], which use the same tree-
structured search space to perform NAS, but are static. The dynamic networks include Pareto Hypernetworks (PHN) [135], which predicts only the weights of a shared backbone network conditioned on a task preference vector using hypernetworks, and PHN-BN, a variation of PHN which predicts only the normalization parameters similar to our weight hypernet.

### 5.4.4 Implementation Details

Hypernet architecture. The edge hypernet is constructed using an MLP with two hidden layers (dimension 100) and $L$ linear heads, (dimension $N \times N$ ) which output the flattened branching distribution parameters at each layer. For the weight hypernet, we use a similar MLP with three hidden layers (dimension 100) and generate the normalization parameters using linear heads. In both cases we use learnable embeddings for each task ( $e_{i}$ ) and the cost $\left(e_{c}\right)$. Given the user preference $(\boldsymbol{r}, c)$, the preference embedding is calculated as $p=\sum_{i} r_{i} e_{i}+c e_{c}$. This embedding $p$ is then used as input the MLP. The preference dimension is set to 32 in all experiments. PHN-BN and PHN [135] use a similar architecture to the weight hypernet, with PHN employing an additional chunking [61] embedding for scalability.

Task loss scaling. Due to the different scales of the various task losses, we first weight the loss terms with a factor $w_{i}$ before applying linear scalarization with respect to $\boldsymbol{r}$. This ensures that the relative task importance is not skewed by the different loss scales. Thus, $\mathcal{L}_{\text {task }}(\boldsymbol{r})=\sum_{i} r_{i} w_{i} \mathcal{L}_{i}$.

Anchor net architecture. The anchor net comprises $N$ single-task networks, with each stream corresponding to a particular task. For experiments on dense prediction tasks, we use the DeepLabv3+ architecture [26] for each task. The MobileNetV2 [165] backbone is used for experiments on PASCAL-Context [131], while the ResNet-34 [65] backbone is used for experiments on NYU-v2 [173]. For CIFAR-100 [93] experiments we use the ResNet-9 ${ }^{1}$ architecture with linear task heads.

Hyperparameters. For experiments on CIFAR-100 we use $\lambda_{\mathcal{A}}=0.2$ and $\lambda_{\mathcal{I}}=0.02$. For the rest, we use $\lambda_{\mathcal{A}}=1$ and $\lambda_{\mathcal{I}}=0.1$. The task scaling weights are given below:

## 1. NYU-v2:

- Semantic segmentation: 1
- Surface normals: 10
- Depth: 3


## 2. PASCAL-Context:

- Semantic segmentation: 1
- Human parts segmentation: 2
- Saliency: 5
- Surface normals: 10
- Edge: 50

For CIFAR-100, all tasks are equally weighted.

[^0]Table 5.1: Varying parameterization of Dirichlet distribution. Impact on hypervolume on PASCAL-Context ( 3 tasks) as the parameterization of the Dirichlet distribution is varied for preference sampling.

| $\eta$ | 0.1 | 0.2 | 0.5 | 1.0 |
| :--- | :--- | :--- | :--- | :--- |
| $\mathrm{c}=0.0$ | 4.20 | 4.26 | 4.26 | 4.26 |
| $\mathrm{c}=1.0$ | 4.18 | 4.25 | 4.25 | 4.21 |

The threshold $\tau$ is set to 0.02 for CIFAR-100, 0.2 for NYU-v2 and PASCALContext ( 3 task), and 0.1 for PASCAL-Context ( 5 task).

Training. Hypernetworks are trained using Adam for 30K steps with a learning rate of $1 e-3$, reduced by a factor of 0.3 every 14 K steps. Temperature $\zeta$ is initialized to 5 and is decayed by 0.97 every 300 steps. Single-task networks for dense-prediction tasks are trained in accordance to [19]. For CIFAR, we use Adam with a learning rate of $1 e-3$ and weight decay of $1 e-5$ for 75 epochs.

Preference sampling. During training we sample preferences $(\boldsymbol{r}, c)$ from the distribution $P_{(r, c)}=P_{r} P_{c}$, where $P_{r}$ is defined as a Dirichlet distribution of order $N$ with parameter $\eta=\left[\eta_{1}, \eta_{2}, \ldots, \eta_{N}\right]\left(\eta_{i}>0\right)$ and $P_{c}$ is defined as a standard uniform distribution $\operatorname{Unif}(0,1)$. Following [135], we set $\eta=(0.2,0.2, \ldots, 0.2)$ for all our experiments. As shown in Table 5.1, varying this parameter on PASCAL-Context (3 tasks) does not have any significant impact on the hypervolume.


Figure 5.6: Resource usage on NYU-v2. We visualize resource usage by plotting the proportion of parameters active in the anchor net versus the task preference. The three vertices represent the task preferences with non-zero importance to only one task, while areas in the middle correspond to more dense preferences. As $c$ increases, the predicted networks grow progressively smaller in the dense regions. On the other hand, conventional dynamic networks for MTL always have a constant resource usage ( $\mathcal{T}_{1}$ :semantic seg., $\mathcal{T}_{2}$ :surface normal, $\mathcal{T}_{3}$ :depth).

### 5.4.5 Comparison with Baselines

Controllable resource usage. We visualize the variation in computational cost with respect to different task and resource usage preferences in Figure 5.6. We adopt the ratio of the size of the predicted architecture to the size of the total anchor net as the criterion for evaluating computational cost. Compared to conventional dynamic networks that only adjust weights with a fixed computational cost (right), our framework (left) enables control over the total cost via a cost preference $c$. Resource usage peaks at the center of the contour, when more tasks are active, and falls down gradually as we move towards the corners, where task preferences are heavily skewed. Furthermore, the average resource usage decreases as $c$ is increased, indicating the ability of the controller to incorporate resource constraints.

Multi-task performance. We demonstrate the overall multi-task performance in Tables 5.2-5.5 on four different settings (PASCAL-Context 5-task, PASCAL-Context 3-task, NYU-v2 3-task, CIFAR-100 20-task). In all cases, we report hypervolume (reference point mentioned below heading) and uniformity averaged across 20 task preference vectors $\boldsymbol{r}$, sampled uniformly from $\mathcal{S}_{N}$. Inference network cost is calculated similarly over 1000 preference vectors. These are shown for two choices of $c \in\{0,1\}$ to highlight the two extreme cases of resource usage.

Our framework achieves higher values in both hypervolume and uniformity compared to the existing dynamic models (PHN and PHN-BN) in all four settings. While the high hypervolume reinforces the efficacy of tree-structured models in solving multi-task problems, the uniformity values consolidate architectural change as an effective approach towards modeling task trade-offs. This is accompanied by increased average computational cost, indicated by inference parameter count. As discussed above, this is due to the flexible architecture over preferences, where actual cost will differ for each preference, e.g., reaching the cost of PHN-BN for extremely skewed preferences (Figure 5.6). Compared to SingleTask, the proposed controller is able to find effective architectures (as indicated by the hypervolume) which perform nearly at par with a smaller memory footprint (as indicated by the average inference network parameter count). Notably, in the NYU-v2 3-task and CIFAR-100 settings, the ability to find effective architectures enables the model to outperform single-task networks, demonstrating the benefit of sharing features among related tasks via architectural change. In addition, our framework enjoys flexibility between two extreme cases, i.e., Single-Task (highest accuracy with lowest inference efficiency) and dy-

Table 5.2: Evaluation on PASCAL-Context (5 tasks).

| Method | HV. $\uparrow[3,3, \ldots, 3]$ | Unif. $\uparrow$ | Inference | Params. $\downarrow$ | GFLOPs $\downarrow$ |
| :--- | :---: | :---: | :---: | :---: | :---: |

namic models with a shared backbone (lowest accuracy with highest inference efficiency), spanning a range of trade-offs for different $c$ values. The range of HV is larger when taskspecific features are useful, compared to when the compact architecture already achieves higher HV than the Single-Task (Tables 5.4,5.5). "Control Params." is the cost of the hypernets. Note that this overhead will materialize only when the preference changes and does not have any effect on the task inference time.

Effect of cross-task adaptation In Tables 5.2-5.5, "Ours w/o adaptation" denotes the model without weight hypernet. As indicated by larger HVs, cross-task adaptation improves the performance without affecting the inference time. A trend that persists across all the settings is the slight drop in uniformity that accompanies the adapted models in comparison to the unadapted ones. This is due to the propensity of the weight hypernet to improve task performance as much as possible while keeping the preferences intact. This leads to improved performance even in low-priority tasks at the expense of lower uniformity. Note

Table 5.3: Evaluation on PASCAL-Context (3 tasks).

| Method | HV. $\uparrow[3,3,3]$ | Unif. $\uparrow$ | Inference <br> Params. $\downarrow$ | GFLOPs $\downarrow$ | Control |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Pingle-Task | 4.31 | - | 5.91 M | 9.75 | Params. |
| PHN | 1.97 | 0.74 | 2.06 M | 4.81 | - |
| PHN-BN | 3.92 | 0.79 | 2.06 M | 4.81 | 3.10 M |
| Ours w/o adaptation, c=0.0 | 3.56 | $\mathbf{0 . 9 2}$ | 3.15 M | 5.52 | 0.03 M |
| Ours w/o adaptation, c=1.0 | 3.35 | 0.91 | 2.86 M | 5.07 | 0.03 M |
| Ours, c=0.0 | 4.26 | 0.82 | 3.15 M | 5.52 | 9.25 M |
| Ours, c=1.0 | 4.25 | 0.82 | 2.86 M | 5.07 | 9.25 M |

Table 5.4: Evaluation on NYU-v2.

|  | HV. $\uparrow[4,4,4]$ | Unif. $\uparrow$ | Inference |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Method | Params. $\downarrow$ | GFLOPs $\downarrow$ | Control |  |  |
| Single-Task | 12.83 | - | 64.47 M | 58.78 | Params. |
| PHN | 2.36 | 0.75 | 21.59 M | 21.02 | 21.04 M |
| PHN-BN | 11.72 | 0.73 | 21.59 M | 21.02 | 2.23 M |
| Ours w/o adaptation, c=0.0 | 12.42 | 0.82 | 41.06 M | 29.04 | 0.03 M |
| Ours w/o adaptation, c=1.0 | 9.53 | $\mathbf{0 . 8 4}$ | 34.68 M | 25.98 | 0.03 M |
| Ours, c=0.0 | $\mathbf{1 3 . 4 3}$ | 0.76 | 41.06 M | 29.04 | 5.72 M |
| Ours, c=1.0 | 13.08 | 0.78 | 34.68 M | 25.98 | 5.72 M |

that our primary factor of controllability is through architectural changes which remains unaffected by the weight hypernet.

Training efficiency. In contrast to dynamic networks, static multi-task networks require multiple models to be trained, corresponding to different task preferences, to approximate

Table 5.5: Evaluation on CIFAR-100.

$\left.\begin{array}{lccccc}\hline \text { Method } & \text { HV. } \uparrow[1,1, \ldots, 1] & \text { Unif. } \uparrow & \text { Inference } & \text { Params. } \downarrow & \text { GFLOPs } \downarrow\end{array}\right)$| Control |
| :---: |
| Params. |
| Single-Task |
| PHN |
| 0.009 |

the trade-off curve. As a result, these methods have a clear trade-off between their performance and their training time. To analyze this trade-off, we plot hypervolume vs. training time for our framework when compared to training multiple static models in Figure 5.7. We trained 20 multi-task models with different preferences sampled uniformly, and at the inference time, we selected subsets of various sizes and computed their hypervolume. The shaded area in Figure 5.7 reflects the variance over different selections of task preference subsets. This empirically shows that our approach requires a shorter training time to achieve similar hypervolume compared to static multi-task networks.

### 5.4.6 Analysis

Architecture evaluation. We study the effectiveness of the architectures predicted by the edge hypernet by comparing them with those predicted by LTB [57] and BMTAS [19]. We choose the architecture predicted for a uniform task preference and, similar to LTB,


Figure 5.7: Comparison with preference-specific multi-task networks. For static multi-task models, each value is computed by evaluating a subset of preferences, with the shaded area marking the variance across selected subsets. Our framework achieves high hypervolume significantly faster with a single model.
we retrain it for a fair comparison. We evaluate the performance in terms of the relative drop in performance across tasks and the number of parameters with respect to the singletask baseline. Despite not being directly trained for NAS, our framework is able to output architectures that perform at par with LTB (Table 5.6).

Task controllability. In Figure 5.8 we visualize the task controllability for our framework by plotting the test loss at different values of task preference for that specific task, marginalized over preference values of the other tasks. As expected, increasing the preference for a task gradually leads to a decrease in the loss value. Furthermore, increasing $c$ leads to higher loss values due to smaller predicted architectures. The effect of the weight hypernet is also evident, as shown by the lower loss values obtained on using it on top of the edge hypernet (w/o adaptation).

Table 5.6: Architecture evaluation on PASCAL-Context (3 tasks). We report the mean intersection over union for $\mathcal{T}_{1}$ : Semantic seg., $\mathcal{T}_{2}$ : Parts seg., and $\mathcal{T}_{3}$ : Saliency. The presence of $\dagger$ indicates that we train the networks initialized from ImageNet weights, while its absence indicates training from anchor net weights.

| Method | $\mathcal{T}_{1} \uparrow$ | $\mathcal{T}_{2} \uparrow$ | $\mathcal{T}_{3} \uparrow$ | $\operatorname{Avg} \Delta_{\mathbf{T}}(\%) \uparrow$ | \# Params $(\%) \downarrow$ |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Single-Task | 64.11 | 58.41 | 65.17 | - | - |
| LTB | 61.84 | 59.41 | 64.18 | -1.12 | -35.0 |
| BMTAS | 62.79 | 58.41 | 64.74 | -0.93 | $\mathbf{- 4 8 . 9}$ |
| Ours, c=0.0 | 63.60 | 59.41 | 64.94 | $+\mathbf{0 . 1 8}$ | -35.2 |
| Ours ${ }^{\dagger}, \mathrm{c}=0.0$ | 62.34 | 58.60 | 65.17 | -0.81 | -35.2 |
| Ours, c=1.0 $^{2}$ | 63.12 | 58.93 | 64.93 | -0.34 | -40.8 |
| Ours $^{\dagger}, \mathrm{c}=1.0$ | 61.91 | 58.71 | 65.01 | -1.05 | -40.8 |

Architecture Evaluation Figure 5.9 illustrates the architectures predicted by the edge hypernet for uniform task preference on the NYU-v2 3-task setting. As we increase $c$, the model size decreases via increased sharing of the low-level features. We also visualize the architectures for skewed preferences in Figure 5.10. This leads to architectures that are predominantly a single-stream network, with the selected stream corresponding to the primary task. In all cases, Task 1 denotes semantic segmentation, Task 2 denotes surface normals estimation, and Task 3 denotes depth estimation. We choose the architecture predicted for a uniform task preference and, similar to LTB, we retrain it for a fair comparison.


## Figure 5.8: Marginal evaluation of tasks on NYU-v2

### 5.4.7 Ablation Study

Impact of inactive loss. Removing $\mathcal{L}_{\text {inact }}$ leads to a loss of controllability with the edge hypernet predominantly predicting the full original anchor net, with minimal branching, leading to high resource usage and poor uniformity (Table 5.7).

Impact of weighting factors. Removing the two branching weights, $\frac{L-l}{L}$ and $A$, in the active loss, we make three key observations in Table 5.7: 1) average resource usage increases, 2) uniformity drops due to poor alignment between architectures and preferences, with larger architectures incorrectly predicted for skewed preferences, which ideally require fewer resources, 3) hypervolume remains almost constant across different $c$ indicating poor cost control.


Figure 5.9: Predicted architectures on NYU-v2 for uniform task preference.


Figure 5.10: Predicted architectures on NYU-v2 for preferences focusing on a single task.

Analysis of task threshold. We compare the effect of varying the threshold $\tau$ in Figure 5.11. Increasing the value beyond $1 / N(\sim 0.3)$ leads to a loss of controllability as indicated by the constant hypervolume across different values of $c$. This is due to the inability to account for uniform preferences. On the other hand, choosing values below this threshold leads to comparable performance.

Task classification. We analyze the importance of the induced task dichotomy by considering all tasks as active. This leads to: 1) high overall resource usage, and 2) poor controllability, especially at low values of $c$, as shown in Table 5.7.

Table 5.7: Ablation study on NYU-v2

| Method | HV. $\uparrow$ |  | Unif. $\uparrow$ |  | \#Inference Params $\downarrow$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $c=0.0$ | $c=1.0$ | $c=0.0$ | $c=1.0$ | $c=0.0$ | $c=1.0$ |
| Ours | 13.43 | 13.08 | 0.76 | 0.78 | 41.06 M | 34.68 M |
| no $\mathcal{L}_{\text {inactive }}$ | 12.81 | 12.73 | 0.49 | 0.51 | 61.75 M | 54.78 M |
| no layer weighting | 12.69 | 12.21 | 0.51 | 0.53 | 46.21 M | 41.33 M |
| no task affinity $A$ | 12.53 | 12.35 | 0.51 | 0.52 | 45.73 M | 42.55 M |
| no task dichotomy | 12.57 | 11.20 | 0.60 | 0.63 | 56.73 M | 45.17 M |



Figure 5.11: Varying thresholds on NYU-v2

### 5.5 Conclusion

We present a new framework for dynamic resource allocation in multi-task networks. We design a controller using hypernets to dynamically predict both network architecture and weights to match user-defined task trade-offs and resource constraints. In contrast to current dynamic MTL methods which work with a fixed model, our formulation allows flexibility in controlling the total compute cost and matches the task preference bet-
ter. We show the effectiveness of our approach on four multi-task settings, attaining diverse and efficient architectures across a wide range of preferences.

## Chapter 6

## Conclusions

In this dissertation, we introduce a series of methods that enable the adaptation of deep learning models to diverse distributional shifts. These shifts encompass a range of scenarios, including changes in camera viewpoints, variations in imaging conditions, morphological changes of embodied agents, and dynamic computational resource variations. Our methods aim to achieve this adaptation with minimal supervision, ensuring the models can effectively generalize to new and challenging conditions quickly.

In Chapters 2 and 3, we delve into the challenge of data distribution shift in two specific tasks: person re-identification and 2D pose estimation. To address this challenge, we leverage the inherent structures present in these tasks, such as temporal continuity across video clips and the anatomical plausibility of human poses. By utilizing these underlying structures, we propose pseudo-labeling frameworks that effectively tackle the adaptation problem when dealing with diverse cameras and varying imaging conditions.

In Chapter 4, we explore adaptation within the context of imitation learning.

Specifically, we address the challenge of training an agent using expert demonstrations from a domain that has a different state and action spaces compared to the learning agent. To overcome this discrepancy, we propose a method that utilizes cyclic state transformation consistency and value function consistency to learn a transformation function between the domains. Using this function, we enable the agent to understand and effectively utilize the demonstrations, despite the morphological differences.

Finally, in Chapter 5, we focus on the online adaptation of models to user preferences. We introduce a method that enables the training of dynamic multi-task models, empowering users to customize the compute budget and relative importance of task performances post-deployment, without necessitating retraining. To achieve this, we propose a tree-structured multi-task network with an additional hypernetwork controller. This controller is trained using meta-learning, leveraging pairwise task relationships to generate architectures that meet user constraints while ensuring high-quality performance.

While the methods presented in this thesis provide valuable insights into adaptation techniques, they represent only a fraction of the potential problems in this field. It is essential to acknowledge that there is still much to explore and discover. In conclusion, we briefly outline several logical extensions of this work that can pave the way for future research in adaptive learning models. These extensions hold promise for further advancements in the field and offer potential directions for future investigations.

Vision-language Models for Domain Adaptation In-the-wild. In Chapter 3, we present an approach for adapting a pose estimation model to previously unseen imaging conditions. Our method is based on the assumption that the pseudo-labels generated by
the pre-trained model, which are further refined using a human pose prior, are of reasonably good quality. However, our experimental findings shed light on a crucial challenge - realworld data often exhibits occlusions, which noticeably undermine the accuracy of these pseudo-labels. To address this challenge, an exciting avenue for future research lies in harnessing the zero-shot capabilities of vision-language models [148]. These models have shown remarkable capabilities in understanding complex visual scenes. Using these models, we can potentially refine and enhance the pseudo-labels, ultimately bolstering their efficacy for adapting the pose estimation model. While our current discussion focuses on 2D pose estimation, this line of investigation holds immense promise in improving the robustness and accuracy of a wide range of tasks such as 3D body shape estimation, semantic segmentation, and anomaly detection.

Imitation from Noisy Trajectories. We tackle the problem of cross-domain imitation learning in Chapter 4. To do so, we require access to proxy tasks where both the expert and the agent act optimally in their respective domains. Under some structural assumptions, the learned map enables the transformation of a trajectory in the expert domain into the agent domain while preserving optimality. Although this relaxes the typical setting of imitation learning, requiring proxy tasks limits practical applicability. Thus, it would be interesting to explore alternative ideas that can relax this assumption and accommodate sub-optimal and noisy trajectories across both domains. This would broaden the scope of cross-domain imitation learning and enable its practical use in more diverse and challenging environments.

Private Domain Adaptation. In the domain adaptation landscape, a critical aspect that often goes overlooked is the privacy of target domain data. Although source-free methods like the one we introduce in Chapter 3 exist, they primarily concentrate on safeguarding the privacy of the source domain data. However, a key problem in a variety of applications is that of domain adaptation from a public source domain to a target domain containing unlabeled data subject to privacy constraints. To tackle this challenge, it is an interesting direction to harness the recent advancements in differentially private machine learning [2]. Differential privacy [41] has become the gold standard for privacy-preserving data analysis, providing formal privacy guarantees and demonstrating desirable algorithmic properties. Despite the remarkable progress made in the field of differentially private machine learning, the problem of differentially private domain adaptation remains relatively unexplored.
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