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A B S T R A C T

We examine the effect of the 20th and recent 21st century anthropogenic climate change on high temperature extremes as simulated by four global atmospheric
general circulation models submitted to the Climate of the 20th Century Plus Detection and Attribution project. This coordinated experiment is based upon two large
ensembles simulations for each participating model. The “world that was” simulations are externally forced as realistically as possible. The “world that might have
been” is identical except that the influence of human forcing is removed but natural forcing agents and variations in ocean and sea ice are retained. We apply a
stationary generalized extreme value analysis to the annual maxima of the three day average of the daily maximum surface air temperature, finding that long period
return values have been increased by human activities between 1 and 3 �C over most land areas. Corresponding changes in the probability of achieving long period
non-industrial return values in the industrialized world are also presented. We find that most regions experience increases in the frequency and intensity of extremely
hot three day periods, but anthropogenic sulfate aerosol forcing changes locally can decrease these measures of heat waves in some models.
1. Introduction

The hottest day of the year has become a standard metric of anthro-
pogenic climate change for both observations and simulations. As one of
simplest of the 27 indices defined by the Expert Team on Climate Change
Detection Indices (ETCCDI), it is a well behaved indicator of extremely
hot weather (Zhang et al., 2011). A sample of the hottest days of the year
(denoted herein as TXx, following the ETCCDI notation) is drawn from a
larger parent sample of hot season daily maximum temperatures.1 The
length of the hot season and hence the size of the parent sample varies
depending on location. In the tropics, nearly any day of the year could be
the annual maximum but in the mid-latitudes only about 100 days of the
year ranging from the late spring to the early fall can be the hottest of the
year. From a statistics point of view, TXx is a “block maximum” (Coles,
2001) and as the effective size of each block is quite large, TXx is well
into the tail of the overall distribution. Since it is generally in the
“asymptotic regime” of the parent distribution, the distribution of TXx
can be described by the well-known Generalized Extreme Value (GEV)
distribution (Coles, 2001). Long period return values are readily obtained
after the three parameters describing the GEV distribution are
* Corresponding author.
E-mail address: mfwehner@lbl.gov (M. Wehner).

1 Note: TXx is also known as “hot days” because it is defined as the annual maxim
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Surface air temperature was one of the earliest indicators of anthro-

pogenic climate change subject to rigorous “detection and attribution”
analyses, and the human influence on its increasing trend since the early
20th century is well established (Houghton et al., 1996). Likewise, TXx
exhibits a significant increasing trend in both observations and simula-
tions of the recent past. Formal detection and attribution of the human
influence on observations of TXx has been demonstrated using individual
climate models (Christidis et al., 2011, 2014) and the models from the
Coupled Model Intercomparison Project (Zwiers et al., 2011; Min et al.
2013; Kim et al., 2016).

Projections of changes in 20 year return values of TXx present an
alarming picture of very significant increases in severe heat waves with
extreme temperature changes substantially larger than projected changes
in annual and summer average temperatures (Collins et al., 2013; Kharin
et al., 2007, 2013). In these studies, the choice of 20 years as a long
period was made due to data constraints. The CMIP models are of limited
ensemble size, ranging from 3 to 10 independent realizations of each
emissions scenario. Because they are non-stationary due to anthropo-
genic forcing trends, the authors in these studies used time itself as a
um of the warmest temperature of the day. Its CMIP5 name is “tasmax”.
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linear covariate (Coles, 2001). Due to the realization that trends may be
nonlinear in time, the analyses were confined to two decades. Even with
the expansion of the parent datasets by the full use of the available en-
sembles, extreme sample sizes were still relatively small for some CMIP
models.

2. Data and methods

In this study, we examine hot days in the “Climate of the 20th Century
Plus Detection and Attribution project” (Stone et al., 2017a). In this
project, the experiment design involves the integration of global atmo-
spheric models with prescribed sea surface temperature (SST) and sea ice
concentration thus avoiding the computational cost of lengthy full
coupled ocean-atmosphere model spin-up simulations. Instead, compu-
tational power is directed towards producing larger ensembles than the
CMIP simulations. As detailed in Stone et al. (2017a), the C20Cþ D&A
project numerical experiment consists of two parts. The first, called
“All-Hist/est1”, is essentially an “AMIP” experiment (Gates, 1992) of the
“world that was”, where the atmospheric composition, specified SST and
sea concentrations are determined from observational products (Stone
et al., 2017a). The second part, called “Nat-Hist/CMIP5-est100, is a
counterfactual AMIP experiment of the “world that might have been”
with the atmospheric composition, SST and sea concentration modified
to remove the anthropogenic effects (Stone and Pall, 2017). SST is
modified by subtracting the difference of “historical” and “natural his-
torical” CMIP5 simulations from the observed values in these experi-
ments. Other choices of counterfactual SST distributions are described
elsewhere in this special issue (Stone et al., 2017b). Sea ice concentration
is modified to maintain consistency with the new SSTs. This is one of
many approaches to probabilistic extreme event attribution (National
Academies of Sciences, Engineering, and Medicine, 2016) and is
designed to aid in separating anthropogenic and natural factors to event
likelihood (Pall et al., 2014). The construction of the counterfactual SST
and sea ice concentrations in the C20Cþ D&A project experiment pre-
serves the timing of observed natural variations in the climate system.
For instance, the large El Ni~no event of 1998 is prescribed in both parts of
the experiment. However, since the anthropogenic warming is removed
in the counterfactual part, SSTs are somewhat cooler everywhere.

Impacts of heat waves on human health increase as their duration
lengthens (Nitschke et al., 2011). Tebaldi and Wehner (2016) used the
large ensemble of the Community Earth System Model (Kay et al., 2015)
to compare changes in single hot day extrema to changes in the extrema
of the running 3 day average of TXx, which we denote here as TX3x. They
found that although 20 year return values of the 3 day averages were
slightly less than for daily quantity, TXx, 21st century changes of the 3
day averages were considerably larger.

We analyze changes in TX3x from four different models that
contributed to both parts of the C20Cþ D&A project experiment.2 Model
#1 is a version of the UK MetOffice atmospheric model contributed by
the University of Cape Town, South Africa and is denoted as “UCT-CSAG
HadAM3P-N96” (the configuration is similar to that described in Wolski
et al. (2014). Model #2 is a more recent version of the UK MetOffice
atmospheric model and is contributed by the UK Met Office and denoted
as “MOHC HadGEM3-A-N216” (Ciavarella et al., 2017). Model #3 is the
MIROC5 model contributed by the National Institute for Environmental
Studies, Tsukuba, Japan and denoted as “MIROC5” (Shiogama et al.,
2013, 2014). Model #4 is the finite volume dynamical core version of the
Community Atmosphere Model contributed by Lawrence Berkeley Na-
tional Laboratory and denoted as LBNL fvCAM5.1 (Stone et al., 2017a).
One of these model output datasets (LBNL fvCAM5.1) together with the
similar design ensemble of MRI-AGCM3.2 (Mizuta et al. 2017; Imada
et al., 2017) have been previously analyzed to reveal that the chances of
2 All model output used in this study is available at http://portal.nersc.gov/
c20c/.
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record setting single day temperature minima andmaxima and single day
precipitation maxima have been altered by the human changes to the
climate system (Shiogama et al., 2016). This study expands on Shiogama
et al. (2016) by expanding the analysis from two to four of the
C20Cþsimulation datasets and focusing on the high tails of the distri-
bution of temperature maxima rather than the center of the distribution.
Model details are provided in Table 1.

As in Tebaldi and Wehner (2016), the available ensemble sizes from
the C20Cþ D&A experiment are quite a bit larger than from the CMIP5
project. Hence, in this study we draw annual maxima over a short period
from each realization for each model. Pooling these block maxima over
both years and ensemble members provides relatively large extreme
value datasets. The underlying parent data set that the block maxima are
drawn from varies according to location. For instance, in the
mid-latitudes, there are about 100 days in the summer when the annual
maximum of the daily maximum or its running 3 day average tempera-
tures could occur. Slight differences in these periods between models
were used to accommodate differences in available data. Because the
pooling period is short, a quasi-stationary assumption is made (Wehner,
2004) with the further assumption that extrema across years are inde-
pendently and identically distributed (i.i.d.). This latter assumption may
not strictly hold everywhere (Risser et al., 2017), especially in the tro-
pics. With these assumptions about the nature of the extremal sample, the
L-moments fitting procedure for determining the three parameters of the
GEV distribution has been demonstrated to work well (Hosking and
Wallis, 1997). The large size of the extreme value datasets, shown in the
fifth column of Table 1, ensures that the uncertainty from the fitting is
small. If the ensemble sizes were not as large, extrema could have been
drawn from longer periods and a non-stationary GEV distribution fitted
by maximum likelihood methods as an alternative strategy but with the
additional uncertainty associated with fitting more parameters. If
ensemble sizes were considerably larger, individual years could be
analyzed separately without concerns about stationarity since the state of
the ocean is prescribed in the C20Cþ experiment. The particulars of the
details of the GEV analysis used in this study are described in the Sup-
plementary material of Tebaldi and Wehner (2017).

A principal difference between this study and that of Tebaldi and
Wehner (2017) stems from the prescribed ocean and sea ice states of the
C20Cþ models versus the fully prognostic ocean and sea ice of such
coupled models. Indeed, most previous GEV analyses of simulated tem-
perature extrema have been performed on fully coupled model output
(eg. Kharin et al., 2013). The additional degrees of freedom from prog-
nostic ocean and sea would add to the uncertainty in all projected
quantities including extreme temperatures. However, for long period
extreme temperature return values this internal uncertainty is consider-
ably less than the model structural uncertainty described in part by the
variance across different climate models (Wehner 2010).

3. Results

Once the three parameters of the stationary GEV are determined at
each grid point separately for the factual and counterfactual simulations,
long period return values are straightforwardly determined and their
changes calculated. Fig. 1 shows the difference in the 20 year return
value of the 3 day average of annual maximum TXx between the All-Hist/
est1 and Nat-Hist/CMIP5-est1 simulations for the four C20Cþ D&A
models. All calculations were performed and are shown on the native
model grids, but results should be qualitatively similar to the use of
slightly larger regions (Ang�elil et al., 2017b). Uncertainties in these re-
turn value differences due to the fitting procedure were calculated via a
bootstrap procedure (Hosking and Wallis, 1997) but found to be minis-
cule due to the large number of realizations as in Tebaldi and Wehner
(2016). However, as is evident in Fig. 1, the results between the four
climate models vary substantially including even the sign of the differ-
ences between the factual and counterfactual simulations. Outside of
Antarctica, three of the models (UCT-CSAG HadAM3P-N96, MOHC

http://portal.nersc.gov/c20c/
http://portal.nersc.gov/c20c/


Table 1
Details of the C20Cþ D&A models used in this study. The number of realizations is for each part (All-Hist/est1 and Nat-Hist/CMIP5-est1) of the numerical experiment
separately as used in this study. For some individual years, additional realizations may be available. The two rightmost columns shows the globally averaged difference
between the All-Hist and Nat-Hist hot season temperature and the 20 year return value of the 3 day average daily maximum surface air temperature over land. “Hot
season” is defined as the maximum of JJA and DJF averages.

Model Resolution (#lat
X #long)

Number of realizations
(All-Hist/Nat-Hist)

Analysis
period

Extreme value
dataset size

Global land average change in hot
season mean temperature (oC)

Global land average change in
very extreme temperature (oC)

UCT-CSAG
HadAM3P-N96

145X192 50/50 2008–2012 300 1.30 1.29

MOHC
HadGEM3-A-
N216

324X432 15/15 2002–2011 150 1.11 1.41

MIROC5 128x256 50/50 2011–2015 250 1.03 0.99
LBNL fvCAM5.1 192x288 100/100 2011–2015 500 1.16 1.33

Fig. 1. Change in 20 year return values (oC) between the actual and counterfactual C20Cþ D&A simulations. Upper left: UCT-CSAG HadAM3P-N96. Upper right:
MOHC HadGEM3-A-N216. Lower left: MIROC5. Lower right: LBNL fvCAM5.1.
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HadGEM3-A-N216 and LBNL fvCAM5.1) produce warmer extreme tem-
peratures everywhere when the human changes to the climate system are
considered. However, MIROC5 has several spatially coherent areas of
statistically significant decreases.

These large return value decreases in the MIROC5 simulations are
most likely due to the methods used to treat sulfate aerosols. All four
models vary the sulfate aerosol concentration in the factual simulations
but not in an identical manner. Most importantly, MIROC5 and
HadGEM3-A-N216 use a prognostic aerosol formulation with prescribed
emissions, whereas the other two models use prescribed aerosol con-
centrations based on offline simulations (and HadAM3P-N96 retains
anthropogenic aerosols in its Nat-Hist/CMIP5-est1 simulations). A
prognostic formulation allows the aerosol concentration to directly
interact with the simulated weather. During a heat wave, air masses often
stagnate. Hence, daily aerosol concentrations can become much higher
than the monthly average especially in the lower portions of the atmo-
sphere. Such localized air pollution is highly reflective to solar radiation
and can result in cooler temperatures than would occur under equivalent
clear sky conditions. Return value decreases in the MIROC5 model are
most pronounced in eastern China, and eastern Europe due to this effect.
Similar decreases in the Congo and southeast Asia are likely the result of
aerosol emissions due to fires (H. Shiogama and O. Ang�elil, personal
communications).
3

The LBNL fvCAM5.1 simulations also exhibit a region of cooling in
TXx in eastern China but of much smaller extent than the MIROC5 sim-
ulations. The LBNL fvCAM5.1 was deliberately configured with pre-
scribed bulk aerosol concentrations of Kiehl et al. (2000) generated from
previously performed interactive calculations to save compute resources.
In these simulations, daily atmospheric aerosol concentrations are
interpolated from monthly climatologies and are smoothly varying in
time with no relationship to the actual simulated meteorological condi-
tions. Hence, in the temporarily stagnant air masses associated with some
extreme temperature events, the aerosol concentrations would lower
than if an interactive treatment were used. Nonetheless, the combined
direct and indirect cooling effects of increased atmospheric aerosols in
the LBNL fvCAM5.1 are still large enough to cause limiting cooling in TXx
in the actual simulations compared to the counterfactual simulations.
UCT-CSAG HadAM3P-N96 used the same time-invariant aerosol con-
centrations for both the actual and counterfactual simulations, resulting
in no localized areas of cooling. Aerosols in the MOHC
HadGEM3-A-N216 were calculated with a prescribed emissions protocol
(Martin et al., 2006). Although this model shows a hint of a cooling in
very small portions of eastern China, it is less than the cooling in both
MIROC5 (with prescribed emissions) and LBNL fvCAM5.1 (prescribed
concentrations) demonstrating the sensitivity to details of the aerosol
formulation.
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As mentioned above, the reference periods are defined slightly
differently for the models shown in Fig. 1 in order to reduce uncertainty
in GEV parameter estimation. However, this could add to the model
structural uncertainty due the known influences of the ocean surface
state on extreme temperatures over land. We examined this by repeating
the analysis of LBNL fvCAM5.1 for the longest period, 2002-2015 (not
shown). Despite differences in the 20 year return values averaged over
the periods, the average changes from the Nat-Hist to the All-Hist con-
figurations are remarkably independent as to the choice of reference
period. This is a consequence of the careful construction of the prescribed
Nat-Hist sea surface temperatures which preserve the patterns of the All-
Hist values.

The change in the probability of an extreme event of an estimated
magnitude is often used to convey the anthropogenic effect on actual
individual extreme events (Stone and Allen, 2005). A “risk ratio” (actu-
ally a ratio of probabilities) can be simply defined as

RR ¼ Pa

Pc
¼ RTc

RTa

where Pn is the estimated probability of an event of a given magnitude in
the counterfactual world that might have been and Pa is the estimated
probability of an event of that same magnitude in the actual world that
was. As the probability of an event of a certain magnitude occurring at
least once in a given year is simply the inverse of the return time (RT) of
that magnitude, the evaluation of risk ratio from the fitted GEV distri-
butions used to calculate the return value changes in figure is straight-
forward. Fig. 2 shows the natural logarithm of the risk ratio for simulated
counterfactual 20-year return values of daily maximum temperatures
occurring in the actual world simulations. In this calculation, RTc is by
definition 20 years and RTa is calculated using the fitted GEV distribu-
tions from the actual world simulations and the estimated counterfactual
20-year return values. In our calculations, we limited RTa to be no less
than 1 year, hence the maximum risk ratio is 20. Positive values of ln(RR)
indicate that the anthropogenic influence on the climate system
increased the likelihood of counterfactual extreme temperatures, while
negative values indicate that the likelihood is decreased. If there were no
Fig. 2. The natural logarithm of the Risk Ratio, ln(RR), between the actual and count
20 year return value of the counterfactual simulations. Upper left: UCT-CSAG HadA
right: LBNL fvCAM5.1. Note that max(RR) ¼ 20 and ln(20)~3.

4

influence, the two probabilities would be equal leading to a risk ratio of
unity and its natural logarithm would be zero. Not surprisingly the dif-
ferences in this risk ratio between models is similar to the differences in
the return value changes shown in Fig. 1.

The larger ensemble size (~100) of the LBNL fvCAM5.1 model per-
mits evaluation of risk ratio for longer counterfactual return periods
without significant increase in uncertainty from the fitted GEV distri-
bution. Fig. 3 shows the changes in daily maximum temperature return
values from this model for 20, 50, 100 and 200-year return periods.
These changes are essentially the same for all of these long period return
values indicating that there is little change in the shape of the far tails of
the fitted GEV probability density distributions. Fig. 4 shows the asso-
ciated risk ratio for this selection of counterfactual return values indi-
cating substantial increases in risk ratio as event magnitudes become
rarer. In areas such as the Sahara, the risk ratio is at or near its maximum
value, 1/RTc. However, even in most other regions where the counter-
factual extremes occur less frequently that once per year in the actual
simulations, the risk ratio also increases with event rarity.

Otto et al. (2012) pointed out that small changes in temperature re-
turn value and large changes to risk ratios are not inconsistent. In fact, the
behavior shown in Figs. 3 and 4 is a consequence of the strong bound-
edness of the fitted GEV cumulative distributions characteristic of short
term temperature extrema. Fig. 6 shows a typical plot of return value as a
function of return period for the fitted GEV distribution of a represen-
tative mid-latitude land grid cell from the two C20Cþ D&A configura-
tions. The dotted red vertical line, representing the 20 year return period,
intersects the counterfactual (red) return time curve at a value of about
312.1 K. The dotted black horizontal line, drawn from that temperature
value, intersects the actual (black) curve at a return period of approxi-
mately 2.5 years, resulting in a risk ratio of approximately 8 for this value
of temperature. At larger return periods, return values increase asymp-
totically towards the bounds determined by the fitted GEV distributions.
As a result, the difference in return values also tends towards an
asymptotic magnitude as seen in Fig. 3. (The short blue lines, repre-
senting differences at 20, 50, 100, and 200 year return periods are all
roughly equal at about 2 K.) However, return periods in the actual
erfactual C20Cþ D&A simulations for the temperature values associated with the
M3P-N96. Upper right: MOHC HadGEM3-A-N216. Lower left: MIROC5. Lower



Fig. 3. Change in return value for different fixed return periods using the LBNL fvCAM5.1 simulations. Upper left: 20 years. Upper right: 50 years. Lower left: 100
years. Lower right: 200 years.

Fig. 4. The natural logarithm of the Risk Ratio, ln(RR), for different counterfactual return periods using the LBNL fvCAM5.1 simulations. Upper left: 20 years. Upper
right: 50 years. Lower left: 100 years. Lower right: 200 years.
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simulations drawn from the base of those blue lines are all very close to
2.5 years dictating that risk ratio would increase as a function of coun-
terfactual return period as seen in Fig. 4.

Uncertainty can be quantified by the method of Hosking and Wallis
(1997). In their method, an ensemble of GEV parameters can be gener-
ated by first fitting the original data to a GEV distribution then generating
random samples distributed according to that distribution and a random
number generator. Although not a classical bootstrap, the standard de-
viation of this ensemble may be interpreted in the same manner as a
standard error. Fig. 5 shows the standard error in ln(RR) of the 20 year
5

Nat-Hist return value for the C20Cþ models. Note that in comparing the
compressed color scale of Fig. 5 to ln(RR) in Fig. 2, there few regions
where the sign of RRwould change. In fact, this measure of uncertainty is
highest in the few models that there are regions where the likelihood of
extreme temperature is decreased (presumably due to aerosol forcing
increases). As a result, event attribution statements about high temper-
ature events are largely unaffected by the uncertainty in GEV parameter
estimation.

For the C20Cþ D&A experiment, Risk Ratios for temperatures
thresholds drawn from a counterfactual simulation will always be



Fig. 5. Standard error estimates of the natural logarithm of the Risk Ratio, ln(RR), for the temperature values associated with the 20 year return value of the
counterfactual simulations. Upper left: UCT-CSAG HadAM3P-N96. Upper right: MOHC HadGEM3-A-N216. Lower left: MIROC5. Lower right: LBNL fvCAM5.1.

Fig. 6. Return value of 3 day average daily maximum temperature (kelvins)
versus return time (years) for a representative mid latitude grid point from the
actual (black) and counterfactual (red) LBNL fvCAM5.1simulations. See the text
for discussion. (For interpretation of the references to color in this figure legend,
the reader is referred to the Web version of this article.)

3 Even if the best estimate of the risk ratio is infinite, a finite lower bound may
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bounded since the counterfactual probability of such temperatures is
nonzero by definition and the factual probability is generally higher.
However, when considering temperature thresholds realized in the
factual simulations, any values above the counterfactual bound would
result in infinite risk ratios, that is, such high temperatures could not be
realized in the absence of the simulated human interference in the
climate system. For a conservative attribution statement about actual
extreme temperatures realized, it is often preferable to base the statement
on an estimate of the lower bound of the risk ratio with some high
confidence (e.g. 5% statistical significance level). In the case shown in
Fig. 6, temperatures between 312.3 K and 314.2 K are possible in the
actual simulations but not in the counterfactual simulations. For tem-
peratures close to or above the counterfactual bound, conventional
bootstrap methods to estimate confidence intervals of the risk ratio may
6

result in infinite risk ratios for some bootstrap elements due to random
exceedances of the bound. In Jeon et al. (2016), we presented the sta-
tistical formalism to construct one-sided uncertainty estimates by
inverting a likelihood ratio test when conventional bootstrap methods
produce infinities.3 We refer interested readers to that study.

4. Conclusions

We present changes in 20 year return values and associated risk ratios
of 3 day heat wave temperatures calculated from four models submitted
to the Climate of the Twentieth Century Plus (C20Cþ) Detection and
Attribution project. A principal finding is that model treatments of at-
mospheric aerosols, which is not specified in the C20Cþ experimental
design, can have large localized influences on the magnitude and even
sign of the anthropogenic change in extreme high temperature events.
Statements based on models that prescribe atmospheric aerosol con-
centrations rather than emissions may erroneously conclude that the
human interference in the climate system increased the risk and
magnitude of an actual observed heat wave when in fact the net effect of
greenhouse gas (GHG) and aerosol increases were to decrease the risk
and magnitude due to rapid increase of localized aerosol concentrations
in stagnant conditions. However it is important to remark that such
cooling of extreme temperatures is very limited in extent to those regions
with significant air pollution and that there remain substantial un-
certainties in modeling aerosol processes. Rigorous quantification of this
effect is not possible with the current C20Cþ database as the protocols
did not specify that aerosol forcing changes be saved. Further experi-
mentation with a single model with multiple aerosol package options
(such as the LBNL fvCAM5.1) would be the most controlled class of
simulations in this regard.

Most other land areas of the planet are simulated to have exhibited an
increase of between 1 and 3 �C for long period return values of the 3 day
average of the daily maximum temperature as a result of anthropogenic
climate change. While the changes in return value are stable as the rarity
exist.
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of the counterfactual event is increased, relative changes in frequency are
not. This consequence of the boundedness of the Generalized Extreme
Value (GEV) distributions fitted to the annual maxima causes the so-
called Risk Ratio to increase with rarity in those areas where the
anthropogenic effect is a warming of extreme temperatures.

Differences in land surface temperatures across models are due both
to such non-GHG forcing differences and to differences in the models’
sensitivity to the GHG increase itself. Since the ocean state of each model
has been changed in the same way for the C20Cþ experiment, surface air
temperature differences over land and sea ice are the result of local dif-
ferences in radiative forcing responses as well non-local changes in the
general circulation of the atmosphere. The final two columns of Table 1
show the differences between the All-Hist and Nat-Hist simulations
globally averaged for both the average of the “hot season” and very
extreme surface air temperatures revealing variation in model sensitivity
to increases in anthropogenic forcing over land. Hot season here is
defined as the maximum of either June-July-August (JJA) or December-
January-February (DJF) seasonal averages. The extreme temperature
differences shown in Table 1 are calculated from the 20-year return
values of the three day average of daily maximum temperature. However,
from both Figs. 3 and 5, these values are good approximations to extreme
temperatures at longer return periods. For some locations, depending on
the climate model, extreme temperature increases can be greater than the
corresponding increases in average temperature during the season that
they are most likely to occur in. While temperatures are generally still
best described as bounded distributions, their tails are slightly heavier as
temperatures warm in these locations.

Pooling across a relatively small number of years produces fitted GEV
distributions with very low uncertainties. Most colored regions in
Figs. 1–4 would remain the same color if the lower bound of the changes
in return values or return times were used. This uncertainty from the
statistical fitting procedure is largest for the MOHC HadGEM3-A-N216
simulations as it contains only 15 realizations for each of the
C20CþD&A experiment configurations. However, by pooling a fewmore
years, say a decade, this source of uncertainty would be reduced to a
safely negligible amount if the probability of the event is not strongly
conditional on interannual sea surface temperature anomalies.

The original design of the C20Cþ D&A experiment is targeted to-
wards making attribution statements of individual events in specific
years. The prescribed ocean element of this design allows consideration
of the effect of the state of the ocean on such statements by considering
the extreme events occurring only in the relevant year. However, un-
certainties in the estimates of longer period return values for individual
years from the extreme value distribution fitting procedures may be
significantly larger than the pooled results presented in Figs. 1–4. On the
other hand, known teleconnections between surface air temperature and
the state of the ocean are well documented (Santoso et al., 2015) and
uncertainties in long period return values from pooling years may also be
non-neglible. A more detailed analysis of such interannual variability is
deferred to a later study.

Careful attention would need to be paid to the uncertainties in single
year analyses of MIROC5 and UCT-CSAG HadAM3P-N96, each with 50
realizations per configuration and even LBNL fvCAM5.1with ~100 re-
alizations. The fifteen realizations of MOHCHadGEM3-A-N216 used here
are not enough for single year analyses of this type. However, 105 sim-
ulations are available in the C20Cþ archive for the years 2014 and 2015
and even larger ensembles for the most recent years have recently been
performed. Although not used in this study, a limited number of years
(2011-2013) were simulated 400 times for both the factual and coun-
terfactual parts of the C20Cþ D&A experiment (Ang�elil et al., 2017a) and
would provide attribution statements with very low uncertainties from
the statistical fits.

Three of the four models used in this study have been compared to
reanalyses and found to have significant biases in mean and extreme
seasonal temperatures (Ang�elil et al., 2016). Bias correction techniques
have generally involved uniformly adding the difference between
7

observed and model simulations of the recent past (in this case All-Hist)
to all simulations whether they be of the past, present or future. While
bias correction often is done for the mean climate, Jeon et al. (2016)
presented a quantile bias correction technique specifically targeted to-
wards refined estimates of the risk ratio. Indeed, errors in the simulated
mean climate may be unrelated to those in the tail of the distribution due
to differences in the relevant physical processes. Such uniform bias
correction of long period return values only shifts the curves of Fig. 5 up
or down, preserving the differences at fixed return period (i.e. the length
of the short blue lines does not change). The differences between long
period return values in bounded distributions such as in Fig. 5 converge
as values get near the bound. Hence, extreme temperature bias correction
factors are largely insensitive to return period even for only modestly rare
events. As a result, “mechanistic” attribution statements (Pall et al., 2014;
Easterling et al., 2016) that state the effect of anthropogenic climate
change on the observed magnitude of an extreme event of fixed rarity
(such as Figs. 1 and 3) are insensitive both to errors in the estimation of
the observed return period as well as the model's mean climatological
bias, as long as both the factual and counterfactual estimate of return
period are high enough to be near the bound. This is not the case for
“probabilistic” attribution statements that state the effect of anthropo-
genic climate change on the chances of an event of fixed magnitude (via
the risk ratio). Even if the value of the estimated return period in the
factual simulation does not change (i.e. the location of the dashed red
line of Fig. 5) because it is determined by observations (as in the
approach described in Jeon et al., 2016), the estimated return period in
the counterfactual simulations would change (i,e. the length of the black
dotted line) and the estimate of risk ratio would be altered by bias
correction.

As Hansen et al. (2012) has pointed out, the shift in the distribution of
surface air temperature since the mid 20th century has been profound.
Temperatures that were rare prior to the 1980's now occur with regu-
larity. In such cases, estimating return periods and probabilities via
extreme value techniques in counterfactual simulations or in the early
part of the observed temperature record may be appropriate. However,
extreme value techniques may not be appropriate in the actual simulation
or in the present day part of the observational record if temperature
values are no longer in the tail of the distribution and other methods of
estimating probabilities should be used (O'Brien et al., 2016). Also in
such cases, application of the same bias correction factor to both factual
and counterfactual simulations may be inappropriate as very different
portions of the distribution are of interest. Rather, judicious choice of
separate quantile bias corrections would be advisable.
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